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Zusammenfassung

Permafrostböden in der Arktis unterliegen im Zuge des Klimawandels einer
Reihe von Veränderungen, was den Aufbau eines weltweiten Monitoring-Pro-
gramms zwingend notwendig macht. In dieser Arbeit wird ein Energiebilanz-
Modell für einen Permafrost-Standort auf Svalbard in Norwegen entwickelt,
das in Analogie zu Klimamodellen die einzelnen Komponenten der Energiebi-
lanz an der Oberfläche und die Bodentemperaturen berechnet. Dazu wurde
die Oberflächenenergiebilanz, bestehend aus den Strahlungskomponenten, dem
fühlbaren und latenten Wärmestrom sowie dem Bodenwärmestrom, für die
Dauer eines Jahres gemessen, was bisher für arktische Landgebiete noch nicht
durchgeführt wurde. Messungen der Oberflächentemperatur mit einer Ther-
malkamera zeigen eine deutliche räumliche Variabilität dieser wichtigen Vari-
ablen, die sich im Rahmen des Energiebilanz-Modells reproduzieren lässt. Auch
die Auswirkung der in Messungen dokumentierten starken Heterogenität der
Schneehöhen auf die Bodentemperaturen kann mit dem entwickelten Energiebi-
lanzmodell simuliert werden. Des weiteren werden Bodenmessungen der Ober-
flächentemperatur mit Satellitendaten verglichen, wobei sich insbesondere wäh-
rend des Winters deutlich zu kalte Temperaturen in der Satellitenmessung er-
geben. Abschließend werden verschiedene Möglichkeiten diskutiert, wie die en-
twickelten Konzepte für ein Permafrost-Monitoring-Programm genutzt werden
könnten. Hierbei zeichnen sich Energiebilanzmodelle vor allem durch ihre enge
Anlehnung an vorhandene Klimamodelle sowie die Flexibilität aus, verschiedene
Satellitendaten als Trainingsdatensätze zur Parameterschätzung einbeziehen zu
können.

Abstract

Arctic permafrost may be adversely affected by climate change in a number of
ways, so that establishing a world-wide monitoring program seems imperative.
This thesis evaluates possibilities for permafrost monitoring at the example of a
permafrost site on Svalbard, Norway. An energy balance model for permafrost
temperatures is developed that evaluates the different components of the surface
energy budget in analogy to climate models. The surface energy budget, consist-
ing of radiation components, sensible and latent heat fluxes as well as the ground
heat flux, is measured over the course of one year, which has not been accom-
plished for arctic land areas so far. A considerable small-scale heterogeneity of
the summer surface temperature is observed in long-term measurements with a
thermal imaging system, which can be reproduced in the energy balance model.
The model can also simulate the impact of different snow depths on the soil
temperature, that has been documented in field measurements. Furthermore,
time series of terrestrial surface temperature measurements are compared to
satellite-borne measurements, for which a significant cold-bias is observed dur-
ing winter. Finally, different possibilities for a world-wide monitoring scheme
are assessed. Energy budget models can incorporate different satellite data sets
as training data sets for parameter estimation, so that they may constitute an
alternative to purely satellite-based schemes.
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Chapter 1

Introduction

1.1 Permafrost – an essential climate variable in
the “Global Climate Observing System”

Permafrost is defined as sub-surface earth materials that remain continuously
at or below the freezing temperature of water for at least two consecutive years
(Harris et al., 1988). A distinction is made between the continuously frozen
permafrost and the so-called “active layer” on top of the permafrost, which is
subject to annual thawing and freezing (Harris et al., 1988). The active layer
is of outstanding importance as all biological processes, including the formation
and decomposition of organic material, are restricted to this zone. Permafrost
occurs mainly in arctic regions, but also in high mountain areas, such as the
Tibet plateau (Fig. 1.1). Due to the distribution of the land masses on the
earth, permafrost is strongly concentrated on the Northern Hemisphere, where
approximately a quarter of the land area is occupied by permafrost. The largest
extent of permafrost is found in Siberia, followed by arctic Canada and Alaska.
In Europe, permafrost exists in the Alps, in mountainous regions of Scandinavia
and in the non-glaciated areas of Greenland and Svalbard. This thesis investi-
gates permafrost on Svalbard.
Permafrost is a temperature phenomenon on the local scale, as the temperature
distribution in the ground at each point is largely determined by the tempera-
ture conditions at the surface and not by neighboring areas. As the local surface
temperature is influenced by a range of factors, such as exposition, vegetation
or soil moisture, areas with and without permafrost can coexist in a region,
which gives rise to the classification of permafrost areas in continuous (more
than 90% of the area underlain by permafrost), discontinuous (50 to 90% of the
area), sporadic (less than 50% of the area) and isolated (only small patches).
The permafrost on Svalbard is in the zone of continuous permafrost (Fig. 1.1).
In the past decade, a large number of studies has gathered convincing observa-
tional and modeling evidence for a sustained warming of the Arctic (e.g. Serreze
et al., 2000; Hansen et al., 2001; Comiso and Parkinson, 2004; Hinzman et al.,
2005; Turner et al., 2007; Comiso et al., 2008; Overland et al., 2008). On Sval-
bard, a significant warming of air temperatures since 1960 has been detected,

1



Chapter 1

Figure 1.1: Circum-polar permafrost distribution with classification in continu-
ous, discontinuous, sporadic and isolated permafrost from Brown et al. (1997).
Svalbard, where the field measurements for this study have been performed, is
circled in red.

which is mainly attributed to changes in circulation patterns (Hanssen-Bauer
and Førland, 1998). The ongoing warming trend naturally has an impact on
the permafrost, and increasing permafrost temperatures have been reported for
many regions (e.g. Hinzman et al., 2005; Osterkamp, 2005), including Svalbard
(Isaksen et al., 2001, 2007).
General circulation models (GCMs) predict an accelerated future warming trend
for the Arctic, with increases of the mean air temperature exceeding 10K un-
til the end of the century (Fig. 1.2). Accordingly, a sizable reduction of the
permafrost area is projected until 2100 (Delisle, 2007; Lawrence et al., 2008),
which is likely to have strong impacts on the ecology (e.g. Jorgenson et al.,
2001), infrastructure (Parker, 2001) and economy (Prowse et al., 2009) of these
regions. However, even more drastic scenarios are conceivable: The total carbon
stored in the uppermost three meters of soil in permafrost areas is estimated
to be about half of the world-wide soil carbon stock, or more than twice the
atmospheric carbon pool (Schuur et al., 2008). Zimov et al. (2006) suggest that
degradation of permafrost and an increase in average active layer thickness will
make large amounts of previously frozen organic material, that has been ac-

2
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Figure 1.2: Projected changes of the Arctic climate until 2090, as given by
the average of the scenarios included in the Arctic Climate Impact Assessment
(ACIA, 2005). Shown is the near-surface air temperature, the September sea
ice extent and the current and projected outer limits of the permafrost area
(UNEP/GRID-Arendal, 2010).

cumulated over millenia, available for microbial decomposition. As anaerobic
decomposition is dominant in the extensive wetland areas in Siberia, Canada
and Alaska, this may lead to a massive release of methane from permafrost re-
gions. The activation of this carbon stock would convert northern permafrost
regions from net sinks to net sources of greenhouse gases (Walter et al., 2006;
Schuur et al., 2008), resulting in an amplification of the global warming trend.
Based on such drastic projections, permafrost has been included in the “Global
Climate Observing System” (GCOS) as an “Essential Climate Variable” for
terrestrial systems (gcos.wmo.int, 2010). The ambition of GCOS is “to provide
continuous, reliable, comprehensive data and information on the state and be-
havior” (gcos.wmo.int, 2010) of the earth systems to compile a common data
basis for national and international agencies, e.g. for the reports of the “In-
tergovernmental Panel on Climate Change” (IPCC). The GCOS framework
constitutes the obligation to establish long-term monitoring programs for en-
vironmental variables, that can characterize the state of the permafrost.

3
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Figure 1.3: Location of the boreholes of the TSP program (www.gtnp.org, 2010).

1.2 State of the art in permafrost monitoring

Considering the extent of the permafrost area and the potential impacts of a
large-scale degradation, it seems imperative to continuously map and monitor
the thermal state of the permafrost world-wide in order to assess its vulnerabil-
ity to climate change. Two terrestrial monitoring programs are currently oper-
ational, the “Circumpolar Active Layer Monitoring” (CALM) program and the
“Thermal State of Permafrost” (TSP) program, which both form the backbone
of the permafrost monitoring required for GCOS. The degradation of permafrost
usually is preceded by an increase in the thickness of the active layer, followed
by the formation of a talik and the subsequent thawing of the remaining per-
mafrost body from top and bottom. An ongoing monitoring of the active layer
thickness might therefore serve as an “early-warning system” to detect the onset
of permafrost degradation. The CALM program coordinates measurements of
the active layer thickness at more than 150 sites (Nelson et al., 2008; Shiklo-
manov et al., 2008). The main disadvantage of the CALM approach is that the
active layer thickness mainly reflects the summer conditions. At sites in Alaska,
Osterkamp (2007) observes stable active layer thicknesses despite of a warming
of the permafrost temperatures, which is caused by a warming trend during the
much longer winter season.
Therefore, the TSP program (Burgess et al., 2000; www.gtnp.org, 2010) targets
the thermal state, i.e. the temperature distribution, of the permafrost underly-
ing the active layer, which reflects the temperature conditions of the entire year.
Another advantage of temperature monitoring in deep boreholes is that inter-
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annual variations, which can be of considerable magnitude, are not reflected in
deeper soil layers, as they decay close to the surface. Therefore, the temperature
at a certain depth gives the integrated temperature signal for a certain period,
which is the longer the deeper the temperature is measured. The TSP program
currently comprises more than 500 boreholes of depths between less than 10m
to several 100m, in which the temperature distribution is either measured man-
ually at regular intervals or automatically recorded using dataloggers. As the
majority of the boreholes has been drilled in the course of prospecting opera-
tions for mineral resources or infrastructure projects, the boreholes are strongly
concentrated in the resource-rich regions of West Siberia, Yakutia and Alaska,
while vast regions are not covered at all (Fig. 1.3). Despite of the accurate tem-
perature information at the borehole site, the considerable heterogeneity of the
surface and snow cover to a certain extent questions the representativeness of
the borehole data for the larger surrounding area. To gain a better understand-
ing of this problem, it is necessary to investigate the controlling factors, which
give rise to the formations of spatial heterogeneity of subsurface temperatures
under different conditions.
Although the CALM and TSP programs have been expanded rapidly in the
past five years, it is evident that the vast and remote permafrost areas cannot
be sufficiently covered by such a labor-intensive scheme alone. It is thus desir-
able to better exploit the potential of remotely sensed data sets to complement
terrestrially-based monitoring. However, as permafrost is a ground temperature
phenomenon, none of the potential measures used to characterize permafrost,
such as the thaw depth or the temperature distribution in the ground, is directly
accessible through remote sensing techniques. Some studies have evaluated the
performance of proxies for the state of the permafrost, such as the occurrence
of certain vegetation types (Walker et al., 2003) or the increase or shrinkage
of lakes (Smith et al., 2005; Stow et al., 2004), which can be detected in high-
resolution multi-spectral satellite images. However, such indicators are usually
only meaningful for limited areas, so that it seems questionable that they can
be employed for a larger-scale monitoring.
Remotely sensed land surface temperatures (LST) are a more universal proxy,
although the relationship between surface and subsurface temperatures is com-
plex. While a warming trend over the arctic land masses has been observed
in long-term records of satellite-derived LST (Comiso and Parkinson, 2004;
Comiso, 2006), the implications for the thermal state of the permafrost remain
debatable. Marchenko et al. (2009) propose to use the existing time series of
remotely sensed LST as upper boundary condition for a conductive heat trans-
fer model (e.g Sazonova and Romanovsky, 2003), which delivers the full tem-
perature distribution in the ground. Despite of the large number of required
additional input parameters, such as information on the snow cover and the
composition of the soil, this concept may possess the flexibility to incorporate
the full range of different climatic, geological and ecological conditions found in
permafrost areas. The application of such an LST-based scheme for Northern
Quebec and Labrador, Canada, (Hachem et al., 2009) highlights the prospects
for large-scale permafrost monitoring.
The land surface temperature is currently accessible by a number of remote
sensing platforms, some of which provide a high overpass frequency at the ex-
pense of spatial resolution (e.g. Terra MODIS, Aqua MODIS, ERS-AATSR,
NOAA-AVHRR), while others follow the opposite concept (e.g. Landsat TM,
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ASTER). For the purpose of permafrost monitoring, daily to monthly LST av-
erages are required, as high-frequency fluctuations of the surface temperature,
such as the daily cycle, decay close to the surface and do not affect the temper-
ature evolution of deeper soil layers. However, accurate temporal averages of
LST can only be obtained, if a sufficient overpass frequency is provided. In this
point, satellite platforms such as Terra/Aqua MODIS, which under ideal condi-
tions are even capable to resolve the daily cycle, are superior to high-resolution
sensors such as Landsat TM, which can only provide a few measurements per
averaging period. On the other hand, as strong variations of the surface cover
and the soil moisture conditions occur on scales of meters in permafrost regions,
pronounced subpixel differences of the surface temperature are conceivable for
a medium-resolution sensor such as MODIS, which has a footprint area on the
order of one square kilometer. A strong subpixel variability of LST would add
additional complexity to a permafrost monitoring scheme, as the employed heat
transfer models are highly non-linear due to the phase change of water.
To gain a better insight in the performance and limitations of an LST-based
permafrost monitoring scheme, case studies at different permafrost sites are re-
quired, where remotely sensed LST and other input parameters are validated.
Furthermore, the performance of different heat transfer models to reproduce
the thermal regime of the ground should be evaluated. In addition to poten-
tial improvements of the employed techniques and models, such case studies
are key to building (or destroying) confidence in the reliability of satellite-based
permafrost monitoring.

1.3 Modeling the future state of permafrost

In permafrost regions, the partitioning of energy at the surface is a crucial pro-
cess, which strongly influences the heat flux into the ground and thus ultimately
the thermal conditions of the permafrost. The basic terms in this surface en-
ergy budget are the short- and long-wave radiation, the sensible and latent heat
fluxes and the ground heat flux. The surface energy budget is influenced by
a number of factors, such as synoptic weather conditions, surface characteris-
tics and surface soil moisture. The correct representation of the surface energy
budget is one of the challenges in global coupled Atmosphere-Ocean General
Circulation Models (AOGCMs) in the Arctic. The scientific report from the
“Arctic Climate Impact Assessment” (ACIA, 2005) concludes:

“The Arctic is a region characterized by complex and insufficiently understood
climate processes and feedbacks, contributing to the challenge that the Arctic
poses from the view of climate modeling. Several weaknesses of the models
related to descriptions of high-latitude surface processes have been identified,
and these are among the most serious shortcomings of present-day arctic cli-
mate modeling. [...] The atmospheric boundary layer in the Arctic is poorly
represented in current AOGCMs. It is unlikely that the representation can
be improved just by increasing model vertical resolution. Insufficient under-
standing of the physics of the atmospheric boundary layer in the Arctic and the
inappropriate parameterizations used in the current generation of AOGCMs call
for further research in this field.”
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The models make use of mostly semi-empirical parameterizations of the differ-
ent fluxes of the surface energy budget, which have usually been developed and
validated for non-arctic regions (e.g. Viterbo and Beljaars, 1995). In the Arctic,
the perennial snow cover and the annual snowmelt, which greatly modify the
surface processes for a large part of the year, constitute additional challenges
for modeling, which have not been fully resolved (Douville et al., 1995; Slater
et al., 1998). Another unresolved problem is the parameterization of the sen-
sible and latent heat fluxes during stable atmospheric stratification conditions
which frequently occur in the arctic winter (Zilitinkevich et al., 2002; Lüers and
Bareiss, 2009a).
Therefore, direct measurements of the surface energy budget in arctic regions
are indispensable to evaluate the performance of the employed flux parameteri-
zations and surface parameter sets, especially if the study can provide the entire
annual cycle and thus a complete picture including snow-associated processes.
The scarcity of such data sets in the Arctic is yet intriguing. Eugster et al. (2000)
have compiled a data basis of the surface energy budget of different landcover
types for the summer months, but a similar survey for the winter does not ex-
ist. For sea ice on the arctic ocean, the extensive SHEBA study has provided
a record of the entire annual cycle of the surface energy budget (Persson et al.,
2002; Uttal et al., 2002). For arctic land areas occupied by permafrost, where
the logistical effort is much smaller, such a comprehensive long-term study has
not been initiated so far.
Permafrost is currently not represented in an adequate way in General Circu-
lation Models (GCMs). The “European Centre/Hamburg Model” (ECHAM)
from the Max-Planck Institute for Meteorology, Hamburg, (Roeckner et al.,
2003), for instance, contains a total of five soil layers to a depth of 10m, but
does not include the freezing of soil water at all. Thus, a considerable fraction of
the energy exchange between the soil and the atmosphere is not accounted for,
and the dynamics of freeze and thaw processes cannot be properly represented.
Therefore, two questions must be raised with respect to permafrost:

1. Would an adequate representation of permafrost in GCMs lead to an im-
proved accuracy in the model predictions of the target variables, such as
air temperatures or precipitation, both for permafrost areas and on the
global scale?

2. Can atmospheric variables derived from current climate models (e.g. air
temperature or precipitation, obtained with an inadequate representation
of permafrost-related processes) be used to drive stand-alone permafrost
models, which do include a proper representation of permafrost dynamics?

The first question would have to be answered with “yes”, if strong feedbacks
between permafrost processes and the climate system existed. A prime example
for such a feedback process would be the massive emission of methane from
degrading permafrost (see Sect. 1.1), which is not accounted for in current cli-
mate models. To include this permafrost-atmosphere feedback, the addition of
a suitable soil model which can reproduce the annual freezing and thawing of
the active layer would only be a first step, which needs to be complemented by
a biogeochemical model for methane production and release. A second conceiv-
able, yet less spectacular link between permafrost and the climate system is the
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modification of the surface energy budget due to the seasonality of energy stor-
age and release from permafrost-dominated ground. This is particularly true
for times when the soil close to the surface freezes or thaws, which has been
found to directly impact the near-surface air temperature in model simulations
(Viterbo et al., 1999). Furthermore, it is conceivable that changes in the vege-
tation due to thawing permafrost could modify the surface energy budget over
large areas within the Arctic. Some studies have suggested a feedback of such
processes on the climate system at least on the regional scale (Chapin et al.,
2005).
The second question can be answered with “yes”, if the impact of ground pro-
cesses on atmospheric variable is small, i.e. the ground heat flux is small com-
pared to the other terms in the surface energy budget. It is interesting to note
that this is implicitly assumed in all global simulations of future permafrost
extent (e.g. Delisle, 2007; Lawrence et al., 2008). To investigate this issue,
measurements of the annual surface energy budget of permafrost areas across
climatic and ecological gradients are needed.
To obtain permafrost temperatures from atmospheric variables, process-ori-
ented permafrost models have been developed (Hoelzle et al., 2001). In principle,
they make use of the same parameterizations of the surface energy budget as
GCMs to evaluate the ground heat flux and the thermal conditions of the sub-
jacent permafrost (Hinzman et al., 1995; Ling and Zhang, 2004). Accordingly,
they are subject to the same shortcomings of the flux parameterizations, which
can lead to biased results. To build or destroy confidence in simulations based
on process-oriented permafrost and climate models, case studies are required
which investigate the performance of various measured and modeled input data
sets and permafrost models to reproduce a measured temperature distribution
in the ground.

1.4 Outline

This thesis investigates the sensitivity of the ground thermal regime at a per-
mafrost site on Svalbard towards a variety of environmental factors. It is de-
signed to connect three different disciplines in permafrost research - field mea-
surements, remote sensing and modeling. A major challenge of this work is to
resolve the inherent scale conflict between the three fields. While this study is
ultimately focused on the ground thermal regime, land-atmosphere interactions
are investigated to obtain a detailed understanding of the determining physical
processes.
The surface temperature is the key parameter in monitoring and modeling ef-
forts for the thermal regime of the ground, as it reflects the combined effects of
surface-atmosphere interactions as well as surface-ground processes. This thesis
explores the relevant processes that give rise to the formation of the surface
temperature and the spatial and temporal scales, over which they vary.

• The surface temperature forms as the result of the surface energy budget,
i.e. the partitioning of energy at the earth surface. Therefore, the different
components of the surface energy budget are evaluated in independent
measurements over the course of one year. The detailed understanding of
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the surface energy budget is key to an adequate representation in models.

• During summer, the surface temperature displays a considerable spatial
heterogeneity. Spatially resolved monitoring of the surface temperature
has been conducted during two summer seasons with a thermal imaging
system. The determining factors for the formation of spatially different
surface temperatures are interpreted within the framework of the surface
energy budget. Conversely, the surface temperature measurements allow
insight in the spatial variability of the surface energy budget, which is a
challenge in modeling schemes.

• During winter, the snow cover plays a crucial role for the thermal regime
of the ground, as it insulates the soil and prevents propagation of the low
winter temperatures into the ground. In extensive field measurements, the
impact of the spatial variability of the snow cover on the ground thermal
regime is investigated.

• The performance of remotely sensed land surface temperatures from the
Moderate Resolution Imaging Spectroradiometer (MODIS), which are pro-
posed as key input parameter for satellite-based permafrost monitoring, is
evaluated for the study area. A detailed assessment of subpixel variabil-
ity is given, and the prospects of satellite-based LST measurements for
permafrost monitoring are assessed.

• The process understanding gathered in the various field measurements is
implemented in a process-oriented permafrost model based on the surface
energy budget, that is optimized to deliver the ground thermal regime.
First model runs forced by global reanalysis data for the past 50 years are
presented.

Finally, a critical appraisal of the eligibility of process-oriented schemes for per-
mafrost monitoring is given. The superior performance compared to schemes
that are entirely forced by remotely sensed data is highlighted. With the assess-
ment of a data fusion strategy, this thesis aims to make a distinct contribution
to the current discussion towards operational permafrost monitoring on the
pan-arctic scale.
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Theory

2.1 The surface energy budget

The partitioning and redistribution of energy at the surface is the driving pro-
cess for the energy and water budget of the earth. The earth surface is the
lower boundary of the atmosphere, where energy and water are transported
by radiative and convective processes, as well as the upper boundary for the
lithosphere, where conductive transfer of energy dominates. The surface energy
budget (SEB) equation connects atmospheric and lithospheric processes and
reflects the conservation of energy,

0 = Sin + Sout + Lin + Lout +Qh +Qe +Qg . (2.1)

All quantities represent energy fluxes (unit Wm−2) and the equation is satisfied
at each point in space and time. We use the convention that fluxes directed
away from the surface, are denoted positive, while fluxes directed towards the
surface are denoted negative. The atmospheric part consists for one of the in-
coming and outgoing short-wave and long-wave radiation terms Sin, Sout, Lin

and Lout and of the sensible heat flux Qh and the latent heat flux Qe, which
are turbulent land-atmosphere exchange fluxes. The ground heat flux (denoted
snow heat flux, when the ground is snow-covered) is the only considered flux
term of the lithosphere. In the surface energy budget equation, we assume the
surface to be an infinitely thin layer, where all energy reallocation processes
occur. While this is certainly not true for surfaces covered with a dense canopy,
e.g. for forests, it appears adequate for barren tundra surfaces with little vege-
tation or snow, which this thesis will deal with. A few exceptions to this rule
must be made, which are discussed later. For a full description of the surface
processes, the energy budget equation must be complemented by a water budget
equation, which includes evapotranspiration, rain and water (and in principle
water vapor) transport in the soil. The two budget equations are coupled by the
latent heat flux. In this thesis, we focus on the energy budget and only strive
the water budget occasionally.
The radiative terms consist of a “short-wave” part, which originates as black-
body radiation from the sun, and a “long-wave” part, which originates from
black-body radiation of the earth surface as well as radiation emitted by the
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atmosphere. The distinction is feasible, as the two spectral ranges are well
separated. The short-wave radiation is typically defined as the spectral range
from approximately 300 to 2800 nm, while the long-wave radiation comprises
the range from 5 to 50µm.
The incoming and outgoing short-wave radiation are related through the sur-
face albedo α = Sout/Sin, which typically is in the range of 0.1 to 0.2 for
snow-free surfaces and 0.6 to 0.8 for snow. The outgoing long-wave radiation
mainly originates from the blackbody radiation of the surface, which according
to Stefan-Boltzmann Law is σsbT

4
surf . However, the emission and absorption

characteristics of natural surfaces are generally different from a black body,
which is accounted for by the emissivity ε in Kirchhoff’s law

Lout = εσsbT
4
surf − (1− ε)Lin . (2.2)

The surface emissivity in principle depends on the wavelength, but for our ap-
plication, a bulk formulation with a spectrally averaged emissivity is sufficient.
Therefore, we will refer to the spectrally averaged emissivity only as emissivity,
unless stated otherwise. The emissivity is a property of the surface material
and can thus vary. Typical surface emissivities are between 0.96 (dry grass) and
0.99 (snow). Therefore, the surface energy budget equation can be written as

0 = (1− α)Sin + εLin + εσsbT
4
surf +Qh +Qe +Qg . (2.3)

When the ground is snow-covered, the governing surface energy budget equation
is essentially the same, with three notable exceptions:

1. Short-wave radiation is known to penetrate a snow cover to a depth of
more than 0.5m (e.g. Brandt and Warren, 1993), so that the energy is
distributed over a whole slab. Although most of the energy is delivered
in the first centimeters, the concept of an infinitely small surface layer, in
which the redistribution of energy occurs, is clearly violated in this case.
If the snow pack is shallow, the short-wave radiation can even penetrate
to the ground surface, which has a much smaller albedo than the snow,
and melt the snow pack from the bottom.

2. When the perennial snow pack melts, the melt water from the upper lay-
ers percolates into the snow pack and may refreeze at the bottom, thus
distributing the energy throughout the snow pack. Hence, a redistribution
of energy occurs over the entire snow pack (in combination with the above
mentioned penetration of short-wave radiation).

3. A similar situation occurs, when rain falls on the snow pack in winter,
percolates down and refreezes at a certain depth. To some degree, these
rain-on-snow events can be included in the definition of the snow heat flux
(see Sect. 4.1.3)

While it is principally possible to model these situations, the solution would
be highly dependent on a number of generally unknown and spatially variable
properties, such as the stratification of the snow pack, the grain size, internal ice
layers and layers with high contamination of soot. Therefore, we introduce the
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energy consumption of the snow pack as a storage term, which can be formally
expressed as a flux term. In the snow melt period, the additional term Qmelt is
added to the surface energy budget equation (see Sect. 4.6).
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2.2 Ground thermal regime

In this section, the governing equations for heat transfer into the soil are derived,
loosely following Jury and Horton (2004). The focus is put on the representation
of soil freezing processes, which are crucial to understand and model the heat
transfer in permafrost soils.

2.2.1 Conductive heat transfer

We consider a slab of soil of volume V . Its internal energy E(t) is given by

E(t) =

∫

V

e(~x, t) , (2.4)

where the volume integration must be understood as integration over elemen-
tary volumes in which local thermodynamic equilibrium is assumed, so that the
definition of a local temperature T (~x, t) and associated internal energy per unit
volume e(~x, t) is meaningful. From conservation of energy, it follows that the
change of the internal energy of the slab over time is equal to the energy flux
~je(~x, t) through the surface S of the slab.

d

dt
E(t) =

∫

V

d

dt
e(~x, t) = −

∮

S

~je(~x, t) · ~n = −

∫

V

~∇ · ~je(~x, t) . (2.5)

Hereby, ~n denotes the unit vector normal to the surface of S and we have used
Gauss’s theorem in the final step. The equation must be satisfied at any point
in V , so that one obtains

d

dt
e(~x, t) + ~∇ · ~je(~x, t) = 0 . (2.6)

In case of permafrost soil, the internal energy e depends on the temperature
T and the volumetric fractions θw,i,a,m of water, ice, air and of the solid ma-
trix. Here, the solid matrix is assumed to consist of minerals, which is a good
assumption for the soil in the study area (Roth and Boike, 2001), but it may
also contain an organic fraction. In case of constant volumetric fractions, the
equation becomes

de

dt
=

∂e

∂T

∂T

∂t
= ch

∂T

∂t
. (2.7)

The specific volumetric heat capacity ch can be expressed by the specific volu-
metric heat capacities cw,i,a,m of the soil constituents as

ch = θwcw + θici + θaca + θmcm . (2.8)

However, the volumetric fractions θw,i,a,m are usually not constant in the soil,
but change e.g due to infiltration of water as well as phase change of soil water.
In the following, the phase transition from the liquid to the gaseous phase is not
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considered, so that only freezing of water and melting of ice in the soil must be
accounted for. We first omit infiltration and allow only for freezing processes, so
that θa, θm and the sum of θw and θi are constant. In soil, the freezing of water
does not occur at the freezing temperature Tf of free water, but the interfacial
energy between water and the solid matrix (the matric potential, i.e. the energy
per unit volume of liquid water required to bring it in the porous medium)
facilitates the existence of unfrozen water at temperatures well below Tf . If the
temperature is decreased below Tf , the water in the largest voids will freeze
first, while the water in smaller voids remains unfrozen due to the higher matric
potential. This leads to a functional dependence between unfrozen water content
θw and temperature, the so-called soil freezing characteristic, which depends on
the soil texture. In fine-textured material, such as clay, the unfrozen water
content at a specific temperature is higher compared to coarse-textured soils,
such as sand or gravel. In the following, we assume Tf = 0◦C and define e = 0
at T = 0◦C and all water in the liquid phase. We can now rewrite Eq. 2.6 to

de

dt
=

∂e

∂T

∂T

∂t
+

∂e

∂θw

∂θw
∂T

∂T

∂t
+
∂e

∂θi

∂θi
∂T

∂T

∂t
(2.9)

= ch(T )
∂T

∂t
+ cwT

∂θw
∂T

∂T

∂t
+ (−ρw Lsl + ciT )(−1)

∂θw
∂T

∂T

∂t
,

where ch is now a function of temperature due to the changing ice and water
contents. Furthermore, we have used the relation ∂θw/∂T + ∂θi/∂T = 0, which
is obtained by differentiating θw + θi = const. As the volumetric latent heat of
fusion ρw Lsl is much greater than (cw − ci)T at reasonable temperatures, we
can omit this term and define an effective volumetric heat capacity

ceff(T ) = ch(T ) + ρw Lsl
∂θw
∂T

, (2.10)

which accounts for the phase change in terms of an increased heat capacity at
temperatures below 0◦C.
If the volumetric fractions are constant and mass fluxes of liquid water do not
occur, the energy flux~je is a purely conductive heat flux. The conductive ground
heat flux, which we denote ~jg, is given by Fourier’s law of heat conduction as

~jg = −Kh(T ) ~∇T , (2.11)

where Kh is the isotropic thermal conductivity of the soil. In soil, Kh is an
effective value accounting both for the “true” conductivity and the diffusion of
water vapor and thus latent heat, which enhances the heat flux particularly at
higher temperatures. As the heat capacity, it has a functional dependence on
the volumetric fractions of the constituents and thus on the temperature T (see
Sect. 2.2.4).
The heat conduction in soil is approximated as a one-dimensional problem with
a temperature gradient only in z-direction. From Eqs. 2.6, 2.9 and 2.11, we
obtain the governing equation for the heat transfer in soil including freezing of
soil water

ceff(z, T )
∂T

∂t
−

∂

∂z

(

Kh(z, T )
∂T

∂z

)

= 0 . (2.12)
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If the conductivity Kh is constant with depth, an effective thermal diffusivity
dh can be defined as

dh(z, t) =
Kh(z, T )

ceff(z, T )
, (2.13)

so that a diffusion equation for temperature is obtained

∂T

∂t
− dh(z, T )

∂2T

∂z2
= 0 . (2.14)

However, the thermal conductivity is not necessarily constant in the region of
a freeze front, where steep gradients of the soil water and ice content exist, so
that Eq. 2.12 must be solved for accurate permafrost modeling.

From Eq. 2.9, we can calculate the change in the internal energy between two
points in time, t1 and t0, as

e(t1)− e(t0) = ρw Lsl [θw(T (t1))− θw(T (t0))] +

T (t1)∫

T (t0)

ch(T ) dT . (2.15)

Note that this relation only holds if the sum of water and ice content is con-
stant, not in case of changing water content through infiltration. Furthermore,
as stated above, a potential change of the water vapor concentration between
t0 and t1 is not accounted for. Eq. 2.15 can be integrated over a volume with
a temperature and soil water content distribution to yield the total internal
energy content of the soil (see Sect. 2.3.1).

2.2.2 Extension to variable soil water content

In the previous paragraph, the basic equations have been derived, that are
employed in this thesis for determining ground heat fluxes and modeling the
soil thermal regime (Eqs. 2.12, 2.15). However, infiltration of water in the soil
can occur and thus violate the assumption of purely conductive heat transfer.
To understand the limitations of conductive heat transfer, it is instructive to
derive the governing equation for the soil thermal budget, if infiltration of water
is allowed. In this case, only θm is constant, and we use the following relations
between water, ice and air content:

θw = (1− θm − θa)F (T ) (2.16)

θi = (1− θm − θa) [1− F (T )] (2.17)

1 = θw + θi + θa + θm (2.18)

Assuming thermodynamic equilibrium at the scale of the formulation, the func-
tion F (T ) determines the freezing characteristic and hence F (T ) = 1 for T ≥
0◦C and 0 ≤ F (T ) < 1 for T < 0◦C. Furthermore, the energy flux ~je is now
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the sum of the conductive heat flux and energy fluxes due to the flow of air and
water, ~jh,a and ~jh,w,

~je = ~jg +~jh,w +~jh,a (2.19)

~jg = −Kh(T ) ~∇T (2.20)

~jh,w = cwT ~jw (2.21)

~jh,a = caT ~ja , (2.22)

where ~jw and ~ja denote the flow rates of water and air per unit cross-sectional
area and unit time. In the following, only flow in z-direction is considered, with
the flow rates denoted jw and ja, respectively. Furthermore, incompressibility is
assumed so that the following continuity equations for air and water are fulfilled:

0 =
∂θa
∂t

+
∂

∂z
ja (2.23)

0 =
∂θw
∂t

+
∂θi
∂t

+
∂

∂z
jw (2.24)

Subtracting Eq. 2.18 differentiated with respect to z, one obtains

0 =
∂

∂z
jw +

∂

∂z
ja . (2.25)

Starting from Eq. 2.6, we basically follow the same procedure as above and
expand the term as de/dt as

de

dt
=

∂e

∂T

∂T

∂t
+

∂e

∂θw

∂θw
∂T

∂T

∂t
+

∂e

∂θw

∂θw
∂θa

∂θa
∂t

(2.26)

+
∂e

∂θi

∂θi
∂T

∂T

∂t
+
∂e

∂θi

∂θi
∂θa

∂θa
∂t

+
∂e

∂θa

∂θa
∂t

=

(

ch(T ) + (1− θm − θa)[ρw Lsl − (cw − ci)T ]
∂F (T )

∂T

)
∂T

∂t

+ ρw Lsl [1− F (T )]
∂θa
∂t

+ (ca − F (T )cw − [1− F (T )] ci) T
∂θa
∂t

,

where the first term is equal to ceff(T ) ∂T/∂t for (cw− ci)T ≪ ρw Lsl. The term
~∇ · ~je(~x, t) in Eq. 2.6 (assuming fluxes only in z direction) can be expanded as

∂

∂z
je =

∂

∂z
jg +

∂

∂z
jh,w +

∂

∂z
jh,a (2.27)

= −
∂

∂z

(

Kh
∂T

∂z

)

+ cwT
∂

∂z
jw + caT

∂

∂z
ja

+ (cwjw + caja)
∂T

∂z

= −
∂

∂z

(

Kh
∂T

∂z

)

+ (cw − ca)T
∂θa
∂t

+ (cwjw + caja)
∂T

∂z
,
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where Eqs. 2.23 and 2.25 have been used in the final step. Adding the two
equations yields

0 = ceff
∂T

∂t
−

∂

∂z

(

Kh
∂T

∂z

)

(2.28)

+ (ρw Lsl + (cw − ci)T )[1− F (T )]
∂θa
∂t

+ (cwjw + caja)
∂T

∂z
.

For positive temperatures, when the soil is unfrozen (i.e. F (T ) = 1), the equa-
tion simplifies to

0 = ceff
∂T

∂t
−

∂

∂z

(

Kh
∂T

∂z

)

+ cwjw
∂T

∂z
, (2.29)

where the term caja ∂T/∂z due to advection of air has been neglected. We no-
tice that the diffusion equation is complemented by an advection or infiltration
term, so that the heat transfer is no longer purely conductive. This term de-
pends on the flow rate of water, which hence determines the degree of violation
of the assumption of conductive heat transfer. Note that an effective 1D-process
is assumed, where all phases are well mixed, so that the equation does not hold
for infiltration through coarse block material, which can occur in permafrost re-
gions. Eq. 2.29 does not make any statement about the nature of the water flow
in the soil. For a fully coupled model of heat and water transfer, the governing
equations for water flow in porous media must be included, e.g. Buckingham-
Darcy law for flow in unsaturated soil or Darcy’s law for flow in saturated soil
(e.g. Jury and Horton, 2004).
In case of infiltration of water at subzero temperatures, where 0 ≤ F (T ) < 1,
the equation (using (cw − ci)T ≪ ρw Lsl) can be approximated by

0 = ceff
∂T

∂t
−

∂

∂z

(

Kh
∂T

∂z

)

+ cwjw
∂T

∂z
+ ρwLsl[1− F (T )]

∂θa
∂t

, (2.30)

which is approximately equal to

0 = ceff
∂T

∂t
+ ρw Lsl [1− F (T )]

∂θa
∂t

(2.31)

in case of strong infiltration. Hereby, the last term describes the release of latent
heat through partial refreezing of infiltrating water. In case of increasing water
content, the air content θa decreases with time, so that the last term is negative,
which is compensated by the first term and increasing temperature T . Due to
the magnitude of Lsl, the infiltration of water at subzero temperatures can
invoke a rapid step-like increase of the soil temperatures, which has frequently
been recorded in permafrost areas during the snowmelt period, when water pools
up in the snow pack and leads to a pressure head (Kane et al., 2001). While
the qualitative effect is described by Eq. 2.31, the true nature of infiltration is
more complex, as it preferentially occurs at localized spots such as cracks, thus
leading to a strong spatial heterogeneity of the infiltration process.
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2.2.3 Special cases

In the following, two simplified cases of heat transfer are outlined. Although the
stringent assumptions are violated in real situations, they provide qualitative
insight into important aspects of heat transfer in permafrost regions.

Heat transfer with periodic forcing

We consider the soil as a semi-infinite half-space with uniform thermal properties
(i.e. heat capacity, thermal conductivity and thermal diffusivity). The phase
change of water is excluded, so that the heat conduction can be described in
terms of a simple diffusion equation for temperature

∂T

∂t
− dh

∂2T

∂z2
= 0 . (2.32)

We now assume T (z, 0) = T0 = const as initial condition and periodic steady-
state conditions T (0, t) = T0 + Tm sin(2πft) as upper boundary. Hereby, 1/f
denotes the oscillation period, which could be one day to capture the diurnal
cycle or one year for the seasonal cycle. The lower boundary is set to a constant
temperature T0, i.e. lim

z→−∞
T (z, t) = T0.

The diffusion equation can then be solved by the approach

T (z, t) = T0 +D(z)Tm sin(2πft+ δ(z)) , (2.33)

where D(z) represents a damping factor for the amplitude of the oscillation and
δ(z) a phase shift. One obtains

δ(z) = z

√

πf

dh
(2.34)

D(z) = exp

(

z

√

πf

dh

)

. (2.35)

We notice that the temperature oscillation at depth −z is a sine wave damped
proportional to exp(z) and features a phase shift proportional to z. The propor-
tionality constant depends on (f/dh)

1/2, so that a high-frequency signal decays
more rapidly and experiences a stronger phase shift with depth. For a thermal
diffusivity dh = 10−6 m2s−1, which is in the range of typical values for soil, the
daily temperature cycle would hence be damped to 1/e of the surface amplitude
at a depth of approximately 0.2m, while the annual cycle would experience the
same amount of damping at a depth of roughly 3m.
Although the situation is more complex in permafrost soils due to the phase
change of water, the statements remain widely valid: if the thaw depth is suffi-
ciently large, the diurnal temperature cycle decays close to the surface and only
long-term average temperatures determine the temperature evolution in deeper
soil layers.
In case of variable upper boundary conditions, e.g. determined by measurements
of the surface temperature, a Fourier decomposition can be applied, so that the
heat transfer problem can be solved as superposition of periodic solutions 2.33.
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This method has been successfully applied to describe the temperature dynam-
ics in the study area when the ground is frozen (Roth and Boike, 2001).
There exist analytical solutions for conductive heat transfer including phase
change of water under periodic forcing (Kudryavtsev et al., 1974), but they
still cannot incorporate the freezing characteristic of water in soil, nor can they
account for soil properties varying with depth. Therefore, simulations of per-
mafrost temperatures for real situations are best performed by numerical solving
schemes for Eq. 2.12.

The Stefan solution - a “bathtub” model for the seasonal thawing of

permafrost

While the last paragraph has dealt with heat conduction without freezing of
soil water, the Stefan equation describes the freezing or thawing of water or
soil without including the actual temperature change of the soil. Furthermore,
the freezing characteristic of the soil water is not accounted for. The rate of
energy consumption or release at the freeze-thaw interface, which is related
to the advance rate of the thawing or freezing front, is set to be equal to the
conductive ground heat flux, approximated by a linear interpolation between the
surface temperature Tsurf and freezing temperature of water Tf at the freeze-
thaw interface:

−ρwLslθw
∂d(t)

∂t
= −Kh

Tsurf(t)− Tf
d(t)

for thawing (2.36)

ρwLslθw
∂d(t)

∂t
= −Kh

Tsurf(t)− Tf
d(t)

for freezing (2.37)

d(t) hereby denotes the depth of the freezing or thawing front (taken to be
positive) below the surface, and θw the water content in the unfrozen part of
the soil, or the ice content in the frozen soil, respectively. The analytical solution
for d is

d(t) =

√

Kh|J(t)|

ρwLslθw
(2.38)

with

J(t) =

t∫

t0

(Tsurf(t)− Tf ) dt , (2.39)

which can be verified by inserting in Eq. 2.36. t0 is the time when the thawing of
the frozen soil or the freezing of the unfrozen soil has begun. With Tf = 0◦C, J
is denoted the thawing index Jt (integrated from the start of thawing) and −J
the freezing index Jf (integrated from the start of freezing), which are typically
given in terms of “degree days”. The freezing and thawing index has been
used in early assessments of permafrost distribution (e.g. Carlson, 1952), with
permafrost present, when the depth of the seasonal freezing exceeds the depth
of the seasonal thawing, i.e.

Kh,frozenJf > Kh,thawedJt . (2.40)
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Apart from the practical problem to obtain suitable records for the surface
temperature for the soil domain (which in winter is strongly determined by
the properties of the seasonal snow cover on top of the soil), particularly the
description of refreezing with the Stefan model features a major shortcoming:
in this case, two freezing fronts exist, one spreading down from the surface and
one spreading up from the permanently frozen permafrost body below. While
the advance of the lower freezing front could again be estimated by a Stefan
approach, the temperature at a certain depth in the permafrost body must be
known, which in most cases is not available.
Despite of the simplicity of the Stefan model, it illustrates two important effects
of the surface temperature on the seasonal thawing and freezing process:

1. To factor out the impact of the surface temperature on the freezing and
thawing of permafrost soil, the integral over the surface temperature from
the beginning of the thawing/ freezing process is the relevant quantity.
It allows to compare sites with different seasonal characteristics of the
surface temperature and different times when the thawing and freezing
begin.

2. The thaw depth is proportional to the square root of the integrated surface
temperatures. While this is an extreme simplification, it is important to
note, that the impact of a change in J on the thaw depth is not linear.
It decreases with increasing value of J , which reflects the diminishing
temperature gradient between the surface and the freeze-thaw interface
with increasing depth of thaw.

2.2.4 The de Vries model for the thermal conductivity

In this section, we briefly present a modeling approach to obtain the thermal
conductivity of soil from the volumetric fractions of the soil constituents water,
ice, air and solid matrix, which is composed of a mineral and an organic fraction.
The problem is not trivial, as the thermal conductivity of a porous medium does
not only depend on its composition, but also the distribution of the phases and
the geometry of the pores space. For simplicity, the soil particles are assumed
to be spherical.
The thermal conductivity of a porous medium can be approximated by the
following empirical formulation (de Vries, 1952)

Kh =

∑

n fnθnKh n
∑

n fnθn
, (2.41)

where the summations run over the five constituents of the soil presented above.
While the Kh n denote the thermal conductivities of pure water, ice, etc., for
which literature values are available, the fn are weighting factors that enhance or
dampen the influence of a component. If all fn were unity, the situation would
be analogous to electrical resistors connected in parallel, through which flow
of heat/current occurs unaffected by the neighboring phase/resistor. de Vries
(1952) and Campbell et al. (1994) introduce the concept, that only one of the
constituents occurs as interconnected “continuous phase” with thermal con-
ductivity Kc, while the other constituents are conceptualized as discontinuous
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phases, i.e. small domains intercepted by the continuous phase. We can now
postulate the following properties for the weighting factors fn, whereKd denotes
the thermal conductivity of a discontinuous phase.

• The weighting factor fc for the continuous phase is unity.

• For Kd > Kc, the heat flux through the discontinuous phase is limited by
the sections, where the heat flux must pass the “eye of the needle” of the
continuous phase with lower thermal conductivity. This limits the ability
of the discontinuous phase to conduct heat, so that the weighting factor
fd of the discontinuous phase must be smaller than unity.

• In the limit Kd ≫ Kc, the resulting thermal conductivity must be inde-
pendent of Kd, as the heat flow is entirely limited by the sections, where
it passes through the continuous phase. This requires an asymptotic form
fd ∝ (Kd)

−1 (compare to Eq. 2.41).

• For Kd < Kc, the heat flux is concentrated through the continuous phase.
Now, the discontinuous phase creates an “eye of the needle” for heat flow
through the continuous phase. The weighting factor fd must hence be
greater than unity.

• In the limit Kd ≪ Kc, the entire heat flux passes through the continuous
phase, so that changing the thermal conductivity of the discontinuous
phase has no effect on the resulting thermal conductivity. Hence, the
condition lim

Kd→0
fdKd = 0 must be satisfied, e.g. by fd = const.

These constraints are satisfied by the functional form for the weighting factors

fn =

[

1 +
1

3

(
Kh n

Kc
− 1

)]−1

, (2.42)

which reduces the problem to determining the continuous phase. As the mineral
and organic components are conceptualized as particles, only water, ice or air
can constitute the continuous phase. For unfrozen soil with fixed mineral and
organic, but varying water and air contents, Campbell et al. (1994) suggest
a smooth transition from an air-dominated regime (Kc = Kh a) to a water-
dominated regime (Kc = Khw) by defining

Kc = Kh a + βaw(Khw −Kh a) (2.43)

with

βaw =

[

1 +

(
θw
θw0

)−ǫs
]−1

. (2.44)

The transition between air and water as continuous phase occurs at the “liquid
recirculation cutoff” θw0, and the range, over which this transition takes place,
is determined by the smoothing parameter ǫs. Campbell et al. (1994) give values
for both parameters for a range of soils that have been determined in laboratory
experiments. For this thesis, we employ values of θw0 = 0.15 and ǫs = 4, which
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is in the range of the values given by Campbell et al. (1994) for silty and clayey
soils (as predominantly found in the study area).
The concept of Eq. 2.43 can be applied to air-ice systems (i.e. zero water content)
and water-ice systems (i.e. zero air content). As measurements are not available,
we assume the same parameters θi0 = θw0 and ǫs for the air-ice system as for
the air-water system. For the water-ice system, the choice of βwi is uncritical,
as the thermal conductivities of pure water and ice are not strongly different,
as it is the case for air-water and air-ice systems. We assume a linear interpo-
lation between Khw and Kh i according to the water and ice contents. Finally,
the thermal conductivity of a soil with non-zero fractions of all constituents is
obtained by interpolating between the three confining systems air-water, air-ice
and water-ice, which span a three-dimensional space.
Despite this rather involved derivation, it must be emphasized that the choice
of the parameterization is only one factor contributing to a considerable un-
certainty in the obtained thermal conductivity. Even more severe weighs the
uncertainty in determining the volumetric fractions of the constituents, particu-
larly if average values over a larger area and/or a deep soil column are required.
Furthermore, a strong uncertainty exists in case of the required thermal con-
ductivity of a pure “organic” material (e.g Farouki, 1981).

2.3 Measurements of ground heat flux

For measuring the ground heat flux, heat flux plates are employed in most
studies. Here, a plate made of a material with known thermal conductivity is
inserted horizontally in the ground. The temperatures at the top and the bottom
of the plate are measured, so that the ground heat flux can be evaluated from the
temperature gradient. The method is satisfactory if the thermal conductivity
of the heat flux plate is equal or at least close to the thermal conductivity of
the soil. If this is not the case, the assumption of 1D-heat flow inherent in the
idea of the heat flux plates breaks down. This problem is particularly severe
in permafrost-dominated soil, where the temperature gradients can be extreme.
An additional problem is the accumulation of ice in the voids around the heat
flux plates, which can alter the heat flux. Furthermore, it is highly difficult to
achieve an adequate quality assessment for ground heat fluxes obtained with
heat flux plates. For this thesis, we therefore do not make use of heat flux
plates, but employ two alternative methods.

2.3.1 Calorimetric method

If one is interested in average ground heat fluxes over longer periods of a few
weeks or months, it is feasible to make use of the difference over time in the
total internal energy E(t) of the soil. For this, Eq. 2.15 is integrated over the
soil column between the surface z = 0 and z = zb, below which the internal
energy does not change between times t1 and t2:
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E(t2)− E(t1) =ρw Lsl

0∫

zb

[θw(T (t2, z))− θw(T (t1, z))] dz (2.45)

+

0∫

zb

T (t2)∫

T (t1)

ch(T, z) dT dz

For the applicability of Eq. 2.45, it is important that only changes in the water
content due to freezing or thawing of are considered, not due to infiltration.
Therefore, the evaluation of the first term must be restricted to temperatures
below 0◦C. Complications arise in case of infiltration in frozen soil, when the
formula is no longer applicable in a strict sense, as it is not possible to differen-
tiate between infiltrated water and water from thawed ice. However, infiltration
is normally restricted to the uppermost soil layer, so that the error is bearable.
The average ground heat flux through the surface can then be calculated as

jg,av =
E(t2)− E(t1)

t2 − t1
, (2.46)

if one assumes the flux through the lower boundary at z = zb to be zero. This is
fulfilled to a very good approximation, if zb is chosen sufficiently deep. In this
case, the ground heat flux is close to the geothermal heat flux, which is on the
order of 10−2 to 10−1 Wm−2 and thus negligible compared to normal average
values of the ground heat flux. For this thesis, only rather shallow temperature
and soil moisture profiles within the active layer to a depth of zb ≈ 1.5m are
available, so that the non-zero flux through the lower boundary constitutes a
major source of error.
For the evaluation of the soil water content, a profile of Time-Domain-Reflec-
tometry (TDR) measurements is employed. The technique used to evaluate the
soil water and ice contents during the winter is described in Boike et al. (2003b).
The specific heat capacity ch(T ) is then evaluated as

ch(T ) = θw(T ) cw + θi(T ) ci + θm cm + θa ca . (2.47)

If the freeze curve θw(T ) is known, the integral in Eq. 2.45 can be evaluated.
In practice, most of the energy is consumed by the phase transition of the soil
water, so that the impact of changing heat capacities on the evaluation of the
ground heat flux is rather limited.

2.3.2 Conductive method

The second method makes use of times series of soil temperature measurements.
A profile of three temperature sensors at depths z1, z2 and z3, z1 > z2 > z3 be-
neath each other yields the time series Tmeas(z1, t), Tmeas(z2, t) and Tmeas(z3, t).

To calculate the ground heat flux

jg(z, t) = −Kh(z, t)
∂

∂z
T (z, t) , (2.48)

24



Theory

the first step is to evaluate the thermal conductivity Kh of the soil or snow. We
assume a conductive 1D-heat transport and constant thermal conductivity and
heat capacity between z1 and z3 and over the considered period. Furthermore,
periods are excluded when a phase change of water occurs between z1 and z3.
We then numerically solve Eq. 2.14 with Tmeas(z1, t) and Tmeas(z3, t) as Dirichlet
boundary conditions. The initial condition is chosen as a linear interpolation
between the first two data points of the boundary conditions. In this case, the
exact choice of the initial condition is not critical, since the solution converges to
a value independent of the initial condition after few time steps. The numerical
solution of Eq. 2.14 is performed with the partial differential equation solver
of MATLAB (Skeel and Berzins, 1990), yielding the modeled times series of
temperatures for a given dh, Tdh

(z2, t), for all values of z2 with z1 > z2 > z3.
With Tmeas(z2, t), we can perform a least-square fit for dh by minimizing the
RMS error between Tmeas(z2, t) and Tdh

(z2, t). This method relies on rapid
temperature changes which induce a time lag of the surface temperature signal
in deeper soil layers characteristic for a certain dh (see Sect. 2.2.3). In the
summer period, when a strong diurnal temperature signal exists, the method
generally works at the study site for depths of z1 ≈ −0.01m, z2 ≈ −0.15m and
z3 ≈ −0.30m. The same procedure is used by Putkonen (1998), and the basic
idea of obtaining soil properties from a time series of temperature measurements
is extended by Nicolsky et al. (2007) and Nicolsky et al. (2009).
With the heat capacity ch of the soil determined from the volumetric fractions
θw and θm in soil samples (or θi in snow samples), the thermal conductivity
Kh can be evaluated as Kh = chdh. The heat flux jg(z1, t) through the upper
boundary is then calculated by

jg(z1, t) = −Kh(z1, t)
∂

∂z
T (z, t)|z=z1 . (2.49)

Note that the required derivative of the temperature can be easily evaluated
from the numerical solution of Eq. 2.14 which delivers the full temperature field
between z1 and z3.
Although convective heat transport, e.g. through infiltrating rain water, is not
accounted for in the conductive method, the inherent assumption of a purely
conductive heat transfer has been shown to be adequate for the study area
during winter (Roth and Boike, 2001), a site approximately 10 km from the
study area (Putkonen, 1998) and for other permafrost areas (e.g. Romanovsky
and Osterkamp, 1997).
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2.4 Boundary Layer Physics

Unlike the energy transfer in the soil, which is mainly determined by heat con-
duction, the energy transfer in the lowest part of the troposphere, the so-called
atmospheric boundary layer, is largely accomplished by turbulent motion of air
parcels. The boundary layer is the part of the atmosphere, where the effects of
surface friction and surface heating play a role. Above the boundary layer, in
the free atmosphere, the flow is largely controlled by non-turbulent geostrophic
conditions, while turbulence only occurs intermittently.
In the following, the basic framework for the description of turbulent land-
atmosphere exchange processes is outlined (following Stull, 1988; Kraus, 2008).
As this thesis is focused on surface processes in permafrost regions, we restrict
ourselves to the lowest part of the boundary layer, the so-called Prandtl layer,
which typically comprises a few tens of meters above the surface.

2.4.1 Basic equations

The set of equations governing the transport of heat and mass (both air and
water vapor) in the boundary layer is:

1. The continuity equation for mass

∂ρa
∂t

+
∑

k

∂

∂xk
(ρauk) = 0 , (2.50)

where ρa denotes the density and ~u the velocity of an air parcel.

2. The gas law:

p = RwρaT = Rd (1 + 0.61q) ρaT = RdρaTv (2.51)

The gas constant Rw of moist air in the gas law depends on the concentra-
tion q of water vapor (in units of kg of water vapor per kg of dry air), as
the molar mass of water vapor and the mean molar mass of dry air differ
by a factor of 1.61. This leads to the definition of the virtual temperature
Tv = T (1 + 0.61q), which is the temperature a parcel of dry air must be
heated to in order to have the same density as a parcel of moist air at
pressure p.

3. The thermodynamic equation:
To account for the changing pressure with height, it is convenient to define
the potential temperature Θ, which follows from Poisson’s equation as

Θ = T

(
p0
p

)Rd/cp

. (2.52)

The potential temperature is the temperature that a parcel of dry air at
pressure p would have, if it were compressed or expanded adiabatically to
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pressure p0. The potential temperature is a conservative property for adi-
abatic processes, which simplifies the description of vertical transport. In
a similar way, the virtual potential temperature Θv can be defined, which
is the temperature that a parcel of moist air at pressure p would have,
if it were compressed or expanded adiabatically to pressure p0. The po-
tential temperature is used to classify the stratification of the atmosphere
in neutral (∂Θ/∂z = 0), stable (∂Θ/∂z > 0) and unstable conditions
(∂Θ/∂z < 0).
The first law of thermodynamics

Tds = cpdT −
1

ρa
dp (2.53)

can hence be written as

cp dΘ =
Θ

T
T ds , (2.54)

where the left side is equal to the differential of the enthalpy, the so-called
sensible heat. The term T ds on the left side represents the generation
or dissipation of heat, which is accounted for by a bulk source term χH ,
to which four terms can contribute: the divergence of the radiative flux,
corresponding to radiative warming or cooling of the air; the divergence of
the heat transport through molecular diffusion; the dissipation of kinetic
energy in heat through viscous friction, which is strictly positive (i.e. it
always generates heat); the release or generation of latent heat through
phase changes of water.
We can now formulate the budget equation for the sensible heat content
of air as

ρacp
dΘ

dt
= ρacp

∂Θ

∂t
+
∑

k

ρacpuk
∂Θ

∂xk
= χH , (2.55)

where the left side represents the change of the sensible heat content,
divided in the local change and advection of sensible heat.

4. The humidity equation:

dq

dt
=
∂q

∂t
+
∑

k

uk
∂q

∂xk
= χW (2.56)

The total change of the concentration of water vapor can again be divided
in the local change and an advection term, while a bulk source term χW

is introduced in analogy to χH . It accounts for both molecular diffusion
of water vapor and for condensation or evaporation.

5. The Navier-Stokes equations:
The equations of motion for an air parcel are given by

ρa
dui
dt

= ρa
∂ui
∂t

+
∑

k

ρauk
∂ui
∂xk

(2.57)

= −
∂p

∂xi
− δi3ρag −

∑

j,k

εijkfjρauk + µ
∂2ui
∂x2k

.
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As in the two previous equations, the change of the velocity vector can
be separated in the local change and an advection term. The right side
describes the acceleration due to pressure gradients, gravity, the Coriolis
force (using the Coriolis parameter ~f) and the force due to viscous molec-
ular friction (using the dynamic viscosity µ). The latter dissipates kinetic
energy into heat, which contributes to the bulk source term χH in the the
thermodynamic equation 2.55.
Adding the continuity equation (Eq. 2.50) multiplied by ui yields the bud-
get equation for the momentum per unit volume:

∂(ρaui)

∂t
+
∑

k

∂(ρaukui)

∂xk
(2.58)

=−
∂p

∂xi
− δi3ρag −

∑

j,k

εijkfjρauk + µ
∂2ui
∂x2k

2.4.2 Reynolds decomposition

The study of turbulent flows is focused on statistical properties, as a full de-
scription of the phase space is neither feasible nor desirable. Following Reynolds
(1895), we assume that a property s can be decomposed in a mean flow compo-
nent s and a rapidly varying turbulent component s′ as

s = s+ s′ , (2.59)

which satisfies the following relations:

s′ = 0 (2.60)

sw = sw + s′w′ (2.61)

s+ w = s+ w (2.62)

s = s (2.63)

bs = b s for b = const (2.64)

∂s

∂α
=

∂s

∂α
(2.65)

We consider three types of averaging procedures:

1. The statistical ensemble average, i.e. the average over all possible states
of the system:

s = s(~x, t) = lim
N→∞

N−1
N∑

i=1

si(~x, t) (2.66)
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The ideal ensemble average cannot be realized in measurements. There-
fore, ergodicity must be invoked to replace the ensemble average by time-
averaging or spatial averaging.

2. The time average:

sT (~x) = T−1

T∫

0

s(~x, t)dt (2.67)

In a strict sense, the time average is only equal to the ensemble average
in the infinity limit of the averaging period, where the process is assumed
ergodic. In measurements, the time average is always a compromise be-
tween an acceptable averaging time and the at least partial violation of
ergodicity.

3. The spatial line average:

sx(y, z, t) = l−1

l∫

0

s(~x, t) dx (2.68)

The same restrictions as for the time average apply.

The different averaging procedures will play a role in the discussion of turbu-
lence measurements with the eddy covariance method and other techniques (see
Sects. 2.5.2, 4.2.8, 5.1.2).

2.4.3 The simplified mean equations for the Prandtl layer

Thermodynamic equation

We apply a Reynolds decomposition with Θ = Θ + Θ′ and ui = ui + u′i, using
Eqs. 2.60 ff:

χH =
∂Θ

∂t
+
∑

k

uk
∂Θ

∂xk
=
∂Θ

∂t
+
∑

k

uk
∂Θ

∂xk
+ u′k

∂Θ′

∂xk
(2.69)

=
∂Θ

∂t
+
∑

k

uk
∂Θ

∂xk
+

∂

∂xk
(u′kΘ

′)−Θ′
∂u′k
∂xk

The fluctuations of the bulk source term χH in Eq. 2.55 have been assumed
small, so that covariances of fluctuations of the terms represented by χH are
negligible. The last term is zero, as the air can be assumed an incompress-
ible fluid, so that the divergence of the velocity (and hence of the velocity
fluctuations) vanishes. The covariance term w′Θ′ is proportional to the turbu-
lent vertical flux of sensible heat Qh = cpρaw′Θ′, which can thus be inferred
from high-frequency measurements of the vertical wind speed and the potential
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temperature with an eddy covariance system, if time averaging is employed to
calculate the covariances.
Assuming spatial homogeneity of all variables (i.e. ∂/∂x = 0, ∂/∂y = 0) and
v = w = 0, the equation simplifies to

∂Θ

∂t
= −

∂

∂z
(w′Θ′) + χH . (2.70)

It is not possible to solve this equation for the mean temperature even for
χH = 0, as this would require knowledge of the fluctuating terms Θ′ and w′.
One therefore has to find a parameterization of w′Θ′ in terms of the average
quantities Θ and w, which is necessarily a “physically-based guess” and ulti-
mately has to be confirmed by experiment. The problem that arises from aver-
aging statistically dependent quantities, is referred to as the turbulence closure
problem. The most commonly used parameterization is the K-approach

w′Θ′ = −KH
∂Θ

∂z
, (2.71)

where the eddy thermal diffusivity KH can depend on both height and time. It
is clear, that Eq. 2.70 reduces to a diffusion-like problem, which in principle can
be solved if the functional dependencies of KH (and the bulk source term χH)
are known.

Humidity equation

The same procedure can be applied to the humidity equation 2.56, where the
fluctuations of the source term χW are again assumed negligible:

χW =
∂q

∂t
+
∑

k

uk
∂q

∂uk
+

∂

∂xk
(u′kq

′) , (2.72)

with the covariance term w′q′ being proportional to the turbulent vertical flux
of latent heat Qe = ρaLlgw′q′. In case of spatial homogeneity and v = w = 0,
the equation simplifies to

∂q

∂t
= −

∂

∂z
(w′q′) + χW , (2.73)

for which the K-approach is

w′q′ = −KW
∂q

∂z
. (2.74)

Navier-Stokes equations

We repeat the same steps for the Navier-Stokes equations 2.57, and apply the
so-called Boussinesq approximation (e.g Stull, 1988): density fluctuations can
be neglected (ρa ≈ ρa), unless they directly affect buoyancy, i.e. only terms
containing density fluctuations and the gravitational constant g are retained.
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The latter is not the case in the Navier-Stokes equations, which can hence be
written in average form as

ρa
∂ui
∂t

+
∑

k

ρa uk
∂ui
∂xk

+ ρa
∂

∂xk
(u′ku

′
i) (2.75)

=−
∂p

∂xi
− δi3ρag −

∑

j,k

ρaεijkfj uk + µ
∂2ui
∂x2k

.

The covariance term u′w′ (mean wind in x direction) represents the effect of
surface friction through turbulent motion and gives rise to the definition of the
friction velocity u∗ with u2∗ = −u′w′. The last term containing the effects of
viscous friction is generally neglected, and the Coriolis terms −ρaεijk fj uk are
negligible close to the surface in the Prandtl layer, where the surface-induced
friction by turbulent motion dominates. However, the Coriolis force becomes
important above the Prandtl layer, where it causes a rotation of the mean wind
direction (the so-called Ekman-spiral), until geostrophic wind conditions are
reached at the top of the atmospheric boundary layer. In this case, the friction
velocity is essentially zero, so that the remaining Coriolis force and the force
due to the horizontal pressure gradient balance each other in the steady-state
case, which results in the geostrophic wind parallel to the isobars.
For the horizontally homogeneous Prandtl layer and v = w = 0, the equations
again simplify to:

∂u

∂t
= −

∂

∂z
(w′u′) (2.76)

∂v

∂t
= 0 (2.77)

0 =
∂w

∂t
= −ρ−1

a

∂p

∂z
− g (2.78)

The vertical equation is the hydrostatic equation, which is a very good approx-
imation for the vertical distribution of the mean pressure in the atmosphere.
The K-approach for the horizontal equation is

w′u′ = −u2∗ = −KM
∂u

∂z
. (2.79)

The logarithmic wind profile for neutral atmospheric stratifications

The most simple parameterization for KM has been formulated in the mixing
length theory by Prandtl (1925), which is only applicable under neutral con-
ditions, i.e. ∂Θ/∂z = 0, when the turbulence is not influenced by buoyancy
effects. The eddy diffusivity KM has the dimension of velocity times length. It
is therefore plausible, that KM is proportional to the friction velocity u∗ and
the height z above the surface. Adopting this ansatz, Eq. 2.79 yields

u2∗ = κu∗z
∂u

∂z
. (2.80)
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The proportionality constant κ is the von Kármán-constant which is determined
to be 0.4 from measurements (e.g. Foken, 2008a). Assuming zero mean horizon-
tal wind speed at a height z0, which is denoted the roughness length, as lower
boundary condition, a logarithmic wind profile is obtained

u(z) =
u∗
κ

ln
z

z0
. (2.81)

While the logarithmic wind profile has not been strictly derived, it is well con-
firmed in measurements under neutral atmospheric stratification conditions (e.g.
Foken, 2008a). The roughness length is a property of the surface material and
structure. Typical literature values range from 10−5 m for smooth snow surfaces
to a few meters in case of a forest. When eddy covariance measurements of the
friction velocity u∗ and of the mean horizontal wind speed u are available under
neutral atmospheric stratifications, the roughness length z0 can be calculated
from Eq. 2.81.

Before the functional dependencies for the K-factors under non-neutral atmo-
spheric stratifications can be approached, some basic considerations on turbu-
lence are required.

2.4.4 Turbulent kinetic energy (TKE)

The average kinetic energy per unit volume of an air parcel moving in direction
i, 1

2ρau
2
i , can be expressed as

1

2
ρau2i =

1

2
ρa ui

2 +
1

2
ρau′i

2 + ui ρ′au
′
i , (2.82)

where the first term on the right side represents the kinetic energy of the mean
flow, the second term the kinetic energy of the turbulent flow (denoted TKE)
and the third term can be neglected due to the Boussinesq approximation (see
Sect. 2.4.3). In the following, the TKE term is discussed.
Multiplying Eq. 2.58 with u′i, averaging and applying some algebraic manipula-
tions (e.g. Businger, 1982), we obtain the TKE equation which is fundamental
for stability considerations in the boundary layer:

∂

∂t

(
1

2
ρau′i

2

)

= − δi3 g ρ′au
′
i

︸ ︷︷ ︸

(1)

+
∑

j,k

ρ′au
′
i

(
∂ui
∂t

+ 2εijkωjuk

)

− (ρauk)′u′i
∂ui
∂xk

︸ ︷︷ ︸

(2)

+ µ
∂

∂xk

(

u′i
∂u′i
∂xk

)

− µ

(
∂u′i
∂xk

)2

︸ ︷︷ ︸

(3)

−u′k
∂p′

∂xk
︸ ︷︷ ︸

(4)

−
∂

∂xk

(

ρauk
1

2
u′i

2

)

︸ ︷︷ ︸

(5)

(2.83)

Only the marked terms play a significant role as sources or sinks of TKE in
the boundary layer and will be discussed in detail, while the other terms are
generally neglected (e.g. Stull, 1988).
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1. Production or destruction of TKE through buoyancy: This term
is only effective in vertical direction and corresponds to the turbulent ver-
tical mass flux density ρ′aw

′ times the acceleration due to gravity g. Note
that it is retained in the Boussinesq approximation (see Sect. 2.4.3). In
case of an unstable atmospheric stratification (∂Θ/∂z < 0), a negative
ρ′aw

′ stems from turbulence elements, which correspond to a combination
of ρ′a < 0 (the volume element is lighter than the elements in its environ-
ment) and w′ > 0 (the volume element moves up), or ρ′a > 0 (the volume
element is heavier than the elements in its environment) and w′ < 0 (the
volume element moves down). Therefore, the volume elements are further
accelerated by buoyancy forces, which leads to an increase in TKE. In
stable atmospheric stratifications (∂Θ/∂z > 0), the volume elements are
decelerated by buoyancy forces accordingly for ρ′aw

′ > 0, so that TKE
is dissipated. Using Eqs. 2.51 and 2.52 and the definitions of the vir-
tual temperature, sensible heat flux Qh = ρacpw

′Θ′ and latent heat flux
Qe = ρaLlgw′q′, the following relations are obtained

ρ′a
ρa

=
p′

p
−
T ′
v

Tv
,
Θ′

Θ
=
T ′

T
−
Rd

cp

p′

p
, T ′

v =
(
T + T ′)(1 + 0.61(q + q′)

)
−Tv ,

(2.84)

which are used to simplify

gρ′aw
′ ≈ −g

ρa
Tv

[(
T + T ′

)
(1 + 0.61(q + q′))− Tv

]
w′ (2.85)

≈ −g
ρa
Tv

[
Tv

Θ
Θ′w′ + 0.61T q′w′

]

(2.86)

≈ −
g

cpT

(

Qh +
0.61cpT

Llg
Qe

)

= −
gρa
T
w′Θ′

v . (2.87)

Hereby, pressure fluctuations and third-order correlation terms are ne-
glected, and T ≈ Tv ≈ Θ i set in the final line. As 0.61cpT/Llg is on the
order of 0.1, the production or destruction of TKE is largely proportional
to the sensible heat flux Qh.

2. Dynamical production of TKE through wind shear: For the homo-
geneous case, where the mean wind u is spatially constant for each height
z, only the term

(ρaw′)u′
∂u

∂z
(2.88)

directed in the mean wind direction remains. The TKE production through
shear stress is dominant close to the surface where the vertical gradient of
the wind speed is largest.

3. Viscous dissipation of TKE: This term, which is strictly positive, rep-
resents the dissipation of kinetic energy in heat through molecular friction.
Under unstable and neutral stratification conditions, it is the only sink for
turbulent kinetic energy. While the viscous dissipation is important in
the context of turbulence, the generated heat is negligible in terms of
atmospheric warming. See Stull (1988) for a more detailed discussion.
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4. Pressure-velocity interaction: Under the assumption of incompress-
ibility, ~∇ · ~u = 0, so that the sum of the components x, y, z vanishes.
However, the individual pressure-velocity correlation terms for each com-
ponent are not necessarily zero, which distributes TKE generated by (1)
and (2) over the three directions in space and facilitates transport of TKE.

5. Divergence of average flux density of TKE: These terms characterize
the difference in in- and outflow of TKE in a considered elementary volume
and thus represent advection of TKE.

2.4.5 Atmospheric stability parameters

In the following, we again assume v = w = 0, i.e. a mean wind in x-direction.
The main sources of TKE are the buoyancy term gρ′aw

′ and the shear term
(ρaw′)u′ ∂u/∂z. Their ratio, which is denoted the flux Richardson number Rf ,
is used to characterize the local structure of the turbulence at a certain height
above the surface:

Rf :=
g

Θv

·
w′Θ′

v

u′w′ ∂u/∂z
(2.89)

Under neutral conditions, the buoyancy term is zero and so is the flux Richard-
son number, while unstable conditions are characterized by negative values of
Rf , with high negative values indicating a dominant buoyancy term and thus
a highly unstable atmospheric stratification. Stable atmospheric stratifications
feature positive Rf , as the buoyancy term changes its sign. While the shear
term usually dominates close to the surface, it decreases more rapidly than the
buoyancy term with height, so that Rf = 1 or Rf = −1 at a certain height.
This is exploited in the definition of the Obukhov length

L∗ :=
Θv

κg

(u′w′)3/2

w′Θ′
v

=
ρacpT

κg

u3∗
Qh + 0.61cpL

−1
lg T Qe

, (2.90)

which is contained in the widely used dimensionless stability parameter

ζ :=
z

L∗
= RfϕM . (2.91)

The stability function ϕM is a result of parameterizing the covariances and re-
lates the gradient term ∂u/∂z in the definition of Rf to the covariance terms, on
which the Obukhov Length L∗ is based. For near-neutral atmospheric stratifica-
tion conditions, ϕM is approximately one (see next section), so that the absolute
values of the buoyancy and the shear term are equal at a height z ≈ L∗. For
a fixed height z, ζ ≈ 0 for neutral or near-neutral atmospheric stratification
conditions, while it becomes increasingly positive with increasing atmospheric
stability and increasingly negative under unstable conditions. In the limit of
free convection with a buoyancy term much greater than the shear term, ζ goes
to minus infinity.
The stability parameter ζ can be derived from high-frequency measurements of
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the wind field, the temperature and the concentration of water vapor with an
eddy covariance system, which is a commonly employed method to continuously
assess the atmospheric stratification from a ground-based point measurement.

2.4.6 Monin-Obukhov similarity theory for the Prandtl
layer

In this section, the relationships for the mass, heat and water vapor fluxes in
the Prandtl layer are derived. We assume stationary conditions, i.e. constant
fluxes of momentum, sensible and latent heat with time. Furthermore, all fluxes
are assumed constant with height in the Prandtl layer.

Non-neutral atmospheric stratifications

Monin and Obukhov (1954) hypothesized that the characteristics of the turbu-
lence in the Prandtl layer can only depend on the quantities z, z0, u∗, g/Θv

and w′Θ′
v, which can be realized by introducing a functional dependence of the

proportionality constant in Eq. 2.80 on the stability parameter ζ = z/L∗. We
hence write

κz

u∗

∂u

∂z
= ϕM (ζ) . (2.92)

The universal stability function ϕM (ζ) is the proportionality constant between
ζ and the flux Richardson number Rf (Eq. 2.91), which is easily verified by
comparing the definitions of L∗, Eq. 2.90 and Rf , Eq. 2.89. Similar approaches
can be made for the gradients of the potential temperature and humidity, namely

κzu∗

w′Θ′

∂Θ

∂z
= ϕH(ζ) (2.93)

κzu∗

w′q′
∂q

∂z
= ϕW (ζ) . (2.94)

The universal functions ϕM (ζ), ϕH(ζ) and ϕW (ζ) must be determined by mea-
suring u∗, w′Θ′ and w′q′ as well as profiles of ∂u/∂z, ∂Θ/∂z and ∂q/∂z over a
wide range of atmospheric stability conditions. The functions, which are com-
monly used today, are mainly based on a few comprehensive studies such as the
Kansas-experiment in 1968 (overview by Kaimal and Wyngaard, 1990). Such
studies are strongly complicated by the stringent assumptions of spatial ho-
mogeneity and especially stationarity, which in practice is violated at least to
a certain degree by the diurnal temperature cycle. The commonly employed
functions (Høgstrøm, 1988) are

ϕM (ζ) = (1− 19ζ)
−1/4

(2.95)

ϕH(ζ) = ϕW (ζ) = 0.95 (1− 11.6ζ)
−1/2

(2.96)
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for neutral to unstable atmospheric stratifications and

ϕM (ζ) = 1 + 6ζ (2.97)

ϕH(ζ) = ϕW (ζ) = 0.95 + 7.8ζ (2.98)

for neutral to stable atmospheric stratifications. The formulations are well es-
tablished under unstable, neutral and weakly stable atmospheric stratification
conditions (for ζ smaller than 0.5 to 1), but are challenged for strongly stable at-
mospheric stratifications as they occur under polar night conditions in the Arctic
and Antarctic. The concept of “z-less scaling”, which means constant universal
functions ϕM,H,W independent of the height z for strongly stable stratifications,
is favored by some studies (e.g. Handorf et al., 1999). The improvement of the
universal functions in the strongly stable limit, i.e ζ ≫ 0, under polar night
conditions was one of the goals of the SHEBA campaign on arctic sea ice in
1997 and 1998 (Uttal et al., 2002). The study has compiled a set of functions
for stable stratifications (Grachev et al., 2007)

ϕM (ζ) = 1 +
6.5ζ(1 + ζ)1/3

1.3 + ζ
(2.99)

ϕH(ζ) = 1 +
5ζ(1 + ζ)

1 + 3ζ + ζ2
, (2.100)

which in case of ϕH confirms z-less scaling, as the function becomes constant for
large values of ζ and thus independent of the height z. However, ϕM becomes
proportional to ζ1/3 for large ζ, which contradicts z-less scaling.

Integration of flux-gradient relationships

The flux-gradient equations 2.92, 2.93 and 2.94 can be integrated from the
roughness length z0 to the height z, which for the wind profile yields

u(z) =
u∗
κ

z∫

z0

ϕM ( z′

L∗

)

z′
dz′ =

u∗
κ

[

ln
z

z0
−ΨM

(
z

L∗
,
z0
L∗

)]

(2.101)

with

ΨM

(
z

L∗
,
z0
L∗

)

=

z∫

z0

1− ϕM ( z′

L∗

)

z′
dz′ . (2.102)

For the temperature profile, one obtains

Θ(z) = Θ(z0Θ) +
w′Θ′

κu∗

[

ln
z

z0Θ
−ΨH

(
z

L∗
,
z0Θ
L∗

)]

(2.103)

with

ΨH

(
z

L∗
,
z0Θ
L∗

)

=

z∫

z0Θ

1− ϕH( z′

L∗

)

z′
dz′ (2.104)
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and for the humidity profile

q(z) = q(z0q ) +
w′q′

κu∗

[

ln
z

z0q
−ΨW

(
z

L∗
,
z0q
L∗

)]

(2.105)

with

ΨW

(
z

L∗
,
z0q
L∗

)

=

z∫

z0q

1− ϕW ( z′

L∗

)

z′
dz′ . (2.106)

The roughness lengths for the temperature z0Θ and humidity z0q have to be
chosen so that the temperature is equal to the surface temperature, and the
humidity equal to the humidity just above the surface. In practice, one usually
assumes the same roughness length z0 for both wind speed, temperature, and
humidity.
At this point, it is worthwhile to go back to the basic thermodynamic and
humidity equations, Eqs. 2.55 and 2.56. There, molecular diffusion terms for
heat and water vapor have been included in the bulk source terms χH and χW ,
which have not been considered in the following description of turbulent flow.
However, heating and evaporation occur directly at the surface (or the latter
even within the soil), not at the heights z0Θ and z0q , respectively. In a thin
layer just above the surface, which is referred to as the viscous sublayer, the
flow is necessarily laminar so that transport of heat and water vapor indeed
occurs through diffusion. There is considerable difficulty with this concept over
natural, rough surfaces or even in a canopy, where a transition zone between
the molecular sublayer and the turbulent layer must exist. Thus, one generally
assumes Eqs. 2.103 and 2.105 to be only valid at heights well above the roughness
length.

2.4.7 A coupled model for energy exchange at the surface

In conjunction with the surface energy budget equation (see Sect. 2.1), a set of
equations can be compiled, which model the energy exchange processes at the
surface and thus deliver the surface temperature Tsurf and the unknown fluxes
Lout, Qh, Qe and Qg. The set of input parameters is:

• incoming solar radiation Sin

• albedo α

• incoming long-wave radiation Lin

• surface emissivity ε

• wind speed u at a height z

• mean temperature T at a height z

• mean relative humidity RH at a height z
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• the roughness length z0

• thermal conductivity Kh of the soil or snow

• soil temperature T (d) at depth d

The full set of equations is (neglecting the snow melt term Qmelt):

q(z0) =
0.622

p
e∗(Tsurf) (2.107)

q(z) =
0.622RH

p
e∗(T (z)) (2.108)

L∗ =
ρacpT (z)

κg

u3∗
Qh + 0.61cpL

−1
lg T (z)Qe

(2.109)

u∗ = u(z)κ

[

ln
z

z0
− ψM

(
z

L∗
,
z0
L∗

)]−1

(2.110)

Qh = −ρacpκu∗
(
T (z)− Tsurf

)
[

ln
z

z0
− ψH

(
z

L∗
,
z0
L∗

)]−1

(2.111)

Qe = −ρaLlgκu∗ (q(z)− q(z0))

[

ln
z

z0
− ψW

(
z

L∗
,
z0
L∗

)

+ κu∗rs

]−1

(2.112)

Qg = Khd (Tsurf − T (d)) (2.113)

0 = (1− α)Sin + εLin + εσsbT
4
surf +Qh +Qe +Qg (2.114)

The specific latent heat of evaporation, Llg, must be replaced by the specific
latent heat of sublimation, Lsg, in case of sublimation from snow surfaces.
In the equation for the latent heat flux Qe (Eq. 2.112), a term containing the
so-called surface resistance against evapotranspiration, rs, has been added. It
reflects the fact that evapotranspiration not only depends on the atmospheric
exchange but also on the availability of water in the soil. The term

ra := (κu∗)
−1

[

ln
z

z0
− ψW

(
z

L∗
,
z0
L∗

)]

(2.115)

can be viewed as an aerodynamic resistance (units of sm−1) towards evapotran-
spiration, so that the total resistance is described as the sum of aerodynamic
resistance ra and surface resistance rs. The latent heat flux can therefore be
written as

Qe = −
ρaLlg

ra + rs
(q(z)− q(z0)) . (2.116)

For the saturation vapor pressure e∗(T ), the empirically derived Magnus formula
is used

e∗(T ) = a1 exp

(
a2(T − 273.15K)

T − 273.15K + a3

)

, (2.117)

where the values a1 = 611Pa, a2 = 17.62 and a3 = 243.12K for saturation va-
por pressure over water surfaces and a1 = 611Pa, a2 = 22.46 and a3 = 272.62K
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Figure 2.1: The eddy covariance system on Svalbard employed in this thesis,
consisting of a Campbell CSAT 3D sonic anemometer (right) and a LiCor LI–
7500 CO2 and H2O open-path gas analyzer (left).

for saturation vapor pressure over ice surfaces are used (Sonntag, 1990).
The set of equations can be solved numerically, so that the surface temperature
can be computed based on observations of atmospheric parameters. With the
surface temperature known, the dynamics of the subsurface temperature can be
simulated using the equations of conductive heat transfer in the soil derived in
the previous section. The ground heat flux term Qg and the surface tempera-
ture induce a coupling between the soil and the atmospheric part. Instead of
parameterizing the ground heat flux with a simple temperature gradient, one
could also couple the set of equations to a numerical solving scheme for the heat
transfer equation (Eq. 2.12).

2.5 Measuring turbulent fluxes with eddy co-
variance

2.5.1 Eddy covariance system

An eddy covariance system consists of a 3D-sonic anemometer and a gas ana-
lyzer, which can both be sampled at a frequency of 20Hz (Fig 2.1). The system
can resolve the dynamics of energy-carrying eddies, that can be conceptualized
by an cycle of upwind with warm and moist air followed by downwind with
cold and dry air (in case of positive sensible and latent heat fluxes). From the
fluctuations of wind speed, air temperature and specific humidity, the turbulent
fluxes of sensible heat and water vapor can be calculated.
The gas analyzer (Fig. 2.2) is based on absorption spectroscopy for water va-
por and carbon dioxide. The LI–7500 uses the water absorption centered at a
wavelength of 2.59µm and the carbon dioxide absorption at 4.26µm, while a
non-absorbing region around 3.95µm is used to correct for a varying intensity
of the beam, e.g due to attenuation from dirt on the windows (www.licor.com,
2010). A rotating filter wheel continuously switches between the three wave-
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Figure 2.2: Schematic drawing of the functional elements of the LiCor LI–7500
gas analyzer (from www.licor.com, 2010).

length ranges (Fig. 2.2), and a lead selenide detector is used to measure the
intensity. The carbon dioxide data are not part of this thesis.
The sonic anemometer (Campbell CSAT 3D sonic anemometer, Fig. 2.1) mea-
sures the wind field in the three directions in space and the so-called sonic
temperature Ts of the air, which can be converted to the real air temperature
with the additional humidity data derived from the gas analyzer (see above).
Sound pulses are transmitted back and forth between transducers over a dis-
tance l and the travel time is recorded. The travel time of a sound pulse (speed
of sound cs) in case of wind speed v‖ in the direction of l and v⊥ perpendicular
to l is given by

t1 =
l

√

c2s − v2⊥ + v‖
(2.118)

for sound propagation along with v‖ and

t2 =
l

√

c2s − v2⊥ − v‖
(2.119)
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in opposite direction. The speed of sound in air is related to the air temperature
T and the specific humidity q by

c2s = γRdT (1 + 0.51q) := γRdTs , (2.120)

which leads to the definition of the sonic temperature Ts. Hereby, γ denotes the
adiabatic constant and Rd the gas constant of dry air. The specific humidity
appears, as the gas constant is modified due to the different molar masses of
dry air and water vapor and the adiabatic constants of dry air (predominantly
diatomic molecules, γ ≈ 7/5) and water vapor (triatomic molecule, γ ≈ 4/3)
are different. The factor 0.51 can be derived with a Taylor expansion around
q = 0.
The four unknowns (three wind components and the sonic temperature) can
be determined if at least four transmitter-receiver-combinations in a suitable
geometry are available. The CSAT features a total of six, and by the chosen
configuration (Fig. 2.1), an unobstructed wind path for the horizontal wind is
achieved (which features much larger velocities than the vertical fluctuations of
the wind speed).

With high-frequency measurements of the vertical wind speed w, Ts and q, the
momentum flux u2∗ and the sensible and latent heat fluxes Qh and Qe can be
inferred as

u2∗ = −u′w′ (2.121)

Qh = ρa cp
(
T ′
sw

′ − 0.51T q′w′
)

(2.122)

Qe = ρa Llg q′w′ , (2.123)

where the covariances are calculated as time averages. Note that T ≈ Θ is
used for the sensible heat flux, which is unproblematic as the measurements are
conducted at constant height and to a good approximation constant pressure.
Furthermore, it is possible to employ the average sonic temperature T s instead
of the average temperature T , as the difference in absolute temperatures is neg-
ligible. If sublimation over snow surfaces gives rise to the latent heat flux, Llg

must be replaced by Lsg, which increases the latent heat flux by about 10% in
case of the same covariance q′w′. It is yet important that high-frequency mea-
surements of the fluctuations of the specific humidity are required to accurately
determine the sensible heat flux (Schotanus et al., 1983).
The evaluation of the fluxes is performed with the software package ‘TK2’
(Mauder and Foken, 2004; Mauder et al., 2008), which is one of the most com-
monly employed flux software packages and used as a reference standard to
evaluate the performance of other flux softwares (Mauder et al., 2007). The
TK2 includes a quality assessment scheme for the flux data (Foken et al., 2004),
that has been developed to discard strongly erroneous measurements. Before
the quality assessment, the so-called steady-state test, can be discussed, we must
take a closer look at the evaluation of the covariances using time averages.

2.5.2 Calculation of covariances

In this section, Reynold’s averaging (Sect. 2.4.2) is revisited, as the covariances
u′w′, T ′

sw
′ and q′w′ must be calculated from time series of u, w, Ts and q
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measured at a single point in space. Therefore, time averaging is employed to
approximate the ensemble average.
We consider an infinitely long time series of two scalar variables, e.g u(t) and
w(t), that is sampled between times −τ/2 and τ/2. With the definition of the
boxcar function

Pτ (t) =

{
1 for t ∈ [−τ/2, τ/2]
0 for t 6∈ [−τ/2, τ/2]

(2.124)

and the Fourier transformation of u(t)

û(f) =

∞∫

−∞

u(t)e−2πıft dt , (2.125)

the covariance uwτ (or u′w′
τ if fluctuations around the mean value are consid-

ered) for time averaging performed from −τ/2 to τ/2 is calculated as

uwτ =
1

τ

τ/2∫

−τ/2

dt u(t)w(t) =
1

τ

∞∫

−∞

dt u(t)w(t)Pτ (t) (2.126)

=
1

τ

∞∫

−∞

dt

∞∫

−∞

df1

∞∫

−∞

df2

∞∫

−∞

df3 û
∗(f1) ŵ(f2) P̂τ (f3)e

−2πı(f1−f2−f3)t

=
1

τ

∞∫

−∞

df1

∞∫

−∞

df2

∞∫

−∞

df3 û
∗(f1) ŵ(f2) P̂τ (f3) δ(f1 − f2 − f3)

=
1

τ

∞∫

−∞

df1

∞∫

−∞

df2 û
∗(f1) ŵ(f2) P̂τ (f1 − f2)

=
1

τ

∞∫

−∞

df1

∞∫

−∞

df2 û
∗(f1) ŵ(f2)

sin(π(f1 − f2)τ)

π(f1 − f2)
.

In the limit of very long averaging times τ , the last term approaches the Dirac
delta function and the equation becomes the integral over the cospectrum of u
and w

uwτ =
1

τ

∞∫

−∞

df û∗(f) ŵ(f) , (2.127)

which is equal to the idealized ensemble average (Sect. 2.4.2) under the as-
sumption of ergodicity. It is important that the spectra û(f) and ŵ(f) are the
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spectra of the ideal, infinitely long time series of u(t) and v(t), not the spectra
that would be obtained from the sample between −τ/2 and τ/2.
The limit of an infinite averaging time cannot be realized in measurements, so
that the last term in Eq. 2.126 acts as a highpass filter and induces mixing of
frequencies. To a good approximation, the contribution of frequencies f1 − f2
is nullified if the absolute value of the argument of the sine function is greater
than or equal to π which is fulfilled for

|f1 − f2| ≥
1

τ
. (2.128)

On the other hand, for each frequency f1 contained in û, a band of frequencies
f2 ∈ (f1−1/τ, f1+1/τ) of ŵ contributes to the covariance. Now let fmin denote
the smallest frequency present in û and ŵ.

1. If fmin ≫ 1/τ , the frequency band where mixing occurs is very narrow
(relative to frequencies of û and ŵ), and the covariance calculated over
the averaging time τ is a good approximation for the “true” covariance
given by Eq. 2.127.

2. If fmin < 1/τ , time averaging with averaging time τ is not a suitable mean
to determine the “true” covariance Eq. 2.127. The low frequencies of û
and ŵ will mix and create a false cospectrum.

From this reasoning, the averaging time τ should be chosen much longer than
the longest period (i.e. the lowest frequency) in the data set. While an averaging
time of τ = 30min is much longer than the periods of typical eddies (Foken,
2008a), lower frequencies are also induced by factors other than energy-carrying
eddies, such as the diurnal cycle that imposes a frequency of (1 day)−1 on the
temperature and possibly humidity and wind speed. Changing synoptic condi-
tions can have the same effect, that may affect temperature, wind speed and
humidity. In all cases, contributions to the covariance arise due to frequency
mixing, that do not represent “real” fluxes in the sense of Eq. 2.127.
It is a nearby thought to increase the averaging time, which naturally limits
the time resolution of the flux measurements, but at the same time should
increase the accuracy of the obtained fluxes. To remove effects of the daily
cycle and changing synoptic conditions, the averaging period should at least
comprise a few days. However, on such timescales, new “low” frequencies can
arise e.g. from long-term temperature trends. Furthermore, measurement er-
rors, e.g. due to instrument failure or due to strong precipitation affecting both
the sonic anemometer and the open-path gas analyzer, are commonplace on
timescales of a few days, so that the averaging period in reality cannot be
strongly extended.
The issue is a direct consequence of the point measurement of turbulence with
the eddy covariance system, that must necessarily rely on time averaging to
approximate the ensemble average. We therefore adopt the standard procedure
for flux measurements (Foken, 2008a) and select a fixed averaging time of 30min
for the eddy covariance measurements, knowing that some errors of the fluxes
are unavoidable.
For the averaging interval of 30min, the accuracy of the fluxes is qualitatively
estimated by a steady-state or stationarity test implemented in the evaluation
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software ‘TK2’. Hereby, the covariance u′w′
30min calculated for the standard av-

eraging interval of 30min is compared with the mean of the covariance u′w′
5min,i

of 5-min subintervals and a normalized deviation De is calculated:

De =

∣
∣
∣
∣

u′w′
30min −

∑

i u
′w′

5min,i

u′w′
30min

∣
∣
∣
∣

(2.129)

The deviation is zero, if the spectra of all 5min averages and of the 30min
average are equal and Eq. 2.127 can be assumed to hold, i.e low frequencies
do not occur that would lead to mixing on the 5min and 30min timescale. A
graduation of the deviation is used to classify the quality of the fluxes (Foken and
Wichura, 1996; Foken, 2008a): the flux measurements are of good quality if both
results agree within 30%, while a system of quality flags reflects the increasingly
poor quality of flux measurements with increasing value of De. In this thesis,
half-hourly flux values are considered, if De is smaller than 2.5, corresponding
to flux measurements with a quality flag of 6 or better, which can be considered
“in long-term studies” (Foken and Wichura, 1996). While this may sound rather
arbitrary, it is a standard practice in flux measurements with the eddy covariance
method world-wide. Nevertheless, it remains unsatisfactory to the author of
this thesis that the threshold values are justified “by long experiences” (Mauder
and Foken, 2004), while they are not convincingly linked to the uncertainty
in the fluxes or at least a meaningful physical quantity. Mauder et al. (2006)
suggest relative uncertainties between 5% and 15% for quality flags of 6 or better,
but these numbers are derived from few micrometeorological studies in Central
Europe, so that it seems highly questionable to assign these error margins to
the present study.
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2.6 Radiative transfer in the atmosphere

Measurements of the surface temperature Tsurf are conducted by measuring the
outgoing long-wave radiation

Lout = εσsbT
4
surf − (1− ε)Lin . (2.130)

Although the Kirchhoff emissivity ε is close to unity for natural surfaces, a
dependence on the incoming thermal radiation Lin remains. Furthermore, the
incoming thermal radiation is the dominant source term in the surface energy
budget during polar night conditions. Thus, the understanding of the basic
processes that determine the intensity and the spectral characteristics of the
incoming thermal radiation is highly beneficial for interpreting the surface en-
ergy budget in arctic regions. In the following, the basic equations for radiative
transfer in the atmosphere are presented.
A beam of radiation, that travels vertically downwards from the top of the at-
mosphere (in this section defined as z = 0) to the surface (defined as z = zs),
loses energy due to absorption, gains energy by means of emission and redis-
tributes energy by scattering. We do not consider scattering in the following,
so that the radiation can be conceptualized as a ray. The equation of radiative
transfer relates the change in spectral irradiance I(λ, z) at wavelength λ and
position z along the ray path to local absorption kλ(z) and emission jλ(z) as

dI(λ, z)

dz
= −kλ(z)I(λ, z) + jλ(z) . (2.131)

A solution is given by Chandrasekhar (1960)

I(λ, zs) = I(λ, 0)e−τλ(0,zs) +

zs∫

0

jλ(z
′)e−τλ(z

′,zs) dz′ , (2.132)

which is verified by inserting in Eq. 2.131. τ(z1, z2) denotes the optical depth
of the atmosphere between z1 and z2 given by

τλ(z1, z2) =

z2∫

z1

kλ(z
′) dz′ . (2.133)

We now assume absorption and emission in a gas cloud in local thermodynamic
equilibrium, where the gas molecules are in thermodynamic equilibrium at tem-
perature T , while the radiation field is not. In this situation, emission and
absorption are related by Kirchhoff’s law as

jλ = kλIbb(λ, T ) , (2.134)

where Ibb(λ, T ) is the spectral irradiance emitted by a black body at kinetic
temperature T , given by Planck’s law

Ibb(λ, T ) =
2hc2

λ5
1

e
hc

λkBT − 1
. (2.135)
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Eq. 2.132 can hence be written as

I(λ, zs) = I(λ, 0)e−τλ(0,zs) +

zs∫

0

kλ(z
′)Ibb(λ, T (z

′))e−τλ(z
′,zs) dz′ . (2.136)

From Eq. 2.136, the spectral irradiance at each height z can be evaluated, if
the concentrations of the different molecule species and their absorption cross
sections are known. The absorption cross sections are usually obtained from
the HITRAN molecular spectral database (Rothman et al., 2009). While a
published radiation transfer code is used for all quantitative evaluations of ra-
diative fluxes in this thesis (see Sect. 2.7), we discuss a few aspects of the
radiative transfer equation in the following, that are important for the surface
energy budget in arctic regions.
If the spectral intensity at the top of the atmosphere is set to zero, i.e I(λ, 0) = 0,
the spectral intensity incident at the surface is entirely determined by the op-
tical depth and the temperature distribution in the air column of the atmo-
sphere. The segment from which the radiation stems is hereby determined by
the strength of molecular absorption at the respective wavelength: the radia-
tion originates in the part which is not optically thick seen from the surface, so
that only the temperature distribution in this part is relevant. With decreas-
ing optical depth, the mean free path of thermal photons eventually exceeds
the thickness of the atmosphere, so that the incident spectral radiance is less
than the black-body irradiance at the temperatures in the atmosphere. Min-
imal molecular absorption at wavelengths between 7.5 and 14.0µm gives rise
to the so-called atmospheric window where the incident spectral irradiance fea-
tures much lower values compared to the neighboring spectral regions in case
of clear skies. Conversely, radiation emitted by the earth surface in the atmo-
spheric window experiences little absorption in the atmosphere and the energy
is largely emitted to space.
In general, clouds are optically thick for thermal radiation, so that the thermal
radiation incident at the surface is almost entirely determined by the tempera-
ture at the cloud base, at least in case of low clouds, where the emitted radiation
is not modified strongly by atmospheric emission and absorption between the
cloud base and the earth surface. Clouds “close” the atmospheric window for
thermal radiation, so that they are a determining factor for the budget of ther-
mal radiation. If solar radiation is available, the increase of the incident thermal
radiation is counterbalanced or even exceeded by the reduction of the incident
solar radiation. Under polar night conditions, though, the increase of thermal
radiation incident at the surface due to clouds can lead to a strong net warming
(Curry et al., 1996).
The energy of the incident thermal radiation originates from the kinetic energy
of the air molecules, so that the air temperature decreases due to radiative cool-
ing. Conversely, the absorption of outgoing thermal radiation, which is largely
black-body radiation from the earth surface, leads to radiative warming of the
air. The two processes are in equilibrium if the surface temperature is equal
to the temperature of the atmosphere. Under clear sky conditions during polar
night, the surface is colder than the atmosphere due to the constant loss of
radiation through the atmospheric window. This leads to radiative cooling of
the atmosphere and represents an important energy reallocation chain, from the
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atmosphere to the surface where the radiation is absorbed and partly reemitted
in the atmospheric window, through which it is finally lost to space. Ultimately,
the surface and associated atmospheric cooling is only limited by the availability
of other energy sources, such as advection of warmer air (Curry et al., 1996).
Another source of energy is the ground heat flux: it is significant in permafrost
regions, as large amounts of energy are stored in the active layer during summer
and released in winter.

2.7 Radiometric correction of surface tempera-
ture measurements

For this thesis, we evaluate spatially resolve measurements of the surface temper-
ature conducted with a high-resolution thermal imaging system (VARIOCAM
HRTM, Infratec GmbH, Dresden, Germany), which features a resolution of of
384 x 288 pixel. The system is based on an uncooled microbolometer array that
is thermally stabilized at ambient temperature (Dereniak and Boreman, 1996).
The Noise Equivalent Temperature Difference (NETD) is specified to be smaller
than 30mK for the thermal imaging system used in this study. The thermal
imaging is sensitive in the atmospheric window from 7.5 to 14µm, where atmo-
spheric absorption and emission are minimal, so that the outgoing long-wave
radiation from a surface point is received at the thermal imaging system with-
out strong modification in the traversed air column. Nevertheless, the measured
surface temperatures require a radiometric correction, which is presented in the
following.
The spectral irradiance at wavelength λ of a black body at kinetic temperature
T (Norman and Becker, 1995) is given by Planck’s law Eq. 2.135, so that the
irradiance of a black body in the sensitivity range of the thermal imaging system
from 7.5 to 14µm is

Rbb(T ) =

14.0µm∫

7.5µm

Ibb(λ, T ) dλ ≈ a+ b T c , (2.137)

where a, b and c are fitted coefficients. The thermal imaging system is inter-
nally calibrated to deliver the brightness temperatures Tb of a scene, which is
defined as the temperature of a black body emitting the same irradiance as
measured (Norman and Becker, 1995). The irradiance received at the sensor for
a brightness temperature Tb is hence Rbb(Tb). The brightness temperature Tb
provided by the thermal imaging system is equal to the kinetic temperature T of
a surface area, if the black body assumption is fulfilled. However, the emission
and absorption characteristics of natural surfaces are generally different from a
black body, so that a correction must be applied to obtain the kinetic tempera-
ture. Kirchhoff’s law gives the spectral irradiance In(λ, T, θ, φ) of a gray body
emitted in the direction given by angles θ and φ to the surface:

In(λ, T, θ, φ) = ε(λ, θ, φ) Ibb(λ, T ) + (1− ε(λ, θ, φ)) Iց(λ, θ′, φ′) (2.138)
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Hereby, ε(λ, θ, φ) denotes the directional spectral emissivity and Iց(λ, θ′, φ′) the
incident spectral radiance at reciprocal angles θ′ and φ′. The molecular absorp-
tion and emission of the thermal radiation in the air column between the point
of origin and the thermal imaging system (which is weak in the atmospheric
window, but still not negligible) is accounted for by a spectral transmissivity
τa(λ, T, Tair, s, c1, . . . cN ), which is a function of kinetic surface temperature T ,
air temperature Tair, traversed path length s and concentrations ci of molecule
species i = 1, . . . N . Note that τa can be smaller or greater than unity depend-
ing on the difference between air and kinetic surface temperature. Hence, the
irradiance incident at the thermal imaging system, Rti, can be evaluated as

Rti(T, θ, φ, Tair, s, c1, . . . cN ) =

14.0µm∫

7.5µm

τa(λ, T, Tair, s, c1, . . . cN ) ×

[
ε(λ, θ, φ) Ibb(λ, T ) + (1− ε(λ, θ, φ)) Iց(λ, θ′, φ′)

]
dλ . (2.139)

By equating Eq. 2.139 to Rbb(Tb) (Eq. 2.137), the kinetic surface temperature
T can in principle be evaluated. In practice, in particular the spectral and
angular dependence of ε is not known, so that we restrain to spectrally averaged
quantities for the emissivity and transmissivity. Therefore, the evaluation of the
kinetic surface temperature is based on the following simplifications:

1. We make use of a spectrally averaged emissivity ε defined as

ε = Rbb(0
◦C)−1

∫ 14.0µm

7.5µm

ε(λ)Ibb(λ, 0
◦C) dλ . (2.140)

Note that the temperature dependence of ε is negligible in the relevant
temperature range. To estimate ε, we use the MODIS UCSB emissivity
library (Wan and Zhang, 1999), which provides spectral emissivities of
basic landcover types. Using Eq. 2.140, we obtain 0.985 for free water and
0.965 for dry vegetation, which is in good agreement with other published
surface emissivities from arctic landcovers (Rees, 1993; Bussières, 2002) or
similar landcover types from other regions (Salisbury and D’Aria, 1992;
Snyder and Wan, 1998). A problem arises with the potential angular
dependence of the emissivity, which can be substantial under extreme off-
nadir angles for some landcover types (Becker et al., 1985; Labed and Stoll,
1991; Norman and Becker, 1995; Snyder et al., 1997). A comprehensive
study by Snyder andWan (1998) suggests decreases in emissivities between
0.01 and 0.05 for land cover types characteristic for our study site (e.g bare
soil, water) for off-nadir angles of 75◦, which occur with the setup used in
this study. As we cannot provide direct measurements of emissivities and
their view-angle dependence, we assume a spatially constant emissivity
and include the potential variability in the error calculation. We choose
an emissivity value of ε=0.96±0.04, which accounts for potential variations
of the emissivities both due to the variability of the land cover and due to
a potential view-angle dependence.
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2. We assume the surface reflectance to be lambertian, so that the angu-
lar dependence of the incident spectral irradiance does not need to be
taken into account. Therefore, we can employ the downwelling spectral
irradiance I↓ (i.e. the spectral irradiance incident from the complete hemi-
sphere of the sky) instead of Iց(θ′, φ′) (Norman and Becker, 1995). I↓

is evaluated using the radiative transfer model ‘uvspec’ with the software
package ‘libRadtran’ (Mayer and Kylling, 2005). As we are finally inter-
ested in irradiances over a wide spectral range, a band parameterization
approach (correlated–k approximation SBDART, Ricchiazzi et al., 1998)
is sufficient. As an estimate for the atmospheric composition, we use the
“subarctic summer atmosphere” standard profile and the temperature and
relative humidity profiles from daily radiosoundings at the village of Ny-
Ålesund. In the atmospheric window, the downwelling spectral irradiance
is critically determined by the presence of a cloud cover. We evaluate the
height of the cloud base from the radiosonde profiles using the scheme
of Chernykh and Eskridge (1996), which assigns a cloud layer if the sec-
ond derivative of temperature with respect to altitude is greater and the
second derivative of relative humidity smaller than zero. If this criterion
is not matched within a radiosonde profile, we assign the altitude with
the highest measured relative humidity as the most likely cloud base al-
titude. We then conduct two separate evaluations for the downwelling
spectral radiance, one assuming clear sky conditions, denoted I↓cs(λ), and

one assuming full cloud cover, denoted I↓fc(λ). From measurements of the
incoming long-wave radiation Lin, i.e. of the total downwelling long-wave
irradiance, with a pyrgeometer (spectral range from 5 to 50µm) in the
village of Ny-Ålesund, we evaluate an estimated cloud fraction cf as

cf =







0 for Lin < L↓
cs

(Lin − L↓
cs)/(L

↓
fc − L↓

cs) for L↓
cs ≤ Lin ≤ L↓

fc

1 for Lin > L↓
fc

, (2.141)

where L↓
cs and L

↓
fc are defined as

L↓
cs/fc =

50µm∫

5µm

I↓cs/fc(λ) dλ . (2.142)

The downwelling irradiance R↓ in the 7.5 to 14µm window is subsequently
obtained as

R↓ =

14.0µm∫

7.5µm

cf× I↓fc(λ) + (1− cf)× I↓cs(λ) dλ . (2.143)

We create an hourly record for R↓ from the hourly record of Lin and
the radiosonde profile, that is closest in time. This scheme is capable to

49



Chapter 2

resolve changes in cloud cover, which give rise to fast jumps in Lin by
more than 100Wm−2. Since only a single radiosonde profile is available
per day, the dynamics of the temperature and humidity profile, which
causes more gradual changes in Lin, is not properly resolved, which can
result in a bias of cf and R↓. The potential uncertainty is largest at the
midpoint between two radiosoundings. By conducting the evaluation of
R↓ for the two neighboring radiosoundings for these times, we estimate an
error margin of approximately 20% on the hourly values of R↓.

3. A spectrally averaged transmissivity τa is derived using the radiative
transfer model ‘uvspec’ with the software package ‘libRadtran’ (Mayer
and Kylling, 2005). The path lengths s are evaluated for each pixel of the
thermal imaging system according to the georeferencing procedure (see
Sect. 3.2.6). We assume constant concentrations of the standard molecules
as given by the lowest level of the “subarctic summer atmosphere” profile
in ‘libRadtran’, except for water vapor, for which we use hourly concentra-
tions inferred from measurements of relative humidity and air temperature
at 2m height above ground in the village of Ny-Ålesund (see Sect. 3.2.5).
Using a band parameterization (see above) for the radiation transfer, we
evaluate the spectral irradiance Itr at distance s from a black body with
kinetic temperature T , when an air column with temperature Tair and rel-
ative humidity RH is traversed. As the kinetic temperature is the target
of the evaluation and thus not known, we use the brightness temperature
Tb as a first-order approximation for T , and account for the difference
between the two in the error analysis of τa. The spectrally averaged
transmissivity is then evaluated as

τa(Tb, Tair, RH, s) = Rbb(Tb)
−1

14.0µm∫

7.5µm

Itr(λ, Tb, Tair, RH, s) dλ. (2.144)

We estimate a liberal error of 0.005 on the transmissivity, which corre-
sponds to an error of about 5K of the difference between Tair and T at
100% relative humidity and a path length of 100m.

As a result of (1)-(3), we can simplify Eq. 2.139 and equate it to the irradiance
received at the thermal imaging system, Rbb(Tb), as

Rti = τa
[
εRbb(T ) + (1− ε)R↓

]
= Rbb(Tb) . (2.145)

The kinetic temperature T can now be evaluated by numerically solving the
equation for T . The obtained difference between the kinetic temperature T
and the brightness temperature Tb is close to zero for overcast conditions, when
incoming and outgoing long-wave radiation are approximately equal, but can
exceed 2K in case of clear skies. In the following, kinetic temperatures of the
surface obtained with a radiometric correction are simply denoted as surface
temperature.
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Figure 2.3: Schematic diagram of the different measured input data sets (shaded
in gray) and the work flow employed for the processing of the kinetic surface
temperatures T . Intermediate results and the estimated parameter ε in white.
The measurements of the input data are described in Sect. 3.2.2, the georef-
erencing procedure yielding the path length s for each pixel is presented in
Sect. 3.2.6.

We consider three sources of error: the emissivity ε with an uncertainty of 0.04,
the downwelling irradiance R↓ with 20% of each value and the average trans-
missivity τa with 0.005. Using Gaussian error propagation in Eq. 2.145 with
the polynomial approximation for Rbb (Eq. 2.137), the uncertainty in T can be
calculated for each pixel and each scene. The by far largest error stems from
the emissivity: it is largest under clear-sky conditions (up to 2K), when the
downwelling irradiace is small, and becomes zero, when the ground is in ther-
mal radiation balance with a cloud cover. For the calculation of uncertainties
for temporal averages, we have to distinguish between the random errors on
R↓ and τa and the uncertainty on ε, which is an offset from the “true” value
and approximately constant over time. The two random errors are essentially
negligible in temporal averages, and the resulting uncertainty for each pixel is
the average of the uncertainties due to emissivity for the respective period.
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Field measurements on
Svalbard

The field measurements for this thesis have been conducted close to the village
of Ny-Ålesund (Figs. 3.1, 3.2), which is located on the Brøgger peninsula in NW
Svalbard. Ny-Ålesund was founded as a coal mining settlement in 1916, but des-
ignated a support facility for polar research after coal mining was abandoned in
the 1960s. As the world’s northernmost port, it was the starting point for many
polar expedition, such as the first successful North Pole flight by Roald Amund-
sen in 1926. Today, four nations (Norway, Germany, France and China) operate
all-year research stations in Ny-Ålesund, which has become one of the most
active locations for atmospheric, marine and terrestrial research in the Arctic.
Since the early 1990s, a large number of measurement campaigns and long-term
monitoring programs has created an outstanding data base on climatological
and atmospheric variables (e.g. Yamanouchi and Ørbaek, 1995; Beine et al.,
2001; Winther et al., 2002). Routine measurements of air temperature and pre-
cipitation are available for more than fourty years (www.eklima.no, 2010). As
the ground temperature phenomenon permafrost is much more determined by
long-term trends rather than by short-term variability of the climate, the long
time series is an excellent starting point for permafrost research, even more as
such data sets rarely exist for arctic locations.

3.1 Ny-Ålesund and the Bayelva study area

3.1.1 Climatic conditions in NW Svalbard

The NW part of Svalbard is strongly influenced by a branch of the Gulf Stream,
which leads to a maritime climate with cool summers, while the winter tempera-
tures are comparatively mild compared to locations at similar northern latitudes.
The warmest month is July with an average air temperature of around +5 ◦C,
while February is on average coldest with mean air temperatures of −14◦C.
Since the 1970s, the air temperatures in Ny-Ålesund have increased by about
2K, which can be attributed to warmer winter temperatures (Fig. 3.3). The
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Figure 3.1: Photos of the Kongsfjorden area and the study area at the Bayelva
river taken from Schetelig mountain (740m a.s.l.) on 8 September 2007. As
can be seen in the upper image, the “lowland” permafrost areas comprise a 2
to 4 km wide strip between the Kongsfjorden and the partly glaciated mountain
chain of the Brøgger peninsula to the right. A closer view of the study area,
which covers roughly 0.5 km2, is shown in the lower image with the locations of
all installations marked (see text).
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Figure 3.2: Location of the study area (red) and the BSRN site in the village
of Ny-Ålesund, where routine meteorological measurements are conducted; BS:
Bayelva station; EC: Eddy covariance system; TC: Thermal imaging system;
thick black lines: roads; contour lines in meters above sea level.

increased winter temperatures can be largely explained by to changes in atmo-
spheric circulation patterns, which lead to more frequent advection of warm
maritime air masses to Svalbard (Hanssen-Bauer and Førland, 1998). In the
long-term mean, the area around Ny-Ålesund receives an annual precipitation of
around 400mm (Førland et al., 1997), with on average 75% of the annual precip-
itation occurring during the “winter” months October to May (www.eklima.no,
2010). While the precipitation features a strong interannual variability, it has
not increased significantly since the 1970s (Fig. 3.3).
Due to the influence of warm ocean currents, the NW part of Svalbard receives
the least sea ice of all areas of the archipelago. During summer, the sea off Ny-
Ålesund is generally ice-free, and a permanent ice cover on Kongsfjorden does
not form before December (Gerland and Renner, 2007). While strong variations
in the ice conditions on decadal timescales have been observed in the past, sea
ice concentrations around NW Svalbard have gradually diminished since the
mid of the 20th century. In the past five years, the Kongsfjorden has only been
sporadically frozen even during winter, which has not been recorded previously
(Gerland and Renner, 2007; Cottier et al., 2007).
The budget of solar radiation is naturally determined by the annual cycle of
polar night and day, but is strongly modulated by albedo changes due to the
seasonality of the snow cover. In Ny-Ålesund, the polar night lasts approxi-
mately from mid of October until mid of February, while the sun does not set
below the horizon from mid April to mid August. The average duration of the
snow-free period is three months, typically from July to September, but it can
vary from 50 to 150 days (Winther et al., 2002). During summer, the west coast
of Svalbard is predominantly influenced by moist Atlantic air masses, which
leads to a high percentage of cloudy days and thus effectively reduces the avail-
able solar radiation.
In winter, the NW of Svalbard is under the influence of both moist Atlantic and
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Figure 3.3: Average monthly air temperatures and total annual precipitation at
Ny-Ålesund from 1969 to 2009 from the records of the Norwegian Meteorological
service (www.eklima.no, 2010). The warming trend for the depicted period is
on the order of 2K.

dry polar air masses, which are typically associated with comparatively warm
air temperatures with overcast skies and cold air temperatures with clear skies,
respectively (e.g. Førland et al., 1997). As a result of the exchange of the air
masses during winter, the incoming long-wave radiation is found to vary over a
wide range, while its range is much smaller during summer (Yamanouchi and
Ørbaek, 1995).

3.1.2 The study period

Daily means of air temperatures and monthly totals of precipitation are dis-
played in Fig. 3.4 for the period, when the field measurements for this thesis
have been conducted. The period integrates well in the warming trend of the
past 40 years (compare to Fig. 3.3), but does not represent exceptionally warm
conditions, which have been recorded previously on Svalbard (e.g. Isaksen et al.,
2007). The summer air temperatures are usually in the range between 0◦C and
10◦C, with the highest temperatures recorded in July in both 2008 and 2009.
The winter periods are characterized by rapid changes between cold periods
with air temperatures below -20◦C and much warmer periods with temperatures
partly above 0◦C. This pattern is typical for the western parts of Svalbard, that
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Figure 3.4: Daily average air temperatures and total monthly precipitation at
Ny-Ålesund for the study period from the records of the Norwegian Meteoro-
logical service (www.eklima.no, 2010).

is situated at the boundary between polar air masses and warm maritime air
masses during winter.
The monthly precipitation is highly variable during the presented period (Fig. 3.4).
The highest precipitation rates are recorded in fall and early winter from Septem-
ber to February, which is the typical precipitation pattern for NW Svalbard
(www.eklima.no, 2010). With almost 100mm of precipitation each, the months
of January, September and December 2008 stand out. Although these months
feature more than twice the amount of precipitation of the long-term averages
for these months, similar precipitation rates have been observed in a number of
occasions in fall and early winter since 2000 (www.eklima.no, 2010). Therefore,
the high precipitation rates rather reflect the strong variability of the precipi-
tation in NW Svalbard than exceptional events. From March to August, only
little precipitation is recorded compared to fall and early winter. The Kongs-
fjorden off Ny-Ålesund has been free or almost free of sea ice during the winter
2007/2008. In the consecutive winter 2008/2009, the Kongsfjorden has been
covered with sea ice from March to May.
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3.1.3 The Bayelva study area

In the area around Ny-Ålesund, “lowland” permafrost is restricted to an about 2
to 4 km wide strip along the coast of the Kongsfjorden, which is bordered by the
inland glaciers and mountain chains of the Brøgger peninsula (Fig. 3.1). All field
measurements have been conducted in a tundra area in the catchment of the
Bayelva river at 78◦, 55′N, 11◦, 50′E (Fig. 3.1), which is located approximately
2 km SW of the village of Ny-Ålesund (Fig. 3.2). The study area is situated
about half-way between the glacier Brøggerbreen, from which the Bayelva river
originates, and the Kongsfjorden. The area roughly comprises the catchment
of a small tundra stream (Fig. 3.1), while the gravel floodplain of the Bayelva
river borders to the area to the W and S. It includes Leirhaugen hill in a bend
of the Bayelva river, which is elevated by about 10m above the floodplain of
the Bayelva River.
The study area is characterized by hilly tundra at elevations between 10m and
45m above sea level. Sparse vegetation alternates with exposed soil and rock
fields, and frost features, such as mud boils (Boike et al., 2008) and sorted circles,
are found in many parts of the study area. The soil at the study site features a
high mineral content, while the organic content is low, with volumetric fractions
below 10%. The soil texture comprises a wide range, from gravel close to the
Bayelva river to clayey sediments on the slopes of Leirhaugen hill (Boike et al.,
2008). A wide variety of soil moisture conditions is found in the study area:
close to the small tundra stream, the ground is permanently water-saturated,
and in the streambed itself, areas with permanent standing water and even a
small lake with a diameter of about 30m exist. The ridge slopes adjacent to
the stream and Leirhaugen hill feature intermediate soil moisture conditions,
which strongly depend on the precipitation and the synoptic conditions. Very
dry conditions can occur on the well-drained crests of the ridges, which dry
out rapidly after rain events. However, these areas only comprise a very small
fraction of the total area.

3.2 Installations and measurements

3.2.1 Orthofoto and Digital Elevation Model

An orthofoto and a Digital Elevation Model (DEM) have been created for some
parts of the Bayelva study area by photogrammetric processing of aerial images,
that have been obtained with a NIKON D200 digital camera from a remotely
controlled drone (Thamm and Judex, 2006) on 29 August 2008. The ground
control points necessary for orthorectification and georeferencing (Slama et al.,
1980) have been marked on the ground and their location has subsequently been
determined with a Differential GPS system. Examples of the resulting orthofoto
and the DEM are displayed in Figs. 3.5, 3.6 and 4.1.

3.2.2 Bayelva station

Located on top of Leirhaugen hill, the Bayelva climate and soil monitoring
station has provided a long-term record of climatological parameters and soil
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temperatures since 1998 (Roth and Boike, 2001; Boike et al., 2010). At the
station, air temperature, relative humidity, wind speed, precipitation, incoming
short-wave radiation, outgoing long-wave radiation and snow depth are contin-
uously recorded. Measurements of Sin are performed with a Skye Pyranometer
SP1110 and of Lout with a Kipp & Zonen CG1 long-wave radiation sensor, while
Sout and Lin are not measured. The precipitation is recorded with an unheated
RM Young 52203 Tipping Bucket rain gauge, which can only measure precipi-
tation in the form of rain and possibly slush. The snow depth is measured with
an Campbell Scientific SR50 ultrasonic ranging sensor.
In the soil, profile measurements of active layer temperatures to depths of up to
1.5m are performed. A profile of the volumetric soil water content is measured
with Time-Domain-Reflectometry (TDR) to a depth of 1.13m (Boike et al.,
2003b). In March 2009, a borehole, that is now part of the TSP network (see
Sect. 1.2), has been drilled about 20m from the temperature profiles at the
Bayelva station to a depth of 9m and instrumented with a chain of temper-
ature sensors, so that information about the temperature distribution in the
permanently frozen ground is available since then.

3.2.3 Soil temperature profiles

In summer 2008, a total of 12 additional soil temperature profiles ranging to
depths of up to 1.5m have been installed (Fig. 3.1) to explore the spatial and
temporal variability of active layer temperatures at the study area. The sites
represent a cross-section through the wide range of surface covers and soil mois-
ture conditions as well as different snow conditions during winter. They allow to
assess the representativeness of the temperature profile at the Bayelva station
for the study area. Each of the profiles features an array of three temperature
sensors, one just below the surface and one at depths of 0.15m and 0.3m. Such
temperature data are used to determine the ground heat flux with the conduc-
tive method (see Sec. 2.3). A similar array of three temperature sensors has
been installed above the surface at heights of 0.0m, 0.15m and 0.4m at eight
of the stations, which is used for the evaluation of the snow heat flux, as soon
as it is buried under snow during winter.

3.2.4 The eddy covariance system

In March 2007, an eddy covariance system (see Sect. 2.5.1) to measure fluxes
of sensible and latent heat has been installed about 100m NW of the Bayelva
station on the slightly inclined slope (< 5◦) of Leirhaugen hill. At the chosen
location, the flow paths in the main wind directions to the S, E and NW are
unobstructed by man-made artificial structures, so that an undisturbed foot-
print area can be assumed. As the eddy covariance system is operated far from
the power grid of Ny-Ålesund, an autonomous power supply has been designed,
which facilitates operation even under polar night conditions. The power supply
is realized by a combination of solar panels and a wind generator in conjunction
with a large battery capacity of 800Ah at 12V. To avoid disturbance of the
wind flow especially by the wind generator, all installations are placed next to
the existing Bayelva station approximately 100m from the eddy covariance sys-
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tem. After initial problems with the power supply, the eddy covariance system
has been operational since March 2008.
The measurement height above ground of the eddy covariance system is adjusted
to 2.1m, when the ground is free of snow. To keep track of the changing height
due to accumulation or melting of snow, the snow depth at the eddy covariance
site is recorded using a Campbell Scientific SR50 ultrasonic ranging sensor.
Between October 2008 to March 2009, a gradient tower with measurements
of the air temperature at 2m and 10m above ground, denoted Tair(2m) and
Tair(10m) in the following, has been operated approximately 150m from the
location of the eddy covariance system to obtain additional data on the atmo-
spheric stratification. With increasing snow height, the distances of the sensors
to the snow surface decrease accordingly, with the 2m-temperature sensor be-
ing approximately at the same height above the surface as the eddy covariance
system (see Sect. 4.1.2).

3.2.5 Ancillary measurements in the village of Ny-Ålesund

In the village of Ny-Ålesund, a station of the Baseline Surface Radiation Net-
work (BSRN) is located, which is maintained daily. Here, incoming and outgoing
short- and longwave radiation are measured according to WMO accuracy stan-
dards (Ohmura et al., 1998), as well as air temperature, relative humidity and
wind speed. Furthermore, the Norwegian Meteorological Institute provides a
detailed long-term record of air temperature, relative humidity, precipitation,
pressure and cloud fraction (according to visual observations) from Ny-Ålesund,
that is available from www.eklima.no (2010). In Ny-Ålesund, radiosoundings are
conducted daily at 1200 UTC, that provide the temperature and humidity pro-
file of the atmosphere. These data, which are obtained from the “Integrated
Global Radiosonde Archive” (Durre et al., 2006), are used for the radiomet-
ric correction of surface temperature measurements with the thermal imaging
system (see Sect. 2.7).

3.2.6 Thermal imaging system

In the summer seasons of the years 2008 and 2009, a thermal imaging system
has been installed about 400m E of the Bayelva station (Figs. 3.1, 3.2) to con-
tinuously monitor the surface temperatures of a patch of tundra with highly
variable surface cover and soil moisture conditions (Fig. 3.5). The location
(78◦55.296’N, 11◦51.345’E) is chosen on top of an about 10m high escarpment,
which facilitates to cover a larger area by looking down on the region at the
foot of the escarpment (Fig. 3.6). The thermal imaging system faces approxi-
mately North at an off-nadir angle of 65◦, which results in a monitored area of
10,000m2. The monitored scene contains many features typical for the entire
study area, with the surface characterized by a mixture of vegetation patches,
exposed soil and fields of rocks and gravel. The lowest part of the monitored
area at the foot of the escarpment gives way to a roughly S-facing slope with an
inclination of approximately 5◦. Accordingly, the area features a wide range of
soil moisture conditions, from permanently water-saturated areas close to the
escarpment to much drier conditions found at protruding knolls in the sloping
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Figure 3.5: Orthorectified aerial photo of the area recorded by the thermal
imaging system, acquired on 29 August 2008 from a remotely controlled drone
(see Sect. 3.2.1). Reference areas for dry and wet surface conditions are indicated
in red.
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Figure 3.6: Digital elevation model compiled from aerial images acquired from a
remotely controlled drone on 29 August 2008 (see Sect. 3.2.1). The thick black
bar indicates the mast on which the thermal imaging system is placed (drawn
to scale). The scene recorded in the study period of 2008 is depicted in white,
the viewing direction is approximately opposite to that of Fig. 3.5 and 4.15.

area. Due to the formation of a snow drift at the escarpment in winter, a slowly
melting snow field, from where a small tundra stream originates, remains at its
foot throughout most of the summer. A coarse classification of the surface soil
moisture conditions based on field observations is shown in Fig. 4.15, which is
valid after the tundra has sufficiently dried up following snow melt.
The images delivered by the thermal imaging system under an oblique angle
are reprojected to the UTM coordinate system to obtain georeferenced mea-
surements of the surface temperature. For this purpose, we compile a transfer
function which maps an image point (X,Y ) in the thermal image to its UTM co-
ordinate (x, y, z). The transfer function accounts for the geometric and optical
parameters of the imaging system (focal length, sensor and pixel sizes, two ra-
dial lens distortion parameters), the external orientation (location, view angles)
and the shape of the terrain in the footprint area of the thermal imaging system
(Slama et al., 1980). While the focal length and sensor properties are provided
by the manufacturer, the view angles and the lens distortion parameters are
calculated from a set of image points and corresponding control points on the
ground. The UTM coordinates of the ground control points and of the thermal
imaging system itself have been measured with a Differential GPS system. The
shape of the terrain is accounted for by the DEM created from the aerial images
(see Sect. 3.2.1). The reprojected thermal images are then gridded with a spa-
tial resolution of 0.5m to yield georeferenced surface temperature measurements
with equal pixel size.
We estimate a maximum horizontal displacement error between the georefer-
enced thermal images and the orthofoto, which ranges from 1m in the the wet
and moist areas in the foreground to up to 5m in the dry areas in the back-
ground of the thermal images (Fig. 3.5). This spatial uncertainty is mainly due
to the limited accuracy of the DEM and gitter-like movements of the thermal
imaging system during periods with strong winds.
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The thermal imaging system delivers brightness temperatures, that are radio-
metrically corrected to obtain the kinetic temperature of the surface, as has been
outlined in Sect. 2.7. Fig. 2.3 gives and overview over the parameters employed
in the radiometric correction: the path lengths s of the traversed air column
are calculated individually for each point in the scene according to the DEM
and the position of the thermal imaging system, while air temperature, relative
humidity, incoming long-wave radiation and the radiosoundings are obtained
from the village of Ny-Ålesund (see Sect. 3.2.5). The kinetic temperature of the
surface is simply denoted as surface temperature in Sect. 4.3, where the results
of this study are presented.

3.3 Satellite and reanalysis data

One goal of this thesis is to evaluate and benchmark the performance of possible
schemes for permafrost monitoring and modeling for study area. Such schemes
must necessarily rely on data sets that are available for large areas rather than
point measurements on the ground. On the one hand, we consider measure-
ments of the land surface temperature (LST) from the MODIS sensor on board
of the satellites Terra and Aqua. These measurements are available at a spatial
resolution of about one square kilometer, which makes it feasible to evaluate
their performance for the study area. They are available for the past 10 years,
which is a relatively long time series for satellite products.
On the other hand, reanalysis products, which are essentially results of atmo-
spheric circulation models, can provide global datasets of a number of important
input variables for permafrost monitoring. In this thesis, we use the reanalysis
products ERA–40 (Uppala et al., 2006) and ERA–interim from the European
Centre for Medium-Range Weather Forecast (ECMWF). While the main draw-
back of reanalysis products is the very coarse spatial resolution, they offer the
invaluable advantage of a gapless time series at temporal resolutions of a few
hours, that is available for more than 50 years in case of the ECMWF reanal-
ysis products. The NCEP/NCAR reanalysis (Kalnay et al., 1996) issued by
the “National Oceanic and Atmospheric Administration” (NOAA) goes back
in time even further, which is an exciting prospect for modeling a long-term
temperature phenomenon like permafrost.

3.3.1 MODIS LST data

As the vicinity of the study area is extremely heterogeneous with glaciers, moun-
tains and the water surface of the Kongsfjorden, the control the footprint area
of satellite-derived surface temperatures is a crucial prerequisite for a meaning-
ful comparison to terrestrial surface temperature measurements. The version
5 MODIS L2 LST products (MOD11L2.5 and MYD11L2.5) obtained by the
satellites Terra and Aqua provide radiometrically corrected surface temperature
measurements using the generalized split window approach (Wan and Dozier,
1996), where each pixel can be assigned to a direct measurement of a certain
footprint area. This footprint area can be derived from the unprojected swath
data format of the L2 product (Wan, 2008), which also provides the exact time
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Figure 3.7: Location of the target area for MODIS LST (depicted in red), with
which a 60% overlap is required to assign an LST measurement to the study
area; TI: location of the thermal imaging system; BS: location of the Bayelva
station; thick black lines: roads; contour lines in meters above sea level.

of acquisition. Due to the polar orbit of Terra and Aqua, more than 20 over-
passes per day in principle facilitate an almost continuous coverage of the daily
cycle with intervals of generally less than two hours. In practice, the frequent
cloudiness leads to a drastic reduction of the data density with prolonged peri-
ods without measurements.
For the footprint analysis, the field of view of each pixel can be assumed cir-
cular (Nishihama et al., 1997). Using simple geometry, the circle is projected
on the flat earth surface, based on the center position of the footprint area
and the zenith angle given by the geolocation fields L1A V005 (Wolfe et al.,
2002), the position of the satellite and internal instrument parameters such as
the focal length and the pixel size. We then calculate the overlap of the result-
ing elliptically shaped footprint with a target area of approximately 4×2 km2

(Fig. 3.7), which mainly features a surface cover that is reasonably similar to
that the study area. Wolfe et al. (2002) estimate the accuracy of the center
position on the earth surface to about 50m for nadir angles, which suffices our
requirements considering the size of the target area. However, as the footprint
ellipse rapidly increases in size with increasing off-nadir angle of the measure-
ment, the required overlap with the target area leads to a further reduction of
the data density. In practice, an adequate data density can only be achieved,
if we employ satellite measurements, where the footprint ellipse and the target
area overlap by at least 60%. We emphasize, that major contributions of the
Kongsfjorden and the glacier Brøggerbreen to the footprint area do not occur
with the chosen overlap criterion.
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3.3.2 ERA-40 and ERA-interim reanalysis

The ERA reanalysis products are results from a simplified version of the Nu-
merical Weather Prediction (NWP) model operational at the ECMWF. As they
cover a long period of time with a strongly inhomogeneous basis of forcing data,
the performance of the reanalysis data can vary over time. While the early pe-
riod is entirely based on weather observations from land- and sea-based stations
and wind, temperature and humidity profiles from radiosoundings, satellite ob-
servations of atmospheric water vapor and wind fields are incorporated in the
forcing data from the 1970s, so that the overall performance of the ERA data
sets for reproducing ground observations appears to increase with time (Uppala
et al., 2006). While ERA-interim offers some improvements over ERA–40, it is
designated to be an “interim reanalysis of the period 1989-present in prepara-
tion for the next-generation extended reanalysis to replace ERA-40” (Simmons
et al., 2007).
The ERA-40 and ERA-interim data sets are available for the period from 1958 to
2002 and from 1989 to 2009, respectively. For this thesis, the data for the surface
level of air temperature (2m height), relative humidity (2m height), wind speed
(10m height) as well as total precipitation, snowfall, incoming short-wave radi-
ation and incoming long-wave radiation at the surface are employed. The full
temporal resolution of six hours is exploited. The ERA–40 data are available on
a Gaussian grid with spatial resolution of 2.5◦×2.5◦ , while the resolution with
1.5◦×1.5◦ is marginally better for ERA–interim. To obtain a data set for the
study area, the reanalysis data are interpolated between the four closest-lying
grid cells. It is important that the employed grid cells largely consist of ocean
(ice-free or ice-covered), so that the data are generated using an entirely differ-
ent surface forcing compared to the study site. Nevertheless, it seems promising
to employ the above mentioned variables, which are more homogeneous over
larger areas compared to parameters like the surface temperature, that strongly
depends on the site-specific conditions.
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Results

The results section consists of six parts: In the first two sections, the annual
cycle of the surface energy budget is presented from an almost continuous record
of independent measurements. In Section three, the spatial variability of the
summer surface temperature is discussed in the light of the surface energy bud-
get. Section four is dedicated to the impact of the perennial snow cover on the
soil temperatures. In Section five, the performance of remotely sensed surface
temperatures, which are regarded a key component in future satellite-based per-
mafrost monitoring, is evaluated for the study site. Finally, key findings from the
field studies are conceptualized in a process-oriented permafrost model, that is
forced by atmospheric parameters obtained from reanalysis products. The per-
formance of the model is explored for the decadal soil temperature record of the
Bayelva station.

4.1 The data set on the surface energy budget

In this thesis, an almost continuous time series of all componets of the surface
energy budget (see Sect. 2.1) has been compiled over the course of one year from
March 2008 to March 2009 (Westermann et al., 2009). It consists of independent
measurements of radiation, sensible and latent heat fluxes, the ground heat flux
and the energy consumed by the melting snow pack, which is unique for arctic
land areas. In the following, the single data sets are described, while the surface
energy budget is presented in the next section.

4.1.1 Radiation

The incoming short-wave radiation Lin and outgoing long-wave radiation Lout

are derived from the records of the Bayelva station, while small data gaps have
been filled with the corresponding data from the BSRN station. The incoming
long-wave radiation Lin from the BSRN station is used for this study, since this
quantity is mainly influenced by the cloud cover and the temperature distri-
bution in the atmosphere (see Sect. 2.6), which should not differ considerably
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between the study area and the village of Ny-Ålesund. The determination of
the outgoing short-wave radiation Sout or the albedo α, respectively, is diffi-
cult, as a time series from the study area is not available due to instrument
failure. Therefore, the average surface albedo is inferred from measurements at
the BSRN site, except for the snow melt period. When the ground is covered
by snow, systematic differences in the albedo of the undisturbed snow surfaces
at the study area and the BSRN site are not to be expected. When the ground
is snow-free, the albedo at the two sites may differ slightly, though. In August
2008, the surface albedo has been determined at 40 points within the study
area from single measurements of incoming and outgoing short-wave radiation
under clear-sky conditions using a pyranometer. The resulting average albedo
of 0.18±0.05 compares well with the albedo of 0.15, which we infer from the
time series of the BSRN station for the months of July and August. We use
the latter value for our analysis, but assume an error of at least 5% on the net
short-wave radiation, when the ground is snow-free. For the snow melt period,
we assume an albedo estimate of 0.65, which is the average albedo at the BSRN
station between 1 and 15 June 2008. In this period, the snow melt occurs at
the BSRN site, associated with a decrease in albedo from the winter value 0.8
to 0.5, before it decreases within one day to the summer value.

4.1.2 Turbulent fluxes

The turbulent fluxes have been measured with the eddy covariance technique
outlined in Sect. 2.5.1, while the set-up and the measurement location are pre-
sented in Sect. 3.2.4. Between March 2008 and March 2009, approximately 15%
of the values of both for the sensible and the latent heat fluxes are excluded
due to the quality assessment (see Sect. 2.5.1). Furthermore, all flux values
from wind sectors are removed, where the tower structure, to which the eddy
covariance system is mounted, is upwind, so that it could produce flow distor-
tions affecting the sonic anemometer (wind directions 15◦–55◦). However, this
applies only to about 1.5% of the flux values, as the tower structure is placed
away from the prevailing wind directions. The half-hourly values are averaged
to obtain a data set with hourly resolution.
From 2 October to 18 October 2008 and from 1 January to 6 February 2009,
the raw data sampled at 20Hz have not been recorded by the datalogger due to
instrument failure. In these cases, fluxes based on 30min covariances calculated
by the standard datalogger software are used, where a subsequent quality assess-
ment is not possible. However, the obtained flux values are considered in this
study, because the standard datalogger software can reproduce the magnitude
of the average fluxes for times when the quality assessment scheme is available.
During the snow-free period, the measurement height above ground of the sonic
anemometer was adjusted to 2.1m. During both winter periods, heavy snowfall
and accumulation of drifting snow occurred in the area around the eddy covari-
ance system, which caused a considerable reduction of the measurement height
above ground. From March to May 2008, the distance between the CSAT
anemometer and the snow surface was recorded to around 1.1m. From end
of September 2008 onwards, the measurement height decreased with increas-
ing snow depth, but remained above 1.0m until end of January 2009. At the
end of the study period, an even smaller measurement height of less of around
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Figure 4.1: Orthorectified aerial photo with all installations (E: eddy covariance
system; B: Bayelva climate station; G: gradient tower; P1, P2, P3: temperature
profile measurements). The average footprint of the eddy covariance system
from 1 July to 30 September 2008 is shown, with the percentages of the total
flux originating within the respective contours (calculated according to Schmid,
1994).

0.6m was recorded. Particularly flux data obtained at measurement heights
below 1.0m may bear a considerable uncertainty due to high-frequency losses
(e.g. Moore, 1986) or drifting snow affecting the sonic anemometer (Lüers and
Bareiss, 2009a).

For the snow-free period, the aerodynamic roughness length z0 is estimated to
be 7mm from the measured values of u∗ and the horizontal wind speed during
neutral atmospheric stratification conditions (Eq. 2.81), which are recognized
by a near-zero stability parameter ζ = z/L∗. We then use the footprint model
of Schmid (1994) to estimate the footprint area of the eddy covariance sys-
tem, which is given in terms of a two-dimensional probability distribution of
the flux source area for each half-hourly value. The calculation of the prob-
ability distribution is based on measured values of the horizontal wind speed,
the wind direction, the stability parameter ζ = z/L∗, the friction velocity u∗
and the standard deviation of the horizontal wind speed perpendicular to the
mean wind direction, as well as the roughness length and the measurement
height (see Schmid, 1994). From the half-hourly probability densities, the av-
erage flux source area of longer periods can be calculated, which is displayed
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in Fig. 4.1 for the snow-free period from July to September 2008. The main
contributions originate from tundra areas in the prevailing wind directions from
approximately 180◦ (wind from the glacier Austre Brøggerbreen), approximately
110◦ (wind from the inner Kongsfjorden) and from 310◦ to 350◦ (wind from the
outer Kongsfjorden). Most importantly, areas with a strongly different surface
cover, such as the gravel floodplain of the Bayelva River, which may constitute
distinctly different flux source areas, are not contained in the footprint area.

4.1.3 Ground and snow heat fluxes

Calorimetric method

To calculate ground heat fluxes with the calorimetric method (see Sect. 2.3.1),
a depth profile of the soil temperature, the volumetric soil water content and
the volumetric heat capacity is required (Eq. 2.45). The volumetric soil water
content is compiled from a profile of seven Time Domain Reflectometry (TDR)
measurements located next to a profile of temperature measurements at the
Bayelva station (P1 in Fig. 4.1), from which the content of sensible heat is de-
rived. In soil samples collected in the vicinity of the temperature profile, the
volumetric bulk (mineral and organic) content has been determined to 0.45 to
0.65. With the volumetric soil water content varying between 0.2 and 0.4 in
TDR measurements, the volumetric heat capacity of the thawed soil can be es-
timated to ch = (2.3 ± 0.5)MJm−3, while the corresponding volumetric heat
capacity of the fully frozen soil is ch = (1.6 ± 0.4)MJm−3 (Eq. 2.8). For the
evaluation, a time series of the volumetric heat capacity is calculated for the soil
layer around each TDR sensor according to the measured water and ice contents,
which facilitates to evaluate the integral over the volumetric heat capacity in
Eq. 2.45. Uncertainties arise from the bulk content and the absolute accuracy
of the TDR method, which has been estimated to about 0.05 in measurements
at the Bayelva station (Roth and Boike, 2001). In addition, the determination
of the ground heat flux with the calorimetric method features a strong system-
atic bias, as the installations at the Bayelva station are not sufficient to capture
the entire change of temperatures and soil water content to the depth of zero
annual temperature amplitude. The maximum active layer thickness has been
around 1.5m during the study period, which is well below the deepest TDR
sensor, located at 1.13m. Therefore, the fluxes are biased, when the soil below
the deepest TDR sensor thaws or freezes, which mainly affects the thaw period
in August and September 2008 and the following refreezing period in October
and November 2008. Another error source is the changing temperature in the
permanently frozen soil below the deepest temperature sensor, that are not cap-
tured by our evaluation. The deep borehole next to the Bayelva station, which
has not been available for the considered period, shows seasonal temperature
variations on the order of 5K at a depth of 1.5m, 1K at 2.5m and less than
0.1K at 5m depth, which yields additional average fluxes of ±0.5Wm−2 for
half-yearly periods for the used volumetric heat capacities of the soil.
When the ground is snow-covered, the average temperature of the snow pack is
evaluated as the mean between the surface temperature (dermined from Lout,
Lin and ε=0.99 for snow, using Eq. 2.130) and a temperature sensor at the
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Table 4.1: Installations of the temperature profiles used to calculate the ground
heat flux; zmin, zmax: minimum and maximum depths of the temperature sen-
sors; Th: thermistor; TC: type T thermocouple; PT100: platinum resistance
temperature sensor; TDR: measurement of soil water content using Time Do-
main Reflectometry.

profile P1 P2 P3
zmin/ m 0.02 0.01 0.01
zmax/ m 1.55 0.25 0.30

soil 7 × PT100, 1 × Th, 2 × Th,
6 × TDR 2 × TC 1 × TC

snow 2 × PT100 3 × TC 3 × TC

installed 01/09/1998 07/07/2008 01/10/2008

snow-soil interface. The snow depth is recorded at the Bayelva station, while the
average volumetric heat capacity of the snow has been determined in snow sam-
ples: in March 2009, snow density profiles have been determined gravimetrically
in increments of 0.1m at five sites in the eddy footprint area and in its vicinity.
The average snow density is ρsnow = (0.37±0.05) g cm−3, which results in a heat
capacity ch,snow = (0.75± 0.1)MJm−3K−1 (using ch,snow = ch,ice × ρsnow/ρi).
No measurements exist for a potential non-zero water and thus latent heat con-
tent of the snow pack. Therefore, the snow is completely excluded from the
evaluation during the snow melt period (see Sect. 4.1.4). During winter, rain-
on-snow events can occur in the study area (Putkonen and Roe, 2003; Boike
et al., 2003b). The rain water percolates into the snow pack, and can constitute
a significant energy input, as it finally refreezes within the snow pack or even
at the snow-soil interface (see Sect. 4.4). The energy input from rain-on-snow
events is estimated from the precipitation record of the Bayelva station, which
only measures liquid precipitation. This is justified, since no run-off occurs dur-
ing these events and the entire amount of water refreezes subsequently. Using
the specific latent heat of fusion, Lsl, the total heat input through rain-on-snow
events can be calculated, which is then converted to an average flux.
The calorimetric method is well suited to deliver average fluxes for longer pe-
riods, but has short-comings on the timescale of one hour due to the limited
number of temperature and soil moisture sensors, which cannot resolve the tem-
perature distribution in the uppermost soil column. Furthermore, a considerable
uncertainty must be accepted for times, when the soil below the deepest TDR
sensor thaws, so that the obtained ground and snow heat fluxes are verified with
the conductive method.

Conductive method

The basic equations for determining ground and snow heat fluxes with the con-
ductive method are outlined in Sect. 2.3.2. To evaluate the thermal diffusivity
dh, the heat capacity ch and the thermal conductivity Kh of the soil during the
snow-free period, we use the shallow temperature profile P2 (Fig. 4.1, Table 4.1).
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The thermal diffusivity is fitted for different periods in July and August 2008,
with values ranging from dh = 5.2× 10−7 m2s−1 to dh = 6.5×10−7 m2 s−1. For
the fit, we exclude periods with measurement errors or strong rain events, which
may induce non-conductive transport of heat (see Eq. 2.29). The found vari-
ability of dh may at least partly originate from natural processes, e.g. through
changing soil water content. For the evaluation of the ground heat fluxes in the
snow-free period, we apply a constant value dh = (5.5± 1.0) × 10−7 m2s−1.
From soil samples and TDR measurements at the Bayelva station, the volumet-
ric heat capacity of the soil is estimated to ch = (2.3±0.5)MJm−3 (see above),
which results in a thermal conductivity of Kh = (1.3 ± 0.4)Wm−1K−1. With
Kh known, the ground heat flux can be evaluated (see Sect. 2.3). Note, that
the considerable uncertainties on both dh and ch propagate to Kh, resulting in
an uncertainty of more than 25% for the obtained ground heat flux.
During the winter 2008/2009, a profile of three temperature sensors in the snow
pack located at P3 is used to fit the thermal diffusivity of the snow. This is
possible from December 2008 onwards, as soon as the snow pack has reached
the uppermost sensor. Initially, the array is contained in the young snow pack,
but gets progressively buried with increasing snow depth. The obtained val-
ues range from dh = 4.5 × 10−7 m2s−1 to dh = 7.0 × 10−7 m2s−1, with
a tendency towards higher values of dh at the end of the considered period
for the then older snow. As no measurements of the thermal diffusivity of
the overlying, not instrumented snow pack are available, a constant value of
dh = (5.5±1.5) × 10−7 m2s−1 is chosen for the evaluation of the snow heat flux,
while the found variability of dh is included as uncertainty. With the volumetric
heat capacity ch,snow = (0.75±0.1)MJm−3K−1 determined in the snow samples
(see above), the resulting snow conductivity is Kh = (0.45± 0.15) Wm−1K−1.
While the error in this determination is large, the thermal conductivity of snow
is known to vary naturally in a large range depending on the structure of the
snow. Sturm et al. (1997) presents a large data set, which displays a scatter of
a more than a factor of two for thermal conductivities at similar snow densities.
Since the temperature sensors are placed at fixed heights above the ground, it
is only possible to infer the heat flux within the snow pack up to the height
of the uppermost sensor, which is clearly different from the targeted heat flux
through the snow surface. Therefore, the snow surface temperatures inferred
from measurements of long-wave radiation (Eq. 2.130) at the Bayelva climate
station, next to P1, are used as upper boundary condition, while temperatures
at the snow-soil interface at P1 are used as lower boundary. The snow heat flux
is then calculated (see Sect. 2.3) for periods defined by snow heights that fall
within classes of 0.1m increments, with the snow height being measured next
to P1 with an ultrasonic ranging sensor. This method induces discontinuities
in the flux at the boundary of each two periods, so the flux values have to be
discarded at these boundaries. The obtained snow heat flux is associated with
an error of approximately 30%, which mainly originates from the uncertainty in
the thermal conductivity. It must be emphasized that the snow pack is treated
as homogeneous in time and space, which does not reflect processes such as
aging and densification of the snow.
When a rain-on-snow event occurs, the fluxes are discarded, until all measured
temperatures in the snow decrease below -0.5◦C and refreezing processes can be
excluded. This leads to the exclusion of in total seven days during the winter
2008/2009. Particularly the strong rain-on-snow events provoke a pronounced
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warming of the underlying soil column, which then slowly cools by means of
conductive heat transport through the snow (see Sect. 4.4). Therefore, the
conduction method accounts for at least some part of the heat input through
rain-on-snow events, although the time directly after the rain-on-snow events is
excluded.

4.1.4 Melt energy of the snow

During snow melt, the latent heat consumed by the melting snow Qmelt appears
as an additional component in the surface energy budget. Between 25 May and
28 May 2008, before the onset of the snow melt, the snow water equivalent of the
snow at the study site has been estimated by seven snow density measurements
and systematic snow depth measurements on a 20×20m2 grid. With the specific
latent heat of fusion, Lsl, the total energy required to melt the snow can be
evaluated, which is then converted to an average flux for the snow melt period.
A considerable uncertainty is induced by a basal ice layer underneath the snow
with a thickness of more than 0.15m at some points, which has not been spatially
surveyed.
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Figure 4.2: Schematic diagram of the contributions of the surface energy budget
for the summer period. The area of the arrows is proportional to the relative im-
portance in the energy budget. Arrows pointing away from the surface indicate
positive fluxes. The flux values are given in Wm−2.

4.2 The annual surface energy budget of the
study area

The one year study period is divided into six segments, each of which feature
distinct characteristics of the surface energy budget. The transition between
different segments is mostly gradual, but the segmentation is closely orientated
at “real” events, such as the onset or termination of the snow melt or the
beginning of the polar night. The average fluxes for each of the segments are
presented in Table 4.2 at the end of the section.

4.2.1 Summer (1 July 2008–31 August 2008)

The summer period is characterized by a strong forcing by short-wave radiation
and the absence of the seasonal snow cover. The net short-wave radiation ∆S is
compensated by the net long-wave radiation, the sensible and latent heat flux,
and the ground heat flux, which leads to the seasonal thawing of the active layer
(Fig. 4.2, Table 4.2). Cloudy conditions are typical for the summer season (Ta-
ble 4.2), which effectively reduces the incoming solar radiation. The difference
in the incoming short-wave radiation Sin between cloud-covered and clear skies
can exceed 150Wm−2 in the daily average. On the other hand, the incoming
long-wave radiation Lin increases during cloudy periods, with daily average dif-
ferences of around 80Wm−2. However, this does not nearly compensate for the
reduction of the short-wave radiation, so that a cloud cover considerably reduces
the incoming radiation. The absolute values of Lin range from -230Wm−2 to
-340Wm−2, while the outgoing long-wave radiation Lout ranges from 300Wm−2

to 400Wm−2, corresponding to surface temperatures between -5 ◦C and +17 ◦C
(Eq. 2.130).

During the polar day season, approximately until mid of August, the at-
mospheric stratification is either unstable or neutral, characterized by negative
values of ζ = z/L∗. Later, neutral to weakly unstable atmospheric stratifica-

74



Results

15-Mar 15-May 15-Jul 14-Sep 14-Nov 2008

-4

-2

0

2

4

z/L

a b c d e

*

Figure 4.3: Atmospheric stability parameter ζ = z/L∗ over the period from 15
March to 31 December 2008. The atmospheric stratification is predominantly
stable before snow melt (c), although prolonged periods with neutral stratifica-
tion (a and b) and sporadic unstable stratifications during midday can occur.
During the snow-free time of the polar day season, the atmospheric stratification
is predominantly unstable. With a day-and night cycle from end of August, the
stratification follows a diurnal pattern (d) between unstable during the day and
stable during the night, before returning to predominantly stable conditions (e)
at the end of the fall season.

tions, ζ ≤ 0, prevail during the day, while stable atmospheric stratification are
observed during the night, ζ ≥ 0 (Fig. 4.3). The sensible, latent and ground
heat fluxes are shown in Fig. 4.4. The average Bowen ratio is approximately
one, but it shows strong variations, which are closely related to the soil water
content of the surface layer (Figs. 4.4, 4.5). For a wide range of intermediate soil
moisture conditions, it remains around one, but extremely wet or dry conditions
lead to Bowen ratios of around 0.25 or 2, respectively (Fig. 4.5). The sensible
and the latent heat flux display a strong diurnal amplitude, with peak fluxes be-
tween 60Wm−2 and 120Wm−2 associated with maxima of net radiation around
midday. At the lowest sun angles, around midnight, the absolute values of both
fluxes decrease to close to zero, but usually remain positive. The latent heat flux
observed in July and August 2008 corresponds to a total evaporation of 48mm,
which is significantly more than the precipitation of 32mm recorded during the
same period. This can be related to the drying of the water-saturated tundra
after snow melt. The average ground heat fluxes peaks at the beginning of the
summer period, when the thaw front is close to the soil surface and a strong
temperature gradient exists in the soil. Peak values are around 60Wm−2, which
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Figure 4.4: Sensible (red), latent (blue) and ground heat fluxes (green) for
the summer period from 1 July to 31 August 2008 (left axis). The soil water
content θw measured with Time Domain Reflectometry at a depth of 0.1m at
the Bayelva climate station is shown below (right axis).

is of comparable magnitude as the sensible and latent flux (Fig. 4.4). However,
the storage effect of the soil is reflected in generally negative ground heat fluxes
of up to -30Wm−2 during night times (i.e. times with low solar angle during
polar day), so that the average ground heat flux is considerably smaller than the
average sensible and latent heat flux (Fig. 4.2, Table 4.2). An energy balance
closure term of 22Wm−2 remains, which is further discussed in Sect. 4.2.8.

4.2.2 Fall (1 September 2008–30 September 2008)

During fall, the net short-wave radiation strongly decreases due to the much
lower sun angles, but a permanent snow cover has not yet formed and a sus-
tained refreezing of the active layer has not started. September 2008 was char-
acterized by a series of cyclones, which transported warm air masses from the
south and led to strong precipitation. At Ny-Ålesund, 99mm of precipitation
were recorded, almost entirely as rain, which is more than twice of the usual
September precipitation. The many rain events result in frequent data gaps and
generally poor data quality regarding the eddy covariance measurements, but
the general magnitude of the average fluxes should still be correctly reproduced.
The observed latent heat flux (Fig. 4.6, Table 4.2) corresponds to an evapora-
tion of 9mm during the fall period, so that the precipitation is not even roughly
balanced by the evaporation. As a consequence, the water content of the soil is
increased compared to the summer season, just before the soil starts to freeze.
Most likely, this process still occurs, when the precipitation during September
is not unusually high. Other than during summer, the sensible heat flux is on
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Figure 4.5: Average daily Bowen ratio vs. volumetric soil water content θw in
soil water content classes of widths of 0.02 for the summer period from 1 July
to 31 August 2008 (see Fig. 4.4). The points are drawn at the center of each
class, and the error bars represent the standard deviation of the Bowen ratio
values within one class. Three days with negative average Qh are discarded.

average negative, i.e. the advection of relatively warm air results in a warming
of the surface. The average ground heat flux is still positive, corresponding to
a transport of energy in the ground, which results in a further increase of the
active layer depth.
In 2008, the perennial snow cover has formed on 29 September, when the av-
erage incoming short-wave radiation at the Bayelva station is approximately
-12Wm−2 (average data from 25 September to 5 October 2008).
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Figure 4.6: Schematic diagram of the contributions of the surface energy budget
for the fall period. Notation as in Fig. 4.2.
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Figure 4.7: Schematic diagram of the contributions of the surface energy budget
for the dark winter period. Notation as in Fig. 4.2.

4.2.3 Dark winter (1 October 2008–15 March 2009)

The short-wave radiation is essentially zero during this period (Fig. 4.7, Ta-
ble 4.2), as it mostly falls within the polar night, which lasts from 25 October
to 14 February in Ny-Ålesund. The peak values of ∆S during midday at the
very beginning and end of the dark winter period are around -20Wm−2. In
the absence of short-wave radiation, the long-wave radiation becomes the main
forcing of the system. Between October 2008 and March 2009, Lin ranges from
-140Wm−2 to -320Wm−2, while Lout is between 190Wm−2 and 320Wm−2.
For the entire period, the absolute value of Lin is found to be equal or smaller
than Lout. With an average value of 28Wm−2, the net long-wave radiation
represents the dominant energy loss term during dark winter.
The net long-wave radiation is mainly compensated by a negative average sen-
sible heat flux, corresponding to a warming of the surface and a cooling of the
atmosphere. With an average of -16Wm−2, the sensible heat flux is a strong
supply of energy to the snow surface. In addition, the snow heat flux compen-
sates for about 20% of the energy loss by net long-wave radiation. The latent
heat flux is found to be of minor importance in the overall surface energy budget
during the dark winter period (Fig. 4.7, Table 4.2). A residual term of -9Wm−2

remains.
During the dark winter period, we estimate about 80mm of rain, which can be
largely attributed to three rain-on-snow events in October 2008, January 2009
and February 2009 (see also Fig. 4.24). This corresponds to an average heat flux
of -1.8Wm−2 (see Sect. 4.1.3) and is thus significant compared to the heat flux
supplied by the refreezing active layer, which is about -5Wm−2 (calorimetric
method for Qg).
The incoming long-wave radiation is clearly the determining factor for the

temperature of the snow surface and hence for the outgoing long-wave radiation
(Fig. 4.8), but a significant influence of other factors, particularly of the wind
speed, remains. At high wind speeds, atmospheric turbulence is mechanically
induced. This facilitates the exchange of energy between the surface and the
warmer atmosphere, so that the surface temperature is sustained at higher val-
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Figure 4.8: Surface temperature Tsurf vs. incoming long-wave radiation Lin

during the dark winter period in classes of Lin of 20Wm−2 width. The points
are drawn at the center of each class, and the error bars represent the standard
deviation of the surface temperature values within one class. The red and blue
lines represent the average curves for situations with high and low wind speeds.

ues (Fig. 4.8). The influence of the wind speed is clearly less pronounced for
large values of Lin and high surface temperatures. A possible explanation is
that the gradient between the air and the snow surface temperature is generally
small in these cases, which prevents a strong exchange of energy independent of
the formation of turbulence.

Throughout the entire dark winter period, strong sensible fluxes around
−30Wm−2 to −70Wm−2 are associated with high wind speeds, which cause
neutral or only weakly stable atmospheric stratifications, with a stability param-
eter ζ = z/L∗ close to zero. When wind speeds are low, a stable stratification
and a strong near-surface temperature inversion can form, which significantly re-
duces the fluxes between surface and atmosphere. This is illustrated in Fig. 4.9,
which shows surface temperature, wind speed, air temperature inversion be-
tween 9.3m and 1.3m height and the fluxes Qh, Qe and Qg for a period with
approximately constant Lin of around -180Wm−2. Initially, the wind speed is
low and a stable atmospheric stratification exists, which prevents a significant
sensible heat flux. Thus, the surface temperature cannot be sustained and starts
to decrease to a minimum value of -18◦C. This increases the temperature gra-
dient across the snow pack and hence triggers a strong snow heat flux, which
moderates the drop in surface temperature. Around 27 November, an increase
in wind speed breaks up the stable stratification, and significant sensible heat
fluxes of up to -50Wm−2 stabilize the surface temperature around -15◦C. De-
creasing wind speeds around 29 November again lead to a stable atmospheric
stratification, with an associated drop in surface temperature to about -23◦C.
Even during the polar night, considerable latent heat fluxes of up to 30Wm−2

occur, mainly at high wind speeds and neutral atmospheric stratifications (see
Fig. 4.9). These positive fluxes correspond to a cooling of the surface through
sublimation of snow or, when present, evaporation of water. Particularly in
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Figure 4.9: (a) Surface temperature (left axis), wind speed (right axis), and
temperature difference at the gradient tower (right axis) for a period in Novem-
ber 2008. The snow depth is 0.7m at this time. (b) Sensible heat flux Qh, latent
heat flux Qe and snow heat flux Qg (conductive method) for the same period.

case of stable stratifications, negative latent heat fluxes of up to -5Wm−2 are
detected (Fig. 4.9). Hence, a limited amount of condensation or resublimation
occurs, but its contribution to the total energy budget is insignificant. The total
net sublimation or evaporation during dark winter amounts to 30 kgm−2, which
corresponds to a snow column of almost 0.1m at the recorded snow densities
(see Sect. 4.1.3).
The snow heat flux is of great importance, particularly when a stable atmo-
spheric stratification limits the sensible heat flux. Then, the snow heat flux
becomes the dominant energy supply. The refreezing active layer provides a
weak, but constant flux of energy, which is reflected in a negative average heat
flux through the snow surface. Nevertheless, the storage effect of the snow and
strong fluctuations of the surface temperature result in both positive and neg-
ative snow heat fluxes at the snow surface.
A strongly stable atmospheric stratifications occurs frequently, but usually does
not last longer than a few days. The stability parameter ζ = z/L∗ exceeds val-
ues of 0.5 in about 15% of the time, while values greater than 5 have only been
recorded in about 1% of the time (Fig. 4.3). During stable stratifications, the
temperature inversion in the lowest 10m of the atmosphere can be considerable,
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Figure 4.10: Number of hourly values during the dark winter period N vs.
temperature difference (in classes of 1K) between air temperature at 10m height
and air temperature at 2m height, and air temperature at 10m height and
surface temperature, respectively. Due to the snow accumulation, the heights
decrease from 10m to 8.8m and 2.0m to 0.8m during the considered period.

so that an average difference of +0.8K occurs between the air temperatures at
10m and 2m height (Fig. 4.10). An even more pronounced temperature inver-
sion is found between the surface temperature and the air temperature measured
at different heights, i.e. Tair(2m) and Tair(10m), where temperature differences
of more than 5K are common (Fig. 4.10).

4.2.4 Light winter (15 March 2008–15 April 2008)

The net short-wave radiation is rapidly increasing in light winter, although its
role is still limited due to the high snow albedo of about 0.8. Other than that,
the surface energy budget very much resembles the dark winter period: the
energy loss through the net long-wave radiation is compensated to equal parts
by the sensible heat flux and the short-wave radiation (Fig. 4.11, Table 4.2).
The snow heat flux still remains negative, corresponding to a further cooling of
the underlying soil column. At the end of the light winter period, the lowest
soil temperatures are reached, with about -8◦C at the soil surface and -4◦C at
1.5m depth at the Bayelva station.

4.2.5 Pre-melt period (16 April 2008–31 May 2008)

From mid of April, the net short-wave radiation ∆S becomes the dominant
energy supply, with an average of -41Wm−2 (Fig. 4.12, Table 4.2). The sensi-
ble heat flux provides an additional energy of -8Wm−2, while the net long-wave
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Figure 4.11: Schematic diagram of the contributions of the surface energy bud-
get for the light winter period. Notation as in Fig. 4.2.
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Figure 4.12: Schematic diagram of the contributions of the surface energy bud-
get for the pre-melt period. Notation as in Fig. 4.2.

radiation ∆L is the main balancing factor, with an average of 33Wm−2. The la-
tent heat flux is positive, but remains insignificant with an average of 2.5Wm−2.
The snow and soil column start to gradually warm during the pre-melt period,
which is reflected in a now positive average snow heat flux. A positive residual
of around 10Wm−2 remains, which largely builds up at the end of the pre-melt
period. This indicates that melting of the snow already occurs, which is not
accounted for in the surface energy budget during the pre-melt period. One
snow melt event has indeed been observed on 30 May. Hereby, the temperature
sensor at the snow-soil interface at P1 recorded a rapid temperature increase of
2K within a few hours, which can only be explained by infiltrating melt water.
In addition to this single strong melt event, it is possible that more snow melt
occurs close to the surface without causing detectable melt water infiltration.
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Figure 4.13: Schematic diagram of the contributions of the surface energy bud-
get for the snow melt period. Notation as in Fig. 4.2.

4.2.6 Snow melt (1 June 2008–30 June 2008)

The warming of the snow pack towards 0◦C at the end of the pre-melt period is
followed by the period of snow melt. Hereby, the energy consumed by the phase
change of the melting snow appears as a dominant component in the energy
budget (Fig. 4.13, Table 4.2). The average snow density before snow melt in
2008 has been determined to 0.35 g cm−3, with an average snow depth of 0.6m.
Thus, the average latent heat stored in the snow pack amounts to 70MJm−2,
which yields an average energy consumption of 27Wm−2 for the time between
1 June and 30 June, during which most of the snow melt occurs in 2008.
The net short-wave radiation ∆S increases considerably (Fig. 4.13, Table 4.2)
despite of the still high albedo of the snow. It is partly compensated by the
net long-wave radiation ∆L, so that the average net radiation Qnet is around
−40Wm−2. Until large snow-free patches appear, the air temperature is con-
fined in a narrow range between -1◦C and +5◦C, while the snow surface tem-
perature remains close to 0◦C due to the melt processes, so that the resulting
temperature gradient is necessarily small. This yields weak sensible heat fluxes,
with peak values around -20Wm−2 and an average of -6Wm−2. The positive
latent heat flux, which causes a cooling of the surface, becomes more and more
significant during the snow melt period, with an average of 11Wm−2. Most
likely, it is stimulated by the presence of water due to the melting snow.
During the snow melt period, the net radiation Qnet is a much stronger energy
supply compared to the sensible heat flux (Fig. 4.13, Table 4.2). The snow melt
can therefore be considered as almost entirely controlled by radiation, which
confirms earlier studies during snow melt by Harding and Lloyd (1998) and
Boike et al. (2003a) at the same location. Our study can also confirm the order
of magnitude and sign of the fluxes of these previous studies.
During snow melt, infiltrating melt water and subsequent refreezing processes
dominate the snow pack, which is more or less isothermal close to 0◦C. The
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Figure 4.14: Sensible (red) and latent heat flux (blue) for the snow melt and the
beginning of the summer period (left axis). The light gray area represents the
snow-covered and the dark gray area the snow-free fraction of the surface area
around the eddy covariance system (right axis), which is taken to be approx.
equal to the 90% source limit shown in Fig. 4.1. The intermediate gray area
indicates the uncertainty in area fraction between consecutive surveys.

underlying soil still shows colder temperatures, which results in a heat trans-
port from the snow-soil interface into the soil. The energy consumed by this
ground heat flux is provided by the cooling and refreezing of melt water at the
snow-soil interface, but initially originates from the short-wave radiation. At
13Wm−2 (estimated with the calorimetric method), this ground heat flux con-
stitutes an important component of the surface energy budget. The large value
can be explained by the fact that the temperatures in the upper soil column are
within the freezing range of the soil (Roth and Boike, 2001), where a tempera-
ture change is associated with a change in latent heat content.
The sensible and latent heat fluxes during the snow melt period and the

first eight days of the summer period, when snow patches are still present, are
displayed in Fig. 4.14. As in winter, pronounced flux peaks such as the one
around 15 June are associated with high wind speeds and neutral stratifica-
tions. Dewfall or white frost (negative latent heat flux), which has been found
during snow melt in previous studies (Takeuchi et al., 1995; Boike et al., 2003b),
occurs in few cases, but is insignificant as an energy source for snow melt. In
2008, the evolution of the snow-free areas around the eddy covariance system
has been monitored in intervals of two to ten days using aerial photography and
systematic GPS-surveys. The results show that a patchwork of snow-covered
and snow-free surfaces exists for several weeks due to the large spread in snow
depths throughout the study area. Snow-free areas feature a completely differ-
ent energy turnover compared to the snow patches. Accordingly, the sensible
and latent heat fluxes must be seen as a mixture of both surface properties
and their relevant percentages of the total footprint area. An example is the
pronounced latent heat flux peak of about 80Wm−2 on 28 June (Fig. 4.14),
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which is presumably triggered by a high percentage of wet snow-free patches
with strong evaporation in the footprint at that time. Meanwhile, the sensible
heat flux is still negative or only slightly positive with absolute values below
20Wm−2, most likely because the remaining cold snow patches prevent a net
exchange of sensible heat. The sensible heat flux keeps on alternating between
negative and positive values for another couple of days, until it finally turns
positive, after about three quarters of the area are free of snow (Fig. 4.14).
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Table 4.2: Average values for air temperature Tair, precipitation P , relative humidity RH, cloud fraction cf (see Sect. 3.2.5) and for the
various contributions of the surface energy budget for different segments of the study period. Sin, Sout, ∆S: incoming, outgoing and net
short-wave radiation; Lin, Lout, ∆L: incoming, outgoing and net long-wave radiation; Qh: sensible heat flux; Qe: latent heat flux; Qg cal,
Qg cond: ground heat flux, determined by calorimetric and conductive method (see Sect. 2.3); Qmelt: heat flux consumed by melting snow;
C: residual of the energy balance. Values in parentheses are estimates or based on data records with frequent data gaps. The value for
Qg cal during dark winter is composed of the flux due to the refreezing of the active layer, -5.0Wm−2, and a flux of -1.8Wm−2 due to
rain-on-snow events.

Summer Fall Dark winter Light winter Pre-melt Snow melt Total
01/07/08 01/09/08 01/10/08 15/03/08 16/04/08 01/06/08 15/03/08
–31/08/08 –30/09/08 –15/03/09 –15/04/08 –31/05/08 –30/06/08 –15/03/09

Tair/
◦C 5.0 2.7 −10.1 −16.0 −5.6 2.0 −5.4

P/mm 32 99 278 12 11 8 440
RH 82% 81% 73% 59% 71% 73% 74%
cf 6.4/ 8 6.9/ 8 5.5/ 8 3.6/ 8 5.7/ 8 5.5/ 8 5.6/ 8

Sin/Wm−2 −144 −33 −2.1 −73 −185 −261 −78
Sout/Wm−2 22 9 1.7 55 144 (170) 42
∆S/Wm−2 −122 −24 −0.4 −18 −41 (−91) −36

Lin/Wm−2 −303 −299 −234 −196 −255 −276 −254
Lout/Wm−2 346 318 262 237 288 319 286
∆L/Wm−2 43 19 28 41 33 43 32

Qh/Wm−2 22.5 (−7) −16 −18 −8 −6 −6.9
Qe/Wm−2 22.5 (9) 2.5 0.7 2.5 11 6.8
Qg cal/Wm−2 (11) – (−5.0)−1.8 −3.1 3.0 13

∼0.5
Qg cond/Wm−2 12 (0.6) −5.0 −5.9 – –
Qmelt/Wm−2 ? ? 0 0 ? (27) 2.3

C/Wm−2 22 2 −9 0 10.5 3 1
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4.2.7 The annual budget

The presented data set allows an estimate for the annual net budget for each
of the components of the energy budget (see Table 4.2). With an average value
of -35Wm−2, the net short-wave radiation is the dominant source of energy. It
is almost compensated by the net long-wave radiation, with an annual average
of 32Wm−2. The latent heat flux is usually positive, and the annual average of
6.8Wm−2 is almost exclusively a result of strong fluxes during snow melt, sum-
mer and fall. The value corresponds to a water loss of approximately 85mm,
so that about 20% of the precipitation of the study period evaporates or subli-
mates. While insignificant for the overall energy budget, positive average latent
heat fluxes are detected during the polar night, which has not been observed at
similar latitudes on arctic sea ice by the SHEBA study (Persson et al., 2002).
The average sensible heat flux is negative with a value of -6.9Wm−2, but shows
a strong seasonal dependence. While the study site is actually a strong heat
source for the atmosphere during the two months of summer (Qh =22.5Wm−2),
it is a heat sink for the rest of the year, with an average of Qh = −13Wm−2.
During winter, the nearby ice-free sea is most likely an important heat source
for the near-surface atmosphere, which might increase the air temperatures at
the study site and thus fuel the relatively strong sensible heat transfer to the
snow surface. The average ground heat flux is close to zero, as should be the
case for equilibrium or near-equilibrium conditions of the permafrost. A strong
warming of the permafrost at the study site has not occurred over the course of
the considered year.
During winter, the system is entirely forced by long-wave radiation, while a
strong short-wave forcing dominates the system during summer. The timing of
the albedo change induced by the snow melt is a key point for the annual sur-
face energy budget, since the snow at the study site usually disappears between
end of May and beginning of July (Winther et al., 2002), when the incoming
short-wave radiation reaches its annual maximum with daily averages of about
-200Wm−2. The correct representation of the snow melt must therefore be con-
sidered crucial to successful modeling of the annual surface energy budget and
the permafrost dynamics. In contrast, the timing of the albedo change due to
the formation of the snow cover in fall is of little importance, as the daily av-
erage for incoming short-wave radiation is already low during September, when
the permanent snow cover usually forms (Winther et al., 2002).

4.2.8 Concluding remarks on the energy balance closure

For nearly all periods, a residual term of the surface energy budget remains,
which is usually found in investigations of the surface energy budget (overview
in Foken, 2008b). We can identify four levels of uncertainty in our study: (a)
measurement errors; (b) uncertainties due to assumptions taken or parameters
used; (c) inconsistencies due to different measurement locations and/or footprint
areas; (d) systematic bias inherent in the measurement method.

(a) The BSRN radiation measurements are supposedly associated with an accu-
racy of better than 10Wm−2 (Ohmura et al., 1998). Unsupervised measure-
ments under arctic conditions bear an additional potential for measurement
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errors due to e.g. snow-covered sensors or instrument malfunctions. The un-
maintained radiation measurements are checked against the reference data
set of the BSRN station, so that unreasonably large deviations are pre-
vented. The soil temperature measurements from which the ground heat
flux is inferred contain a few spikes and erroneous measurements, which are
not considered in the evaluation. We conclude that random measurement
errors and data gaps do not strongly influence the long-term averages pre-
sented in this study. Only in the fall period, data gaps of the turbulent
fluxes occur frequently (see Sect. 4.2.2), so that a bias of the average fluxes
is possible.

(b) To evaluate the thermal conductivity, the soil and snow are idealized as a
domain with constant thermal properties (in space and time) and purely
conductive heat transfer is assumed (see Sect. 2.3.2). In reality, the soil or
snow properties can change, which is reflected in different values for the ther-
mal diffusivity, if the fit is conducted for different periods (see Sect. 4.1.3).
The range of obtained diffusivity values, in conjunction with the spread of
soil or snow compositions determined in field measurements, is used to es-
timate the uncertainty of the thermal conductivity. Despite the resulting
relative error of 25–30%, the absolute error of the ground or snow heat flux
remains at least a factor of four smaller than the energy balance closure
term due to the generally low magnitude of the fluxes. Another issue asso-
ciated with the ground heat flux is the storage effect of the thin soil layer
above the uppermost sensor, which is not accounted for in the calculation
of Qg. However, the day and night-time contributions of this effect cancel,
so it is insignificant on the considered timescales.

(c) Point measurements from different locations are considered as well as eddy
covariance measurements, which integrate over an extended footprint area
(Amiro, 1998; Schmid, 2002) with considerable small-scale heterogeneity of
the surface cover (Fig. 4.1). As the study focuses on average fluxes, only a
sustained difference between the average flux of the eddy footprint area and
the flux at the point measurement site is of importance. Firstly, this may be
the case for the albedo, mainly for the snow melt, summer and fall period.
From 40 point measurements (see Sect. 4.1.1), we estimate the spread in
summer albedo throughout the study area and thus the albedo uncertainty
to about 0.05. For the snow melt period, the albedo value is estimated
from the BSRN station, where the albedo decreases from 0.8 to 0.5 during
the course of the snow melt. An additional uncertainty arises, as a small
fraction of snow-free surfaces with much lower albedo contributes to the
eddy footprint area at the end of the snow melt period (Fig. 4.14), so that a
maximum albedo uncertainty of 0.1 appears realistic during snow melt. The
potential bias in net short-wave radiation may thus be as large as 8Wm−2

for the summer and 25Wm−2 for the snow melt period, while it is presum-
ably negligible for the other periods. In addition to albedo variations, the
average surface temperature could vary due to differences in soil moisture
and surface properties, which would affect both Lout and Qg. A sustained
difference of 1K would lead to a bias of Lout on the order of 5Wm−2. In
Sect. 4.3, the spatial variability of the surface temperature is investigated
for a site located approximately 400m from the eddy covariance system.
Hereby, sustained differences in the surface temperature of more than 2K
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between wet and dry areas have been observed, so that a bias of Lout of
5 to 10Wm−2 appears possible. An uncertainty in the ground heat flux
is not only induced by variations of the surface temperature, but also by
spatial variations of the soil properties, which most likely occur throughout
the study area. However, the good agreement between the fluxes inferred
with different methods from the locations P1 and P3 during the summer
period gives us confidence in the accuracy of Qg, within the liberal error
estimates of about 25–30% (see above).

(d) A basal ice layer present in parts of the study area has not been included in
the survey of the snow water equivalent prior to snow melt (see Sect. 4.1.4).
An average ice layer thickness of 5 cm corresponds to an additional flux of
5Wm−2 in the snow melt period, so the true value of Qmelt during the snow
melt period is most likely higher than 27Wm−2 (Table 4.2). Furthermore,
there may be a contribution of Qmelt in the pre-melt period (see Sect. 4.2.5).

In eddy covariance studies on the surface energy budget, the failure to close
the energy balance is commonplace (Inagaki et al., 1996). A bias of more
than 25% on the obtained turbulent fluxes has been estimated in some
studies (Wilson et al., 2002), which could largely explain the closure terms
observed in this study. In Sect. 2.5.2, the principal problem to obtain co-
variances from time averaging at a single point in space for non-stationary
conditions has been outlined. To further investigate the origin of the clo-
sure term in the surface energy budget at the study site, Large-Aperture-
Scintillometers could be employed (Meijninger et al., 2006), which evaluate
the turbulent fluxes from fluctuations of the refractive index of air along a
beam path of several 100m length and thus replace time averaging of tur-
bulent fluctuations at a single point by a combination of time and line aver-
aging (see Sect. 2.4.2). While Large-Aperture-Scintillometry is an evolving
technique, it has demonstrated its potential by achieving a closed energy
balance in several field experiments (Foken, 2008b).
Another conceivable reason for the energy balance closure are advective
circulation patterns. In turbulence measurements, one generally requires
spatial homogeneity of all relevant variables, so that the turbulent flux at
the measurement height can be assumed equal to the turbulent flux at the
surface, which is the relevant quantity for the surface energy budget. How-
ever, if horizontal gradients of temperature and water vapor content exist,
advection between the surface and the measurement height can occur, so
that the turbulent fluxes obtained with the eddy covariance system are dif-
ferent from the surface fluxes. An overview on the different landscape scales
at which horizontal advection can play a significant role is given by Pielke
and Avissar (1990) and Mahrt (2000). Advection may occur in the study
area, as the surrounding is characterized by mountains, glaciers and the
open water body of the Kongsfjorden, so that large temperature contrasts
and extremely inhomogeneous surface heating exist over distances of a few
kilometers. An independent estimate of the magnitude of the flux bias
caused by such features could be given by Large Eddy Simulation (LES)
studies of the entire boundary layer dynamics for the wider area around the
study site (Beare et al., 2006).
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We conclude that the magnitude of the observed closure terms is still in range
of the closure terms found in a number of carefully designed field experiments
(overview in Foken, 2008b), despite the considerable uncertainties inherent in
measurements under under arctic conditions. Therefore, it seems reasonable
that the true magnitude and relative importance of the terms of the surface
energy budget do not differ substantially from the results presented above.
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4.3 Spatial variability of the surface tempera-
ture

In the previous section, the annual surface energy budget of the study area has
been evaluated. With the eddy covariance method, it is only feasible to evaluate
the turbulent fluxes averaged over the footprint area, but not for a specific point
in space. Furthermore, at the chosen location of the eddy covariance system,
the footprint area features a relatively homogeneous surface cover compared
to other locations of the study area, where during the snow-free period strong
variations of particularly the surface soil moisture can occur over distances of a
few meters.
However, the surface energy budget can be modeled on the point scale with
the coupled land-atmosphere model presented in Sect. 2.4.7, if the parameters
albedo, roughness length and surface resistance against evapotranspiration are
adjusted to reproduce measured surface temperatures. Therefore, spatially re-
solved measurements of the surface temperature can be considered a tool to
access the surface energy budget on the point scale. In addition, they allow
to assess the impact of spatially different surface temperatures on the seasonal
thawing of the ground, as the soil temperatures at deeper layers are directly
linked to the surface temperatures (see Sect. 2.2.3).
In the following, time series of georeferenced and radiometrically corrected sur-
face temperatures are evaluated, that have been obtained with a thermal imag-
ing system (see Sects. 2.7, 3.2.6) for an area characterized by a considerable
small-scale heterogeneity of the surface cover and the surface soil moisture con-
ditions (Figs. 3.5, 4.15). The measurements have been conducted from 25 July
to 14 September 2008 and from 3 July to 17 August 2009 at a monitoring in-
terval of 10min, so that the study is based on a total of approximately 14,000
thermal images. In the year 2009, the period directly after snow melt has been
captured, while the study extends well into fall in 2008. The success rate ex-
ceeds 95% of the 10min-intervals, and is only limited by the occurrence of strong
precipitation or fog.

4.3.1 Spatial variability in single scenes

Three examples for the considerable variability of the surface temperatures un-
der clear-sky conditions are displayed in Fig. 4.16. The scene on 11 July 2009
represents the maximum spatial variability of the surface temperature, that has
been observed in this study. It occurs in case of maximum values of net ra-
diation less than one week after the snow melt has terminated in most parts
of the scene. The soil is mostly water-saturated in this scene, except for the
already dry upper parts, which have melted out more than two weeks earlier.
They feature temperatures of almost 30◦C, while the low-lying areas close to the
thermal imaging system are still covered by snow and are hence around 0◦C. In
the still water-saturated central areas, where the snow has just disappeared a
few days earlier, the temperatures are in the range between 14 and 20◦C. Apart
from the different surface moisture conditions, the proximity of the thaw front
to the surface is most likely an additional reason for the much lower tempera-
tures compared to the dry areas, where the snow has disappeared much earlier
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Figure 4.15: Coarse classification of the scene recorded by the thermal imaging
system based on land cover and surface soil moisture conditions. The classifi-
cation is compiled from field observations. The scene monitored in the study
period of 2008 (as shown in Figs. 4.16, 4.19, 4.20) is indicated by shading.

and the thaw front has hence progressed further.
In the second scene taken on 30 July 2008, the snow has disappeared except

for a small patch at the foot of the escarpment, from which the small stream
with cold melt water originates. The wet and moist areas, that are not di-
rectly affected by the meltwater (see Fig. 4.15), are generally 4 to 8◦C colder
than the drier areas and the rock fields, although the net radiation with around
125Wm−2 features intermediate values.
The scene on 1 September 2008 represents a clear-sky night after the end of
the polar day season, with strongly negative values of the net radiation due to
long-wave radiation losses. In this example, the temperatures are below 0◦C
throughout the entire scene. However, the dry areas and the rock fields cool out
strongly to temperatures as low as -6◦C, while the wet areas remain close to the
freezing point, as the release of latent heat from the freezing water stabilizes the
surface temperature.
The presented scenes represent examples of the spatial variability of the surface
temperature under clear-sky conditions, but they are not characteristic for the
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Figure 4.16: Example scenes with pronounced spatial variability of the surface
temperature (note the difference in scale). The maximum uncertainty for a pixel
is approximately 1.5K. All scenes point North, the white bars are 20m spaced
from each other. The first scene stems from 2009 and is thus shifted by 10m
to the E (right) compared to the other two scenes, which are acquired in 2008.
The average temperature of the scene Tav is provided with the spatial standard
deviation as an indicator for the temperature spread present in the scene. The
net radiation Qnet is recorded at the BSRN station. See text.

study period. As the most pronounced temperature differences occur between
wet and dry areas, we evaluate the deviation of the surface temperatures of a
dry and a wet area (see Fig. 3.5) from the average temperature of the scene in
dependence of the net radiation Qnet (Fig. 4.17). For high positive values of the
net radiation, the dry areas are 1 to 2K warmer than the scene average, while
the wet areas feature temperatures of several Kelvin below the scene average.
For the case of 2009, the deviation of the wet areas from the scene average is
more pronounced compared to the study period in 2008, probably because the
wet areas have melted out later, so that the thaw front is closer to the surface
compared to the dry areas, which leads to an additional cooling. When the
net radiation becomes negative, the situation reverses and the dry areas are on
average colder than the wet areas, where more energy per volume is stored due
to the higher heat capacity (and in case of subzero temperatures a higher latent
heat content) of the wet soil, so that a higher temperature is maintained. When
the net radiation is low, which is typical for cloudy conditions, the differences
between dry and wet areas vanish, and the entire scene features a more or less
constant temperature.
The situations with low net radiation occur by far more often than situations
with high negative or positive values of net radiation (Fig. 4.17) due to the
frequent cloudiness, which is characteristic for the summer at the study site.
Accordingly, the surface temperatures are relatively homogeneous in most of
the recorded scenes, so that the spatial differences are within the uncertainty of
about 0.5 to 1.0K of the surface temperature measurements.
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Figure 4.17: Difference from the scene average of the surface temperature for
wet (Twet−Tav, blue) and dry (Tdry−Tav, red) areas vs. net radiation in classes
of 50Wm−2 for the study period in 2009 and 2008. The selected reference areas
for wet and dry conditions are depicted in Fig. 3.5. The net radiation is recorded
at the BSRN station. The error bar indicates the standard deviation and thus
the spread of the data points within a class of net radiation. The histograms
show the distribution of the net radiation (in percentage of the total number of
records) during the respective period.

4.3.2 Small-scale heterogeneity of the
surface energy budget

The surface temperature forms as a result of the partitioning of energy at the
surface, so that it is related to all components of the surface energy budget. As
the exposition does not vary strongly within the study area, we do not expect
considerable variations of the incoming short-wave radiation. An exception is
the escarpment, which is also shaded during part of the time, so that we do
not consider it any further in our analysis. The surface albedo is most likely
lower in the wet areas compared to the dry areas (compare Fig. 3.5), so that
they receive a higher net short-wave radiation, although they feature a colder
surface temperature. The measurements of sensible and latent heat fluxes with
the eddy covariance method reveal a dependence of the Bowen ratio on the
surface soil moisture conditions (Fig. 4.5). Therefore, the differences in the
surface temperature between wet and dry areas can most likely be explained
by increased evapotranspiration over the wet areas, which cools the surface
and efficiently reduces the difference between surface and air temperature. In
contrast, the dry areas heat up and release energy via sensible heat fluxes and
increased long-wave radiation. In the time directly after snow melt, when the
thaw front is close to the surface, a significant ground heat flux cools the surface
and constitutes an important term in the surface energy budget (Sect. 4.2,
Fig. 4.4). As the the sum of sensible, latent and ground heat fluxes is equal to
the net radiation, this interpretation is supported by the observed dependence
of the spatial variability of the surface temperatures on Qnet (Fig. 4.17). In
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case of high net radiation, strong sensible, latent and ground heat fluxes, which
differ throughout the study area, lead to a large spatial variability of the surface
temperature. In case of low net radiation, they necessarily feature low values,
so that spatially different fluxes and thus differences of the surface temperature
cannot develop.
We support this reasoning by applying the energy balance model described in
Sect. 2.4.7 to model the spatial differences of the surface temperature with a
common set of forcing data. The forcing data are

• soil temperature at 0.15m depth measured in a dry and a wet area within
the scene monitored by the thermal imaging system,

• air temperature, relative humidty and wind speed at 2m height measured
at the Bayelva station, approximately 400m from the thermal imaging
system,

• incoming short-wave and longwave radiation measured at the BSRN sta-
tion, approximately 1.5 km from the thermal imaging system.

For simplicity, we use a constant albedo α=0.15 and emissivity ε=0.97. Fur-
thermore, a constant soil thermal conductivityKh=1.3Wm−2 is assumed, which
most certainly does not reflect the true soil conditions with spatially variable
thermal conductivities. However, the impact on the surface temperature is
rather limited, as the ground heat flux is a relatively small contribution to the
surface energy budget (see Sect. 4.2). Therefore, the two parameters varied are
the roughness length z0 and the surface resistance rs. Fig. 4.18 displays surface
temperatures from a wet and a dry area (depicted in Fig. 3.5) measured by
the thermal imaging system and model results for two different surface resis-
tances for a period in summer 2009. A satisfactory agreement between measured
and modeled surface temperatures can be achieved with a roughness length of
z0=1mm common to both areas, but strongly different surface resistances rs.
Accordingly, the average Bowen ratio obtained from the surface energy budget
equation is highly different between the two sites, which confirms the above
interpretation: while the latent heat flux is dominant at the wet area with a
Bowen ratio of less than 0.5, it is more than ten times smaller than the average
sensible heat flux at the dry area. The Bowen ratio of the wet area is well in the
range determined with eddy covariance in case of a high surface soil moisture
(Sect. 4.2, Fig. 4.5), while the Bowen ratio determined for the dry area is much
higher than all Bowen ratios in the eddy covariance measurements. However,
the dry area recorded by the thermal imaging system most likely features a
much smaller surface moisture content compared to the footprint of the eddy
covariance system, which even under dry conditions maintains a volumetric soil
water content of around 0.2 at the surface (Fig. 4.4). Particularly in case of the
dry area, a few systematic deviations between measured and modeled surface
temperature are obvious. On the first few days after 11 July and after 31 July,
the modeled temperatures are too high, which is most likely explained by wet-
ter soil conditions after snow melt and after precipitation events, respectively.
Accordingly, a smaller surface resistance rs would be appropriate during these
times, which illustrates the difficulties when modeling surface temperatures in
case of changing surface soil moisture. The selected roughness length z0=1mm
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Figure 4.18: Surface temperature of a wet and a dry area (depicted in Fig. 3.5)
measured by the thermal imaging system and modeled from atmospheric pa-
rameters by the surface energy budget equation. See text.

is smaller than the roughness length of 7mm, that has been determined by
measurements of the eddy covariance system (see Sect. 4.1.2). However, the
wider area around the eddy covariance system (Fig. 4.1), that is characterized
by mudboils and scattered rocks, may indeed feature a higher roughness length
compared to the area recorded by the thermal imaging system.
The example illustrates the potential of process-oriented models based on the
surface energy budget equation to model the spatial variability of the surface
temperature. They basically allow to describe a large part of the recorded spa-
tial variability by one parameter, the surface resistance rs. Similarly, variations
of the surface temperature due to different albedo or exposition can be naturally
accounted for in terms of the surface energy budget equation.
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Table 4.3: Maximum uncertainty associated with the weekly average tempera-
ture of each pixel according to the error calculation (see Sect. 2.7). High values
indicate frequent clear-sky conditions, where the incoming thermal radiation is
small.

max. error/ K 2008 2009
04/07-10/07 1.0
11/07-17/07 1.3
18/07-24/07 1.3
25/07-31/07 1.0 0.4
01/08-07/08 0.7 0.7
08/08-14/08 0.4 0.6
15/08-21/08 0.6
22/08-28/08 0.4
29/08-04/09 0.9
08/09-14/09 0.3

4.3.3 Weekly averages of surface temperature

Long-term averages (daily to weekly) of the surface temperature are relevant
for the temperature distribution in the ground at depths below approximately
0.5m, as the daily temperature fluctuations have decayed at this depth (see
Sect. 2.2.3). For the understanding of spatial variability of the soil tempera-
tures in the active layer, one hence needs to evaluate the spatial variability of
such long-term averages of the surface temperature. The spatial variability in
weekly averages of surface temperatures is presented in Fig. 4.19: it displays
the deviation from the scene average for weekly averages of the surface temper-
ature, which are evaluated from the time series of the thermal images acquired
at 10min intervals. The maximum uncertainties associated with the average
surface temperature at each point are given in Tab. 4.3. In the following, only
differences in the surface temperature, which are statistically significant, are
considered.
In the study period in 2009, the first week is dominated by the remaining snow
cover, which naturally leads to strong differences in the surface temperature
between snow-free and snow-covered areas. The measured differences exceed
10K in the weekly average, which is by far greater than the variability caused
by different soil moisture conditions later in the summer. In the second week,
the snow cover has largely disappeared, except for the snow drift at the foot
of the escarpment and small patchy areas. The regions, which have already
been snow-free in the first week and have dried up since then, are significantly
warmer than the areas, where the snow melt has just terminated and which are
hence water-saturated. In addition, the thaw front is much closer to the sur-
face in these areas, which presumably leads to additional cooling of the surface.
From the third week onwards, the coarse soil moisture classification displayed
in Fig. 4.15 is valid, although the soil moisture particularly of the dry areas can
vary due to rain events. We do not consider the shrinking snow field at the foot
of the escarpment in the following, since it is the only remaining snow patch in a
large area around the study site, so that it is immaterial in the context of surface
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Figure 4.19: Weekly averages of surface temperatures based on the record of
scenes in 10min intervals. To facilitate an intercomparison between the weeks,
the deviation from the spatial average Tav of the surface temperatures is shown
(in the first three weeks, Tav is not the true spatial average, but is selected to
facilitate a discrimination between the temperatures of the snow-free surfaces).
The net radiation Qnet and the cloud fraction cf is derived from the respective
records at the village of Ny-Ålesund. See text.
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Figure 4.20: Standard deviations σ of the weekly time series of the surface
temperature, which are a measure for the daily temperature amplitude, at each
pixel for three example weeks. For better comparability, the deviation from the
spatial average σav is shown. Ancillary data as in Fig. 4.19. See text.

temperature variability on larger scales. The maximum temperature differences
between dry and wet areas of up to 4K occur in the third week, where relatively
frequent clear-sky conditions lead to a high average of the net radiation. With
frequent cloudiness and reduced net radiation, the spatial differences reduce to
about 2 to 3K in the remaining three weeks of the study period in 2009.
In 2008, we again do not consider the snow field and also the meltwater stream,
which is in the field of view of the thermal imaging system. Strong differences in
surface temperature of up to 3K are only observed in the first week at the end of
July, where the net radiation features the highest values observed in the study
period 2008. August and September 2008 are characterized by mostly cloudy
conditions and declining net radiation according to the annual radiation cycle
(Westermann et al., 2009), and the spatial differences of the surface tempera-
ture are generally small in the range below 2K. We conclude that pronounced
differences in the weekly averages of the surface temperature are only observed
in July, when the net radiation reaches its annual maximum.
The standard deviation σ of the time series of surface temperatures for each
pixel is a measure for the daily temperature amplitude. Fig. 4.20 displays the
deviations from the average standard deviations for three example weeks in the
study period. The first example week features frequent clear-sky conditions
and thus high high values of net radiation, while the ground is water-saturated
after the snow melt in most areas (the soil moisture classification of Fig. 4.15
is not valid). The dry areas, where the snow melt has terminated earlier (see
Fig. 4.19), feature a considerably higher daily temperature amplitude than the
wet areas, while the temperature amplitude of the snow patches is naturally
close to zero. The second example week features similar cloud and radiation
conditions and hence a similar average standard deviation. The considerable
differences between the first and second image therefore rather reflect the change
in soil moisture conditions, that has occurred due to the drying of the tundra
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after snow melt. The wet areas (see Fig. 4.15) again feature standard deviations
that are 3 to 4K smaller than those of the dry areas, which corresponds to a
difference in diurnal temperature spread of roughly 10K. With declining values
of net radiation and increased cloudiness later in summer, both the absolute val-
ues of the standard deviation and the differences between the dry and wet areas
gradually decrease, until they almost completely vanish in mid of September
(example week three).

4.3.4 The surface temperature during the summer season

To assess the potential impact of the spatial differences for the active layer evo-
lution, we calculate the accumulated degree-day total (Lunardini, 1981), i.e. the
average temperature (in ◦C) of a certain period multiplied by its duration in
days, for the study period in 2009 and 2008 (Fig. 4.21). In the 2009 study pe-
riod, pronounced differences of up to a factor of two occur, which mainly stem
from the spatial differences in snow melt, but also from sustained deviations
between wet and dry areas in case of high net radiation. A much smaller spa-
tial variability is observed in the 2008 study period, which can be attributed to
increased cloudiness and lower net radiation later in the season. Considering
the uncertainties on the weekly averages of the surface temperatures given in
Tab. 4.3, an uncertainty up to 100 degree-days in the difference between max-
imum and minimum value seems possible at least for 2009: as the uncertainty
mainly stems from the potential spatial variability of the emissivity, which is
approximately constant over time, the temperatures would be consistently bi-
ased in the same direction for each point. However, dry areas usually feature
lower values ε than wet areas (e.g. Wan and Zhang, 1999), which would result in
even lower surface temperatures of the wet and/or higher surface temperatures
of the dry areas. Therefore, the sustained spatial variability of the surface tem-
perature in 2009 are persistent in the light of the uncertainty considerations.
The degree-day total calculated from the beginning of the thaw period corre-

sponds to the thawing index Jt, which has been introduced in the context of the
Stefan model (see Sect. 2.2.3). In the Stefan model, the seasonal thaw depth is
proportional to the square root of the thawing index. Hence, a difference of a
factor of two (as in Fig. 4.21) would result in a difference of approximately 40%
in the thaw depth, given the same soil properties. However, this simple picture
is misleading in the presented case, as the soil properties, particularly the soil
moisture, differ strongly throughout the study area. Furthermore, the Stefan
model does not take into account crucial factors like the temperature distribu-
tion in the soil, so that a more realisticw soil model would have to be employed
to estimate the net effect on the thaw depth and the ground thermal regime.
Nevertheless, we conclude that the surface temperature, which is one of the key
variables determining the annual thaw of the active layer, features a pronouced
spatial variability in the study area, which may contribute to differences in the
thermal regime the subjacent permafrost.
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Figure 4.21: Accumulated degree-day totals during the study period in 2009 and
2008 from the 10min records of the thermal imaging system. The pronounced
differences in the 2009 study period stem from the spatial differences in snow
melt and from differences in surface temperature between wet and dry areas in
case of high net radiation.
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Figure 4.22: Temperature at the snow-soil interface measured in spring 2008 at
four locations with significantly different snow depths within the study area. The
snow depths are determined on 15 March 2008, when the temperature sensors
were installed. The two unmarked lines feature intermediate snow depths of
0.8m and 1.1m, as they are characteristic for the study area.

4.4 Spatial and temporal variability of soil tem-
peratures

The spatial variations of the average surface temperature during the snow-free
time (see previous section) must be related to the spatial variability of the snow-
soil interface temperature during the winter season. Here, spatial differences are
almost entirely caused by differences in the thickness of the snow pack, and not
by spatially different temperatures of the snow surface. As snow has a much
lower thermal conductivity than soil, it effectively insulates the soil from the
cold winter temperatures, so that the temperatures at the snow–soil interface
are much higher than the snow surface temperatures. For the study area, the
thermal conductivities have been determined to Kh = 0.45Wm−1K−1 for snow
and and Kh = 1.3Wm−1K−1 for unfrozen soil (see Sect. 4.1.3). As the ther-
mal conductivity of ice is considerably higher than that of water, this suggests
a difference of at least a factor of three between the thermal conductivities of
snow and the frozen soil during winter. Within the study area, a large spread
in the snow depths exists, which is induced by the strong snow drift during
periods with high wind speeds and the hilly topography. Low snow heights
are typically found at wind-blown ridge tops, while snow accumulations occur
in gullys and at hillsides. Fig. 4.22 displays snow-soil interface temperatures
from March 2008 to the onset of the snow melt in June for four different snow
depths, from less than 0.2m to more than 1.5m. With cold temperatures in the
beginning of the considered period (compare Fig. 3.4), the snow-soil interface
temperatures differ by more than 10K between sites with small and large snow
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Figure 4.23: Distribution of snow depths in the study area measured between
24 March and 1 April 2009 on a 20×20m2 grid, in fractions of classes of 10 cm.
The total number of snow depth measurements is 488.

depths, which is significant compared to the spatial variability of the surface
temperatures during summer.
In March 2009, a systematic survey of the snow depths within the study area
has been conducted (Fig. 4.23). While the range of detected snow depths is
large with values between 0.3 and more than 2.0m, the majority of the snow
depths are concentrated between 0.9 and 1.3m, so that it is indeed feasible to
account for the largest part of the study area in terms of an average snow depth.
However, it is important to keep in mind that areas with strongly different snow
depths do exist, which can display a distinctly different thermal regime of the
ground. In the winter season 1997/1998, a similar survey has been conducted
by Bruland et al. (2001) using radar measurements to determine the snow depth
of an area of 3 km2, in which the study area is fully contained. An average snow
depth of 0.7m with a standard deviation of 0.4m is observed, which reflects the
considerable spread in the snow depths. Compared to the winter 2008/2009, a
significantly larger variability of the snow depths is recorded, which most likely
can be explained by a different dynamics of snowfall and snow drift events.
Fig. 4.24 displays the annual course of active layer temperatures at two sites,
that represent the two extremes of the snow depth distribution in the winter
season 2008/2009: while the first temperature profile is located on top a wind-
blown ridge (denoted ridge site), which only permits a low snow depth of less
than 0.5m, the second profile is buried under a snowdrift forming at the foot of
a slope (denoted snowdrift site). As the distance between the two sites is less
than 200m, the external factors (radiation, air temperature, wind speed, etc.)
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Figure 4.24: Soil temperatures in the active layer for two sites within the study
area, denoted the ridge and the snowdrift site. The sites are located within a
distance of less than 200m, but feature distinctly different snow depths during
winter. The snow depth has been measured on 25 March 2009 at both sites,
while the effect of two rain-on-snow events around beginning of February 2009
is visible in the temperature data (all indicated by arrows).
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can be assumed equal, so that the difference in soil temperatures during winter
is caused by the snow cover and possibly also by differences of the soil properties.
The ridge site features much colder soil temperatures than the snowdrift site
during the period from October to May. The observed temperature difference
on average is about 5K at the snow-soil interface and about 3K at a depth of
1.5m. The impact of the snow cover on the soil temperature is severe at the
snowdrift site, as the snow cover impedes the heat transfer towards the surface
so strongly, that a sizable fraction of the soil water remains unfrozen during
the entire winter, and the temperatures are confined within the freezing range
of the soil (estimated from the freezing characteristic of the soil at the Bayelva
station displayed by Roth and Boike (2001)). Accordingly, the soil temperature
at 1.5m depth does not decrease below -1.5◦C at the ridge site. On the other
hand, the snow cover persists one month longer at the snowdrift site, so that the
thaw season is considerably shortened compared to the ridge site. At the study
area, this effect is particularly strong, as the snow melt terminates around or
even after the annual maximum of the solar radiation.
It must be emphasized that the ridge and the snowdrift site represent the ex-
treme cases present within the study area. Most of the other 10 installed soil
temperature profiles (see Sect. 3.2.3) feature similar active layer temperatures,
corresponding to snow depths within the pronounced central peak of the snow
depth distribution. However, if degradation of permafrost should commences,
it will most likely occur at a few localized “weak points”, such as the snowdrift
site. This onset of permafrost degradation is hard to detect by temperature
measurements in boreholes, which are typically placed at “representative” loca-
tions within an area. The same is true for coarse-grid models, that are operated
with average values of input parameters.
Interannual differences in the height of the insulating snow cover are a deter-
mining factor for soil temperatures in winter (Fig. 4.25), as is evident from the
time series of soil temperatures obtained from the Bayelva station for more than
a decade (Boike et al., 2010). Winter temperatures that are strongly below the
average, as in the winters 1999/2000 and 2002/2003, coincide with a low snow
depth. A strong interannual variability of the snow surface temperature during
winter (Fig. 4.28, Fig. 3.3 for air temperatures) is superimposed on the effect of
the snow cover. However, the prominent influence of the snow cover becomes
obvious, if two years with similar snow surface temperatures, but different snow
heights are compared, e.g. the winters 2002/2003 and 2003/2004 (see Table 4.4
for surface temperatures).
The impact of rain-on-snow events on the soil temperatures is observed in both
the time series of the Bayelva station and at the ridge and snowdrift sites
(Fig. 4.24). When significant amounts of rain fall on the snow pack, the water
can percolate towards the snow-soil interface, where it finally refreezes (Boike
et al., 2003b; Putkonen and Roe, 2003). Due to the low thermal conductivity of
the snow, the release of the latent heat from the refreezing rain water through
the snow pack is impeded, with the consequence of a pronounced warming of the
soil towards 0◦C. As evident at the ridge site, the rain-on-snow events lead to a
significant warming of the the uppermost 0.5m of the soil, while a temperature
increase is still visible at 1.5m depth. The occurrence of strong rain-on-snow
events can be suspected from the temperature record at the Bayelva station,
particularly during the winter seasons 2005/2006 and 2006/2007, where fre-
quent step-like increases of the temperature at 0.05m depth towards 0◦C are
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Figure 4.25: Soil temperatures (daily averages) at 0.05m (orange, left axis) and
1.10m depth (blue, left axis) and snow depths (gray, right axis) at the Bayelva
station from fall 1998 until spring 2010. Data gaps due to instrument failure
are indicated by missing gray shading.

observed. Presumably as a consequence of the rain-on-snow events, the soil
temperatures remain warmer than -3◦C for the entire winter in both years. The
effect of rain-on-snow events is investigated further in Sect. 4.6.2 with a heat
transfer model.
During the study period, the permafrost at the Bayelva station has been rela-
tively warm, with a mean annual temperature around -2◦C at 1.5m depth and
a maximum thaw depth exceeding 1.5m (Boike et al., 2010). Since the installa-
tion of the station, the maximum thaw depth has increased by more than 0.5m
at Bayelva station (compare to Roth and Boike, 2001).
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4.5 Performance of MODIS LST for the study
area

For a permafrost monitoring scheme based on remotely sensed surface tempera-
tures, it is critical that the employed remote sensing platform can provide accu-
rate long-term averages of the surface temperature. To evaluate the performance
of MODIS LST, we calculate weekly LST averages from the available satellite
data and compare with the terrestrial observations. Two separate evaluations
are performed, one for the snow-free season and one for the winter period when
the ground is snow-covered. As the spatial heterogeneity of the surface cover
and soil moisture conditions leads to spatially variable surface temperatures,
the observations of the thermal imaging system (see Sect. 3.2.2) are used to file
the MODIS LST measurements in the range of surface temperatures occurring
within the footprint of the MODIS sensor. During the observation periods of
the thermal imaging system in the summers 2008 and 2009, totals of 800 and
724 MODIS granules, respectively, are considered for the evaluation. When the
ground is snow-covered, a much smaller variablity of the surface temperature is
likely to occur, so that point measurements of outgoing long-wave radiation Lout

from the Bayelva station (using Eq. 2.130, ε = 0.99 for snow and Lin from the
BSRN station) seem appropriate as terrestrial ground truth. For the analysis,
a total of more than 11,000 MODIS granules from the winter periods (defined
as the time from 1 November until 15 April) from 2002/2003 to 2008/2009 are
considered.
The frequent cloudy conditions lead to a strongly clustered times series of
MODIS LST data, which is problematic for the calculation of weekly LST av-
erages from the satellite: while there are up to ten measurements available for
cloud-free days, only few data points exist for periods with frequent clouds.
We therefore evaluate the performance of an incremental time averaging proce-
dure, which successively calculates hourly, six-hourly, daily and finally weekly
averages to moderate the overrepresentation of clear-sky conditions in weekly
averages.

4.5.1 Summer surface temperatures

The scene recorded by the thermal imaging system (Fig. 3.5) features a wide
range of surface covers that are typical for the wider area around the study
area. However, it cannot necessarily be assumed representative for the much
larger target area of the MODIS sensor (Fig. 3.7). A comparison of satellite
and terrestrial measurements is still meaningful, particularly if weekly averages
are considered, where spatial differences are strongly reduced. The available
MODIS L2 LST data points and the almost continuous record of the average
scene temperature from the thermal imaging system are displayed in Figs. 4.26
and 4.27. It is evident, that the average surface temperature in the footprint of
MODIS depends on the fractions of wet and dry areas. For the comparison, the
spatial average of the scene recorded by the thermal imaging system is used,
while we keep the spatial variability of the weekly average surface temperatures
(Fig. 4.19) in mind.
In the study period of 2009, the deviations of the weekly averages of satellite and
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Figure 4.26: Land surface temperature measurements derived from the MODIS
L2 LST product (black diamonds) and average scene temperature (blue line)
obtained from the terrestrial thermal imaging system for the study period in
2009. The bar diagram displays the deviation between the weekly average tem-
peratures inferred from the satellite record and the “true” value for the scene
derived from the thermal imaging system.

terrestrial measurements are below 2K. In the first three weeks, frequent clear-
sky conditions lead to an excellent data density of MODIS LST measurements.
In the first week, the deviation of 1.3K of the weekly averages is largely caused
by the three satellite measurements that are significantly warmer than the ter-
restrial measurements, which can most likely be explained by different fractions
of snow in the scenes of the satellite and the thermal camera. In the following
period from 11 to 18 July, five days feature medium to excellent data densities
of MODIS LST, while two on average colder overcast days are not represented
at all, resulting in a net positive bias of 1.3K of the satellite record. With a
relatively balanced data density, the third week from 18 to 24 July shows only
an small offset of 0.5K. The following three weeks are dominated by overcast
conditions (see Fig. 4.19) causing prolonged periods without satellite measure-
ments, so that the agreement within 2K of the weekly averages of satellite data
and terrestrial observations appears rather fortuitous.
Except for the first week, the study period in 2008 is characterized by more

frequent cloudy conditions compared to 2009, which results in a smaller density
of satellite measurements. More pronounced deviations between satellite and
terrestrial measurements are observed, for which two reasons can be identified.
Firstly, the overrepresentation of cloud-free periods with on average warmer
surface temperatures can lead to a strong positive bias of the satellite averages,
particularly if the averaging period is almost entirely dominated by clouds, while

109



Chapter 4

-10

0

10

20

-4

-2

0

2

4 K

24-Jul 31-Jul 7-Aug 14-Aug 21-Aug 28-Aug 4-Sep 11-Sep

°C MODIS L2 LST MODIS erroneous measurement

Thermal imaging system deviation of averages

Figure 4.27: Land surface temperature measurements derived from the MODIS
L2 LST product (black diamonds) and average scene temperature (blue line)
obtained from the terrestrial thermal imaging system for the study period in
2008. Data points diagnosed as erroneous measurements (see text) are marked
by crosses. The bar diagram displays the deviation between the weekly average
temperatures inferred from the satellite record and the “true” value for the scene
derived from the thermal imaging system.

the available satellite measurements stem from short cloud-free periods. Sec-
ondly, there exist measurement errors in the MODIS data set, some of which are
obvious, such as a measurement of -20.5◦C obtained on 9 August. At this day,
terrestrial observations of the cloud fraction cf (www.eklima.no, 2010) indicate
fully overcast skies, so that presumably cloud top temperatures are measured
instead of land surface temperatures, which range around +5◦C according to the
record of the thermal imaging system. A significant number of satellite measure-
ments is considerably colder than the terrestrial measurements, which indicates
at least a partly contamination by cloud top temperatures. These measurement
errors can invoke a serious bias of the weekly averages, as they are the only data
points in prolonged cloud-covered periods and thus receive a strong weighting
in the employed incremental averaging procedure. The erroneous measurement
on 9 August would for example result in a negative bias of more than 9K of the
weekly average, which is clearly intolerable for the purpose of permafrost mon-
itoring. The possible contamination by cloud top temperatures is supported by
the quality flags provided in the MODIS L2 product, which indicate that more
than 99% of the data set may be affected by nearby clouds. The calculation
of meaningful weekly averages is obviously no longer feasible, if only few data
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points are employed, so that we only discard cases with extreme deviations be-
tween the two data series. Therefore, we define a data point a measurement
error if the satellite measurement is more than 10K colder than the terres-
trial measurement. These data points are excluded from our evaluation of the
weekly averages, which in total concerns four measurements with temperatures
between -7.0◦C and -20.5◦C. Particularly in the second half of the 2008 study
period, many more satellite measurements exist, that are considerably colder
than the terrestrial measurements, which suggests an admixing of cloud top
temperatures. However, it does not seem appropriate to a priori exclude them
as measurement errors due to the large scaling gap between the terrestrial and
satellite footprints. In some cases, e.g. for the week between 21 and 28 August,
these probably cloud-influenced, cold-biased data points are found to balance
the warm-bias due to the overrepresentation of clear-sky periods to some extent.
In September, with almost entirely overcast conditions, cold-biased data points
dominate, so that the satellite average is more than 4K colder than the average
of the terrestrial observations. As the available MODIS LST observations are
mainly below 0◦C after 4 September, this would lead to a false estimation for
the onset of freezing, which in reality occurs after the end of the study on 15
September.

4.5.2 The surface temperature during winter

When the ground is covered by snow, spatial differences in surface tempera-
ture are most certainly reduced, so that it becomes feasible to compare a point
measurement of the surface temperature with the satellite record of MODIS
LST. The procedure yet remains problematic due to of the large scaling gap
between the point measurement and the satellite footprint of more than 1 km2.
As spatially distributed measurements of the surface temperature are not avail-
able, the long time series of measurements of Lout is employed to improve the
statistical significance and to account for the wide range of synoptic conditions
encountered during the winter season (see Sect. 4.2.3). The comparison is per-
formed for the period from 1 November until 15 April for seven winter seasons
from 2002/2003 to 2008/2009. During the chosen period, the ground is usually
covered by snow and melt processes do not occur, except for sporadic rain-on-
snow events (see Sect. 4.2.3). For each season, on the order of 2500 MODIS
granules are available, which fulfill the overlap criterion of 60% with the target
area depicted in Fig. 3.7. However, the frequent cloudiness results in a rather
limited success rate of about 25% to 30%, which is nevertheless better than the
success rates of less than 20% during the snow-free season.
The average surface temperatures for each of the years derived from MODIS L2
LST and the “true” surface temperature inferred from measurements of Lout

(Eq. 2.130) at the Bayelva station (columns in bold face, TM
1 and TB

2 ) is pre-
sented in Table 4.4. It is clear that the average surface temperature derived
from the satellite records is systematically biased to colder temperatures by
on average more than 3K. Using the incremental averaging procedure (first
hourly, then six-hourly, daily and weekly averages, see Sect. 3.3.1) for MODIS
LST does not significantly improve the results (TM

2 , Table 4.4). Three reasons
for the strong deviation are conceivable:

111



Chapter 4

1-Nov 1-Dec 31-Dec 30-Jan 29-Feb 30-Mar

-40

-30

-20

-10

0

T
surf 

/ °C

2003/2004

1-Nov 1-Dec 31-Dec 30-Jan 1-Mar 31-Mar

-40

-30

-20

-10

0

Bayelva station

MODIS L2 LST

Tsurf / °C

2005/2006

Figure 4.28: Comparison of surface temperature measurements from MODIS
L2 and surface temperature measured at the Bayelva climate station for the
periods between 1 November and 15 April of the winter seasons 2003/2004 and
2005/2006.
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Table 4.4: Average surface temperatures for the winter seasons (defined as 1
November to 15 April) of seven years derived from hourly averages of the MODIS
L2 LST product and the hourly record of the Bayelva station. TM

1 : average of
MODIS L2 LST; TM

2 : average of MODIS L2 LST, incremental averaging proce-
dure; TB

1 average of surface temperatures at the Bayelva station for times, when
MODIS LST measurements are available; TB

2 average of surface temperatures
at the Bayelva station.

winter MODIS Bayelva station bias
season TM

1 /◦C TM
2 /◦C TB

1 /◦C TB
2 /◦C (TM

1 -TB
2 )/◦C

2002/2003 -17.0 -17.9 -14.4 -15.1 -2.6
2003/2004 -22.9 -20.1 -20.2 -16.1 -6.8
2004/2005 -17.1 -16.5 -15.8 -14.0 -3.1
2005/2006 -14.0 -14.0 -10.8 -10.3 -3.7
2006/2007 -14.9 -15.8 -13.3 -12.7 -2.2
2007/2008 -15.8 -16.2 -15.6 -14.0 -1.8
2008/2009 -17.2 -17.8 -15.2 -14.2 -3.0
average -17.0 -16.9 -15.0 -13.8 -3.2

1. During polar night, clear-sky conditions feature systematically colder tem-
peratures than overcast conditions (see Sect. 4.2.3). Therefore, the single
satellite measurements can be accurate, but as satellite detection of LST
is limited to clear-sky conditions, cold conditions are systematically over-
represented in averages.

2. Strongly erroneous measurements, as they have been observed for the sum-
mer season, exist in the MODIS data set during winter. The systematic
contamination with colder cloud top temperatures could be responsible
for the cold-bias in the MODIS-derived LST averages.

3. The point measurements at the Bayelva station are not representative for
the satellite footprint, so that a strong spatial heterogeneity of the surface
temperatures must exist within the satellite footprint.

The first point can be investigated by calculating the average of the surface
temperature recorded at the Bayelva station at times, when a satellite LST
measurement is available. The result is displayed in Table 4.4 (TB

1 ): if the
single MODIS LST measurements would conform to the surface temperature
at the Bayelva station, TB

1 would have to be equal to TM
1 , the average derived

from MODIS L2 LST. However, the temperature is considerably warmer than
the average of MODIS LST, though still colder than the terrestrial average for
most of the years. Fig. 4.28 displays the surface temperature at the Bayelva
station and MODIS LST for the two example years. The winter 2003/2004 is
the coldest in the record, and TB

1 is close to the TM
1 , the average of MODIS

LST, so that the strong deviation between satellite and terrestrial average can
be largely explained by reason 1. Indeed, the MODIS LST measurements are
strongly concentrated in periods with cold surface temperatures, while measure-
ments are almost completely missing during the regular events when the surface
temperature is in the range of 0◦C. The agreement between single MODIS LST
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measurements and the terrestrial record is generally good. In the second exam-
ple year 2005/2006, which features the warmest average surface temperatures
in the record, the value of TB

1 is almost equal to the terrestrial average, so
that systematic overrepresentation of cold periods can only play a minor role in
explaining the cold bias of -3.7◦C of MODIS LST. Instead, a large number of
strongly cold-biased MODIS LST measurements are observed during prolonged
periods of warm surface temperatures in the range from -5◦C and 0◦C. The
cold-bias of single measurements regularly exceeds 10K, which clearly classifies
them as measurements errors with likely admixing of cloud top temperatures,
as it has been reported in the previous section. The same is actually observed
in the much colder winter 2003/2004, e.g. in beginning of November, beginning
of January and beginning of March. However, as the warm periods are much
shorter than in 2005/2006, these erroneous measurements play a much smaller
role.
The systematic cold-bias of MODIS LST in case of warm surface temperatures,
that predominantly occur in case of overcast conditions, is corroborated by
Fig. 4.29. It displays the scatter plot between MODIS LST and the record of
the Bayelva station (i.e. the hourly value closest in to the acquisition time of
MODIS). Despite of a considerable spread, the agreement between terrestrial
and satellite measurements is excellent for surface temperatures colder than
−15◦C, but the performance rapidly degrades towards 0◦C, where MODIS LST
features a cold bias of on average more than 10K.
Finally, the possibility, that spatially heterogeneous surface temperatures do ex-
ist during winter, must be critically elucidated. In this case, the systematic cold-
bias of MODIS LST could only be explained by areas with significantly colder
surface temperatures than those at the Bayelva station. Apart from the Kongs-
fjorden, which would be much warmer than the land areas, high-lying mountain
slopes and glaciers characterize the immediate surrounding of the MODIS tar-
get area (Fig. 3.7). The surface temperature of these features is most likely on
the order of the lowland area around the Bayelva station, or even higher due
to the prevailing stable atmospheric stratifications (see Sect. 4.2.3). Therefore,
the magnitude of the cold-bias of average MODIS LST measurements cannot be
explained by spatial heterogeneity of the footprint area. However, it is well pos-
sible that the spread between single terrestrial and MODIS LST measurements
(Fig. 4.29) is at least partly caused by areas in the satellite footprint featuring
slightly different surface temperatures than those at the Bayelva station.

4.5.3 MODIS LST - a solution for permafrost monitoring?

The following limitations can be identified for the use of MODIS LST products
in a permafrost monitoring scheme:

1. In some cases, the cloud detection algorithm for MODIS LST fails to
prevent admixing of cloud top temperatures, which leads to strongly er-
roneous measurements and possibly a systematic negative bias of many
more data points. The same effect has been observed by Langer et al.
(2009) for a site in Siberia, so that the problem seems to occur under a
wide range of conditions. For permafrost monitoring, the erroneous data
points must be detected and excluded to prevent a considerable bias of the

114



Results

-40 -30 -20 -10 0

-40

-30

-20

-10

0 TMODIS / °C

TBayelva / °C

Figure 4.29: Comparison of surface temperature derived from the MODIS L2
product and surface temperature inferred from measurements of Lout at the
Bayelva climate station. The data comprise the winter seasons, defined as 1
November until 15 April, from 2002/2003 until 2008/2009. The red line repre-
sents the angle bisector, while the black line represents the mean value of bins
of 5K width (point drawn in the center of a bin). The error bars indicated the
standard deviation of the values in a bin.

calculated time averages. While an improvement of the cloud detection
is highly desirable, a too rigorous approach, which would discard partly
cloud-affected, but still reasonable measurements and thus reduce the data
density, might actually be counter-productive for the calculation of tem-
poral LST averages. If improvements of the cloud detection algorithm of
MODIS LST are conducted, a balance between the accuracy of a single
measurement and the density of the measurements should be sought.

2. When the sky is fully cloud-covered as typical for arctic conditions, it is
not possible to measure LST from a satellite. This results in prolonged
periods without satellite measurements and thus an overrepresentation of
short clear-sky conditions in temporal LST averages. While the employed
incremental averaging procedure can moderate a possible bias of the LST
averages, only a reliable gap filling algorithm could resolve this issue in
a satisfactory way. Hachem et al. (2009) employ a gap filling procedure
based on a simple sinusoidal course of the annual temperature.

3. For permafrost monitoring, an adequate trade-off between the spatial res-
olution of the satellite pixels and the overpass frequency, which determines
the upper bound of the temporal resolution of the time series, must be
achieved. A strongly reduced measurement density compared to MODIS
is hardly feasible for the calculation of long-term LST averages, so that
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an LST-based permafrost monitoring scheme will have to cope with spa-
tial resolutions around 1 km2, which cannot resolve the scale of the het-
erogeneity of the surface cover and the soil moisture conditions in many
permafrost areas. Fig. 4.16 represent examples of the spatial variability
of the surface temperature under clear-sky conditions, which is a good
estimate for the maximum temperature spread, that may be present in
a single satellite scene. However, the calculation of weekly averages from
the satellite data strongly moderates the observed spatial variability (see
also Langer et al., 2009), so that the satellite-derived average is a much
better representation of the terrestrial conditions than it is for a single
satellite scene. Nevertheless, we have illustrated sustained differences of
the surface temperature, which are relevant for the local thermal condi-
tions of the active layer and possibly even the subjacent permafrost. A
similar effect is reported for polygonal ponds in Siberia, which feature a
lower average surface temperature compared to the surrounding land areas
(Langer et al., 2009).

Some of the mentioned limitations are inherent in the measurement principle
of remotely sensed land surface temperatures, so that a significant progress
cannot be expected. Therefore, it is desirable to explore other schemes that can
deliver the surface temperature. In the next section, a process-oriented model
is presented, in which the surface temperature is evaluated according to the
partitioning of energy at the surface.
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4.6 A surface energy budget model for permafrost
temperatures

In this section, an energy budget model is introduced, that is capable to re-
produce the temperature distribution in the permafrost soil. In principle, the
model is a stand-alone module of land-atmosphere exchange, as it is used in
Soil-Vegetation-Atmosphere-Transfer Schemes (SVATS) implemented in Gen-
eral Circulation Models (GCMs). However, it includes a more realistic repre-
sentation of the soil (finer discretization of the soil domain, soil freezing char-
acteristic), which is generally not implemented in circulation models due to
computational costs. In contrast to circulation models, which are designed to
yield a realistic representation of the radiation budget and the turbulent fluxes,
the focus of this model is clearly shifted towards reproducing soil temperatures.
For the sake of brevity, the surface energy budget model is referred to as SEB
model in the following.
The SEB model is designed to be forced by the long time series of ERA re-
analysis data (see Sect. 3.3.2), which moderates one of the main problems in
permafrost modeling: how to properly initialize the soil model for a point of
time in the past, when the temperature distribution in the soil is generally not
known? With ERA reanalysis data available since the 1950s, a spin-up period
of a few decades is feasible for the model, so that the initialization can be ac-
complished with a coarse guess of soil temperatures. As measurements from the
Bayelva soil station are available from 1998 to 2009, only the model results in
this period are investigated here, while the period until 1998 is considered to be
the spin-up phase.
The distinction is made between the operational data sets driving the model,
that are derived from ERA reanalysis, and constant or at least slowly varying
parameters which are denoted status parameters in the following. Examples
of status parameters are the roughness length, the surface albedo or the soil
properties. Thus, the success of the model not only depends on the accuracy of
the operational data sets, but also on the choice of the status parameters. The
asset of a SEB model is the possibility to downscale or deaggregate coarsely
resolved operational data sets of quantities, that do not vary strongly in space,
by using a set of status parameters at a much finer spatial resolution. For the
model runs presented in this section, the status parameters are derived from the
extensive data set on the surface energy budget and the soil temperatures at
the study area. In Chapter 5, possible schemes to estimate status parameters
over larger areas from remote sensing applications are outlined.

4.6.1 The SEB model

The model consists of two basic part: a numerical solver for the surface energy
budget equations (Eqs. 2.107 to 2.114) and a soil model, that is based on con-
ductive heat transfer with freezing of soil water (Eq. 2.12). On the one hand,
the two parts are coupled through the surface temperature, which is the result
of the surface energy budget equations, but also the upper boundary condition
of the soil model. On the other hand, the temperature gradient at the surface
must be delivered by the soil model to calculate the ground heat flux in the
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surface energy budget equations.

Soil model

The soil model evaluates the heat transfer equation with freezing of soil water
(Eq. 2.12) with the partial differential equation solver of MATLAB (Skeel and
Berzins, 1990) to a depth of 100m, where the temperature is fixed at 0◦C. This
value is chosen to reflect the approximate depth of the permafrost in coastal
regions of Svalbard (Førland and Hanssen-Bauer, 2003). The model operates
on a grid, that becomes finer towards the surface to account for the increasing
temperature gradient, with a spacing of 10m between 50 and 100m depth, 5m
between 30 and 50m, 1m between 10 and 30m, 0.5m between 3 and 10 and
0.01m spacing between 0 and 3m. When a snow cover is present, its height is
determined on a daily basis from the ERA reanalysis precipitation record (see
below). The grid spacing of the snow layers is again 0.01m. The heat capacity
of the soil is determined from Eq. 2.8, while the thermal conductivity is calcu-
lated by the de Vries-approach described in Sect. 2.2.4. In the current model
version, infiltration processes in the soil are not accounted for (see Sect. 2.2),
so that the sum of the volumetric water and ice contents of the soil is constant
over time.
The soil model is driven by daily averages of the surface temperature, as re-
producing the large temperature gradients induced by the diurnal cycle in the
uppermost soil layers is computationally expensive and unnecessary, when the
temperatures of deeper soil layers are the main interest. For the calculation of
the ground heat flux, the temperature gradient is linearly interpolated between
the surface and the depth d, at which the temperature amplitude of the diurnal
cycle is damped to about 10% of the value at the surface. For the diffusivities
for unfrozen soil (see Sect. 4.1.3), this depth is approximately 0.3m according
to Eq. 2.35. As the temperature variations are largest during summer, a depth
of 0.3m is adequate for the entire year. Two exception are required:

• If the freeze or thaw front is located within 0.3m from the surface, the
temperature of the cell just above the freeze or thaw front is used.

• When the snow depth is less than 0.3m, the temperature of the lowest
snow cell is used.

Surface energy budget

The basic equations for the surface energy budget are given in Sect. 2.4.7. The
driving input variables incoming short- and long-wave radiation, air temperature
and relative humidity at 2m height and wind speed at 10m height are derived
at a temporal resolution of six hours from ERA–40 and ERA–interim reanalysis
(see Sect. 3.3.2), while the ground heat flux is determined from the soil model
(see above). The main parameters determining the partitioning of energy at the
surface are the roughness length z0 and the surface resistance rs (see Sect. 4.3.2).
When the ground is snow-covered and the surface energy budget equation yields
a surface temperature of more than 0◦C, the snow will in reality start to melt.
In this case, the surface energy budget equation must be complemented by a
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melt term. The surface temperature is set to 0◦C, so that the equations for L∗,
u∗, Qh and Qe (Eqs. 2.109 to 2.112) again form a set of coupled equations with
four unknowns, that can be solved. The melt term Qmelt is then evaluated as
the residual of the surface energy budget

−Qmelt = (1− α)Sin + εLin + εσsbT
4
surf +Qh +Qe +Qg , (4.1)

from which the amount of melt water produced between two time steps and thus
the accumulated amount of melt water MELT can be calculated. Conversely,
the surface temperature is sustained at 0◦C in the model when melt water is
present (i.e. MELT > 0), so a melt term with opposites sign can occur, until
all melt water has refrozen and MELT is zero. If large amounts of melt water
are produced, it infiltrates the snow pack and create a more complex situation.
However, except for the snow melt period, the amounts of produced melt water
are small in most cases (less than 1mm snow water equivalent) so that the
chosen procedure appears to be an adequate representation. During the snow
melt period, the surface temperature remains at 0◦C and MELT accumulates,
until it reaches or exceeds the snow water equivalent SWE (see below).

Precipitation and snow

Precipitation is only accounted for when it contributes to the evolution of the
seasonal snow pack, while the moisture content of the soil does not change
in response to precipitation in the model. ERA reanalysis delivers the water
equivalent of the total precipitation and the snowfall, from which the build-
up dynamics of the snow cover is inferred assuming a constant snow density.
As all precipitation falling during winter, whether it is snow or rain, eventually
contributes to the snow water equivalent of the snow pack, the total precipitation
is used to calculate the snow water equivalent SWE, once a snow cover has
formed (see below).
A delicate, but important issue are the “rain-on-snow” events (Putkonen and
Roe, 2003), which are included in the model in a phenomenological way, as a
physically-based model representation of infiltration in the snow is not available
at the moment. To assess the impact of rain-on-snow events on the ground
thermal regime, two qualitative observations are important:

• Melt water refreezing at the bottom of the snow pack has a much larger
impact on the ground thermal regime than melt water refreezing at the
top. Latent heat released at the bottom is insulated from the surface by
the snow pack and predominantly warms the soil. Latent heat released at
the top of the snow pack is mainly released through the surface without
significant warming of the ground (see Sect. 4.4).

• The higher the snow depth is, the more rain is required in a single rain-
on-snow event, so that water can percolate to the bottom. Conversely,
if this occurs, the fraction of the total amount of rain percolating to the
bottom decreases with increasing snow depth.

These observations motivate the following implementation of rain-on-snow events
in the SEB model:
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1. Only if the amount of rain occurring within 48 hours exceeds a threshold
ROS, rain during winter is considered a “rain-on-snow event”.

2. Only the refreezing of a fraction PROS of the total amount of rain, that
percolates to the bottom of the snow pack, is considered.

3. For a snow water equivalent of less than 0.05m, any rain event is consid-
ered, and the entire amount refreezes at the bottom (see below), i.e.ROS =
0 and PROS = 1.
For a snow water equivalent of more than 0.3m, ROS and PROS are set
to predefined values, i.e. ROS = ROSmax and PROS = PROS,min.
For a snow water equivalent between 0.05m, and 0.3m, a linear interpo-
lation between the two regimes is implemented.

4. The amount of rain water refreezing at the bottom is determined from the
ERA precipitation record and PROS. The refreezing is prescribed to occur
in the lowest 0.1m (or less, if the snow depth is lower) of the snow pack,
which are subsequently set to 0◦C. The heat fluxes through the upper and
lower boundary of this domain, which are evaluated from the temperature
gradients, are accumulated until all the rain water has refrozen. The rain-
on-snow event is then terminated and normal heat conduction through
the snow pack resumes.

This reasoning results in two free parameters, ROSmax and PROS,min, which
control the number and the strength of rain-on-snow events, respectively.

The annual dynamics

The SEB model distinguishes three periods with different properties in the an-
nual cycle (Fig. 4.30), namely a summer, winter and a melt period. Table 4.5
gives an overview of the properties of the of the different periods. For the cal-
culation of the saturation vapor pressure, the Magnus formula (Stull, 1988) is
used, which distinguishes between saturation vapor pressure over water and ice
surfaces according to the respective period. During the melt period, the sur-
face energy budget equations are only solved to determine the amount of melt
water, but the soil dynamics is computed with a constant temperature of 0◦C
at the snow-soil interface, as the snow pack is saturated with melt water at
this time. Accordingly, it is unnecessary to consider the temperature dynamics
of the snow pack at all during the melt period. Furthermore, different values
for albedo, emissivity, roughness length and surface resistance are used for the
different periods (Table 4.5). For the albedo during winter αw, the parameter-
ization employed in the ECHAM GCM is used (Roeckner et al., 2003), where
the albedo is a function of the surface temperature. The albedo is linearly in-
terpolated between αwmin at Tsurf=0◦C and αwmax at Tsurf=-5◦C, and αwmax

is used for surface temperatures colder than -5◦C. This scheme has not been
validated for the study area, and alternative formulations are conceivable.
The transition between the three periods is accomplished by a number of

conditional statements, indicated by the numbers in Fig. 4.30:

1. SWE >0.01m, start of winter period, MELT starts accumulating,
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Table 4.5: Settings and status parameters for the different periods. e∗(surface)
denotes the vapor pressure at the surface (Eq. 2.107).

surface Tsurf e∗(surface) α ε z0 rs
Magnus formula

summer soil SEB water αs 0.97 z0 s rs
winter snow SEB ice αw 0.99 z0w 0
melt soil 0◦C ice αw 0.99 z0w 0

winter summermelt winter

1 2 143

Figure 4.30: Schematic diagram of the different periods distinguished in the
SEB model. See text for explanation of the numbers.

2. MELT ≥ SWE, switches back to summer settings,

3. MELT >0.05m, start of melt period, SWE stops accumulating,

4. MELT ≥ SWE, start of summer period.

The conditions trigger the transitions between periods. Hereby, thresholds are
chosen in case of conditions (1) and (3), that are to a certain extent arbitrary,
but have negligible impact on the ground thermal regime, at least if reasonable
values are chosen. Furthermore, the threshold values can be adjusted to reflect
the start of the respective periods determined by field measurements, i.e the
formation of the perennial snow cover, or the onset of strong snow melt leading
to a temperature of 0◦C at the snow-soil interface, respectively. The threshold
in condition (1) is necessary, as the precipitation records from ERA reanaly-
sis can feature unrealistically low snow amounts of a few micrometers of snow
water equivalent, as the precipitation data are spatial averages for a large grid
cell, while the snow fall in reality can occur locally at a few spots within the
grid cell. To prevent such low snow amounts from triggering the start of the
winter period in the model, a threshold corresponding to a snow depth of a few
centimeters is set. Condition (2) is designed to account for strong melt events
in fall, which cause the snow pack to melt and thus disappear entirely. It can
only be triggered, when the snow water equivalent is less than 0.05m, while
otherwise condition (4) would switch to the snow melt period.

4.6.2 First model results

In this section, the performance of the SEB model is evaluated against the ex-
tensive data sets on the surface energy budget and the surface and soil temper-
atures, that have been presented in this thesis. The model runs are performed
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for the period from 15 June 1958 to 31 December 2009, so that they cover al-
most the entire ERA reanalysis period. The model is initialized with the status
parameters of the summer period (see Table 4.5), so that the soil initially starts
to thaw (in the summer of 1958). The soil domain therefore is initialized with
a “winter-like” temperature distribution, which for simplicity is a linear inter-
polation between -4◦C at the surface and 0◦C at a depth of 100m. It must be
emphasized that the chosen initial condition is a coarse guess, so that a spin-
up period of at least ten years is required before the soil temperatures become
reasonably independent of the initial condition. For the comparison with the
measured surface energy budget and surface temperatures, the SEB model is
run without including the phenomenological representation of the rain-on-snow
events.

The employed set of status parameters (compare to Table 4.5) is:

• Albedo: αs = 0.15, αwmax = 0.80, αwmin = 0.65.
The employed values are derived from radiation measurements at the
study site and the BSRN station (see Sect. 4.1.1).

• Roughness lengths: z0s = 10−3 m, z0w = 10−4 m.
The summer value z0s has been selected according to the results presented
Sect. 4.3.2, where surface temperatures measured with the thermal imag-
ing system have been reproduced with a surface energy budget model using
a roughness length of 10−3 m. The winter value z0w = 10−4 m is commonly
employed for snow surfaces (e.g. Foken, 2008a) and has been confirmed by
measurements in the vicinity of Ny-Ålesund (Lüers and Bareiss, 2009b).

• Surface resistance against evapotranspiration during summer:
rs = 300 sm−1.
In Sect. 4.3.2, surface resistances of 30 sm−1 for wet areas and 3000 sm−1

for dry areas are estimated. The selected value of 300 sm−1 lies between
these two extremes, but has finally been fixed, so that the SEB model
roughly reproduces the average summer surface temperatures measured
at the Bayelva station (see below).

• Snow properties: ρsnow = 370 kgm−3, ch,snow = 0.75MJm−3K−1,
Kh,snow = 0.45Wm−1K−1.
The values have been derived by measurements in the study area (see
Sects. 4.1.3, 4.1.3). It must be emphasized that the snow properties are
assumed to be constant in the SEB model, which is most certainly a coarse
simplification (e.g. Sturm et al., 1997).

• Volumetric fractions of soil constituents: θw = 0.3, θm = 0.6,
θo = 0.0, θa = 0.1.
The volumetric fractions are in the range of the values determined from soil
samples in the study area (see Sect. 4.1.3) and agree well with the soil com-
position determined by Roth and Boike (2001) for the soil at the Bayelva
station. For unfrozen soil with this composition, the de Vries model (see
Sect. 2.2.4) yields a thermal conductivity of Kh = 1.4Wm−1K−1, which
agrees well with the value of 1.3Wm−1K−1 determined by the conductive
method (see Sect. 4.1.3). For freezing soil with an unfrozen soil water
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content of less than 0.1, the de Vries model yields a thermal conduc-
tivity on the order of 2.4Wm−1K−1. Roth and Boike (2001) report a
thermal diffusivity of dh = 8 × 10−7 m2s−1 for the soil at the Bayelva
station during winter for soil temperatures between −2◦C and −9◦C. Fur-
thermore, Roth and Boike (2001) display the freezing characteristic and
estimate a volumetric heat capacity of 2.0MJm−3 for fully frozen soil.
From the slope of the displayed freezing characteristic, one can estimate
effective heat capacities (Eq. 2.10) between 2.2MJm−3 and 3.5MJm−3,
which yields thermal conductivities in the range from 1.8Wm−1K−1 to
2.8Wm−1K−1 (Eq. 2.13). Thus, the thermal conductivity of freezing soil
of 2.4Wm−1K−1 obtained from the de Vries model agrees well with the
observations of Roth and Boike (2001).

• Freezing characteristic: The freezing characteristic of the soil at the
Bayelva station presented by Roth and Boike (2001) is fitted with a polyno-
mial function. A residual content of unfrozen soil water of 0.05 is assumed
for soil temperatures below -15◦C, as observed in measurements at the
Bayelva station by Roth and Boike (2001).

Performance of ERA reanalysis

The performance of the SEB model strongly depends on the quality of the oper-
ational data set, i.e. the ERA reanalysis product. The air temperature has been
recorded in the village of Ny-Ålesund for more than 40 years (www.eklima.no,
2010), so that it is a particularly suited for validating ERA reanalysis. Fig. 4.31
displays a comparison of measured air temperatures and air temperatures ob-
tained from ERA reanalysis. A generally good agreement is found for temper-
atures between -20◦C and +3◦C, while significant deviations occur for colder
and warmer air temperatures. The latter is particularly critical during sum-
mer, when the air temperatures are underestimated by several Kelvin in ERA
reanalysis. Most likely, this bias is explained by the large fractions of ocean con-
tained in the relevant ERA reanalysis grid cells, which cause cooler summer and
warmer winter temperatures in the reanalysis. However, it must be concluded
that air temperatures obtained from ERA reanalysis are a good representation
for more than 95% of the time, when the air temperature is in the intermediate
range from -20◦C to +3◦C (Fig. 4.31).
A similarly long time series of measurements is available for precipitation, which
on average show a good agreement with ERA reanalysis. However, as ERA
reanalysis delivers the average precipitation for a large area, the reported in-
terannual variability is much smaller than in the measurements (Fig. 3.3), so
that large deviations between the two data sets occur regularly for single years.
For the other operational data sets, i.e. incoming short- and longwave radiation,
relative humidity, wind speed and snow fall, a comparably long time series of
measurements does not exist for Ny-Ålesund.

The surface energy budget in the SEB model

Ideally, an SEB model would be validated with long time series of radiation, tur-
bulent fluxes, etc., which is neither available for Ny-Ålesund nor for any other
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Figure 4.31: Daily averages of air temperatures measured in the village of Ny-
Ålesund (www.eklima.no, 2010) vs. air temperatures derived from ERA reanaly-
sis (see Sect. 3.3.2), in classes of 1K width. The error bars indicate the standard
deviation in each class. The considered period ranges from 1969 to 2009. The
histogram gives the number of days N , at which average temperatures in the
class have been measured in Ny-Ålesund.
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location in the Arctic. However, the annual record of the surface energy budget,
that has been compiled in this thesis, facilitates the validation of the modeled
fluxes for the period of one year. It must be emphasized that a comparably
comprehensive data set on the surface energy budget is currently not available
for any other arctic land site, which illustrates the intricacy to validate results
of coupled land-atmosphere models in these regions.
The allocation of the three periods “summer”, “winter” and “snow melt” in
the SEB model is in excellent agreement with observed events. The snow melt
period begins on 31 May 2008, while a first melt event has been recorded on 30
May at the Bayelva station (see Sect. 4.2.5). The snow pack has disappeared on
28 June 2008 in the model, while field data indicate a snow-free fraction of the
study area on the order of 50% at this time (compare Fig. 4.14). The winter
period starts on 29 September 2008, which is exactly the day, when the peren-
nial snow cover has formed in the study area (see Sect. 4.2.2). Although this
exact agreement must be considered fortutious, it justifies the chosen threshold
values, that trigger the beginning of the snow melt and the winter period (see
Sect. 4.6.1).
Table 4.8 displays the measured and modeled components of the surface energy
budget for the summer, fall, dark winter, light winter, pre-melt and snow melt
periods, as introduced in Sect. 4.2. The incoming short- and longwave radiation
are directly obtained from the ERA reanalysis data and generally agree with the
measured values within less than 10Wm−2, which is the measurement accuracy
assigned to radiation measurements at the BSRN station (Ohmura et al., 1998).
As measured albedo values have been employed in the SEB model, the outgoing
shortwave radiation naturally matches the measured values, too.
More interesting is the excellent agreement of the outgoing longwave radiation,
that adjusts according to the partitioning of the energy at the surface. It implies
a good representation of the surface temperature in the SEB model, which is
investigated further for a longer time series of measurements. Tables 4.6 and
4.7 display the average surface temperatures measured at the Bayelva station
and obtained from the SEB model for seven winters (from 1 November to 15
April, when a snow cover is present in all considered years) and eight summers
(from 1 July to 31 August), respectively. The agreement is excellent for al-
most all considered periods and by far superior to average surface temperatures
obtained from MODIS LST, which are shown for comparison (see Sect. 4.5).
Hereby, it is indeed remarkable, that the employed flux parameterizations can
reproduce the observed strong near-surface inversions of the air temperature
during winter (Fig. 4.10). In contrast, the good agreement between measured
and modeled surface temperatures during summer is a direct consequence of
the employed surface resistance against evapotranspiration, rs, which has been
adjusted to achieve a good agreement with measured surface temperature (see
above). However, it must be emphasized, that a satisfactory agreement is real-
ized in almost all summers by using a constant value for rs.
As the air temperatures obtained from ERA reanalysis are significantly colder
than the true air temperatures during summer (Table 4.8, Fig. 4.31), the correct
representation of the average surface temperature comes at the expense of an
incorrect partitioning of energy between the sensible and the latent heat flux.
The latent heat flux is partly suppressed to yield an enhanced sensible heat flux
and thus a larger gradient between surface and air temperature. Accordingly,
the distribution of the turbulent fluxes differs strongly from the eddy covariance
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Table 4.6: Average surface temperatures for the winter seasons (defined as 1
November to 15 April) of seven years derived from hourly averages of the MODIS
L2 LST product (corresponding to TM

1 , Table 4.4), the six-hourly record of the
SEB model and the hourly record of the Bayelva station.

winter MODIS LST SEB model Bayelva station
season [◦C] [◦C] [◦C]

2002/2003 -17.0 -15.2 -15.1
2003/2004 -22.9 -16.0 -16.1
2004/2005 -17.1 -13.6 -14.0
2005/2006 -14.0 -10.3 -10.3
2006/2007 -14.9 -12.9 -12.7
2007/2008 -15.8 -14.0 -14.0
2008/2009 -17.2 -13.3 -14.2
average -17.0 -13.6 -13.8

measurements during the summer period, with a Bowen ratio of 3.5 (Table 4.8).
As it is not possible to obtain both a correct surface temperature and a correct
Bowen ratio with the biased air temperatures from ERA reanalysis, the correct
representation of the surface temperature, which determines the ground heat
flux and the soil temperatures, is given priority by selecting an appropriate sur-
face resistance rs (see above).
During the other periods, the measured and modeled sensible heat fluxes agree
reasonably well (Table 4.8), while the measured and modeled latent heat fluxes
are of opposite sign during the dark and light winter period. In the SEB model,
significant amounts of resublimation can occur in case of strong near-surface
inversions, which have not been observed in eddy covariance measurements.
However, the absolute values of both measured and modeled latent heat fluxes
are small and thus associated with a considerable uncertainty, so that an inter-
pretation of this result is difficult.
As a result of the well reproduced average surface temperatures, the modeled
ground and snow heat fluxes are in good agreement with the measured fluxes,
which are associated with relative uncertainties on the order of 20 to 30%. The
amount of energy consumed by the melting of the snow pack Qmelt is consider-
ably larger in the SEB model, since the snow water equivalent derived from the
precipitation record of ERA reanalysis is larger than the measured snow water
equivalent. However, the measurements are associated with a considerable un-
certainty due to an unsurveyed basal ice layer, which could potentially increase
the value of 27Wm−2 (Table 4.8) by up to 20Wm−2 (see Sect. 4.2.8) and thus
lead to a much better agreement with the SEB model.
It is interesting to note which factors contribute to a closed surface energy bud-
get in the model. During the summer period, the sum of sensible and latent
heat flux is clearly increased compared to eddy covariance measurements, while
all other modeled components are similar to the measurements. This may be an
indication that the eddy covariance technique indeed underestimates the turbu-
lent fluxes, as has been hypothesized in Sect. 4.2.8. In the other periods, it is
not possible to attribute the energy balance closure to a single term.

126



Results

Table 4.7: Average surface temperatures for the summers seasons (defined as 1
July to 31 August) of eight years derived from hourly averages of the MODIS
L2 LST product, the six-hourly record of the SEB model and the hourly record
of the Bayelva station.

summer MODIS LST SEB model Bayelva station
season [◦C] [◦C] [◦C]
2002 10.3 7.8 7.5
2003 8.3 7.6 7.2
2004 9.0 7.8 7.3
2005 10.4 7.1 7.8
2006 8.5 7.2 7.1
2007 9.8 7.3 7.1
2008 9.1 7.1 6.3
2009 8.7 8.7 6.9

average 9.3 7.6 7.2
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Table 4.8: Comparison of the measured surface energy budget (see Table 4.2) and the surface energy budget obtained from the SEB model
for the study period. Tair: air temperature; P precipitation; Sin, Sout, ∆S: incoming, outgoing and net short-wave radiation; Lin, Lout,
∆L: incoming, outgoing and net long-wave radiation; Qh: sensible heat flux; Qe: latent heat flux; Qg: ground or snow heat heat flux
compiled from calorimetric and conductive method (see Table 4.2 for the original values of both methods); Qmelt: heat flux consumed by
melting snow. Values in parentheses are estimates or based on data records with frequent data gaps. The model values for Tair, P , Sin

and Lin are directly obtained from the ERA reanalysis data set.

Summer Fall Dark winter Light winter Pre-melt Snow melt
01/07/08 01/09/08 01/10/08 15/03/08 16/04/08 01/06/08
–31/08/08 –30/09/08 –15/03/09 –15/04/08 –31/05/08 –30/06/08

meas. model meas. model meas. model meas. model meas. model meas. model
Tair/

◦C 5.0 3.0 2.7 2.0 −10.1 −8.6 −16.0 −13.3 −5.6 −5.0 2.0 0.9
P/mm 32 71 99 59 278 195 12 19 11 37 8 26

Sin/Wm−2 −144 −147 −33 −32 −2.1 −1.0 −73 −77 −185 −195 −261 −266
Sout/Wm−2 22 22 9 5 1.7 0.8 55 62 144 146 (170) 173
∆S/Wm−2 −122 −125 −24 −27 −0.4 −0.2 −18 −15 −41 −49 (−91) −93

Lin/Wm−2 −303 −309 −299 −303 −234 −229 −196 −191 −255 −247 −276 −276
Lout/Wm−2 346 348 318 325 262 258 237 230 288 287 319 315
∆L/Wm−2 43 39 19 22 28 29 41 39 33 40 43 39

Qh/Wm−2 22.5 56 (−7) 1.8 −16 −19 −18 −16 −8 −7 −6 −7
Qe/Wm−2 22.5 16 (9) 4 2.5 −2.5 0.7 −2 2.5 6.3 11 9
Qg/Wm−2 11.5 13.5 0.6 −0.6 −6 −7.5 −5 −6 3.0 1.3 13 10
Qmelt/Wm−2 ? 0 ? 0 0 0 0 0 ? 8 (27) 42
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4.6.3 Soil temperatures

The SEB model is capable to reproduce the average surface temperature cor-
rectly, which is a prerequisite for modeling the ground thermal regime. However,
particularly during winter, the soil temperatures critically depend on the build-
up dynamics and properties of the perennial snow pack (see Sect. 4.4). Further-
more, rain-on-snow events can have a strong influence on the soil temperatures
(Putkonen and Roe, 2003). In Fig. 4.32, the soil temperatures measured at the
Bayelva station at 0.05m and 1.1m depth are contrasted to the corresponding
soil temperatures obtained from the SEB model. If rain-on-snow events are not
included (Fig. 4.32 b), the modeled soil temperatures are generally too cold
during the winter. However, the agreement is good for some periods, most no-
tably for the winter seasons 1998/1999, 2000/2001 and 2002/2003. In contrast,
particularly the winter seasons 2005/2006 and 2006/2007 are characterized by
much warmer soil temperatures as predicted by the SEB model, despite of well
reproduced surface temperatures. If rain-on-snow events are included in the
SEB model (see Sect. 4.6.1), the winter temperatures are increased significantly
for the entire time series, so that the soil temperatures of e.g. the winter seasons
2005/2006 and 2006/2007 are now much better reproduced. Conversely, the
SEB model predicts repeated rain-on-snow events during periods, when they
have not been observed in reality, e.g. in the winter season 2002/2003, so that
the obtained soil temperatures are much too warm in these cases. The reason for
this misrepresentation is inherent in the precipitation record of ERA reanalysis,
which features a relatively constant amount of rain of approximately 60mm dur-
ing the winter periods from 1998 to 2009, so that repeated rain-on-snow events
necessarily occur in the model during all years. However, the distribution of
soil temperatures measured at the Bayelva station is most likely explained by
rain-on-snow events, that are concentrated in a few years. Therefore, one must
conclude that the ERA reanalysis data set is not suitable to properly model the
impact of rain-on-snow events on the ground thermal regime in the study area.
While the maximum snow depths are at least partly well represented in the ERA
reanalysis data (Fig. 4.32), it is evident that the build-up dynamics of the snow
cover is not. A rather constant accumulation rate is inferred from the reanalysis
data, in contrast to the irregular and highly dynamic build-up process recorded
at the Bayelva station. As a consequence, misrepresentations of the soil tem-
peratures occur in some years. An example is the winter season 2003/2004, for
which the SEB model generates much colder soil temperatures than observed
at the Bayelva station, as a high insulating snow pack in reality builds up much
earlier than reported by the model. The effect of different snow depths on the
soil temperatures, that has been observed in measurements (Fig. 4.24), can be
simulated in the SEB model by scaling the snow water equivalent inferred from
ERA reanalysis with a constant factor. Fig. 4.33 displays model runs conducted
without including rain-on-snow events for two years and scaling factors of 1, 0.5
and 2. It is evident, that both effects of a greater snow depth - the warmer
winter temperatures and the delayed snow melt (see Sect. 4.4) - are reproduced
in the SEB model. Thus, it seems feasible to simulate the spread of the soil
temperatures due to spatially variable snow depths with an SEB model, if the
distribution of snow depths is known, e.g. from a snow distribution model (e.g.
Luce et al., 1998).
Despite of the observed misrepresentations of the SEB model, Fig. 4.32 is also
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clear evidence of the potential of surface energy budget schemes. In both
model runs, the maximum thaw depth during summer increases by about 20 to
30 cm from 2003 to 2008 and can thus at least qualitatively reproduce the in-
crease of more than 50 cm that has been observed at the Bayelva station (Boike
et al., 2010). With a more realistic representation of rain-on-snow events, pos-
sibly based on remote sensing applications to determine their occurrence (see
Sect. 5.2), it appears realistic that a convincing representation of the ground
thermal regime can be achieved with surface energy budget models.
The presented model results must be understood as a first evaluation of the
performance the SEB model. While an excellent agreement between measured
and modeled surface temperature can be achieved, the representation of the
snow cover and rain-on-snow events have been identified as the main challenges.
It seems unlikely to the author of this thesis, that major improvements to the
perfomance of the SEB model can be achieved with the employed ERA reanal-
ysis data, so that the assimilation of new data sets, e.g. from remote sensing
applications, would be a logical next step. Even more general, future studies
must focus on techniques to estimate the status parameter sets without the need
for extensive field measurements, so that a surface energy budget model could
be applied over larger areas (see Sect. 5.3).
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Figure 4.32: Soil temperatures at depths of 0.05m (orange) and 1.1m (blue):
(a) measured at the Bayelva station (see Sect. 4.4); (b) SEB model without
rain-on-snow events; (c) SEB model with rain-on-snow events (see text for the
status parameter set of the model runs). The evolution of the perennial snow
cover is depicted in gray for the measurements and the SEB model. The model
run with rain-on-snow-events has been conducted using ROSmax = 5mm and
PROS,min =0.1.

131



Chapter 4

Jan 2008 May 2008 Sep 2008 Jan 2009 May 2009 Sep 2009

-15

-10

-5

0

5

10

      PERA

0.5 PERA

2    PERA

Jan 2008 May 2008 Sep 2008 Jan 2009 May 2009 Sep 2009

-15

-10

-5

0

5

10

      PERA

0.5 PERA

2    PERA

°C

°C

0.05 m depth

1.1 m depth

Figure 4.33: Soil temperatures at depths of 0.05m and 1.1m for the SEB model
run without rain-on-snow events (Fig. 4.32 b), for snow depths inferred from the
precipitation record of ERA reanalysis (PERA) and assuming half and double
the winter precipitation of ERA reanalysis. Note that the soil properties and
the other status parameters are equal for the three scenarios.
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Discussion

5.1 Monitoring of process variables under arctic
conditions

In this thesis, a comprehensive set of field measurements has been compiled for
a permafrost site on Svalbard, that contains not only the target variables of
modeling efforts, but also many of the process variables, such as the turbulent
land-atmosphere exchange fluxes. In the Arctic, similar data sets are extremely
scarce, and comparable studies covering the entire annual cycle do not exist for
arctic land areas so far. However, such studies can only constitute a sweeping
support for modeling efforts, if long time series are available for a range of
locations.
Due to the broadness of the employed methods and the considerable effort, it
appears highly questionable to the author of this thesis, that similar concepts
will be endorsed as long-term monitoring programs at a number of sites in
the Arctic. Even with the relative proximity of the village of Ny-Ålesund,
which greatly simplifies the access, logistical support and maintenance of field
instrumentation, numerous problems with instrument failure have occurred in
the course of this study, which can be expected to be even more severe in remote
locations, where maintenance is not possible for long periods.
In this chapter, possibilities for robust monitoring approaches across climatic
and ecological gradients are outlined. It must be emphasized that such conceptes
should be adjusted to the requirements of modeling schemes.

5.1.1 Radiation

The short- and long-wave radiation components constitute the largest terms in
the surface energy budget. The incoming short- and longwave radiation and the
outgoing long-wave radiation are the only terms in the surface energy budget
equation (Eq. 2.1), that do not have a direct functional dependence on the sur-
face temperature (compare Eqs. 2.107 to 2.114). Thus, they determine the range
within which the surface temperature can adjust according to land-atmosphere
exchange processes and the heat flux in the ground. An example for the close
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correlation between surface temperature and incoming long-wave radiation dur-
ing winter is presented in Fig. 4.8. The importance of radiation measurements
is reflected in the “Baseline Surface Radiation Network” (BSRN), which is an
excellent example for a world-wide long-term monitoring program, that aims at
providing an extensive data base in support of modeling efforts (Ohmura et al.,
1998). Accurate radiation measurements under arctic conditions are challeng-
ing at best. During winter, considerable measurements errors can occur, par-
ticularly for the incoming long-wave radiation, if the sensors are not kept free
of snow. Since such regular maintenance can only be provided close to settle-
ments, only four BSRN sites (Barrow, USA; Alert, Canada; Summit, Greenland;
Ny-Ålesund, Svalbard) exist north of the polar circle (www.bsrn.awi.de, 2010).
While an extension of the BSRN network to other settlements in the Arctic is
desirable, measurements of all four components of the radiation budget could
also be conducted automatically at more remote sites, which would be a signif-
icant improvement of the radiation data set in the Arctic despite of a reduced
measurement accuracy.
The albedo plays a central role in the surface energy budget, when the incom-
ing short-wave radiation features high values. Over largely unpopulated areas,
astonishing misrepresentations of this important parameter in circulation mod-
els have been revealed in the past: the winter albedo of boreal forest has been
overestimated by as much 0.6 (!) in the ECMWF weather forecast model until
late 1990s, which has led to a systematic underestimation of the near-surface
air temperatures by as much as 10K in the affected areas (Betts and Ball, 1997;
Sellers et al., 1997). Therefore, further systematic studies on spatial and tem-
poral albedo variations for different arctic landcover types would be desirable.
This is particularly true for the snow melt period, where the albedo critically
determines the timing of the snow melt in models.

5.1.2 Turbulent fluxes

The use of eddy covariance systems is limited by the power consumption and the
need for regular maintenance and calibration. Furthermore, the failure to close
the energy balance with eddy covariance measurements (Foken, 2008b) seriously
questions the value of the method, if the long-term energy balance is targeted.
At least, the question arises whether a similar performance can be achieved by
using less sophisticated, less expensive and more robust instrumentation.
For flux monitoring at remote locations and over longer periods, gradient mea-
surements of air temperature, relative humidity and wind speed are a substantial
alternative. They rely on flux-gradient relationships analogous to Eqs. 2.109 to
2.112. If measurements of air temperature T , specific humidity q (from relative
humidity and temperature) and wind speed u at two heights z1 and z2 above
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the surface are available, the system of coupled equations

L∗ =
ρacpT (z1)

κg

u3∗
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−1
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can be solved to deliver the sensible and latent heat flux Qh and Qe, the fric-
tion velocity u∗ and the Obukhov length L∗. The method implicitly assumes the
correctness of the employed stability functions ψM , ψH and ψW , which is not
guaranteed particularly during the arctic winter (Grachev et al., 2007). There-
fore, it seems imperative to measure at several levels above ground to ensure
the consistency of the obtained fluxes, which would also allow to directly assess
the performance of the different parameterizations of the stability functions. As
the accuracy of the obtained fluxes is largely determined by the accuracy of the
measured gradients, a tower structure of at least 10m height (preferably more)
is required. While gradient measurements are classically performed at 2 and
10m height, lower heights also seem promising in treeless arctic tundra, where
well mixed conditions can be assumed close to the surface.
It is a considerable advantage of gradient measurements that the same frame-
work, that is used in surface energy budget models (see Sect. 2.4.7), is employed
to measure sensible and latent heat fluxes. With the fluxes and the height above
ground of one of the sensors known, the gradient method facilitates to calculate
the roughness length z0 and also the roughness lengths z0Θ of temperature and
z0q of humidity (see Sect. 2.4.6), for which almost no measurements exist in the
Arctic (Andreas et al., 2010).
The perennial snow cover constitutes a serious challenge, as it alters the height
of the measurements above the surface and possibly damages sensors, that are
buried under the snow. Therefore, the snow height must be recorded, and mea-
surements of wind speed and relative humidity, that are performed with rather
fragile sensors, must be restricted to heights above the largest possible snow
depth. With the use of more robust sonic anemometers, that are entirely water-
proof and can be exposed to the mechanical stress by freezing and thawing
processes, it may be feasible to measure wind speeds at lower heights.
The problems inherent in eddy-covariance measurements due to time averaging
of turbulent fluctuations (see Sect. 2.5.2) can be at least partly circumvented
by the use of Large-Aperture Scintillometry (e.g. Meijninger et al., 2002, 2006).
This technique relates the turbulent fluctuations of air temperature and water
vapor content within the path of a beam of electromagnetic radiation to inten-
sity fluctuations (“scintillations”) of the beam signal. The main advantage over
eddy covariance systems is that time-averaging of turbulent fluctuations at a
point is replaced by line-averaging across a beam path of several 100m to a
few kilometers. Therefore, large turbulence structures associated with low fre-
quencies (see Sect. 2.5.2) can be captured by scintillometry. Furthermore, the
technique can provide area averages of sensible and latent heat fluxes over large
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areas with a much more defined footprint area compared to eddy covariance.
Evidence has been gathered that turbulent fluxes obtained by Large Aperture
Scintillometry using a combination of near-infrared and microwave radiation can
indeed close the energy balance over heterogeneous terrain (overview in Foken,
2008b). However, it must be emphasized that the universal stability functions
ϕM,H,W proposed by the Monin-Obukhov similarity theory must be invoked (see
Sect. 2.4.6) in order to calculate fluxes from intensity fluctuations of the beam.
Therefore, the obtained fluxes depend on the functional form of the universal
functions, that are based on few studies of atmospheric turbulence, such as the
Kansas experiment (see Sect. 2.4.6).
While Large Aperture Scinitillometry is an evolving technique, it offers exciting
prospects to improve the precision of the measurements of turbulent fluxes and
thus explore land-atmosphere exchange processes in the Arctic with state-of-
the-art techniques. However, the power requirements and maintenance needs
of the instruments are a limiting factor for the use under arctic conditions, so
that scintillometry will most likely be restricted to short campaigns in the near
future, while long-term monitoring of turbulent fluxes must be accomplished by
other techniques.

5.1.3 Ground heat flux and soil temperatures

The ground heat flux and the thermal regime of the soil constitute a consider-
able challenge for both measurements and models and significant uncertainties
must be accepted (see Sect. 4.1.3). This may seem surprising in first place,
considering the simple physical law of conductive heat transfer, that is largely
applicable in permafrost soils (e.g. Kane et al., 2001). However, the uncertainty
is much more caused by the small-scale heterogeneity of the soil parameters
than by the actual description of the process of heat transfer into the soil.
In this thesis, two different approaches to determine the ground heat flux have
been followed. The assets of the conductive method (see Sect. 2.3.2) are the ex-
cellent temporal resolution of the obtained fluxes and the relative simplicity of
the installation: as a record of three temperatures between the surface and ap-
proximately 0.3m depth is sufficient, it is feasible to apply the method at a large
number of sites. However, the technique is limited to temperatures, where freez-
ing or thawing of soil water does not occur, so that it is not possible to compile
an annual budget based entirely on the conductive method. Furthermore, the
method requires rapid temperature changes within the monitored soil domain,
which may not occur during winter. A strong source of uncertainty is the deter-
mination of the volumetric heat capacity ch from soil samples, which is required
to calculate the thermal conductivity from the thermal diffusivity dh. Taking
the average from many soil samples collected in the vicinity of the temperature
profile is not ideal, as the value may not be representative for the temperature
profile due to the small-scale heterogeneity of the soil properties. Furthermore,
the heat capacity can change over time, e.g. after rainfall events, which is diffi-
cult to capture with soil samples. A significant accuracy improvement could be
achieved by in-situ measurements of the heat capacity by heated-needle probes,
which have been successfully applied for unfrozen and fully frozen soil (Putko-
nen, 2003; Overduin et al., 2006; Ochsner et al., 2006). Ochsner and Baker
(2008) optimize the technique to be applicable close to a freeze front and are

136



Discussion

able to derive ground heat fluxes during the time of soil freezing and thawing.
Thus, it seems possible to combine the conduction method with heated needle
probes to facilitate monitoring of ground heat fluxes during the entire year.
In the calorimetric method (see Sect. 2.3.1), the volumetric heat capacity is a
major source of uncertainty, too. The problem is even more severe, as it must
be determined over a profile up to the depth, where the annual temperature
cycle is negligible. As it is unpractical to install heated-needle probes deeply
within the permanently frozen ground, a soil core must be obtained by drilling
a borehole to determine the heat capacity in laboratory measurements. Despite
of these limitations, the calorimetric method is more suitable than the conduc-
tive method to establish an annual budget of the internal energy content or
long-term averages of the ground-heat flux, respectively.
In addition to the volumetric heat capacities, a record of temperature and volu-
metric soil water content is required up to the depth, where annual temperature
cycle become insignificant. While it is feasible to drill a borehole, in which the
temperature is recorded, the determination of the content of unfrozen water
is more difficult. Time-Domain-Reflectometry (TDR) can be installed within
the active layer (Boike et al., 2003b), where a hole can be dug to insert the
TDR probes. However, the soil water content can also change below the depth
of annual thaw due to the freezing characteristics of the soil. Instrumenting
the permanently frozen ground with TDR would be an extremely arduous task,
which would also involve a considerable destruction of the site.
Non-invasive radar techniques can provide averages of the soil water content
over larger volumes with high accuracy, as they are required by the calorimetric
method. Two schemes are conceivable:

1. Multi-channel ground penetrating radar (GPR) can determine the soil
water content of the thawed zone by evaluating the travel times of multi-
ple radar signals reflected from the freeze-thaw interface (Gerhards et al.,
2008). Multi-channel GPR has been successfully applied at permafrost
sites by Wollschläger et al. (2010) and Westermann et al. (2010), who
determine both the thaw depth and the soil water content of the thawed
zone over transects of several 100m length. For permafrost sites that fea-
ture soils with a low content of unfrozen water at subzero temperatures,
a combination of temperature records from one or multiple boreholes in
conjunction with multi-channel GPR measurements could e.g. deliver the
annual minimum and maximum content of internal energy of the soil col-
umn, which would be a near-ideal monitoring scheme for the soil thermal
conditions: a radar survey conducted just before the onset of refreezing in
fall could provide the soil water content and thus the latent heat content
of the thawed zone at the end of the thaw season. The annual maximum
content of internal energy is then calculated from the latent heat content
and the temperature profile data (Westermann et al., 2010). The annual
minimum of internal energy during winter can directly be derived from
temperature measurements in the fully frozen soil. It must be emphasized
that such a scheme could still produce meaningful results when the soil
contains a non-negligible content of unfrozen water at subzero tempera-
tures, but a reduced accuracy must be tolerated.

2. Cross-borehole radar can provide horizontal averages of the soil moisture
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content by evaluating the travel time of a radar signal, that is emitted at
depth d1 in one borehole and received at depth d2 in another borehole a
few meters next to the first hole. Other than multi-channel GPR, it holds
potential to measure the content of unfrozen soil water below the freeze-
thaw interface. By recording travel times at a number of depths (d1,
d2), a tomography of the soil water content between the two boreholes
can be performed. While cross-borehole radar has not yet been employed
in permafrost monitoring, its potential for hydrological applications and
mapping the vertical distribution of the soil water content has become
manifest in non-permafrost regions (e.g Binley et al., 2001; Olsson et al.,
2006).

Finally, the potential of heat flux plates is briefly discussed, as they are widely
applied to determine the ground heat fluxes in studies on the surface energy bud-
get (Foken, 2008a). Heat flux plates consist of thin plate with known thermal
conductivity, across which the temperature gradient is measured. The method
is satisfactory, if the thermal conductivities of the heat flux plate and the sur-
rounding soil material are equal. If not, the assumption of 1D-heat transfer is
clearly violated, and the heat flux through the plate is not the same as in the
surrounding soil. When the soil freezes, the thermal conductivity can change
considerably, so that a number of heat flux plates with different thermal conduc-
tivities would be required to successfully determine the ground heat flux. While
heat flux plates are appealing in their simplicity, significant and unacceptable er-
rors in the determination of the ground heat flux have been documented (Sauer
et al., 2003; Ochsner et al., 2006), so that great care must be warranted when
applying the method.
In some permafrost areas, it might be feasible to determine ground heat fluxes
by measuring temperature gradients across permanent layers of pure ice with
known thermal conductivity, which would thus act as a natural in-situ heat flux
plate. As these ice layers naturally occur below the depth of annual thaw, ad-
ditional techniques, e.g. the calorimetric method, must be employed to obtain
the ground heat flux at the surface.

5.1.4 Depth and properties of the snow pack

The perennial snow pack is of outstanding importance for the thermal regime
in permafrost regions, as has been shown for the study area in Sect. 4.4. The
insulating effect of the snow cover can essentially be described by three proper-
ties, the snow depth, the snow water equivalent and the thermal conductivity
(note that the average snow density and thus the volumetric heat capacity can
be calculated from snow depth and snow water equivalent). To record the snow
depth over large regions, a georadar system mounted on a sled, that is towed
from a snowmobile, can be employed (Holmgren et al., 1998; Sand and Bruland,
1998; Bruland et al., 2001). In addition to the average snow depth, the distri-
bution of snow depths can be evaluated (Liston, 1999), from which the spatial
variability of snow-soil interface temperatures can be estimated (see Sect. 4.4).
In terrestrial measurements, the snow water equivalent and snow density are
generally derived from snow samples. Determining the thermal conductivity of
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snow is a difficult task, as it critically depends on the internal structure of the
snow pack, that can be highly variable (Goodrich, 1982; Sturm et al., 1997).
For modeling purposes, a bulk value representative for a larger snow volume, as
it has been obtained with the conductive method in this thesis (see Sect. 4.1.3),
is more appropriate than values obtained for small snow volumes e.g. using a
heated-needle probe (compare Sturm et al., 2002). In case of a layered snow
structure with frequent internal ice lenses, as it is typical for the study area,
application of a heated-needle probe in the snow between the ice lenses could
result in a considerable bias of the obtained thermal conductivities. The con-
ductive method could potentially yield profiles of the thermal conductivity, if
more temperatures in the snow pack are available. The technique could then
be applied for a number of combinations of three sensors, or inversion schemes
could be employed to derive a profile of the thermal conductivity in the snow
pack. A near-ideal instrumentation would therefore include a profile of tem-
perature sensors with a spacing of less than 0.1m up to a height of 2 to 3m.
While the sensors above the snow pack yield the profile of the air temperature,
that is required for determining the sensible heat fluxes and the near-surface
stratification (see above), the sensors within the snow pack can deliver the ther-
mal conductivity and the heat flux into the snow pack. Even the snow depth
can be inferred with an accuracy of less than 0.1m by determining the highest
temperature sensor buried under snow, as its temperature record must features
a phase shift relative to the sensors in the air (Lewkowicz, 2008).

5.2 Remote sensing techniques
for large-scale monitoring

In contrast to terrestrial measurements, satellite-based sensors can cover large
areas, which makes them ideally suited for monitoring the remote and largely
unpopulated permafrost areas in the Arctic. Since the launch of the first weather
satellites in the 1960s, the capabilities of earth observation satellites have ex-
panded rapidly. In 2009, the European Space Agency initiated the “DUE Per-
mafrost” project (www.ipf.tuwien.ac.at, 2010), which is dedicated to providing
a range of new remote sensing products for permafrost research. Despite of the
manifest potential in this approach, many remote sensing products are still in
the validation stage in arctic regions, so that terrestrial measurements are even
more required to achieve a satisfactory performance of satellite-based earth sys-
tem monitoring in permafrost areas. In the following, a short synopsis of remote
sensing applications in permafrost research is given, with a particular focus on
the surface energy budget and the requirements of a large-scale permafrost mon-
itoring scheme.

Radiation: In case of cloud-free conditions, the outgoing short- and long-wave
radiation are accessible through various remote sensing platforms, that operate
at different temporal and spatial resolutions. As the radiation is modified by
scattering, absorption and emission in the atmosphere of the earth, a radiomet-
ric correction similar to the scheme applied for the thermal imaging system (see
Sect. 2.7) is required. However, as satellite sensors perform spectrally resolved
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measurements, e.g. 36 spectral bands between 400 nm and 15µm for MODIS
(King et al., 1992), a coincident characterization of the atmosphere and clouds
is possible by combining the information from spectral bands, that are modi-
fied differently in the atmosphere. With Terra and Aqua MODIS, atmospheric
profiles of temperature and water vapor as well as information on aerosols and
ozone can be retrieved with a spatial resolution of 5 km for clear-sky condi-
tions (Seemann et al., 2003; Gao and Kaufman, 2003). With a radiation trans-
fer code (see Sect. 2.6), both incoming short- and long-wave radiation could
thus be evaluated. The outgoing long-wave radiation is derived in the context
of LST evaluation from satellite sensors. The albedo and even Bidirectional
Reflectance Distribution Functions (BRDF) are available from several satellite
sensors, e.g. from MODIS at a resolution of 500m (Schaaf et al., 2002), so that
the outgoing short-wave radiation can be evaluated. Therefore, the radiation
budget under clear-sky conditions can in principle be evaluated from satellite
measurement.
Prolonged periods with cloudy conditions, where measurements from satellites
are not available, are a strong limitation for determining the radiation budget
through remote sensing in the Arctic. In this thesis, the implications of the fre-
quent cloud cover for the accuracy of remotely sensed land surface temperatures
have been demonstrated (see Sect. 4.5). Despite of the great potential of re-
mote sensing, terrestrial radiation measurements should be routinely conducted
at many more sites in the Arctic to support both the improvement of satellite
retrieval algorithms and modeling schemes.

Turbulent fluxes: A number of studies have evaluated possibilities to derive
sensible and latent heat fluxes from remote sensing applications (e.g. Hall et al.,
1992; Bastiaanssen et al., 1998; Friedl, 2002). However, as direct measurements
of turbulent fluxes are not possible from satellites, the approaches are based on
the surface energy budget equation or even make use of empirically derived re-
lations in terms of e.g. surface temperature and soil moisture. Therefore, direct
measurements of turbulent fluxes on the ground cannot be replaced by remote
sensing at the moment.

Soil properties: Similarly, direct measurements of the ground heat flux or
the soil composition from satellites are not possible. However, a few promising
approaches have been made to characterize some of the soil parameters that are
required for modeling the thermal dynamics of the soil:

• The surface soil moisture can be assessed from passive or active microwave
sensors, e.g. AMSR–E (Njoku et al., 2003) or Envisat/ASAR (Baghdadi
et al., 2006). However, the result is not independent of the surface cover,
so that it is problematic to derive absolute values for the volumetric soil
water content, which would be required to determine soil thermal proper-
ties. The penetration depth of the signal varies depending on the surface
cover and the soil water content, so that the measured volume cannot be
determined properly. Furthermore, typical penetration depths are on the
order of a few centimeters, so that the by far largest part of the relevant soil
region is not covered. Despite of these limitations, space-borne microwave
sensors can offer an extremely valuable assessment of the soil moisture
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regime in arctic regions, that may become of fundamental importance to
improve modeling of the soil thermal regime.

• A highly practical approach is to assign representative soil properties to
certain land cover elements, e.g. vegetation communities (e.g Walker et al.,
2003). In many cases, land cover classes can be distinguished by their spec-
tral characteristics in high-resolution multispectral images or the backscat-
ter signature in Synthetic Aperture Radar images (e.g. Haack and Bechdol,
2000). This procedure inherently assumes that land cover classes deter-
mined from surface characteristics are good indicators for subsurface prop-
erties, which is not necessarily true. Furthermore, rather labor-intensive
field campaigns are indispensable, which on the one hand must provide
suitable training data sets for classifying the satellite images, while the
representative thermal properties of the land cover classes must be evalu-
ated on the other hand. Due to the wide range of ecosystems and climatic
conditions found in permafrost areas, a pan-arctic classification scheme
appears questionable. Therefore, regional landcover classes must be suc-
cessively developed in a series of field campaigns in order to claim a con-
vincing benefit for modeling. For Svalbard, a landcover map compiled
from multispectral images of the Landsat Thematic Mapper is available
(www.npolar.no, 2010). With 27 land cover classes, the map can be consid-
ered an excellent starting point for modeling efforts, although the study
does not assign thermal properties of the soil to the land cover classes.
Considering the relative homogeneity of the surface cover on Svalbard
compared to other permafrost areas, a supreme long-term effort would be
required in order to accomplish such detailed work on a pan-arctic scale.

Snow: The snow cover of the earth has been the target of remote sensing
missions since the 1970s. Four different applications have a great potential for
permafrost studies.

1. The presence of a snow cover can be determined with a high spatial reso-
lution by multispectral images in the visible and near-infrared range of the
electromagnetic spectrum (Hall et al., 1995). The formation and the dis-
appearance of the perennial snow cover can therefore be determined with
high temporal precision from satellite sensors such as MODIS (Hall et al.,
2002). As with measurements of the land surface temperature, the cloud
cover is the limiting factor for the temporal resolution. As the termination
of the snow melt period with the associated change of the surface albedo
is a crucial event in the annual cycle of the surface energy budget and the
thermal dynamics of the permafrost, snow cover products may be critical
for the success of permafrost monitoring schemes (see Sect. 5.3.1).

2. The snow water equivalent is accessible through space-borne passive mi-
crowave sensors, such as SMMR (1978–1987, Nimbus–7 satellite), SSM/I
(1987–2002, DMSP satellites) and AMSR–E (2002–2010, Aqua satellite).
These satellites record microwave emission from the ground due to black-
body radiation in frequency bands, that experience a different amount of
attenuation from a snow cover (Foster et al., 1984), e.g. frequency bands
centered around 19 and 39GHz for the AMSR–E algorithm (Kelly et al.,
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2003). Due to the weak signal of the emitted microwave radiation, passive
microwave sensors must integrate over large areas, which leads to lim-
ited spatial resolutions of 25 km or more. For the study area, meaningful
results for the snow water equivalent cannot be obtained, as sizable frac-
tions of ocean and glaciers contribute to the footprint area of the satellite
sensor. However, in less heterogeneous regions, the capabilities of passive
microwave sensors to evaluate the snow water equivalent have been demon-
strated in a number of studies (e.g. Derksen et al., 2003, 2005; Pulliainen,
2006).

3. The onset of the snow melt period can be obtained from active microwave
sensors, such as QuickScat/SeaWinds (Long and Hicks, 2000), with which
dry and wet snow can be distinguished. By exploiting the high temporal
resolution of several measurements per day, Bartsch et al. (2007) developed
a method to determine the first snow melt events as well as the end of
daily freeze-thaw cycles on the snow surface. As with (1), such data may
play an important role in permafrost monitoring schemes.

4. Bartsch et al. (2010) and Bartsch (2010) report the detection of rain-on-
snow events in the backscatter signal of QuickScat/SeaWinds, which has
great potential in permafrost modeling and monitoring, as rain-on-snow
events can have a drastic impact on the winter soil temperatures (see
Sect. 4.4). The representation of rain-on-snow events has been identified
as the main limitation in the SEB model, as the employed precipitation
record obtained from ERA reanalysis cannot properly resolve their occur-
rence (see Sect. 4.6.3). Therefore, data on rain-on-snow events from ac-
tive microwave sensors may contribute to progress in modeling the ground
thermal regime in permafrost regions, that are affected by rain-on-snow
events.

5.3 Permafrost monitoring and modeling

In this section, we return to the initial question, how a permafrost monitoring
scheme could be realized for large areas. While this thesis has touched many
aspects relevant for permafrost models, it is evident that a large-scale scheme
cannot evolve from a study restricted to one area alone. However, few studies
in permafrost areas have operated with both field measurements, remote sens-
ing and modeling, so this thesis wants to contribute to the discussion about
the best monitoring concept. This is especially true in the wake of large-scale
efforts, such as the DUE permafrost project from the “European Space agency”
(www.ipf.tuwien.ac.at, 2010), which will make a wealth of new data sets avail-
able for permafrost monitoring.
While monitoring schemes based on MODIS-LST (Marchenko et al., 2009) can
be successful on pan-arctic scale, the underrepresentation of predominantly
cloud-covered periods in long-term LST averages and problems with cloud cover
detection have been revealed (Liu et al., 2004; Langer et al., 2009, this study).
Furthermore, MODIS-LST does not circumvent the problem to find an adequate
representation of the snow cover, which requires the use of other satellite prod-
ucts, such as snow water equivalents from passive microwave sensors. Finally,
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the maximum spatial resolution of a monitoring scheme based on MODIS-LST
is fixed by the spatial resolution of the used satellite sensors, so that subgrid
variability of permafrost temperatures may become an issue at some sites (see
Sects. 4.3, 4.4). Therefore, it is worthwhile to evaluate alternative schemes, that
may facilitate operational permafrost monitoring on a pan-arctic scale.
We formulate the following constraints to be met by such a permafrost moni-
toring scheme:

1. For all points, the performance of a new monitoring scheme must match
or exceed the performance of MODIS LST-based permafrost monitoring.
Only then, a scheme could claim to be a scientific advance.

2. As significant technological progress of remote sensing platforms and senors
can be expected in the future, the monitoring scheme should be sufficiently
flexible to incorporate new remote sensing products. The same should be
true for improved reanalysis products.

3. A quality assessment for the obtained ground temperatures should be
possible at least in a qualitative way.

4. As the initialization of the soil model is a critical issue, the scheme should
incorporate a long spin-up period to moderate the impact of the initial
condition.

5. The scheme should be capable to account for small-scale spatial hetero-
geneity of different processes. A scale-independent formulation would thus
be desirable.

6. The approach should be directly linkable to models targeting the future
permafrost conditions.

In the following, a monitoring scheme based on the SEB model presented in
Sect. 4.6 is sketched, which has the potential to exploit the information content
of a variety of remotely sensed data and field observations in addition to MODIS
LST. The challenge is to integrate data sets at highly different spatial and
temporal resolutions in a flexible scheme, that is on the other hand sufficiently
robust to handle the inherently variable data quality of many data sets.

5.3.1 Data fusion to incorporate satellite data and ground
observations

Data fusion is a technology to integrate information from a number of sources to
form a unified picture (Hall and Llinas, 1997). The basic idea is to regard surface
energy budget models as a tool for data fusion of various remote sensing appli-
cations, but also modeling results and ground observations. In such a scheme,
they would be employed as training data to determine, optimize or confine the
status parameters, that are required in a surface energy budget model. This
reduces the importance of spatial and temporal resolution of the training data
sets, as long as the contained information suffices to estimate the model param-
eters. The data fusion strategy can only be successful if enough training data
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sets with orthogonal information content are available to constrain the status
parameters in the SEB model (see Sect. 4.6). If long time series of the training
data sets are available, it may be feasible to compile statistical relationships for
the status parameters, that can be applied to improve the model results for peri-
ods, when the training data are not available. This is of particular importance,
as most remote sensing products are available for less than a decade, while the
time series of the operational ERA reanalysis data set encomprises more than
fifty years. In principle, it is possible to apply such a procedure in near real-
time, so that newly obtained training data contribute to improvements of the
entire time series of results.
Similar concepts are widely used in remote sensing applications: an example is
the operational MODIS BRDF/albedo algorithm, which has been started with
an initial guess for the BRDF kernel for each pixel at the launch of the Terra
satellite, but could gradually refine the functional form with the amount of avail-
able data to even yield the seasonal characteristics (Schaaf et al., 2002). The
significance of such spatially resolved statistics of parameters sets in global mod-
els has been realized for the example of the MODIS BRDF/albedo algorithm:
“This global archetypal database of entirely MODIS-derived representations of
seasonal BRDFs may well prove to be one of the most valuable byproducts
of this effort and be of particular interest to global modelers interested in us-
ing realistic land surface parameterizations of the surface anisotropy” (Schaaf
et al., 2002). The same would be true for a permafrost monitoring scheme that
could eventually compile an extensive data base of surface parameters. Similar
strategies have been followed in the past (Sellers et al., 1996), but substantial
improvements could be achieved for the so far poorly represented arctic land
areas.
In the following, a data fusion strategy is exemplified that integrate different
data sets to facilitate the application of an SEB model over larger areas, where
ground information is generally unavailable.

Albedo

As stated above, the albedo can be determined at spatial resolutions of 500m
from the MODIS sensor. As the albedo changes rather slowly over time, the
MODIS-derived values from cloud-free periods can be assigned to cloud-covered
periods without problems. In a refined model simulation, it would be feasible
to distinguish between black-sky and white-sky albedo provided by MODIS
(Schaaf et al., 2002) to account for different aspects and expositions of the
ground by splitting the short-wave radiation in a diffuse and a direct part. The
albedo information is also crucial to determine the termination of the snow
melt period, the development of the albedo during snow melt as well as the
evolution of the fraction of snow-free surfaces over time (by assuming a mixing
between a “summer” value for snow-free and a “winter” value for still snow-
covered surface). While all three points crucially contribute to determining the
true snow water equivalent before snow melt (see below), the two latter could
even help to develop or validate a model for the snow depth distribution during
winter. As stated before, it is not necessary to continuously monitor the albedo
during the snow melt period, as the scheme would simply use the existing data
to evaluate the above parameters and relationships. Therefore, cloud-covered
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periods are not a principal problem, although they can lead to an increased
error if only few data points are available.

Land surface temperature

Due to its central role in the surface energy budget, the surface temperature
is ideally suited for validating surface energy budget models of permafrost (see
Sect. 4.6). The free parameters that determine the surface temperature for fixed
operational data sets are the surface albedo α, the surface resistance against
evapotranspiration rs and the roughness length z0. When the albedo is fixed
from independent satellite observations (see above), the roughness length and
the surface resistance can be adjusted to fit the remote sensing observations.
To a certain extent, the roles of the roughness length and the surface resistance
are interchangeable in the latent heat flux equation 2.112. However, the rough-
ness length is usually constrained within reasonable boundaries, that may be
obtained from ground measurements or existing literature values for different
land cover types (Hasager et al., 2003). Furthermore, the roughness length can
be assumed constant in time (during summer) and over larger areas with similar
surface cover, while the surface resistance can vary in space and time according
to the surface soil moisture content. In addition, remotely sensed surface soil
moisture products can constrain the surface resistance, while a number of con-
cepts to determine the roughness length have been discussed (e.g. Schaudt and
Dickinson, 2000; Prigent et al., 2005).
It must be emphasized that the clustered times series typical for remotely sensed
LST is not constrictive to this approach. Furthermore, infrequent measurement
errors due to inaccurate cloud detection (see Sect. 4.5) become apparent as mis-
fits with the surface temperature obtained from a surface energy budget model
and could thus be discarded. In this sense, an SEB scheme, in which MODIS
LST are included as training data, must be considered superior to a purely
MODIS LST-based scheme.

Snow

On a coarse grid, the snow water equivalent is provided by passive microwave
sensors (see above), such as AMSR–E. However, the snow water equivalent
can change on much smaller scales, as has been observed in the study area,
so that remotely sensed snow water equivalents can only be used to constrain
the average over larger areas. Therefore, the termination of the snow melt
(see above) could be used to determine the snow water equivalent before the
ablation, as areas with a higher snow water equivalent will take longer to melt
out. This is exemplified by simulations with the SEB model for different snow
water equivalents (Fig. 4.33), which would facilitate to “fit” the correct snow
water equivalent if the termination of the snow melt is determined from remote
sensing. Crucial to this approach is a correct representation of the albedo during
the snow melt period (see above) and correct forcing data from the reanalysis
products. However, there is great potential in such a joint strategy to do justice
to the outstanding importance of the snow cover.
Nevertheless, two critical parameters for the thermal regime of the ground, the
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snow density and the thermal conductivity are hardly accessible through remote
sensing, so that one must resort to empirical parameterizations obtained from
field measurements (e.g Sturm et al., 1997).

Land cover

Land cover classifications can be considered the most simple concept to up-
scale ground measurements to larger areas. Surface or subsurface properties
determined in field measurements are assigned to a land cover class that can be
identified by remote sensing. The advantage of this concept is its simplicity and
easy applicability, while it is also prone to serious misrepresentations, if too few
ground measurements are considered to be representative for too large areas.
As field measurements are generally rare in the Arctic, the latter is indeed prob-
lematic. Nevertheless, a permafrost monitoring scheme will have to intensively
rely on land cover classifications particularly for subsurface properties, which
are generally inaccessible to remote sensing. It must be emphasized that an
adequate land cover classification scheme must be developed, that is specifically
designed to deliver surface and subsurface properties, that cannot be accessed
in another way.

Terrestrial observations

Terrestrial observations, as they have been presented in this thesis, must be
conducted at a number of designated sites to validate all employed parame-
terizations and procedures. Firstly, the long-term monitoring of a number of
physical properties, as it has been highlighted in the previous section for radia-
tion, turbulent fluxes, snow properties and the ground thermal regime, is crucial
to the success of any permafrost monitoring scheme, as it is the only way to di-
rectly evaluate the performance and thus motivate improvements to the scheme.
As such, the monitoring of borehole temperatures and thaw depths within the
TSP and CALM programs are direct ground truth data to be reproduced by a
pan-arctic scheme, and it is indispensable to add further localities, especially in
underrepresented areas. Secondly, field campaigns and laboratory experiments
must be designed to develop, validate and improve employed parameterizations.
Among the most urgent and rewarding are improved parameterizations of the
thermal conductivities of frozen and freezing organic and mineral soil as well as
of snow under different climatic conditions.

Reanalysis products

Finally, the operational data sets of incoming radiation, air temperature, rela-
tive humidity, wind speed and precipitation derived from ERA-reanalysis must
be critically evaluated. While these quantities can be assumed to vary on much
greater distances compared to the surface and the subsurface temperatures, they
are obtained from model runs constrained by only few ground data in the Arctic
(Uppala et al., 2006), so that the employed data may be erroneous. An example
is the summer air temperature at the study site, which is systematically too low,
probably since the region around the study area is predominantly represented
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as ocean in the reanalysis model. It is the hope that such misrepresentations
can be largely detected by an insufficient fit with training data sets, or produce
parameters that strongly deviate from expected values. If e.g. the surface en-
ergy budget model predicts the turbulent land-atmosphere exchange of an area
to be dominated by sensible heat fluxes, but remotely sensed data suggest wet
surface soil moisture conditions, this may pinpoint to wrong input data, such
as air temperature or radiation and thus a reduced reliability. Such problems
may suggest a reduced reliability of the obtained soil temperatures and should
be documented in terms of a quality assessment scheme.
With the NCEP/NCAR reanalysis (Kalnay et al., 1996) and the JRA-25 reanal-
ysis (Onogi et al., 2005), alternatives to the employed ERA product are available
that could be tested for sites where such quality issues arise. Bromwich et al.
(2007), who evaluate the differences between the three reanalysis products for
polar regions, observe differences in the representation of clouds and the associ-
ated radiation impacts, so that it may indeed be worthwhile to evaluate different
reanalyses in permafrost monitoring.

5.3.2 Spatial variability

Due to the essentially scale-independent formulation of a surface energy budget
formulation, it is in principle possible to model on sufficiently small grids to
account for the spatial heterogeneity typical for permafrost regions. However,
the spatial resolution is in practice determined by the training data sets, so that
the resolution of e.g. a MODIS-LST based scheme cannot be improved.
However, there exist possibilities to deaggregate spatially variability on the sub-
grid scale by probability density functions or, even more simple, in terms of dif-
ferent scenarios, that span the range of truly existing conditions. Two examples
for such strategies are given:

• The spatial variability of the summer surface temperatures due to differ-
ent surface soil moisture conditions has been documented in this thesis
(see Sect. 4.3). The land surface temperature is also accessible by sensor
such as Landsat Thematic Mapper at a much better spatial resolution
of 60m (Wukelic et al., 1989; Sobrino et al., 2004), but only few, if any
measurements can be provided for a summer season. However, this may
be sufficient to at least estimate the surface resistance at a much finer
resolution compared to MODIS-LST, particularly since data from differ-
ent years could be combined. Then, the SEB model could be run on the
refined scale, while the operational consistency check with MODIS-LST
training data would be accomplished for spatially averaged surface tem-
peratures from the refined scale. Nevertheless, spatial differences in the
surface temperature on scales of a few meters, as they have been observed
for the study area, can still not be represented in this way. A different
approach could be to compile a distribution function for a specific land
cover class in field measurements, which may be feasible for certain land
cover types with regular subgrid features, such as polygonal tundra.
Other sources of subgrid variability may be different aspects and exposi-
tions, which could be derived from high-resolution digital elevation models.
Within a surface energy budget model, they could be accounted for with
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relative ease in terms of a modified short-wave radiation budget.

• The spatial variability of the snow cover is the largest source of spatial
variability of the ground thermal regime in the study area, which is most
likely conferrable to other regions with a pronounced topography. The
variability of snow depths could e.g. be inferred from snow distribution
models (Liston and Sturm, 1998) and incorporated in the model in terms
of different scenario runs. This way, both counterbalancing effects of
e.g. above-average snow depths, namely the stronger insulation from the
cold winter temperatures and the shortening of the summer thaw season
(see Sect. 4.4), would be represented in a surface energy budget scheme.
As outlined above, such a snow depth distribution could be compiled from
albedo measurements by assuming a functional dependence on the snow
fraction, or by observing the snow melt pattern with high-resolution satel-
lite images (König and Sturm, 1998; Liston, 1999). Other than that, the
topographical information obtained from a high-resolution digital eleva-
tion model could be used to obtain a snow depth distribution which has
been realized in a number of studies (e.g. Evans et al., 1989; Luce et al.,
1998).

Care must be taken when probability density functions for more than one param-
eter are used, as these are generally not independent of each other. An example
observed at the study area is an indirect correlation between the winter snow
depth and the surface soil moisture conditions. Low snow heights are usually
restricted to windblown ridge tops, which on the other hand are well-drained
and thus feature a low soil water content. Conversely, snowdrifts with above-
average snow depths form in concave structures, such as gullys and hillsides,
which are generally characterized by wet soil conditions. Such dependencies
between different parameters add additional complexity to modeling. Never-
theless, techniques to access subgrid information should be explored further, as
the observed spatial variability of the determining factors for the ground ther-
mal regime may also imply a spatially different susceptibility and vulnerability
of the permafrost to a warming climate, which would be obscured in coarse-
resolution schemes. For monitoring and modeling the present and future state
of the permafrost, this aspect deserves more attention, as most approaches are
designed to use average quantities for large grid cells. Such average quantities
may indeed be inappropriate for some monitoring tasks: while a spatial average
of the active layer thickness is adequate for e.g. the projection of methane emis-
sions from thawing permafrost, the monitoring of erosion or natural hazards due
to permafrost degradation, which would initially occur at few localized “weak
points” within a grid cell, is only feasible if subgrid information is available.

5.3.3 Final assessment

Based on the constraints on a permafrost modeling scheme formulated above, a
final assessment of the prospects of a surface energy budget scheme is given:

1. The performance of a MODIS-LST based scheme is matched by a surface
energy budget model, if the satellite measurements are adequately repro-
duced in such schemes. This is accomplished by using MODIS-LST and
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surface temperature measurements from other remote sensing platforms
as training data to adjust parameters like the surface resistance to evapo-
transpiration or the roughness length. The performance of a MODIS-LST
based scheme is exceeded, as surface energy budget models deliver surface
temperatures during cloud-covered periods. Furthermore, measurements
errors in satellite-based LST measurements can be deduced. All other
satellite data sets employed for LST-based schemes, such as data on the
snow cover, are accounted for in surface energy budget schemes as training
data.

2. If new or improved remote sensing products become available, they can
be incorporated in a surface energy budget scheme as additional training
data. To exploit the full performance, it may become necessary to at least
partly adapt or refine the calculations performed for the entire time series.
An example would be an LST-product with improved spatial resolution:
if the new product identifies a significant spatial variability within one of
the old, coarsely resolved grid cells, this new information can be used to
calculate e.g. spatially resolved surface resistances. If the surface temper-
ature on the new, better resolved grid conforms with the time series of
the coarse-resolution product, the grid could be refined for the entire time
series, resulting in an improved spatial resolution.

3. The quality and reliability of the obtained soil temperatures can be as-
sessed from the degree of agreement with training data. Furthermore, as
many preliminary results and physically meaningful properties are avail-
able a in surface energy budget scheme, inconsistencies can be detected
more easily. Such quality assessment will eventually result in improved
parameter and input data sets, as it signposts remaining deficits and thus
prospects for future research.

4. As surface energy budget schemes can exploit the long time series provided
by reanalysis products, they can be initialized in the mid of the 20th
century, which allows for a significantly improved spin-up of the soil model,
compared to the decade-long record of LST provided by remote sensing
platforms. The spin-up period could be extended to several hundreds or
even thousands of years by using control runs of GCMs, that have been
validated with paleoclimatic data (e.g Jones et al., 1998; Crowley, 2000;
Kitoh et al., 2001).

5. A priori, a surface energy budget model is a point formulation. If ap-
plied over larger spatial domains, all input parameters are assumed to
be constant for this domain. When spatially resolved input parameter
sets are not available, distribution functions for parameters like the snow
depth, that have a large impact on the ground thermal regime, could be
incorporated to estimate subgrid variability.

6. Surface energy budget schemes share the common framework of the sur-
face energy budget equation with GCMs, although their focus is clearly
different. Nevertheless, the extensive statistics in space and time of surface
and subsurface parameters, that would be obtained within the framework
of an operational surface energy budget scheme, could be exploited to im-
prove the performance of GCMs in the Arctic. Conversely, the output of
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GCMs could seamlessly drive a surface energy budget scheme to deliver
predictions of the future state of permafrost. It must be emphasized that
the thorough initialization of the soil model with present-day conditions,
as it could be accomplished by a permafrost monitoring scheme, may be
key to greatly improving the accuracy and credibility of modeling results
on future permafrost conditions.
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Summary and concluding
remarks

In this thesis, the sensitivity of the ground thermal regime towards a variety
of environmental factors has been elucidated for a high-arctic permafrost site
on Svalbard. Specifically, the annual surface energy budget, the spatial and
temporal variability of surface temperatures and the impact of the snow cover
on the ground thermal regime have been investigated. The results of the field
measurements are subsequently conceptualized in a process-based permafrost
model.
Annual surface energy budget: In extensive field measurements, the surface
energy budget has been evaluated for an entire year with independent measure-
ments of all components. The most important aspects of the annual surface
energy budget of the study area can be summarized as follows:

• During polar night conditions in winter, the long-wave radiation, the sen-
sible heat flux and the heat released from the refreezing active layer have
been identified as the main components of the surface energy budget. The
incoming long-wave radiation is the determining factor for the surface
temperature of the snow, but a significant influence particularly of the
sensible heat flux remains.

• During the snow-free period of the polar day season, the system is governed
by the short-wave radiation, while turbulent fluxes and the long-wave
radiation are the main balancing factors in the surface energy budget.

• A more “winter-like” surface energy budget is found during the first half
of the polar day season due to the the long-lasting snow cover with its
high albedo, which effectively limits the role of the short-wave radiation.
The albedo change induced by the snow melt is therefore of critical im-
portance for the annual surface energy budget, as it marks the transition
point between two fundamentally different regimes. Therefore, the cor-
rect representation of the snow melt must be considered crucial for both
monitoring and modeling schemes in permafrost areas.
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Impact of the snow cover: When the ground is snow-covered, the soil tem-
peratures critically depend on two factors: the snow depth and the occurrence
of rain-on snow events. If rain water percolates to the bottom of the snow pack
and refreezes, the snow-soil interface temperature is sustained close to the freez-
ing point for prolonged periods. The soil temperature records established for
this thesis and the decadal record from the Bayelva station within the study
area give ample evidence for the significant impact of rain-on-snow events on
the soil temperatures.
In the study area, the snow depths during winter are observed to differ by more
than a factor of four due to strong snow drift. In measurements of soil temper-
atures at sites with different snow depths, two partly counterbalancing effects
on the soil temperatures have been observed:

• During winter, a higher snow pack insulates the ground from the cold
surface temperatures, so that the soil temperatures remain much warmer
compared to sites with lower snow depths.

• A larger snow depth results in a delayed snow melt. Accordingly, the
termination of the snow melt varies by more than four weeks within the
study area, so that the length of the summer thaw season can differ by up
to a factor of two.

Surface temperature: The impact of a delayed snow melt on the average sum-
mer surface temperature has been observed in spatially resolved measurements
of the surface temperature using a thermal imaging system, that have been con-
ducted over the course of two summer seasons. The monitored area features a
pronounced spatial variability of the snow cover, the soil moisture conditions
and the surface cover, so that an assessment on the long-term impact on the
surface temperature can be given.

• The differences in the termination of the snow melt result in differences
of more than 10K in weekly averages of the surface temperature.

• The weekly averages of the surface temperature feature maximum differ-
ences of 3 to 4K between dry and wet areas, which diminish towards fall.

• In the study area, the spatial differences caused by the snow melt and
by different soil moisture conditions add up, as wet areas on average fea-
ture greater snow depths and thus melt out later compared to dry areas.
Therefore, the degree-day totals of the snow-free period can differ by more
than 60% throughout the study area.

• The differences in the surface temperature between wet and dry areas are a
result of a different surface energy budget. In a model of the surface energy
budget, that can reproduce the surface temperatures of both wet and dry
sites, the turbulent fluxes at dry sites are dominated by the sensible heat
flux, while latent heat fluxes outweigh the sensible heat flux over wet areas.

• The sum of the turbulent fluxes depends on the net radiation, which turns
out to be a good control parameter for the occurrence and magnitude of
spatial variability between wet and dry areas: the maximum differences
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of the surface temperatures exist under clear-sky conditions with high
positive or negative values of net radiation, while the spatial variability
largely vanishes with declining net radiation towards fall and in case of
overcast conditions, respectively.

Ground thermal regime: From the extensive set of measurements, three
determining factors for the ground thermal regime can be condensed, that vary
both in space and time in the study area:

• The average surface temperature

• The snow depth

• The occurrence of rain-on-snow events

The impact on the soil temperatures is particularly pronounced, if sustained
variations of these factors occur on annual and multiannual timescales, i.e. a
pronounced increase in snow depth during an entire winter season or the cu-
mulative occurrence of rain-on-snow events in certain winters. For permafrost
monitoring and modeling schemes, an adequate representation of the three fac-
tors is indispensable.

Permafrost monitoring using MODIS LST: Remotely sensed land surface
temperatures (LST) from the Moderate Resolution Imaging Spectroradiometer
(MODIS) appear to be well suited as input for a permafrost monitoring scheme.
To evaluate the performance of MODIS LST for the study area, terrestrial ob-
servations of surface temperatures are compared to remotely sensed land surface
temperatures from MODIS. The following conclusions for LST-based permafrost
monitoring can be drawn:

• LST measurements from a satellite require clear-sky conditions, which
leads to strongly clustered time series of MODIS LST measurements. To
avoid an overrepresentation of fair-weather periods in temporal averages
and thus a potential bias, a robust gap filling algorithm is required for
prolonged periods with overcast skies, when satellite-derived LST mea-
surements are not available.

• The current version of the MODIS L2 LST data set contains strongly
erroneous measurements, which are presumably caused by incorrect cloud
detection. As the erroneous data points can give rise to a considerable bias
of temporal averages of the surface temperature, they must be detected
and discarded prior to application of a permafrost monitoring scheme.

• During winter, the combined effects of systematic overrepresentation of
clear-sky conditions and erroneous cloud detection cause a negative bias
of the average of MODIS LST of around 3K, which has been verified for
a time series of seven winter seasons.

• During summer, sustained differences in the average surface temperature
on the order of a few Kelvin occur on distances of less than 100m, which
are not resolved in satellite-based LST measurements. This clearly causes
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a bias of the summer surface temperature for some areas within a satellite
pixel.

Surface energy budget schemes: While the above statements in a strict
sense are only valid for the study area, they suggest principal deficiencies when
obtaining average surface temperatures for permafrost monitoring from MODIS
LST. Therefore, it is desirable to develop and validate alternative schemes, that
could facilitate monitoring of the ground thermal regime over larger areas.
In this thesis, a surface energy budget model has been developed, that concep-
tualizes the findings on the annual surface energy budget and the determining
factors for the ground thermal regime. Hence, it is designed to account for the
surface temperature, the dynamics of the snow cover and rain-on-snow events
using the 50-year record of globally available ERA reanalysis products. While
modeled surface temperatures are in excellent agreement with measurements
and clearly superior to the record of MODIS LST, the build-up dynamics of
the snow cover and the detection of rain-on-snow events from the precipitation
record of the reanalysis product have been identified as major shortcomings.
However, there is great potential in using remote sensing applications to over-
come these limitations.
To facilitate permafrost monitoring with a surface energy budget scheme on
large scales, one must find ways to estimate the required model parameters,
e.g. the albedo or the roughness length, with an adequate spatial resolution.
However, with an increasing number of remote sensing products available, data
fusion concept may allow great progress in this question, as they would allow
to integrate a variety of remotely sensed data sets, including MODIS LST, in
a surface energy budget scheme. While such ideas may evolve to a pan-arctic
permafrost monitoring scheme, they also contribute to improving model predic-
tions on the future thermal state of the permafrost.

Final notes: As a concluding remark to this thesis, the author wishes to em-
phasize the importance of extensive data sets on the surface energy budget,
or even more general, the importance of field observations in the Arctic. The
field measurements for this thesis have been performed at a site on Svalbard
where a significant warming trend is expected in the near future, so they can
be considered a baseline study to assess future shifts in the surface energy bud-
get and other variables. It must be emphasized that an ongoing monitoring of
radiation, land-atmosphere exchange processes and ground heat fluxes is indis-
pensable to gain a better understanding of climate changes and its impact on
permafrost. This should include the winter season, where the most pronounced
future warming is projected to occur in most arctic regions (e.g. Chapman and
Walsh, 2007), but for which few studies exist.
The correct representation of the surface energy budget is crucial in all coupled
land-atmosphere models. As stressed in the most recent Implementation Plan of
the “World Climate Research Programme” (wcrp.wmo.int, 2010), data sets on
the surface energy budget are fundamental in order to validate and potentially
improve such modeling schemes. In strong contrast to their recognized impor-
tance, comprehensive observations of soil, snow and atmospheric quantities are
extremely sparse in the Arctic. This study exemplifies the need to initiate sim-
ilar efforts at various locations across the climatic and ecological gradients in
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permafrost areas to eventually establish a pan-arctic data base. Such a compi-
lation would be of outstanding importance to improve the understanding of the
sensitivity of permafrost and high-latitude ecosystems and their susceptibility
to climate change.
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