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Abstract

The use of biomass as a CO$_2$-neutral renewable fuel and the only carbon containing renewable energy source is becoming more important due to the decreasing resources of fossil fuels and their effect on global warming. The projections made for the Renewable Energy Road Map [1] suggested that in the EU, the use of biomass can be expected to double, to contribute around half of the total effort for reaching the 20 % renewable energy target in 2020 [2]. To achieve this goal, efficient processes to convert biomass are required.

At the Karlsruhe Institute of Technology (KIT), Germany, a two-stage process called bioliq$®$ [3], for the conversion of biomass into synthetic fuel, is being developed. In this process, straw or other abundant lignocellulosic agricultural by-products are converted to syngas through fast pyrolysis and subsequent entrained flow gasification. After gas cleaning and conditioning, the syngas is converted into different chemicals via known processes such as direct methanol synthesis or Fischer-Tropsch synthesis.

The prime goal of this thesis was the modeling and simulation of the gasification of biomass-based pyrolysis oil-char slurries in an entrained flow gasifier, which is an important step of the bioliq$®$ process. Computational Fluid Dynamics (CFD), as a powerful tool for modeling and simulation of fluid flow processes, was utilized in this thesis.

A lab scale entrained flow gasifier, located at KIT, was simulated using the CFD code ANSYS FLUENT 12.0. Due to the turbulent nature of the flow, the realizable $k$-$\varepsilon$ model was used to model the turbulence. The discrete phase model (DPM) was employed to describe the fluid phase, consisting of char particles suspended in
ethylene glycol. Ethylene glycol served as non-toxic model fuel for pyrolysis oil, mainly because of its similar C/H/O-ratio and its similar physical properties to biomass derived liquid pyrolysis products.

A detailed reaction mechanism for high temperature oxidation of ethylene glycol was implemented in the CFD code. The mechanism comprised of 43 chemical species and 629 elementary reactions. The use of detailed chemistry enables one to have a deeper insight into the gasification process. Turbulence-chemistry interactions were modeled with the eddy dissipation concept (EDC). The in-situ adaptive tabulation (ISAT) procedure was employed to dynamically tabulate the chemistry mappings and reduce computer time for the simulation. The effect of the thermal radiation was taken into account by using the discrete ordinates model (DOM). The radiative properties of the gas were described with the weighted sum of gray gases model (WSGGM).

The simulation results were compared with the experimental measurements wherever possible, with good agreement. The simulations depicted the importance of the recirculation zone in entrained flow gasification. Furthermore, the main reaction path of ethylene glycol gasification could be observed and analyzed.

In order to study the effect of boundary conditions on the gasification process, a series of simulations were done to perform sensitivity analysis. Four parameters were varied, namely: oxidizer and fuel inlet temperatures, the oxidizer composition, the air-fuel ratio and the operating pressure of the gasifier. Effects of the parameter variations on the gasification efficiency and the composition of the product gas were studied. Three different chemistry models (i.e. equilibrium chemistry, flamelet model and EDC) were studied in this thesis. Their relative advantages and disadvantages for the simulation of gasification processes were examined. The EDC model proved to be the better choice for entrained flow gasifiers with recirculation zones.

The slurry gasification simulations were performed to study the effects of the mass fractions of the char particles on the process. With the aid of the detailed chemistry model, sub-processes could be analyzed and suggestions for the improvement could be made.

The simulations performed in this work help to better understand the gasification process inside entrained flow gasifiers and considerably reduce the number of experiments needed to characterize the system. The simulations produced spatial and temporal profiles of different system variables that are sometimes impossible to measure or are accessible only by expensive experiments. However, more experimental
measurements help to validate and optimize the CFD model. The sensitivity analyses performed in this study are considered as a basis to find optimized operating conditions and assist the successful scale-up of entrained flow gasifiers.
Zusammenfassung


Schwerpunkt dieser Arbeit ist die Modellierung und numerische Simulation des Vergasungsprozesses von biomassestämmigen Öl-Koks-Produkts in einem Flugstromvergaser nach dem bioliq®-Verfahren. Numerische Strömungssimulation (Computational Fluid Dynamics - CFD) wurde im Rahmen dieser Arbeit als eine effiziente Methode zur Modellierung reaktiver Strömungen verwendet.

Die Simulation eines Versuchsreaktors des KIT wird in der vorliegender Arbeit mit der CFD-Simulationsoftware ANSYS FLUENT 12.0 durchgeführt. Für die Beschreibung des turbulenten Strömungsfeldes wird das ”realizable” $k$-$\varepsilon$-Modell verwendet. Zur Modellierung der diskreten Phase (flüssiges Ethylenglykol und Kokspar-
tikel) wurde das Discrete-Phase-Modell (DPM) verwendet. Ethylenglykol diente aufgrund vergleichbarer physikalischer Eigenschaften sowie ähnlicher C/H/O-Verhältnis als Modellsubstanz für Pyrolyseöl.


Durch die Computersimulationen lässt sich die Zahl von zeits und kostenintensiven Experimenten reduzieren. Zudem erhält man eine zeitliche und/oder örtliche Auflösung der Teilprozesse des Gesamtsystems und kann Prozessgrößen charakterisieren, die mit experimentellen Methoden nicht, oder nur unter erheblichen Aufwand, zu bestimmen sind. Um jedoch die Verlässlichkeit der CFD-Simulationen zu gewährleisten, müssen jedoch auch mehr Validierungsexperimente durchgeführt werden. Die
in dieser Arbeit durchgeführten Sensitivitätsanalysen können als eine Basis für die Festlegung von optimierten Betriebsbedingungen verstanden werden und können bei der Skalierung des Flugstromvergasers unterstützend eingesetzt werden.
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1. Introduction

The use of biomass as a CO$_2$-neutral renewable fuel and the only carbon containing renewable energy source is becoming more important due to the decreasing resources of fossil fuels and their effect on global warming. Hence, it is expected that biomass substitutes gradually a fraction of fossil fuels. In the EU, around 5% of final energy consumption is from bio-energy. The projections made for the Renewable Energy Road Map [1] suggested that the use of biomass can be expected to double, to contribute around half of the total effort for reaching the 20% renewable energy target in 2020 [2]. Efficient biomass conversion processes are required to achieve this goal. Biomass as a source of energy and the different conversion methods are discussed briefly in section 1.1. These methods are divided in two main groups, i.e. the biochemical and the thermochemical conversion methods. One advantage of thermochemical conversion is that it is typically faster than the biochemical conversion [4]. At the Karlsruhe Institute of Technology (KIT), Germany a two-stage process -bioliq® [3]- for biomass conversion into synthetic fuel is being developed based on a thermochemical conversion path. In this process, straw or other abundant lignocellulosic agricultural by-products are converted to syngas through fast pyrolysis and subsequent entrained flow gasification. After gas cleaning and conditioning, the syngas is converted into different chemicals via known processes such as direct methanol synthesis or Fischer-Tropsch synthesis. The bioliq® process will be discussed in more detail in section 1.2.

Through the entrained flow gasification as the second step in the bioliq® process, the biomass-based liquid slurry is converted into syngas. The goal of this study is the modeling and simulation of the gasification process inside an entrained flow gasifier and parametric studies to improve the knowledge on the biomass gasification process.
1.1 Biomass Gasification

Not long ago, humans’ basic survival depended in whole or in part on the availability of biomass as a source of food and as an energy source for heating and cooking. Civilization began its energy use by burning biomass. The use of fossil fuels as a major energy source dates back to the recent centuries. According to United Nations Framework Convention on Climate Change (UNFCCC) [5], biomass is defined as non-fossilized and biodegradable organic material originating from plants, animals and micro-organisms. This shall also include products, by-products, residues and waste from agriculture, forestry and related industries as well as the non-fossilized and biodegradable organic fractions of industrial and municipal wastes.

Based on this definition, one can divide biomass into two basic groups:

- Virgin biomass which includes wood, plants and leaves (ligno-cellulose); and crops and vegetables (carbohydrates).
- Waste which includes municipal solid wastes, sewage, animal and human wastes and gases derived from landfilling, etc.

These two groups of biomass with their subclassifications are listed in Table 1.1 [6].

A major part of the virgin biomass and forestry and industrial wastes are lignocellulosic material whose major constituents are cellulose, hemicellulose and lignin. Smaller amounts of pectin, protein, extractives and ash are also part of biomass [7]. Table 1.2 shows the composition of some selected biomass sources. The composition can vary from one type to another and also inside the type due to different factors such as climate and time of harvest.

The ligno-cellulosic biomass is not a part of the human food chain and has a good potential for being used in bioenergy production. There are two major pathways as well as to design entrained flow gasifiers. Computational Fluid Dynamics (CFD), as a powerful tool for modeling and simulation of fluid flow processes, is utilized in this work. CFD simulations are nowadays easy to perform, and when sufficiently validated through experimental data, become a powerful design and optimization tool. As far as industrial applications are concerned, accurate simulation tools can be utilized for the scale-up of devices.
for biomass conversion (Figure 1.1); i.e. biochemical conversion and thermochemical conversion. The biochemical conversion is subdivided to aerobic and anaerobic digestion and fermentation. Details about the biochemical conversion path can be found in [6] and [8]. The second path, the thermochemical conversion, has three important subdivisions, i.e. combustion, pyrolysis, and gasification.

Combustion involves high-temperature conversion of biomass in excess air into carbon dioxide and steam. Large amounts of heat are produced in this process. Combustion processes are available for conversion of virgin and waste biomass feed stocks to heat, steam, and electric power in advanced combustion systems.

Biomass pyrolysis can be described as the direct thermal decomposition of the organic components in biomass, in the absence of oxygen, to yield liquid and solid derivatives and fuel gases. In this process, large hydrocarbon molecules of biomass are broken into smaller hydrocarbon molecules. The amount of liquid, solid and gas products depends on pyrolysis operating conditions like temperature, pressure, heating rate and residence time inside the reactor. Unlike combustion, pyrolysis is not an exothermic process.
1.1. Biomass Gasification

<table>
<thead>
<tr>
<th></th>
<th>Cellulose (%)</th>
<th>Hemicellulose (%)</th>
<th>Lignin (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Willow</td>
<td>50</td>
<td>19</td>
<td>25</td>
</tr>
<tr>
<td>Larch</td>
<td>26</td>
<td>27</td>
<td>35</td>
</tr>
<tr>
<td>Switchgrass</td>
<td>45</td>
<td>32</td>
<td>12</td>
</tr>
<tr>
<td>Corn cobs</td>
<td>45</td>
<td>35</td>
<td>15</td>
</tr>
<tr>
<td>Wheat straw</td>
<td>30</td>
<td>50</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 1.2: Composition of some biomass sources [6, 7]

Gasification, which is the focus of this study, converts fossil or non fossil fuels into useful gases. It requires a medium for reaction, which can be gas or supercritical water [6]. Gaseous media include air, oxygen, steam, or a mixture of these. The gasifying agents react with solid carbon and (heavier) hydrocarbons to convert them into low-molecular-weight gases like CO and H$_2$. The product gases (syngas) can then be converted on catalysts into various products like Fischer-Tropsch (FT) diesel, olefins, methanol, ethanol, dimethyl ether (DME), hydrogen or other chemicals as can be seen in figure 1.2.

There are some major differences between gasification and combustion. Gasification packs energy into chemical bonds while combustion releases it. The gasification process takes place in reducing (oxygen-deficient) environments requiring heat, but in case of combustion the environment is oxidizing. In contrary to product gases from gasification, combustion product gases do not have a useful heating value.
Gasifiers are classified mainly on the basis of their gas-solid contact-mode and gasifying medium. Based on the gas-solid contact-mode, there are three major types of gasifiers used in industry [9]:

1. **Moving or Fixed Bed Gasifiers**
   - Updraft gasifiers
   - Downdraft gasifiers
   - Crossdraft gasifiers

2. **Fluidized Bed Gasifiers (FBG)**
   - Bubbling FBG
   - Circulating FBG

3. **Entrained Flow Gasifiers (EFG)**
   - Down Flow EFG
   - Up Flow EFG

In the fixed bed gasifiers, the solid fuel is supported in a fixed bed (grate) through which the gasifying medium flows in counter-current (updraft), co-current (downdraft) or cross-current (crossdraft) configurations. In the fluidized bed gasifiers, the fuel is fed to a suspended (bubbling) or circulating hot solid bed. The bed is kept in a fluidized condition by passing the gasifying medium at appropriate velocities through it. These and other types of gasifiers such as indirect gasifiers, cyclone gasifiers and heat pipe gasifiers are discussed in [9] in detail.

The gasifier used for this study is of entrained flow type. Entrained flow gasifiers normally use fuel in the form of gas, powder, or slurry and are widely used for large scale gasification of coal, petroleum coke, and refinery residues and are also a good choice for biomass-based slurry gasification. These gasifiers are characterized by fuel particles dragged along with the gas stream. This generally means short residence times, high temperatures, and small fuel particles [10]. The fuel is mixed with the oxidizing agent and gasified in a powder flame at high temperatures generally exceeding 1200 °C. This allows production of a gas rich in CO and H₂ that is nearly tar-free and has a very low methane content. A properly designed and operated entrained flow gasifier can have a carbon conversion rate close to 100% [6]. Another advantage of this type of gasifier is that the high temperatures and pressures result in a leach resistance molten slag.
1.2 The bioliq® Process

About 30 million tons of dry straw and wood residues from forestry are available in Germany per year for energetic usages [12]. This is about 43% of the total amount of biomass produced in Germany. But the bulky and inconvenient form of biomass is a major barrier to industrial utilization of this energy source. Unlike gas or liquid, biomass cannot be handled, stored, or transported easily. This provides a major motivation for the conversion of solid biomass into liquid and gaseous fuels, which can be achieved through one of two major paths: (1) biochemical (fermentation) and (2) thermochemical (pyrolysis, gasification).

Based on the thermochemical conversion path, a two step pyrolysis/gasification process called bioliq® (biomass liquefaction) is developed at the Karlsruhe Institute of Technology (KIT), Germany [13]. In the first stage of the process, straw or other abundant lignocellulosic agricultural by-products are liquefied by fast pyrolysis at 500 °C and atmospheric pressure in an inert atmosphere using a twin screw reactor [3]. The purpose of fast pyrolysis is to gain as much liquid pyrolysis oil as possible with low yield of char and gas. The pyrolysis oil is then mixed with the char to prepare a slurry with up to 90% of the original biomass energy content [3]. The slurries prepared in decentral facilities are transported by rail to a large central plant for gasification and fuel production.

The gasification process is performed by utilizing an entrained flow gasifier using technical O₂ as oxidizing agent. The gasification temperature and pressure are high, usually above 1200 °C and 30 bar [13], to achieve a tar-free syngas with low methane

---

Figure 1.2: Pathways of syngas to chemicals [11]
content. After gas cleaning and adjustment of the H\textsubscript{2}/CO ratio with the water gas shift reaction and CO\textsubscript{2} removal, the pure syngas can be converted on catalysts into various products like Fischer-Tropsch (FT) diesel, methanol, dimethyl ether (DME), olefins, hydrogen or other chemicals [14].

Figure 1.3 shows the process steps of bioliq\textsuperscript{®}. After fast pyrolysis of biomass and slurry preparation in regional plants, the slurry is transported to large central plants for gasification, gas cleaning and fuel synthesis steps.

**Figure 1.3:** The bioliq\textsuperscript{®} process steps (adapted from [15])

### 1.3 Computational Fluid Dynamics Modeling

Combustion and gasification have been a very important part of the energy conversion processes and remain key technologies for the foreseeable future. Effective and economic usage of energy resources as well as protecting the environment by producing less CO\textsubscript{2} and other pollutants during thermochemical processes need the employment of efficient conversion processes. Significant efforts have been focused
on the development of numerical models of thermochemical reactors (such as combustors, boilers and gasifiers). Due to availability of efficient computer systems nowadays, the numerical modeling techniques such as Computational Fluid Dynamics (CFD) methods are used in industry as well as in academia. CFD simulations help to optimize the system design and operation and understand the physical and chemical processes inside a reactor. They give the necessary predictive capacity for designing such systems. CFD modeling has established itself as a powerful tool for the development of new ideas and technologies. A good mathematical model can find optimum operating conditions, identify areas of concern or danger in operation, provide information on extreme operating conditions (high temperature, high pressure) where experiments are difficult to perform and helps to better interpret experimental results. Last but not least, modeling can address scale-up problems from one successfully operating size to another and from one feedstock to another.

Commercial software such as ANSYS CFX, ANSYS Fluent and CFD2000, as well as non-commercial codes, are available for CFD simulations. A review and comparison of these codes is given in [16] and [17]. ANSYS FLUENT 12.0 software is used in the framework of this study.

In the field of biomass combustion and gasification modeling, one still faces significant challenges due to complexity of the biomass composition. Many CFD studies have been performed for different biomass to energy conversion systems such as combustion [18, 19] or gasification systems [20, 21]. Through such simulations, the number of experiments needed to characterize the system can be considerably reduced. The simulations produce spatial and temporal profiles of different system variables that are either impossible to measure or are accessible only by expensive experiments.

1.4 Scope of this Thesis

This thesis is a part of the project "Synthesegaserzeugung durch Flugstromvergasung von Oel/Koks-Slurrys aus Biomasse - Grundlagen zur Prozessoptimierung" (Syngas generation by entrained flow gasification of biomass-based slurry - basics of process optimization) utilizing the bioliq® process. Within the framework of the project, the gasification process inside a lab scale entrained flow gasifier [22] is modeled and the CFD simulation is done using the commercially available software ANSYS FLUENT 12.0.

In order to perform a CFD simulation of a flow, the governing partial differential equations need to be solved numerically. These equations comprise the mass con-
1.4. Scope of this Thesis

The governing equations and the additional physical and chemistry models are generally in the form of partial differential equations, the solution of which requires numerical methods. This thesis uses the finite volume method which will be discussed in Chapter 5 in more detail.

The CFD simulation results are presented in Chapter 6 along with the parameter studies conducted to identify the effect of different operating parameters such as inlet temperatures, oxidizer composition, air-fuel ratio, and pressure on the gasification process. Furthermore, the effect of the turbulence-chemistry coupling model - discussed in Chapter 4 - are studied here. At the end of this chapter, the results of the slurry gasification simulation are presented.

In Chapter 7, the important results and findings are summarized and the perspective for future work and a few improvement propositions are given.
2. Governing Equations

The basic set of equations for continuous phase flow computation comprises the mass conservation equation, the momentum conservation equation and the energy conservation equation. The governing equations set for a general 3-dimensional fluid flow is known as Navier-Stokes equations. The equations describe both laminar and turbulent flows. In case of a chemically reacting flow, the system at each point can be completely described by specifying temperature, pressure, density and the velocity of the flow as well as the concentration of each species [23]. The latter is computed from corresponding chemical species conservation equations.

In this chapter the conservation equations are presented. Additional equations for modeling turbulence, chemistry, the discrete phase, and radiation are discussed in the following chapters.

2.1 Mass Conservation Equation

The general form of the mass conservation equation, also known as the continuity equation, is written as follows:

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{v}) = S_m$$  \hspace{1cm} (2.1)

The source $S_m$ is the mass added to the continuous phase from the dispersed second phase (e.g., due to vaporization of liquid droplets).
2.2 Momentum Conservation Equation

The momentum equation, based on the Newton’s laws of motion, relates the sum of the forces acting on a fluid element to its acceleration which is the rate of change of momentum in the direction of the resultant force [24].

The momentum conservation equation can be written in the following form [25]:

\[
\frac{\partial}{\partial t}(\rho \vec{v}) + \nabla \cdot (\rho \vec{v} \vec{v}) = -\nabla p + \nabla \cdot (\vec{\tau}) + \rho \vec{g} + \vec{F} \tag{2.2}
\]

where \( p \) is the static pressure, \( \rho \vec{g} \) and \( \vec{F} \) are the gravitational body force and external body forces (e.g., that arise from interaction with the dispersed phase [26]), respectively.

The stress tensor \( \vec{\tau} \) in Equation 2.2 is defined by:

\[
\vec{\tau} = \mu \left[ (\nabla \vec{v} + \nabla \vec{v}^T) - \frac{2}{3}(\nabla \cdot \vec{v})I \right] \tag{2.3}
\]

where \( I \) is the unity matrix and \( \vec{v}^T \) is the transpose of \( \vec{v} \).

2.3 Energy Conservation Equation

Based on the first law of thermodynamics, stating that the internal energy gained by a system must be equal to the heat absorbed by the system minus work done by the system, one can obtain the equation of conservation of energy in the general form as follows:

\[
\frac{\partial}{\partial t}(\rho E) + \nabla \cdot (\vec{v}(\rho E + p)) = \nabla \cdot \left( \lambda_{\text{eff}} \nabla T - \sum_{j=1}^{N} h_j \vec{J}_j + (\vec{\tau} \cdot \vec{v}) \right) + S_h \tag{2.4}
\]

where \( \lambda_{\text{eff}} \) is the effective thermal conductivity which will be defined in Chapter 3. The first three terms of the right hand side of the Equation 2.4 represent heat flux due to conduction according to the Fourier law of conduction, species diffusion and viscous dissipation due to normal shear stresses, respectively. The source term accounts for heat of chemical reactions, radiation and interaction with the dispersed phase [26] (see chapters 3 and 4).

In the above equation,

\[
E = h - \frac{p}{\rho} + v^2 / 2 \tag{2.5}
\]
where the enthalpy \( h \) is defined as

\[
h = \sum_{j=1}^{N} Y_j h_j, \tag{2.6}
\]

with \( Y_j \) being the mass fraction of species \( j \) and

\[
h_j = \int_{T_{ref}}^{T} c_{p,j} \, dT. \tag{2.7}
\]

In the case of nonpremixed combustion (Section 4.2), assuming unity Lewis number \( (Le = 1) \), the following equation for the total enthalpy is solved

\[
\frac{\partial}{\partial t} (\rho H) + \nabla \cdot (\rho \vec{v} H) = \nabla \cdot \left( \frac{\lambda}{c_p} \nabla H \right) + S_H \tag{2.8}
\]

where the total enthalpy \( H \) is defined as

\[
H = \sum Y_j H_j \tag{2.9}
\]

and

\[
H_j = \int_{T_{ref}}^{T} c_{p,j} \, dT + h_{j0}^0(T_{ref}) \tag{2.10}
\]

with \( h_{j0}^0(T_{ref}) \) being the enthalpy of formation of species \( j \) at the reference temperature.

The Lewis number which quantifies the ratio of thermal diffusivity to mass diffusivity is defined as

\[
Le = \frac{\lambda}{\rho c_p D_{i,m}}. \tag{2.11}
\]

2.4 Species Conservation Equation

For each chemical species \( i \), a convection-diffusion conservation equation is to be solved to calculate the corresponding species mass fraction \( (Y_i) \). This equation known as species mass conservation equation has the following general form

\[
\frac{\partial}{\partial t} (\rho Y_i) + \nabla \cdot (\rho \vec{v} Y_i) + \nabla \cdot \vec{J}_i = R_i + S_i \tag{2.12}
\]
2.5 Reynolds- and Favre-Averaging

where $R_i$ is the rate of production of species $i$ due to chemical reactions (see chapter 4) and $S_i$ is any other source term. The diffusion flux $\vec{J}_i$ of the species $i$ is given by

$$\vec{J}_i = - \left( \rho D_{i,m} + \frac{\mu_t}{Sc_t} \right) \nabla Y_i - D_{T,i} \frac{\nabla T}{T}.$$  (2.13)

The diffusion flux term consists of the regular mass diffusion term according to the Fick’s law and a thermal diffusion term according to the Soret effect [23]. $Sc_t$ and $\mu_t$ are the turbulent Schmidt number and viscosity (discussed in chapter 3) respectively.

In turbulent flows it is not generally required to specify detailed laminar diffusion properties as the turbulent properties overwhelm the laminar ones [26]. $D_{T,i}$ is called coefficient of thermal diffusion which is only important for light species and low temperature [23].

When the system consists of $N$ species, the equation 2.12 needs to be solved for $N - 1$ species as according to the definition of $Y_i$ the sum of mass fractions of all species is unity. Therefore for the last species the mass fraction is calculated as one minus the sum of $N - 1$ solved mass fractions [26].

2.5 Reynolds- and Favre-Averaging

Full numerical solution of Navier-Stokes equation is a very difficult task for most engineering applications. In such flow problems with turbulent nature, the information of interest is limited usually to determine the mean values of quantities of interest, some measures for the extend of fluctuation and some measure to correlate these various quantities.

The idea of averaging consists in neglecting the whole set of flow details and consider that the flow can be described as the superposition of the mean field and a fluctuating field defined as the difference between the instantaneous and the mean field [25].

In Reynold averaging (also called time averaging), each quantity $\phi$ is composed of a mean and fluctuating value.

$$\phi = \bar{\phi} + \phi',$$

$$\bar{\phi} = \frac{1}{t_\phi} \int_0^{t_\phi} \phi(t) dt,$$

$$\bar{\phi}' = 0,$$  (2.14)
where \( t_\phi \) is a large enough time to average out the fluctuations in \( \phi \).

Substituting expressions of this form for the flow variables into the instantaneous Navier-Stokes equations and taking a time (or ensemble) average, one gets the so-called Reynolds-averaged Navier-Stokes equations (RANS).

Another form of averaging the equations is the Favre averaging (density-weighted average), in which all fluid mechanical quantities except pressure are mass averaged. Thus for a quantity \( \phi \),

\[
\phi = \tilde{\phi} + \phi'',
\]

\[
\tilde{\phi} = \frac{\rho \phi}{\bar{\rho}},
\]

\[
\rho \phi'' = 0.
\]

In equations 2.14 and 2.15, the bar indicates the Reynolds time averaging whereas the tilde denotes mass averaging. A double prime indicates the fluctuation about the mass-averaged mean and prime sign shows fluctuations for time averaging method.

Favre averaging has considerable advantages in simplifying the formulation of the averaged Navier-Stokes equations in variable density flows. In the momentum equations, but also in the balance equations for energy and the chemical species, the convective terms are dominant in high Reynolds number flows. Since these contain products of the dependent variables and the density, Favre averaging is the method of choice [27].

Conservation equations obtained by Favre averaging are identical in form to the RANS equations for constant density flow, making Favre averaging only a mathematical formalism [28, 29].

Reynolds averaged equations for mass and momentum conservation (equations 2.1 and 2.2) are as follows:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \bar{v}) = \bar{S}_m,
\]

\[
\frac{\partial \rho}{\rho} \frac{\partial \bar{v}}{\partial t} + \nabla \cdot (\rho \bar{v} \bar{v}) = -\nabla \bar{p} + \nabla \cdot (\bar{\tau}) - \nabla \cdot (\rho \bar{v} \bar{v}) + \rho \ddot{g} + \bar{F}.
\]

Applying Favre averaging to equations 2.1 and 2.2 one obtains

\[
\frac{\partial \tilde{\rho}}{\partial t} + \nabla \cdot (\tilde{\rho} \tilde{v}) = \tilde{S}_m,
\]
\[
\frac{\partial}{\partial t}(\bar{\rho}\bar{\vec{v}}) + \nabla \cdot (\bar{\rho}\bar{\vec{v}}\bar{\vec{v}}) = -\nabla \bar{p} + \nabla \cdot (\bar{\rho}\bar{\vec{v}}\bar{\vec{v}}) + \bar{\rho} \bar{g} + \bar{\vec{F}}. \tag{2.19}
\]

Equations 2.17 and 2.19 are similar to Equation 2.2 except for the third term on the right hand side ($\nabla \cdot (\rho\vec{v}'\vec{v}')$ and $\nabla \cdot (\bar{\rho}\bar{\vec{v}}'\bar{\vec{v}}')$) due to the fluctuation in turbulent flows. These unknown correlation terms need to be modeled to close the equation system (see Section 3.1).
3. Physical Models

In this chapter, physical models are described that, in addition to the governing equations discussed in chapter 2, are required for the simulation of the fluid flow inside an entrained flow gasifier. These models take into consideration the effect of turbulence, thermal radiation and the interaction of the gas phase with the liquid fuel phase. The standard $k$-$\varepsilon$ turbulence model will be introduced together with an improved version of it, called realizable $k$-$\varepsilon$ model, which is used in this thesis for the modeling of turbulent fluid flow in the gasifier. The discrete ordinates model will be discussed in section 3.2 which is used to solve the thermal radiation transfer equation. In section 3.3, the discrete phase model (DPM), which utilizes the Euler-Lagrange approach to model the liquid fuel phase, will be discussed in detail.

3.1 Turbulence

Hinze [29] has defined a turbulent fluid motion as an irregular condition of flow with random spatio temporal variation of various quantities so that statistically distinct average values can be discerned. Turbulence causes an enhancement in mixing and accounts for the flow regime in most of the combustion applications.

As already discussed in section 2.5, each quantity is defined as a sum of an averaged value and a fluctuating part. The averaging method introduces additional unknown terms in the momentum equation. These terms are called Reynolds Stresses, defined as

$$Re_{ij} = \rho u'_i u'_j$$ (3.1)
which stem from the momentum transfer by fluctuating velocity field. To model these stresses, the Boussinesq assumption [29] is used stating that

$$-ρu_i u_j = μ_t \left( \frac{∂u_i}{∂x_j} + \frac{∂u_j}{∂x_i} \right) - \frac{2}{3} \left( ρk + μ_t \frac{∂u_k}{∂x_k} \right) δ_{ij} \quad (3.2)$$

where $μ_t$ is called turbulent (eddy) viscosity which, unlike the molecular viscosity, is not a property of the fluid. The closure problem is solved by expressing the turbulent viscosity in terms of known or calculable quantities. There are different methods to model turbulence, based on the number of transport equations solved to calculate $μ_t$, such as zero-equation models, one-equation models and two-equations models. The zero-equation model is nowadays obsolete [23]. In the one-equation models, as the name suggests, only one additional differential equation is solved to calculate the turbulent viscosity. $k-\varepsilon$ and $k-\omega$ models are nowadays common types of turbulence models, which belong to the two-equation models category. The $k-\varepsilon$ model, which defines the turbulent viscosity as a function of turbulent kinetic energy $k$ and its dissipation rate $\varepsilon$, is used in the current work. The $k-\omega$ model solves two transport equations for turbulent kinetic energy $k$ and specific dissipation $\omega$, which can be thought as the ratio of $\varepsilon$ to $k$ [30].

### 3.1.1 Standard $k-\varepsilon$ Model

The standard $k-\varepsilon$ model was first proposed by Launder and Spalding [31] and is one of the most used turbulence models in computational fluid dynamics due to its robustness and reasonable accuracy for a wide range of flows. It is a semi empirical model based on transport equations for turbulent kinetic energy $k$ and its dissipation rate $\varepsilon$. In the derivation of the model it is assumed that the flow is fully turbulent, and the effects of molecular viscosity are negligible [26]. Therefore it is valid only for fully turbulent flows.

The transport equations for turbulent kinetic energy and its dissipation rate are defined as

$$\frac{∂}{∂t}(ρk) + \frac{∂}{∂x_i}(ρk u_i) = \frac{∂}{∂x_j} \left[ (μ + \frac{μ_t}{σ_k}) \frac{∂k}{∂x_j} \right] + G_k - ρ\varepsilon + S_k \quad (3.3)$$

$$\frac{∂}{∂t}(ρ\varepsilon) + \frac{∂}{∂x_i}(ρ\varepsilon u_i) = \frac{∂}{∂x_j} \left[ (μ + \frac{μ_t}{σ_\varepsilon}) \frac{∂\varepsilon}{∂x_j} \right] + C_{1\varepsilon} \frac{\varepsilon}{k} G_k - C_{2\varepsilon} \frac{ρ\varepsilon^2}{k} + S_\varepsilon \quad (3.4)$$

where $S_k$ and $S_\varepsilon$ are the source terms for $k$ and $\varepsilon$, respectively and $G_k$ is the term for the production of turbulent kinetic energy due to the mean velocity gradients. The
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<table>
<thead>
<tr>
<th></th>
<th>$C_{1\varepsilon}$</th>
<th>$C_{2\varepsilon}$</th>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$\sigma_k$</th>
<th>$\sigma_\varepsilon$</th>
<th>$C_\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard $k-\varepsilon$</td>
<td>1.44</td>
<td>1.92</td>
<td>—</td>
<td>—</td>
<td>1.0</td>
<td>1.3</td>
<td>0.09</td>
</tr>
<tr>
<td>Realizable $k-\varepsilon$</td>
<td>—</td>
<td>—</td>
<td>Eq. 3.9</td>
<td>1.9</td>
<td>1.0</td>
<td>1.2</td>
<td>Eq. 3.12</td>
</tr>
</tbody>
</table>

Table 3.1: Values of constants for $k-\varepsilon$ models ([26, 32])

empirical values for $k$ and $\varepsilon$ Prandtl numbers ($\sigma_k$ and $\sigma_\varepsilon$) as well as the constants $C_{1\varepsilon}$ and $C_{2\varepsilon}$ are listed in Table 3.1.

The term $G_k$ is defined as

$$G_k = \mu_t S^2$$ (3.5)

with $S$ being the modulus of the mean rate-of-strain tensor defined as

$$S = \sqrt{2S_{ij}S_{ij}}.$$ (3.6)

The turbulent viscosity is computed from

$$\mu_t = \rho C_\mu \frac{k^2}{\varepsilon}$$ (3.7)

where $C_\mu$ has a constant value as listed in Table 3.1

3.1.2 Realizable $k-\varepsilon$ Model

The standard $k-\varepsilon$ model has some deficiencies such as anomaly about the spreading rate of planar and round jets [32]. To overcome these problems, a recent development of $k-\varepsilon$ model is proposed by Shih et al. [32] called realizable $k-\varepsilon$ model. It differs from the standard $k-\varepsilon$ model in two ways. First, it contains a new formulation for the turbulent viscosity. Second, a new transport equation for the dissipation rate has been derived from an exact equation for the transport of the mean-square vorticity fluctuation. The term realizable means that the model satisfies certain mathematical constraints on the Reynolds stresses, consistent with the physics of turbulent flows.

The equation for turbulent kinetic energy is the same as that of the standard $k-\varepsilon$ model (equation 3.3).

For the rate of dissipation ($\varepsilon$), the following equation is proposed
\[
\frac{\partial}{\partial t} (\rho \varepsilon) + \frac{\partial}{\partial x_j} (\rho \varepsilon u_j) = \frac{\partial}{\partial x_j} \left( \mu + \frac{\mu_t}{\sigma_\varepsilon} \frac{\partial \varepsilon}{\partial x_j} \right) + \rho C_1 S \varepsilon - \rho C_2 \frac{\varepsilon^2}{k} + \sqrt{\nu \varepsilon} + S \varepsilon \tag{3.8}
\]

where \( C_1 \) is found to be a simple function of the time scale ratio of the turbulence to the mean strain, \( \eta \)

\[
C_1 = \max \left[ 0.43, \frac{\eta}{\eta + 5} \right] \tag{3.9}
\]

with

\[
\eta = \frac{k}{\varepsilon} \tag{3.10}
\]

and \( S \) defined by Equation 3.6. For the production of turbulent kinetic energy \( (G_k) \), the same equation (Equation 3.5) is used as in the case of the standard \( k-\varepsilon \) model.

As in the standard \( k-\varepsilon \) model, the turbulent viscosity is defined by Equation 3.7

\[
\mu_t = \rho C_\mu \frac{k^2}{\varepsilon} \tag{3.11}
\]

where the value of \( C_\mu \) is not a constant anymore and is defined as

\[
C_\mu = \frac{1}{A_0 + A_s \frac{k U^*}{\varepsilon}} \tag{3.12}
\]

where

\[
U^* = \sqrt{S_{ij} S_{ij} + \tilde{\Omega}_{ij} \tilde{\Omega}_{ij}} \tag{3.13}
\]

and

\[
\tilde{\Omega}_{ij} = \Omega_{ij} - 2 \varepsilon_{ijk} \omega_k, \tag{3.14}
\]

\[
\Omega_{ij} = \bar{\Omega}_{ij} - \varepsilon_{ijk} \omega_k, \tag{3.15}
\]

with \( \tilde{\Omega}_{ij} \) being the mean rate-of-rotation tensor viewed in a rotating reference frame with the angular velocity \( \omega_k \). The model constant \( A_0 = 4.04 \) and \( A_s \) is given by [32]:

\[
A_s = \sqrt{6} \cos \phi \tag{3.16}
\]
where

$$\phi = \frac{1}{3} \cos^{-1}(\sqrt{6}W),$$  \hspace{1cm} (3.17)

$$W = \frac{S_{ij}S_{jk}S_{ki}}{S^3},$$  \hspace{1cm} (3.18)

$$\tilde{S} = \sqrt{S_{ij}S_{ij}},$$  \hspace{1cm} (3.19)

and

$$S_{ij} = \frac{1}{2} \left( \frac{\partial u_j}{\partial x_i} + \frac{\partial u_i}{\partial x_j} \right).$$  \hspace{1cm} (3.20)

It can be seen that $C_\mu$ is a function of the mean strain and rotation rates, the angular velocity of the system rotation and the turbulence field. The model coefficients are summarized in Table 3.1.

The realizable $k$-$\varepsilon$ model has been validated for a wide range of flow types. Its performance has been found to be substantially better than that of the standard $k$-$\varepsilon$ model [32].

For both standard and realizable $k$-$\varepsilon$ models, the effective thermal conductivity used in energy equation (Equation 2.4) is defined as

$$\lambda_{\text{eff}} = \lambda + \frac{c_p\mu t}{Pr_t}$$  \hspace{1cm} (3.21)

where, for the turbulent Prandtl number the value of $Pr_t = 0.85$ is used [26].

### 3.2 Thermal Radiation

All substances emit and absorb electromagnetic radiation continuously. The emitted radiation is, due to the molecular and atomic agitation, associated with the internal energy of the material [33]. Those radiations occupying intermediate wavelength range (approximately between $10^{-1}\mu$m and $10^{3}\mu$m) are called thermal radiation [33].

The importance of thermal radiation for gasification and combustion properties is its dependence on temperature. Generally for conduction and convection heat transfer,
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the heat flux depends on the first power of temperature difference. The thermal radiative heat flux

\[ Q_{\text{rad}} = \sigma (T_{\text{max}}^4 - T_{\text{min}}^4) \]  

(3.22)

shows that the transfer of energy depends on the difference between the absolute temperatures each raised to a power of four. This depicts that the radiation heat transfer will be important at high absolute temperature difference levels. Consequently, one has to consider thermal radiation in combustion processes.

3.2.1 Radiative Transfer Equation

Radiation along a certain path is enhanced by emission and by scattering from other directions and is attenuated by absorption and scattering. Employing these concepts (see [33]), an equation governing the radiation intensity along a path through a medium is developed. This equation is called Radiative Transfer Equation (RTE) having the form

\[ \frac{dI(\vec{r}, \vec{s})}{ds} = -(a + \sigma_s)I(\vec{r}, \vec{s}) + a\frac{\sigma T^4}{\pi} + \frac{\sigma_s}{4\pi} \int_0^{4\pi} I(\vec{r}, \vec{s}')\Phi(\vec{s} \cdot \vec{s}')d\Omega'. \]  

(3.23)

In this equation, \( a \) is the absorption coefficient, \( \sigma_s \) is the scattering coefficient, the sum of which \((a + \sigma_s)\) is called extinction coefficient and \((a + \sigma_s)s\) is defined as optical thickness (opacity) of the medium. Furthermore, \( I, \Phi \) and \( \Omega' \) are the radiation intensity, phase function and solid angle, respectively. The phase function has the physical interpretation of being the scattered intensity in a direction, divided by the intensity that would be scattered in that direction if the scattering were isotropic [33]. For the current study, isotropic scattering, having \( \Phi = 1 \), is considered.

The intensity given by equation 3.23 is the local radiation traveling in a single direction per unit solid angle and wavelength. The first term on the right hand side of the equation indicates the loss by absorption (including the contribution by induced emission) and scattering. The second term indicates the gain by emission (not including induced emission) and the last term on the right hand side shows the gain by scattering (see Figure 3.1).

3.2.2 Discrete Ordinates Model

For an accurate modeling of high-temperature systems (such as combusting systems), one needs to solve the radiative transfer equation simultaneously with the
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Figure 3.1: Radiative Heat Transfer (adapted from [26])

Navier-Stokes equations. This means that the model to solve the RTE must be computationally efficient enough to permit its inclusion in the other submodels and the numerical procedure used for the RTE must be compatible with the transport equations for the other processes [34]. Simple solutions are usually not possible for the RTE.

Many different methods have been developed for solving the equation of radiative transfer. They include methods such as P-N method, Monte Carlo method, discrete transfer method and discrete ordinates method (DOM). Each of these methods has its own relative advantages and disadvantages, and none of them is superior to others in all aspects. However, the DOM has been widely recognized to be one of the most appropriate methods in high-temperature applications because it shares the same philosophy and computational grid as the fluid dynamics approach [34] and can be employed in the entire range of optical thicknesses.

The P-N method [35] uses a set of moment equations of the RTE (by multiplying the RTE by various powers of the direction cosines of the intensity) and an expansion of the intensity in terms of the spherical harmonics (denoted by P) truncated after a selected number of terms (N) [33]. The Monte Carlo is a method of statistical simulation and consists of following a number of individual bundles of energy as they travel within the geometry and are absorbed or scattered [33, 36]. With the discrete transfer method [37], the total radiative flux is calculated by integrating the
energy contribution along rays emanating from the radiative source and pointing to any selected direction [38].

The discrete ordinates method (DOM) is an extension of a method called two-flux method [33] for studying radiative transfer in stellar atmosphere and later implemented by Fiveland [39, 40] for the analysis of heat transfer in coal-fired furnaces. In many studies, DOM has proved to produce good results in predicting radiation heat transfer [34, 40, 41, 42, 43] and is used in the context of this thesis as the RTE solution method.

The discrete ordinates model solves the radiative transfer equation for a finite number of discrete solid angles, each associated with a vector direction \( s_i \) \( (i = 1, 2, ..., n) \) fixed in the global Cartesian system. The integrals over these directions are replaced by numerical quadratures. The model considers the RTE in the \( \vec{s} \) direction as a field equation [26]. Thus, equation 3.23 is written as

\[
\nabla \cdot (I(\vec{r}, \vec{s}) \vec{s}) = -(a + \sigma_s)I(\vec{r}, \vec{s}) + a \frac{\sigma T^4}{\pi} + \frac{\sigma_s}{4\pi} \int_0^{4\pi} I(\vec{r}, \vec{s}') \Phi(\vec{s} \cdot \vec{s}') d\Omega'.
\]  

(3.24)

In case of the presence of a second discrete phase in the flow, equation 3.24 is modified as follows

\[
\nabla \cdot (I(\vec{r}, \vec{s}) \vec{s}) = -(a + a_p + \sigma_p)I(\vec{r}, \vec{s}) + a \frac{\sigma T^4}{\pi} + E_p + \frac{\sigma_s}{4\pi} \int_0^{4\pi} I(\vec{r}, \vec{s}') \Phi(\vec{s} \cdot \vec{s}') d\Omega'.
\]  

(3.25)

In the above equation other sources of scattering in the gas phase are neglected. \( a_p, E_p \) and \( \sigma_p \) are equivalent absorption coefficient of particles, equivalent particle emission and equivalent particle scattering factor, respectively, defined by [26]

\[
a_p = \lim_{V \to 0} \sum_{n=1}^{N} \epsilon_{pn} A_{pn} V, \]

(3.26)

\[
E_p = \lim_{V \to 0} \sum_{n=1}^{N} \epsilon_{pn} A_{pn} \sigma T_{pn}^4 \frac{\pi V}{\pi V}, \]

(3.27)

\[
\sigma_p = \lim_{V \to 0} \sum_{n=1}^{N} (1 - f_{pn})(1 - \epsilon_{pn}) A_{pn} V, \]

(3.28)

where \( \epsilon_{pn}, A_{pn}, T_{pn} \) and \( f_{pn} \) are emissivity, projected area, temperature and scattering factor of particle \( n \).
The solid angle of \(4\pi\) around a point at any spatial location is divided into several sectors. The size of each sector is determined from quadrature schemes. The transport equation is then solved for this set of discrete directions, represented by its direction cosines, spanning the total solid angle \(4\pi\).

### 3.2.3 Radiation in Reactive Flow

Flames can be classified as luminous and nonluminous. The radiation from the nonluminous fraction of the combustion products is fairly well understood \[33\]. In the case of hydrocarbon combustion, the radiation is from the \(\text{CO}_2\) and \(\text{H}_2\text{O}\) bands in the infrared. Luminous radiation, which is mostly due to soot particles, is not the subject of the present work.

There are different methods for specifying absorption-emittance of the radiating gases (see \[33\] and \[44\] for more detail about the available methods). One acceptable compromise between the very simple method of Gray Gases and complete models, taking into account the particular absorption bands, is the so called Weighted Sum of Gray Gases Model (WSGGM). In this model the gas is assumed to behave like a mixture of gray gases and a transparent medium to account for the windows between the absorption bands \[33\]. In this model the total emissivity over the distance \(s\) is calculated as

\[
\epsilon = \sum_{i=0}^{I} a_{\epsilon,i} \left(1 - e^{-\kappa_i ps}\right).
\]

The weighting factor \(a_{\epsilon,i}\) depends on temperature and is defined in \[45\] as

\[
a_{\epsilon,i} = \sum_{j=1}^{J} b_{\epsilon,i,j} T^{j-1}
\]

where \(b_{\epsilon,i,j}\) are the emissivity gas temperature polynomial coefficients, which together with \(\kappa_i\), are determined by curve fitting of the experimental values of emittance of \(\text{CO}_2\), \(\text{H}_2\text{O}\) and a mixture of these two gases (see \[33\] and \[44\]).

The WSGGM is examined in detail in \[46\]. Good results are obtained with a substantial reduction in computation time.

### 3.3 Discrete Phase Model

There are basically three numerical methods to solve the dispersed multiphase flows \[47\]. These methods are known as Euler-Lagrange, Euler-Euler and PDF methods.
The Discrete Phase Model (DPM), which is applied in this work, uses the Euler-Lagrange approach \[26\]. This approach treats the continuous phase (fluid phase) as a continuum and the particles as discrete entities. For the continuum, the Navier-Stokes equations, discussed in Chapter \[2\] are solved, while the dispersed phase is solved by tracking a large number of particles or droplets through the calculated flow field \[48\]. The dispersed phase can exchange momentum, mass, and energy with the fluid phase \[26\]. The Euler-Lagrange approach is the most popular model to solve multiphase flows \[47\].

In the PDF methods, the state of the flow at each position and time is described by a Probability Density Function (PDF), which can be a one variable or a joint multivariable PDF. The transport equation of the PDF is deduced from the Navier-Stokes equations \[49, 50\].

### 3.3.1 Particle Motion Theory

Newton’s second law of motion is the governing equation of motion of the particles in the DPM. According to this law, the sum of the forces acting on a particle is responsible for its acceleration. The equation of motion can be written as

\[
\frac{du_p}{dt} = F_D(u - u_p) + \frac{g_s(\rho_p - \rho)}{\rho_p} + F_x
\]  

where \(F_D(u - u_p)\) is the drag force basically due to the frictional effects as defined below and \(F_x\) is any other force acting on the particle, both per unit particle mass. \(F_x\) can be the virtual mass force negligible when \(\rho < \rho_p\), force due to pressure gradient in the fluid, thermophoretic force or Brownian force, which are all neglected in the current study. The drag force is often dominating the motion of the particle \[47\]. The second term on the right hand side of equation \[3.31\] is due to the buoyancy (based on Archimedes’s principle) and gravitational force.

\(F_D\) is defined as

\[
F_D = \frac{3}{4} \cdot \frac{\mu C_D Re}{\rho_p d_p^2}
\]  

where \(Re\) is the particle Reynolds Number to characterize the effect of dispersed phase on the turbulence variation of the carrier gas, defined by

\[
Re = \frac{\rho d_p |u_p - u|}{\mu}.
\]  

\[3.32\]
The drag coefficient $C_D$ is used to model the dependency between particle and flow condition. The spherical drag law is considered in this study, stating that the drag coefficient can be defined as

$$C_D = a_1 + \frac{a_2}{Re} + \frac{a_3}{Re^2}.$$  \hspace{1cm} (3.34)

The coefficients $a_1$, $a_2$ and $a_3$ are defined in the work of Morsi and Alexander [51] for several ranges of $Re$.

In order to take into account the effect of turbulence on the dispersion of the particles, the stochastic tracking model has been used, which employs the instantaneous gas velocity, $u = \bar{u} + u'(t)$ along the particle path during the calculations.

The time, a particle spends in turbulent motion along its path $ds$, is known as integral time scale $\tau_T$ presented by

$$\tau_T = \int_0^{\infty} \frac{u'_p(t)u'_p(t+s)}{u'^2_p} ds$$  \hspace{1cm} (3.35)

For small tracer particles that move with the fluid (zero drift velocity), the integral time becomes the fluid Lagrangian integral time $\tau_L$, which can be approximated for the $k$-$\varepsilon$ turbulence model [26], [52] as

$$\tau_L \approx 0.15 \frac{k}{\varepsilon}.$$  \hspace{1cm} (3.36)

A stochastic method (random walk model) is used to determine the instantaneous gas velocity. In the discrete random walk (DRW) model, also known as eddy lifetime model, the fluctuating velocity components are discrete piecewise constant functions of time. Their random value is kept constant over an interval of time given by the characteristic lifetime of the eddies [26].

In this model, the fluctuating velocity components $u_i$, that prevail during the lifetime of the turbulent eddy are sampled by assuming that they obey a Gaussian probability distribution, so that

$$u' = \zeta \sqrt{\bar{u'^2}}$$  \hspace{1cm} (3.37)

where $\zeta$ is a normally distributed random number. The RMS value of the velocity fluctuation is computed (assuming isotropy) as
\[ \sqrt{u_i^*} = \sqrt{\frac{2k}{3}}. \] (3.38)

The interaction time between particles and eddies is the smaller of the eddy lifetime \( \tau_e \), and the particle eddy crossing time \( t_{\text{cross}} \). The characteristic lifetime of the eddy is defined as

\[ \tau_e = 2\tau_L \] (3.39)

where \( \tau_L \) is given by equation 3.36.

The particle eddy crossing time is defined as

\[ t_{\text{cross}} = -\tau \ln \left[ 1 - \left( \frac{L_e}{\tau |u - u_p|} \right) \right] \] (3.40)

where \( \tau \) is the particle relaxation time \( \left( \tau = \frac{\rho_d d_p^2}{18 \rho_s \nu} \right) \), a measure for how a particle reacts after a sudden flow velocity change, and \( L_e \) is the eddy length scale. The particle interacts with the fluid eddy over the interaction time. When the eddy lifetime is reached, a new value of the instantaneous velocity is obtained by applying a new value of \( \zeta \) in equation 3.37 [26].

Integration of the equation 3.31 yields the velocity of the particle at each point along the trajectory. The trajectory itself can be calculated by solving

\[ \frac{dx}{dt} = u_p. \] (3.41)

Equations 3.31 and 3.41 are a set of coupled ordinary differential equations, the numerical solution of which will be discussed in chapter 5 in detail.

### 3.3.2 Heat and Mass Exchange

The particles can exchange heat and mass with the continuous phase. Based on the particle type, these exchanges might be different resulting in different heat and mass transfer relationships, also called laws. The particles considered in this study are liquid droplets. The droplets can undergo different laws (e.g. inert heating, evaporation or boiling) according to the physical condition of the continuous phase. These contain inert heating of the particle, evaporation and boiling.

Unless the particle temperature \( T_p \) is less than the evaporation temperature \( T_{\text{vap}} \), the particle exchanges heat according to the following law
\[ m_p c_p \frac{dT_p}{dt} = h A_p (T_\infty - T_p) + \epsilon_p A_p \sigma (\theta_R^4 - T_p^4) \]  

(3.42)

where \( m_p, c_p, A_p \) and \( \epsilon_p \) are the mass, heat capacity, surface area and emissivity of the particle, correspondingly, and \( h \) is the convective heat transfer coefficient.

This equation is derived by a simple energy balance of the particle, assuming that the particle is at a uniform temperature throughout. The first term on the right hand side of the equation denotes the convective heat transfer and the second term indicates radiation heat transfer with \( \theta_R = \left( \frac{G}{4\pi} \right)^{1/4} \) being the radiation temperature and \( G = \int_{\Omega=4\pi} I d\Omega \) being the incident radiation (see section 3.2 for more details).

Equation 3.42 is integrated in time using an approximate, linearized form that assumes that the particle temperature changes slowly from one time value to the next [26]:

\[ m_p c_p \frac{dT_p}{dt} = A_p \left\{ - \left[ h + \epsilon_p \sigma T_p^3 \right] T_p + [h T_\infty + \epsilon_p \sigma \theta_R^4] \right\}. \]

(3.43)

Integrating the above equation yields

\[ T_p(t + \Delta t) = \alpha_p + \left[ T_p(t) - \alpha_p \right] e^{-\beta_p \Delta t} \]  

(3.44)

with \( \Delta t \) being the time step and

\[ \alpha_p = \frac{h T_\infty + \epsilon_p \sigma \theta_R^4}{h + \epsilon_p \sigma T_p^3(t)} \]

(3.45)

and

\[ \beta_p = \frac{A_p (h + \epsilon_p \sigma T_p^3(t))}{m_p c_p}. \]

(3.46)

Ranz and Marshall [53, 54] proposed the following equation for calculating the convective transfer coefficient

\[ Nu = \frac{h d_p}{k_\infty} = 2.0 + 0.6 Re^{1/2} Pr^{1/3} \]

(3.47)

where \( k_\infty \) is the thermal conductivity of the continuous phase and \( Pr = \frac{c_p \mu}{k_\infty} \) is the Prandtl number of the continuous phase. The particle Reynolds number is defined in equation 3.33.
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The heat transfer by the particle as it traverses each computational cell appears as a source or sink of heat in subsequent calculations of the continuous phase energy equation. In this case, droplets do not exchange mass with the continuous phase and do not participate in any chemical reaction [26].

When the temperature of the particle is between the evaporation temperature and boiling temperature \( T_{\text{vap}} \leq T_p < T_{\text{bp}} \), the droplet exchanges heat and mass according to the evaporation law. During this law, the rate of vaporization is governed by gradient diffusion, with the flux of droplet vapor into the gas phase defined as:

\[
N_i = k_c (C_{i,s} - C_{i,\infty}) \tag{3.48}
\]

where \( k_c \) is the mass transfer coefficient and the term in the parentheses indicates the difference in vapor concentration between the droplet surface and the bulk gas.

The mass transfer coefficient \( k_c \) is calculated using the following correlation for the Sherwood number [53, 54]:

\[
Sh_{AB} = \frac{k_c d_p}{D_{i,m}} = 2.0 + 0.6 \frac{Re_d^{1/2} Sc^{1/3}}{R \Delta p} \tag{3.49}
\]

with the Schmidt number defined as \( Sc = \frac{\mu}{\rho D_{i,m}} \) and \( D_{i,m} \) being the diffusion coefficient of vapor in the bulk.

For the calculation of the vapor concentration at the droplet surface, assuming that the partial pressure of vapor at the interface is equal to the saturated vapor pressure at the droplet temperature, \( p_{\text{sat}}(T_p) \), the following equation can be used.

\[
C_{i,s} = \frac{p_{\text{sat}}(T_p)}{RT_p} \tag{3.50}
\]

The vapor concentration in the bulk gas is defined by

\[
C_{i,\infty} = X_i \frac{p}{RT_\infty} \tag{3.51}
\]

where \( X_i \) is the local bulk mole fraction of species \( i \) and \( R \) is the universal gas constant.

The vapor flux calculated by equation 3.48 is used as a source term for species \( i \) in the species transport equation (see equation 2.12).

The mass of the droplet reduces according to
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\[ m_p(t + \Delta t) = m_p(t) - N_i A_p M_{w,i} \Delta t \]  \tag{3.52}

where \( M_{w,i} \) is the molecular weight of the species \( i \).

The heat transfer equation according to this law is similar to equation 3.42 with an additional term due to droplet evaporation

\[ m_p c_p \frac{dT_p}{dt} = h A_p (T_\infty - T_p) + \epsilon_p A_p \sigma (\theta_R^4 - T_p^4) + \frac{dm_p}{dt} h_{fg} \]  \tag{3.53}

where \( h_{fg} \) is the latent heat of evaporation. The heat transferred according to this law becomes a source of energy during subsequent calculations of the continuous phase energy equation.

When the temperature of the droplet reaches the boiling temperature \( T_{bp} \), the droplet starts to boil and the droplet boiling law is used to predict the heat and mass exchange with the continuous phase. According to this law and assuming that the droplet temperature remains constant during boiling, equation 3.53 is modified to calculate the boiling rate:

\[ -\frac{dm_p}{dt} h_{fg} = h A_p (T_\infty - T_p) + \epsilon_p A_p \sigma (\theta_R^4 - T_p^4) \]  \tag{3.54}

or

\[ -\frac{d(d_p)}{dt} = \frac{2}{\rho_p h_{fg}} \left[ k_\infty \frac{N u}{d_p} (T_\infty - T_p) + \epsilon_p \sigma (\theta_R^4 - T_p^4) \right]. \]  \tag{3.55}

Using equation 3.47 for the Nusselt number and an empirical value for the Prandtl number in the above equation [26], it becomes

\[ -\frac{d(d_p)}{dt} = \frac{2}{\rho_p h_{fg}} \left[ k_\infty \left[ 1 + 0.23 \sqrt{Re_d} \right] \frac{N u}{d_p} (T_\infty - T_p) + \epsilon_p \sigma (\theta_R^4 - T_p^4) \right]. \]  \tag{3.56}

As long as the droplet boiling law governs, the energy required for vaporization appears as a (negative) source term in the energy equation for the gas phase and the evaporated liquid enters the gas phase.
3.3. Discrete Phase Model

3.3.3 Coupling with the Continuous Phase

Based on the particle volume fraction, Elgobashi [55] has defined different classes of interactions between the different phases. When the discrete phase has a negligible effect on the turbulence of the continuous phase, one talks about one-way coupling. When the particle volume fraction increases, feedback of the dispersed phase on the properties of the continuous phase fluid dynamics must also be taken into account, which is known as two-way coupling. In the case of dense flows, particle-particle interactions have to be considered as well. This class of interactions is known as four-way coupling. For this study a two-way coupling is taken into consideration based on the criteria of [55]. In this way both phases exchange mass, momentum and heat with each other. This interphase exchange from the particle to the continuous phase is depicted qualitatively in Figure 3.2.

The transfer of mass, momentum and heat from the continuous phase to the particle is computed by determining the change in corresponding variables of the particle as it passes through each control volume.

The mass change is computed as

$$M = \frac{\Delta m_p}{\Delta m_{p,0}} m_{p,0} \quad (3.57)$$

This mass exchange appears as a source term in the continuity equation and also in the corresponding species conservation equation.
The momentum exchange is computed as

$$F = \sum \left( \frac{3}{4} \cdot \frac{\mu C_D R e}{\rho_p d_p^2} (u_p - u) + F_{other} \right) \dot{m}_p \Delta t$$  \hspace{1cm} (3.58)$$

where the summation is over all the control volumes (see section 5.1) that the particle passes through and $F_{other}$ is any force other than drag force. This momentum force is used as a source term in the continuous phase momentum equation.

In the absence of chemical reactions of particles, the following equation is used to compute the heat exchange with continuous phase:

$$Q = \frac{\dot{m}_p,0}{m_{p,0}} \left[ H_{lat,ref} (m_{p,\text{out}} - m_{p,\text{in}}) - m_{p,\text{out}} \int_{T_{\text{ref}}}^{T_{p,\text{out}}} c_{p,\text{p}} \, dt + m_{p,\text{in}} \int_{T_{\text{ref}}}^{T_{p,\text{in}}} c_{p,\text{p}} \, dt \right] $$  \hspace{1cm} (3.59)$$

where the subscripts \textit{in} and \textit{out} are for cell entry and exit correspondingly and subscript \textit{0} indicates the initial value of the variable. The latent heat at reference conditions $H_{lat,ref}$ is defined as the difference between liquid and gas standard formation enthalpies and can be related to the latent heat at the boiling point $H_{lat}$, using the following equation:

$$H_{lat,ref} = H_{lat} - \int_{T_{\text{ref}}}^{T_{bp}} c_{p,\text{g}} \, dt + \int_{T_{\text{ref}}}^{T_{bp}} c_{p,\text{p}} \, dt$$  \hspace{1cm} (3.60)$$

with $T_{bp}$ and $T_{\text{ref}}$ being the boiling point and reference temperatures correspondingly.

In the case of chemical reactions of particles, a fraction of the energy produced by the reactions is used additionally as a heat source for the continuous phase and the rest of it is absorbed by the particle directly \[56\].
4. Chemistry Models

The use of global reactions in reactive flow problems does not completely take into account the effects of the chemical intermediates. On the other hand, a detailed description of chemistry gives a deeper insight into reactive flow processes such as combustion and gasification but requires often a prohibitive amount of calculation time. The detailed chemical mechanism required to describe such processes contains typically hundreds of chemical species in thousands of elementary reactions. In this chapter the basics of chemical kinetics and reaction mechanism development are discussed.

In order to perform a CFD simulation of a reactive flow, chemistry models should be used together with other fluid mechanical submodels. In case of very fast chemistry, the chemistry can be decoupled from the flow and the Chemical Equilibrium model can be used. For such cases the molecular species concentrations and temperature are functions of only one progress variable, i.e. the mixture fraction. In the Flamelet model, two progress variables are required to fully describe the system. These two variables are mixture fraction and scalar dissipation rate. The flamelet model uses also the principle of decoupling chemistry from the fluid flow but takes the nonequilibrium effects into consideration by using the second progress variable. These two models will be discussed later in this chapter.

At the end of the chapter, the Eddy Dissipation Concept (EDC) will be introduced which is a chemistry-turbulence interaction model that considers detailed chemical reaction mechanisms in turbulent reactive flows. Here, the chemistry and fluid flow calculations will not be decoupled. EDC is a computationally expensive model and should be used where the assumption of fast chemistry is not valid. The assumption of fast chemistry and accordingly decoupling of chemistry from the fluid flow is
4.1 Chemical Reaction Mechanism

A chemical reaction with $N$ chemical species can be described by:

$$\sum_{i=1}^{N} \nu_i' A_i \xrightarrow{k_f} \sum_{i=1}^{N} \nu_i'' A_i$$  \hspace{1cm} (4.1)

where $\nu_i'$ and $\nu_i''$ are the stoichiometric coefficients for reactants and products, $A_i$ denotes the chemical species $i$ and $k_f$ is the rate coefficient. The reaction rate of creation/destruction of species $i$ can be written as

$$\frac{dc_i}{dt} = (\nu_i'' - \nu_i') \left( k_f \prod_{i=1}^{N} c_i^{n_{i,f}} \right)$$  \hspace{1cm} (4.2)

with $c_i$ being the concentration of species $i$ and $n_{i,f}$ being the reaction order with respect to this species.

For the reverse reaction of (4.1) having a rate coefficient of $k_r$, the reaction rate is defined as

$$\frac{dc_i}{dt} = -(\nu_i'' - \nu_i') \left( k_r \prod_{i=1}^{N} c_i^{n_{i,r}} \right)$$  \hspace{1cm} (4.3)
where \( n_{i,r} \) is the reaction order of the \( i^{th} \) product species.

At chemical equilibrium, the forward and reverse reactions have the same rate, i.e.

\[
(\nu''_i - \nu'_i) \left( k_f \prod_{i=1}^{N} c_i^{n_{i,f}} \right) = (\nu''_i - \nu'_i) \left( k_r \prod_{i=1}^{N} c_i^{n_{i,r}} \right)
\]  \hspace{1cm} (4.4)

meaning that no net reaction can be observed on a macroscopic level. The equilibrium constant \( K_c \), which represents the relation between the forward and reverse reactions is obtained as

\[
K_c = \frac{k_f}{k_r} = \prod_{i=1}^{N} c_i^{(\nu''_i - \nu'_i)}
\]  \hspace{1cm} (4.5)

The equilibrium constant for the \( j^{th} \) reaction is computed, based on the change in Gibbs free energy, from

\[
K_{c,j} = \exp \left( \frac{\Delta S_j^0}{R} - \frac{\Delta H_j^0}{RT} \right) \left( \frac{p_0}{RT} \right)^{\sum_{i=1}^{N} (\nu''_{i,j} - \nu'_{i,j})}
\]  \hspace{1cm} (4.6)

where \( p_0 \) is the atmospheric pressure and \( R \) is the universal gas constant. The values of \( \Delta S_j^0 \) and \( \Delta H_j^0 \) being the entropy and enthalpy of reaction at standard conditions, respectively, are calculated from thermodynamical databases (for example from [57] or [58]). The reverse reaction rate coefficient \( k_r \) can then be determined from \( k_f \) and the equilibrium constant calculated from Equation 4.6.

The reaction rate coefficient \( k \) depends strongly on temperature in a nonlinear manner [23]. Arrhenius gave an empirical expression for the form of this dependence in 1889 as [59]

\[
k = A' \cdot e^{\left( -\frac{E_a}{RT} \right)}.
\]  \hspace{1cm} (4.7)

The pre-exponential factor \( A' \) in the above equation can be a function of temperature as well [23]. Therefore, the following expression is used to calculate the rate coefficient:

\[
k = AT^b \cdot e^{\left( -\frac{E_a}{RT} \right)},
\]  \hspace{1cm} (4.8)

where \( A \) and \( b \) are the pre-exponential factor and temperature exponent, respectively. The activation energy \( E_a \) corresponds to an energy barrier to be overcome during
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the reaction. Its maximum value corresponds to the bond energies in the molecule, but can be much smaller if new bonds are formed simultaneously as the old bonds break \[23\].

Under certain conditions for some dissociation/recombination reactions, the reaction rates depend strongly on pressure as well as temperature \[23\]. The pressure dependence of these so called fall-off reactions is described by two limiting situations; high pressure and low pressure limits. For both low pressure limit \((k_0)\) and high pressure limit \((k_\infty)\), the rate coefficients are in the form of Equation 4.8. The rate coefficients for these two limits are then blended to produce a smooth pressure dependence rate expression. An often used formalism is the *F-Center treatment* of Troe \[60, 61\]. In this method the scaled rate coefficient \(\frac{k}{k_\infty}\) is expressed as the product of the Lindemann-Hinshelwood formula \[62\] and a factor \(F\) :

\[
\frac{k}{k_\infty} = \left( \frac{p_r}{1 + p_r} \right) F
\]  

(4.9)

where \(p_r\) is defined as

\[
p_r = \frac{k_0[M]}{k_\infty}
\]  

(4.10)

with \([M]\) being the concentration of the collision partner. \(F\) is called the Lorentzian broadening factor which is used to reduce the systematic errors associated with the Lindemann-Hinshelwood formula in the pressure fall-off range \[63\] and is given by

\[
\log F = \log F_{\text{cent}} \left\{ 1 + \left( \frac{\log p_r + c}{n - d(\log p_r + c)} \right)^2 \right\}^{-1}
\]  

(4.11)

where

\[
c = -0.4 - 0.67 \log F_{\text{cent}}
\]  

\[
n = 0.75 - 1.27 \log F_{\text{cent}}
\]  

\[
d = 0.14
\]  

(4.12)

and \(F_{\text{cent}}\) describing the center of the fall-off range as a function of temperature

\[
F_{\text{cent}} = (1 - a) \exp(-\frac{T}{T^{***}}) + a \exp(-\frac{T}{T^*}) + \exp(-\frac{T^{***}}{T}).
\]  

(4.13)

The parameters \(a, T^{***}, T^*, T^{**}\) as well as the Arrhenius parameters for the low and high pressure limits are specified for each pressure dependent reaction.
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4.1.1 Reaction Mechanism Development

The chemistry of combustion and gasification is described by chemical reaction mechanisms containing tens of species in hundreds of reactions. A reaction mechanism is defined as a complete set of elementary reactions together with their rate coefficients. The interaction of these elementary reactions produces the overall balanced stoichiometric chemical equation of the global reaction. On the contrary to global reactions, elementary reactions occur on a molecular level exactly in the way which is described by the reaction equation [23].

For the current study, a reaction mechanism is developed for the high temperature gasification of ethylene glycol [64]. Ethylene glycol (HO\(\text{CH}_2\text{CH}_2\text{OH}\)) is used as non-toxic model fuel for the pyrolysis oil by Karlsruhe Institute of Technology (KIT), where experimental measurements were performed. The base mechanism is an improved version of a previously validated C\(_1\) - C\(_4\) mechanism [65], consisting of 61 species and 778 elementary reactions. This mechanism is enhanced by reactions for ethanol [66]. Reaction constants of reactions with ethylene glycol and its products are implemented based on experiments, similar reaction schemes or estimated using analogy methods. The modified reaction scheme consists of 80 species and 1243 elementary reactions [64]. For details on development and validation of the ethylene glycol reaction mechanism, the reader is referred to [64].

4.1.2 Reaction Mechanism Simplification

The main problem in the use of detailed reaction mechanisms in CFD simulations is given by the fact that for each species of the mechanism, one species conservation equation (Equation 2.12) needs to be solved. This is bonded with a great amount of computer resources and computation time. Depending on the actual conditions in a numerical study, many of the reactions and corresponding species can be neglected. Here, analysis methods to eliminate these reactions, are of interest.

In order to simplify the developed reaction mechanism, two methods are used; sensitivity analysis and reaction flow analysis [23]. The sensitivity analysis identifies the rate-limiting reaction steps. For the determination of characteristic reaction paths, reaction flow analysis is performed.

The simulation program HOMREA [67] is used for the computation of time dependent homogeneous reaction systems. The governing equations are derived from the Navier-Stokes equations discussed in Chapter 2 and are solved numerically with either a modified DASSL [68] or a modified LIMEX [69] solver, neglecting the radiative heat fluxes. With the computational package MIXFLA [70], the simulation of
4.2 Nonpremixed Combustion with Equilibrium Chemistry

The nonpremixed combustion occurs when combustion and mixing of fuel and oxidizer occur simultaneously [23]. This type of combustion is used mostly in industrial furnaces and burners due to safety issues. In case of very fast chemistry, the mixed-is-burnt model can be used assuming that the combustion occurs as soon as the fuel and oxidant mix with each other. For such cases, the molecular species concentrations and temperature are functions of only one conserved scalar [71]. There are a number of conserved scalars that can be used to describe the mixing in such flows. Under the assumption of equal diffusivity (meaning all species diffuse alike), the mixture fraction $f$ is such a variable. It is defined as

$$f = \frac{Z_{i1} - Z_{i2}}{Z_{i1} - Z_{i2}}$$

with $Z_i$ being the mass fraction of element $i$. The subscripts 1 and 2 refer to the two feed streams (fuel and oxidant streams respectively). Mixture fraction varies between 1 for the fuel stream and 0 for the oxidant stream and can be interpreted as the mass fraction originated from the fuel stream.

To calculate the mixture fraction, two equations for its mean and variance are solved. The transport equation for mean mixture fraction is as follows

$$\frac{\partial}{\partial \hat{t}} (\rho \bar{f}) + \nabla \cdot (\rho \bar{\vec{v}} \bar{f}) = \nabla \cdot (\frac{\mu_t}{\sigma_t} \nabla \bar{f}) + S_m,$$

where $S_m$ is the source term for mass transfer from the liquid fuel to the gas phase. For the mixture fraction variance, $\overline{f'^2}$, the following conservation equation is solved
\[
\frac{\partial}{\partial t}(\rho \bar{\tau}^2) + \nabla \cdot (\rho \bar{v} \bar{\tau}^2) = \nabla \cdot \left( \frac{\mu_t}{\sigma_t} \nabla \bar{\tau}^2 \right) + C_g \mu_t (\nabla \bar{f})^2 - C_d \rho \frac{\varepsilon}{k} \bar{\tau}^2, \tag{4.16}
\]

where the constants \( \sigma_t, C_g \) and \( C_d \) take the values of 0.85, 2.86 and 2.0, respectively \[26\].

Under the assumption of equilibrium chemistry for a non adiabatic combustion case (e.g. liquid fuel combustion)

\[
\phi_i = \phi_i(f, H) \tag{4.17}
\]

where \( \phi_i \) represents instantaneous mass fraction, density or temperature and \( H \) is the instantaneous enthalpy defined in Chapter \[2\].

In turbulent flows, the average values of variables are calculated (Equations \[4.15\] and \[4.16\]). To correlate these values to instantaneous values, the presumed probability density function (PDF) approach is selected in this work because of its simplicity \[23, 71\].

Using mixture fraction PDF \( p(f) \), the mean value of species mass fraction, density and temperature can be calculated by

\[
\bar{\phi}_i = \int_0^1 p(f)\phi_i(f)df. \tag{4.18}
\]

A \( \beta \)-function PDF is employed here because of its flexibility (see Figure \[4.2\]) and the ability to closely represent experimental PDFs \[23, 27, 72\].

The beta PDF shape is given by the following function of \( \bar{f} \) and \( \bar{\tau}^2 \)

\[
p(f) = \frac{f^{\alpha-1}(1-f)^{\beta-1}}{\int f^{\alpha-1}(1-f)^{\beta-1}df}, \tag{4.19}
\]

where

\[
\alpha = \bar{f} \left[ \frac{\bar{f}(1-\bar{f})}{\bar{\tau}^2} - 1 \right] \tag{4.20}
\]

and

\[
\beta = (1-\bar{f}) \left[ \frac{\bar{f}(1-\bar{f})}{\bar{\tau}^2} - 1 \right]. \tag{4.21}
\]
4.3 Flamelet Model

In turbulent flows, the local micromixing rate (i.e. the instantaneous scalar dissipation rate $\chi$ in Equation 4.22) is a random variable. Thus, while the chemistry may be fast relative to the mean micromixing rate, at some points in the flow the instantaneous micromixing rate may be fast compared with the chemistry [72]. The effects caused by the fluctuation in micromixing rate can be modeled using the laminar flamelet concept.

The flamelet concept views the turbulent diffusion flame as an ensemble of thin, laminar, locally one-dimensional flamelet structures embedded within the turbulent flow field [27, 73]. Commonly a counterflow laminar diffusion flame is used to represent the flamelet in a turbulent flow. As the name suggests, the counterflow diffusion flame consists of opposed, axisymmetric oxidizer and fuel jets (Figure 4.3).

The scalar dissipation rate, characterizing the departure from equilibrium, is defined as

$$\chi = 2D|\nabla f|^2$$

(4.22)

with $D$ being the diffusivity. The scalar dissipation rate accounts for non-equilibrium effects caused by both convection and diffusion. Its relation with the strain rate $a$ is presented in [74].
For counterflow diffusion flames, the characteristic strain rate is defined as 
\[ a = \frac{v}{2d}, \]
where \( v \) is the relative velocity of the fuel and oxidizer jet and \( d \) is the distance between jet nozzles [26].

At the position where the mixture fraction \( f \) is stoichiometric, the scalar dissipation can be calculated by [75]:

\[
\chi_{st} = \frac{a}{\pi} \exp \left( -2[\text{erfc}^{-1}(2f_{st})]^2 \right)
\]

where \( \text{erfc}^{-1} \) is the inverse complementary error function and \( f_{st} \) is the stoichiometric mixture fraction.

The instantaneous stoichiometric scalar dissipation \( \chi_{st} \), has a dimension of \( s^{-1} \) and may be interpreted as the inverse value of a characteristic diffusion time. In the limit where \( \chi_{st} \rightarrow 0 \), the chemistry tends to equilibrium. The increase in \( \chi_{st} \) due to aerodynamic straining increases non-equilibrium.

To account for the effect of variable density across the flamelet, the following equation is solved as an extension of the above equation [76]:

\[
\chi(f) = \frac{a}{4\pi} \frac{3(\sqrt{\rho_{\infty}/\rho} + 1)^2}{2\sqrt{\rho_{\infty}/\rho} + 1} \exp \left( -2[\text{erfc}^{-1}(2f)]^2 \right)
\]

where \( \rho_{\infty} \) is the density of the oxidizer stream.
In order to model the laminar counter flow diffusion flame, the equations are transformed from the physical space to the mixture fraction space \[26\]. Here a simplified set of equations is solved \[75\]:

\[
\rho \frac{\partial Y_i}{\partial t} = \frac{1}{2} \rho \chi \frac{\partial^2 Y_i}{\partial f^2} + S_i \tag{4.25}
\]

where \(Y_i\) and \(S_i\) are the mass fraction and reaction rate of species \(i\), respectively. The first term in the right hand side of the equation takes the effect of instantaneous micro mixing into account. Generally, near the stoichiometric surface, both terms in the right hand side of the above equation are large in magnitude and opposite in sign \[27\]. A quasi-stationary state is then quickly reached, wherein the accumulation term on the left hand side is negligible. The stationary laminar flamelet (SLF) model is found by simply neglecting the accumulation term in Equation 4.25. The SLF model can be used, yielding good results, for the prediction of heat release, concentration of major chemical components and even OH concentrations \[77\].

The following equation is solved for the temperature

\[
\rho \frac{\partial T}{\partial t} = \frac{1}{2} \rho \chi \frac{\partial^2 T}{\partial f^2} - \frac{1}{c_p} \sum_i H_i S_i + \frac{1}{2c_p \rho \chi} \left[ \frac{\partial c_p}{\partial f} + \sum_i c_{p,i} \frac{\partial Y_i}{\partial f} \right] \frac{\partial T}{\partial f} \tag{4.26}
\]

where \(c_{p,i}\) and \(c_p\) are the \(i\)th species specific heat and mixture averaged specific heat, respectively.

The turbulent flame is modeled as an ensemble of discrete laminar flamelets. Since in adiabatic cases the species mass fractions and temperature are functions of only mixture fraction \(f\) and scalar dissipation \(\chi_{st}\), the mean values of these parameters can be determined from the PDF of \(f\) and \(\chi_{st}\) as

\[
\bar{\phi}_i = \int_0^\infty \int_0^1 p(f, \chi_{st}) \phi_i(f, \chi_{st}) df d\chi_{st}. \tag{4.27}
\]

In this study, \(f\) and \(\chi_{st}\) are assumed to be statistically independent, so the joint PDF \(p(f, \chi_{st})\) can be simplified as \(p_f(f)p_x(\chi_{st})\). A \(\beta\)-function PDF is considered for mixture fraction as discussed in section 4.2. For the sake of simplicity, the fluctuations in \(\chi_{st}\) are ignored and a delta function is used \[26\].

\[
p_x = \delta(\chi_{st} - \bar{\chi}_{st}) \tag{4.28}
\]

where the mean scalar dissipation, \(\bar{\chi}_{st}\), is modeled as \[75\].
The integration of Equation 4.27 is preprocessed and stored in look-up tables.

For non-adiabatic steady laminar flamelets, the additional parameter of enthalpy is required. However, the computational cost of modeling steady flamelets over a range of enthalpies are prohibitive, so some approximations are made [26]. Heat gain/loss to the system is assumed to have a negligible effect on the species mass fractions, and adiabatic mass fractions are used [78]. This approximation is not applied for the case corresponding to a scalar dissipation of zero. Such a case is modeled by equilibrium chemistry assumption discussed in section 4.2.

4.4 Eddy Dissipation Concept

The Eddy Dissipation Concept (EDC) model [79] can consider detailed chemical reaction mechanisms in turbulent reactive flow simulations. It is an extension of the Eddy Dissipation Model [80]. The basic idea behind EDC is that the reactions occur in regions where the dissipation of turbulence energy takes place. These regions occupy a small fraction of the flow. The small turbulent structures (the so-called fine structures) have a characteristic dimensions in the Kolmogorov length scale order in one and two dimensions [81]. The Kolmogorov scales are the smallest scales of turbulent motion with a length scale of

\[ \eta_k = \left( \frac{\nu^3}{\varepsilon} \right)^{1/4} . \]  

(4.30)

and a time scale of

\[ \tau_\eta = \left( \frac{\nu}{\varepsilon} \right)^{1/2} . \]  

(4.31)

The length fraction of the fine structures is defined by

\[ \xi^* = 2.1377 \left( \frac{\nu \varepsilon}{\kappa \varepsilon} \right)^{1/4} . \]  

(4.32)

The fraction of the flow occupied by the fine structures is modeled as \((\xi^*)^3\). The time scale over which the reactions take place, is calculated as

\[ \tau^* = 0.4082 \left( \frac{\nu}{\varepsilon} \right)^{1/2} . \]  

(4.33)
The combustion at fine scales is assumed to occur as a constant pressure homogeneous reactor, with initial conditions taken as the current species and temperature in the cell [26] and a residence time $\tau^*$. The reactions, governed by Arrhenius rates, are solved numerically using ISAT algorithm (see section 5.3). The source term $R_i$ for the $i^{th}$ species conservation equation (Equation 2.12) is then calculated by

$$R_i = \frac{\rho(\xi^*)^2}{\tau^*[1 - (\xi^*)^3]} (Y_i^* - Y_i)$$  \hspace{1cm} (4.34)

where superscript $\ast$ denotes fine scale quantities. In the above equation, the mass exchange between the fine structures and the surroundings is modeled as $(\xi^*)^2/\tau^*$ [83]. The factor $1/[1 - (\xi^*)^3]$ comes from the corresponding equation for the mass averaged mean state as discussed in detail in [81].

Typical chemical reaction mechanisms contain tens of species in hundreds of reactions. The ordinary differential equation system governing the combustion process is normally stiff and its numerical solution is computationally costly and often unstable [23]. Therefore, simulating detailed chemical reaction schemes using the EDC model needs more computational resources than equilibrium chemistry or the flamelet model. Efficient numerical procedures are hence required to decrease the computational resources required to treat the detailed chemistry using EDC. In this thesis, the EDC model is used in conjunction with ISAT procedure.
5. Numerical Models

In order to perform a CFD simulation, the governing equations and models discussed earlier need to be transferred to a numerical domain. In the numerical domain, the governing equations are discretized and solved by computer programs. Appropriate numerical algorithms are required. The method used in this study is based on the Finite Volume method which will be discussed in the next section. At the end of the chapter the ISAT algorithm used to accelerate chemistry calculations will be introduced.

5.1 Finite Volume Method

Fluid dynamics is governed by partial differential equations already discussed in Chapter 2. There are a number of different methods to solve them numerically. Finite difference, finite volume and finite element methods are among those used in the literature. In the finite difference approach, the derivatives are written in finite difference form using truncated Taylor series expansions resulting in coupled algebraic equations [84]. The mesh configurations for this method must be structured [85]. In the finite element method, some form of weighted residual of the governing equations is minimized over each finite element [84]. The underlying principles and formulations in finite element methods require mathematical rigor and are described in detail in [86]. Both finite difference and finite element methods do not explicitly enforce the conservation principle in their original forms. Hence, the mesh should be fine enough for a correct numerical solution of the CFD problem [84]. The finite volume method, on the other hand, uses an integral representation of the conservation equations to develop the algebraic equations. This method guarantees the
conservation properties throughout the domain and needs no coordinate transformations for unstructured meshes and complex geometries [85]. Finite volume and finite difference methods are shown to be the predominant methods in engineering applications [87] although a fair comparison between the methods is difficult.

The Finite Volume Method is used in the frame of this work to solve the governing equations describing the continuous phase. The integral form of these equations are discretized. In this method, the whole computational domain is subdivided into a set of non-overlapping cells called control volumes (CV). The governing equations are then applied to each of the control volumes to determine the flow variables in the cells.

The velocity field is obtained from the momentum equation. A pressure based approach is used here which calculates the pressure by solving a pressure or a pressure correction equation obtained by manipulating continuity and momentum equations [26]. This type of solver and the discretization of the equations are discussed in the subsections that follow.

5.1.1 Pressure Based Solver

The pressure based solution method is a particular form of a more general method called Projection Method [88]. In this method a pressure equation is derived from the continuity and the momentum equations in such a way that the velocity field satisfies the continuity [26]. This method has often been used in the literature to solve the governing Navier-Stokes equations ([89, 90, 91]). Due to the nonlinearity of the equations, an iterative solution method is required.

The pressure based methods for solving incompressible flows have been the method of choice in the last decades [92]. The segregated pressure based solver is used in this study in which the equations are solved sequentially. The solution procedure for each iteration, outlined in Figure 5.1, is as follows:

1. The fluid properties are updated based on current available solution.
2. The momentum equations are solved sequentially using updated values of pressure and mass fluxes.
3. The pressure-correction equation is solved using the results of step 2.
4. The values of pressure, velocity field and mass fluxes are updated.
5. The equation for additional scalars such as energy, species, turbulence and radiation are solved.
6. The source terms arising from interactions with discrete phase are updated.

7. Convergence is checked.

For the first iteration, the initial conditions defined for the fluid properties are used and the above mentioned procedure starts from the step 2. The iteration continues until the convergence is obtained.

The segregated algorithm (in which the equations are solved in a decoupled manner) is memory efficient, because it stores the discretized equations in the memory one at a time. However, the solution convergence is relatively slow, inasmuch as the equations are solved in a decoupled manner [26, 92].

5.1.2 Discretization of Equations

Consider the differential equation for the transport of the scalar quantity $\phi$. This equation can be written in integral form for a control volume $V$ as

$$
\int_V \frac{\partial \rho \phi}{\partial t} \, dV + \oint \rho \phi \vec{v} \cdot d\vec{A} = \oint \Gamma_{\phi} \nabla \phi \cdot d\vec{A} + \int_V S_{\phi} \, dV
$$

(5.1)

where $\Gamma_{\phi}$ is the diffusion coefficient for $\phi$ and $S_{\phi}$ indicates the source of $\phi$ per unit volume. Discretization and integration of the above equation on the control volume results in the following equation:

$$
\frac{\partial \rho \phi}{\partial t} V + \sum_{f} \rho_f \vec{v}_f \phi_f \cdot \vec{A}_f = \sum_{f} \Gamma_{\phi_f} \nabla \phi_f \cdot \vec{A}_f + S_{\phi} V
$$

(5.2)
5.1. Finite Volume Method

where \( N_{\text{faces}} \) is the number of faces enclosing the cell and \( \phi_f \) is the amount of \( \phi \) convected through the face.

For the steady state case considered in this study, \( \frac{\partial \rho \phi}{\partial t} = 0 \), and no temporal discretization is required. Equation 5.2 can then be written in the form

\[
\sum_f J_f \phi_f = \sum_f D_f + S_\phi V
\]  

(5.3)

where \( J_f \) is the mass flow rate and \( D_f \) shows the transport due to the diffusion through the face \( f \). The mass flow rate is defined from the solution of continuity and momentum equations.

The face value of the scalar \( \phi \) is calculated using a First-Order Upwind scheme indicating that the face value \( \phi_f \) is equal to the cell value of the scalar of the upstream cell. Hence,

\[
\phi_f = \phi_{\text{upwind}}
\]  

(5.4)

One needs to determine the gradient \( \nabla \phi \) of the scalar \( \phi \) not only to calculate velocity derivatives, but also the secondary diffusion terms. Calculation of the gradients is based on the divergence theorem stating that the gradient of \( \phi \) at the cell center is defined as

\[
(\nabla \phi)_0 = \frac{1}{V} \sum_f \bar{\phi}_f \bar{A}_f
\]  

(5.5)

where the summation is over all the faces of the cell and the face value of \( \phi \) is obtained by arithmetic averaging at the neighboring cell

\[
\bar{\phi}_f = \frac{\phi_0 + \phi_1}{2}
\]  

(5.6)

The discretization procedure yields a linearized form of the Equation 5.2 for \( \phi \) at the cell center in the form

\[
a_p \phi_p = \sum_{nb} a_{nb} \phi_{nb} + b_p
\]  

(5.7)

where the subscript \( nb \) indicates the neighbor cells and \( a \) is the linearized coefficient for \( \phi \). Here the summation is over all the neighbors \( nb \) of cell \( p \). Similar equations
in the form of the above equation have to be written for all the cells in the domain. The system of equations is solved using a Gauss-Seidel linear equation solver \([87]\) in conjunction with an algebraic multi grid (AMG) method discussed in detail in \([87]\), \([93]\) and \([94]\).

By setting \(\phi = u\), one can obtain the discretized equation for momentum in the same manner as discussed above. The equation has the form

\[
a_p u = \sum_{nb} a_{nb} u_{nb} + \sum p_f A \cdot \hat{i} + S \tag{5.8}
\]

and the discrete continuity equation is written as

\[
\sum_{f} J_f A_f = 0 \tag{5.9}
\]

Both velocity and pressure components are stored at cell centers. Computing \(J_f\) by averaging the cell velocities causes checker boarding \([92]\). This can be avoided by using a scheme similar to that proposed in \([95, 96]\). A momentum-weighted averaging is used with weighting factors based on the \(a_p\) coefficient from Equation 5.8. The mass flow rate can then be written as

\[
J_f = \rho_f \frac{a_{p,0} v_{n,0} + a_{p,1} v_{n,1}}{a_{p,0} + a_{p,1}} + d_f \left( (p_0 + (\nabla p)_0 \cdot \vec{r}_0) - (p_1 + (\nabla p)_1 \cdot \vec{r}_1) \right) = \tilde{J}_f + d_f (p_0 - p_1) \tag{5.10}
\]

where \(p_0, p_1, v_{n,0}\) and \(v_{n,1}\) are the pressure and normal velocity, respectively, of the cells at both sides of each face. The term \(d_f\) is a function of \(\bar{a}_p\), the average of the momentum equation coefficients for the cells on either side of the face.

### 5.1.3 Pressure Velocity Coupling

Pressure velocity coupling is accomplished by using the Equation 5.10 to achieve a formulation for pressure through manipulating the continuity equation. This is achieved by using an algorithm called Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) \([95]\). The algorithm is based on the finite volume discretization on the staggered grids employed by the present work. It describes the iterative procedure by which the solutions of the discretized equations are obtained.

For an arbitrary pressure \(p^*\), the mass flow rate obtained from Equation 5.10 is written as
\[ J_f^* = \dot{J}_f^* + d_f(p_0^* - p_1^*) \] (5.11)

which, in general does not satisfy the continuity equation. To solve this, a term \( J' \) is added in the form

\[ J_f' = d_f(p_0' - p_1') \] (5.12)

so that the resulting mass flux

\[ J_f = J_f^* + J_f' \] (5.13)

satisfies the continuity. \( p' \) is called cell pressure correction. The SIMPLE algorithm then substitutes the correction equation in the discretized continuity equation to obtain an equation for pressure correction in the form

\[ a_p p' = \sum_{nb} a_{nb} p'_{nb} + b \] (5.14)

where \( b \) is the net flow rate to the cell for the starred condition,

\[ b = \sum_f J_f^* A_f. \] (5.15)

If \( b = 0 \), the starred condition satisfies the continuity and no pressure correction is needed. Therefore the term \( b \) represents a mass source which the pressure corrections must annihilate [95].

When the pressure correction equation is solved, the values of corrected pressure and mass flux are

\[ p = p^* + \alpha_p p' \] (5.16)

\[ J_f = J_f^* + d_f(p_0' - p_1') \] (5.17)

where \( \alpha_p \) is the relaxation factor for pressure having a value between 0 and 1.

A relaxation method is used to accelerate the convergence. Large change in the variables could cause numerical instability. Therefore, the variable \( \phi \) is changed as
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\[ \phi = \phi_{\text{old}} + \alpha \phi \Delta \phi. \]  
(5.18)

The SIMPLE procedure can be summarized in the following steps:

1. Guess the pressure \( p^* \).
2. Solve Equation 5.11 for starred velocities.
3. Solve \( p' \) equation (Equation 5.14).
4. Calculate \( p \) from Equation 5.16.
5. Calculate the velocity field from Equation 5.17.
6. Treat the corrected pressure \( p \) as a new guess \( p^* \), return to step 2 and repeat until convergence.

One can use the mass source \( b \) as a useful indicator of the flow solution convergence. The iterations should be continued until the value of \( b \) becomes sufficiently small everywhere.

5.2 Integration of Particle Equation of Motion

As already discussed in section 3.3, the particle velocity is calculated by integrating Equation 3.31 and the trajectory is calculated by solving Equation 3.41. Rearranging Equation 3.31 to a general form, one obtains:

\[ \frac{du_p}{dt} = \frac{1}{\tau_p} (u - u_p) + a \]  
(5.19)

where \( a \) is the acceleration due to all forces other than the drag force.

Two numerical discretization schemes are used here to solve Equation 5.19 numerically. Using Euler implicit discretization, one obtains

\[ u_p^{n+1} = u_p^n + \frac{\Delta t}{\tau_p} \left( a + \frac{u_p^n}{\tau_p} \right). \]  
(5.20)

When applying a trapezoidal discretization to Equation 5.19, the variables \( u \) and \( u_p \) on the right hand side are taken as averages, and \( a \) as a constant. The solution will then be as follows:
\[ \frac{u_p^{n+1} - u_p^n}{\Delta t} = \frac{1}{\tau_p} (u^* - u_p^*) + a \]  
(5.21)

where

\[ u^* = \frac{1}{2} (u^{n+1} + u^n) \]
\[ u_p^* = \frac{1}{2} (u_p^{n+1} + u_p^n) \]
\[ u^{n+1} = u^n + \Delta t u_p^n \nabla u^n \]

Combining equations 5.21 and 5.22, the particle velocity at the new location \( n + 1 \) is computed by

\[ u_p^{n+1} = \frac{u_p^n (1 - \frac{1}{2} \frac{\Delta t}{\tau_p}) + \frac{\Delta t}{\tau_p} (u^n + \frac{1}{2} \Delta t u_p^n \nabla u^n) + a \Delta t}{1 + \frac{1}{2} \frac{\Delta t}{\tau_p}}. \]  
(5.23)

Using trapezoidal discretization of the Equation 3.41, the trajectory of the particle is calculated as

\[ x_p^{n+1} = x_p^n + \frac{1}{2} \Delta t (u_p^{n+1} + u_p^n). \]  
(5.24)

A combination of the implicit and trapezoidal schemes is used in ANSYS FLUENT and hence in this study as well. In situations where the particle is far from hydrodynamic equilibrium, a trapezoidal scheme produces better solution, whereas when the particle reaches hydrodynamic equilibrium, the higher order trapezoidal schemes become inefficient and the mechanism switches to a stable implicit scheme [26].

## 5.3 In Situ Adaptive Tabulation

As discussed in chapter 4, detailed chemical models typically include reactants, products and reaction intermediates that sum up to tens of species resulting from hundreds of reactions. The corresponding reaction timescales can range from \( 10^{-10} \)s to more than 1s [23]. Reaction schemes with a wide range of timescales produce a stiff numerical system that is difficult to integrate.

For the reaction fractional step in the EDC model (see section 4.4), each particle evolves according to the chemical source term:

\[ \frac{d\phi^{(i)}}{dt} = S(\phi^{(i)}) \]  
(5.25)
where $\phi$ is the particle composition vector

$$
\phi = (Y_1, Y_2, ..., Y_N, T)
$$

(5.26)

with $Y_k$ being the $k^{th}$ species mass fraction.

Direct Integration (DI) of the above differential equations is computationally expensive for detailed reaction schemes. To circumvent the cost of DI, the In Situ Adaptive Tabulation (ISAT) algorithm \cite{97} is used in this study.

ISAT is a powerful tool that enables realistic chemistry to be incorporated in multidimensional flow simulations by accelerating the chemistry calculations. In full, the method is: in situ, unstructured, adaptive tabulation of the accessed region with control of retrieval errors \cite{97}.

In order to use a tabulation method for a particular flow, it is sufficient to tabulate the accessed domain, rather than the whole of the realizable domain which is much larger. Since the accessed domain depends on many aspects of the flow including the kinetics, the transport processes and the boundary conditions, it is not known before performing the calculation. Hence, the table is built up during the reactive flow calculation. Each entry in the table corresponds to a composition that occurs in a cell during the calculation and the corresponding $S(\phi^{(i)})$. This is referred to as in situ tabulation.

The basic idea behind ISAT method is to integrate the governing equation using DI and then store the reaction mapping as well as sensitivity information in a binary tree data structure for later use \cite{98}. For subsequent calculations, DI is avoided for the points that are within a small defined distance from previously calculated points. Here, the reaction mapping will be estimated using multi linear interpolation \cite{98}. However, DI will be performed where the reaction mapping can not be interpolated with sufficient accuracy. This idea is depicted in Figure 5.2 and summarized as follows:

- On subsequent call the table is queried.
- Check if the initial state falls inside Ellipsoid Of Accuracy (EOA).
- If yes, interpolate and retrieve the mapping.
- If not, a Direct Integration is performed.
- Check if the mapping falls within ISAT error tolerance.
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- If yes, the EOA is grown.
- If not, a new table entry is added.

At the start of the simulation, most operations are “Addition” and “Growth” which are slow due to performing DI. Later, as more points in the composition space are tabulated, “Retrieve” becomes frequent and hence the CFD calculation will be accelerated. Typical speed-up factor of 100-1000 is obtained compared to DI [97], [98].
6. Results and Discussion

This chapter focuses on the CFD simulation results of the gasification of ethylene glycol which was used as a model fuel for pyrolysis oil in the lab-scale entrained flow gasifier REGA. The gasifier and the gasification conditions are described in section 6.1 of this chapter. The physical, chemical and numerical models discussed in previous chapters are utilized to perform CFD simulations using the ANSYS FLUENT 12.0 code. The resulted flow patterns, temperature profiles and product gas compositions are presented and compared with experimental measurements wherever possible. The results are presented in sections 6.2 and 6.3.

In section 6.4, a series of simulations is performed to study the effect of the boundary and operating conditions on the gasification efficiency and the product gas compositions. Oxidizer and fuel inlet temperatures, oxidizer composition, air-fuel ratio, and the gasifier operating pressure are the four variables used for sensitivity analyses.

Section 6.5 is dedicated to study the effect of chemistry on the gasification process. In the first part, three versions of the ethylene glycol reaction mechanism are used to study the effect of reaction kinetics on the gasification. In the second part, the chemistry models discussed in chapter 4, namely equilibrium chemistry, flamelet model and eddy dissipation concept are compared with each other and their effects on the simulation results are discussed.

At the end of this chapter simulation results of the slurry gasification are presented with a focus on the effect of char gasification on the whole process.
6.1 Gasifier Model and Simulation Conditions

The modeled gasifier in this thesis is a pilot scale Research Entrained Flow Gasifier (REGA) which is operated at the Karlsruhe Institute of Technology (KIT). It is a 60 kW atmospheric entrained flow gasifier having a total length of 3 m and an inner diameter of 28 cm. It is equipped with an external mixing burner nozzle for atomization of slurries with air [99]. Fuel and oxidizer enter the gasifier at the top through the burner and the hot product gases exit at the bottom of the gasifier as depicted in Figure 6.1. The electrical heating of the reactor walls up to 1200 °C allows adiabatic operating conditions [22].

In this study, ethylene glycol (HOCH$_2$CH$_2$OH) serves as non-toxic model fuel for pyrolysis oil, mainly because of its similar C/H/O-ratio and its similar physical properties to biomass derived liquid pyrolysis products [99, 100].

The ethylene glycol oxidization reaction mechanism, developed by Hafner [64, 66], was simplified using the methods and softwares discussed in section 4.1. The current reduced version of the reaction mechanism comprises of 43 chemical species and 629 elementary reactions (see Appendix A.2). The analysis of the mechanism for stoichiometric, fuel-rich and fuel-lean cases, using HOMREA and MIXFLA packages, showed that the concentrations of major species in the reduced mechanism deviate by less than 2% from the corresponding values of the original mechanism. Hence, using the simplified reaction mechanism does not introduce significant errors in the reactive flow CFD calculation. The reduced mechanism will thus be used in the context of this thesis.

A 2D axisymmetric geometry was used due to the available symmetry of the REGA. A structured quadratic element grid with Successive Ratio scheme was generated. This scheme is a non-symmetric scheme, in which the cell size increases in both radial and axial directions from the burner. The grid nodes generated for the top cap of the REGA using the successive ratio scheme can be seen in Figure 6.2. The gasifier mesh was generated using GAMBIT software and consisted of 17612 cells.

The CFD simulations are performed using ANSYS FLUENT 12.0 software. To check the generated mesh, a cold flow simulation was performed in which air at $T_a$=300 K and a volume flow rate of 17.41 m$^3$/h was injected and the axial velocity along the axis of symmetry of the gasifier was compared with measured values. Due to the turbulent nature of the flow, the realizable $k$-$\varepsilon$ model was used. The experimental data were derived by KIT using a propeller anemometer and Laser Doppler Anemometer (LDA) [100, 101]. Figure 6.3 shows a comparison of the simulated axial velocity of
the air along the symmetry axis of the REGA with the two measurement methods. The simulation results showed a good agreement with experimental values.

The mesh was also used for the hot reactive flow simulations. The turbulence-chemistry interactions were taken into account by using the EDC model (section 4.4). The EDC model was employed together with the ISAT algorithm (section 5.3) to dynamically tabulate the chemistry mapping and to reduce the time to solution. The Discrete Phase Model (section 3.3) together with the Discrete Ordinates model (section 3.2) were used to model the liquid phase and radiation heat transfer, respectively.

ANSYS FLUENT applies the finite volume method (section 5.1) to solve the governing equations numerically. Here, a first-order-upwind scheme was applied for interpolation within a pressure-based implicit solver. The SIMPLE procedure was employed for pressure velocity coupling.

For the reactive flow simulation, a case was considered in which ethylene glycol was injected at a flow rate of 9.5 kg/h and gasified under fuel rich condition ($\lambda = 0.43$). The oxidizing agent was a mixture of air and pure oxygen. The enriched air contained 40% vol oxygen (Case C1 in Table 6.2). The gasifier wall was kept at a constant temperature of 1373 K.

---

**Figure 6.1:** The simulated entrained flow gasifier
6.2 Flow Pattern

Figure 6.2: Grid nodes generated on the top cap using 'Successive Ratio Scheme'

Figure 6.3: Axial velocity along the symmetry axis of the gasifier
LDA and Propeller are experimental values [101]

6.2 Flow Pattern

Figure 6.4 shows the contours of the gas velocity, the streamlines and the droplet trajectories for the top 1 m of the gasifier. In the middle plot, one can see the recirculation zone that is formed around the centerline of the gasifier. From the middle part of the gasifier to the outlet, the flow pattern turns to a uniform turbulent plug flow profile. Ethylene glycol droplets are vaporized quickly due to the high temperature inside the gasifier and do not enter the recirculation zone, as can be seen in Figure 6.4c. The random shape of the droplet trajectories is due to a tracking model of ANSYS FLUENT (the DRW model was used in this thesis) that was used to better describe their turbulent and stochastic nature. In essence, the particles are not expected to follow the same geometrical routes every time they are injected into the flow field, they rather follow a scattered (around a time-mean path) route which
Figure 6.4: Gas velocity (left), streamlines (middle), and droplet temperature (right) for the top 1 meter of the gasifier

is set by a random number generator determined by the local turbulence levels as discussed in section 3.3.

The molecular viscosity of the gases was calculated using the Sutherland viscosity law [102], based on kinetic theory of ideal gases and an idealized intermolecular-force potential, as

\[
\mu = \mu_0 \frac{T_0}{T + C} \left( \frac{T}{T_0} \right)^{3/2} ,
\]

(6.1)

where \( \mu_0 \) and \( T_0 \) are the reference values of viscosity and temperature, respectively, and \( C \) is the Sutherland constant. The values of \( \mu_0 \), \( T_0 \) and \( C \) for different relevant chemical species are derived from [103].

In Figure 6.5, the contours of viscosity and gas temperature on the top third of the gasifier are presented. As can be seen, the molecular viscosity and the temperature have a similar profile due to the temperature dependence of viscosity according to the Sutherland law.
6.3 Temperature and Species Concentrations

Due to the recirculation pattern shown in Figure 6.4, hot gas from the lower part of the flame will move up along the wall to the top of the gasifier. The recirculated gas is rich in reactive species (i.e. CO and H$_2$) and has a high temperature. Hence, it will easily be oxidized when brought in contact with the oxygen injected from the burner. This assists the flame to hold its high temperature and also the formation of regions with high temperatures close to the burner, where oxygen mixes with recirculation gas, as can be seen from the temperature contours in Figure 6.5. The maximum temperature achieved in this region is about 2310 K. Because of the plug flow nature of the flow, most of the reactor has a homogeneous temperature of about 1375 K.

Hafner et al. [66] performed a reaction flow analysis of the ethylene glycol oxidization under fuel-rich conditions in a jet stirred reactor. The main reaction path under this condition was the decomposition of ethylene glycol to acetaldehyde (CH$_3$CHO) with subsequent H-abstraction to acetaldehyde radical CH$_3$CO and finally the decomposition to CH$_3$ and CO. This trend can be observed in the REGA simulation as well. After the injection, liquid ethylene glycol vaporizes and enters the gas phase at an axial distance between 120-450 mm from the burner with a maximum mole fraction occurring around x = 200 mm from the injection point (see Figure 6.6). At
Figure 6.6: Mole fractions of ethylene glycol (HOCH$_2$CH$_2$OH), O$_2$, H$_2$O, CO$_2$, CO, and H$_2$ for the top 1 meter of the gasifier

It is observed from Figure 6.6 that the whole amount of oxygen is consumed as it enters the gasifier which is the result of the ethylene glycol intermediate species

\[ \text{HOCH}_2\text{CH}_2\text{OH} \Leftrightarrow \text{CH}_3\text{CHO} + \text{H}_2\text{O} \]  (6.2)

reaches its maximum value at the same distance. This value is one order of magnitude higher than other ethylene glycol decomposition reactions. The contours of mole fractions of acetaldehyde and its radical CH$_3$CO can be seen in Figure 6.7.
oxidation as well as the recirculation zone effect already discussed. The products of oxygen reactions with the reactive components CO and H\textsubscript{2} reach high values at the hot regions as can be seen in the contours of mole fractions of CO\textsubscript{2} and H\textsubscript{2}O. The recirculation zone causes some gas to be trapped in the top corner of the gasifier which can be seen from for example the H\textsubscript{2} mole fraction contours (Figure 6.6).

The mole fractions of major gasification products at the gasifier exit are listed in Table 6.1 for the gasification case C1. The syngas components CO and H\textsubscript{2} have nearly the same mole fractions, 18.69 mole% and 18.28 mole%, respectively. The listed species account for 99.15 mol% of the product gas. Acetylene (0.7 mol%) and ethylene (0.13 mol%) are two minor species present in the product gas.
### 6.3. Temperature and Species Concentrations

<table>
<thead>
<tr>
<th>Species</th>
<th>CO</th>
<th>H₂</th>
<th>CO₂</th>
<th>H₂O</th>
<th>N₂</th>
<th>CH₄</th>
</tr>
</thead>
<tbody>
<tr>
<td>mol%</td>
<td>18.69</td>
<td>18.28</td>
<td>10.28</td>
<td>25.64</td>
<td>24.08</td>
<td>2.18</td>
</tr>
</tbody>
</table>

#### Table 6.1: Product gas composition at the gasifier exit for Case C1

![Graph showing CO₂ and CO mole fractions](image)

**Figure 6.8:** Experimental (E) and simulated (S) mole fractions of CO₂ and CO vs. distance from the burner

Figure 6.8 shows the mole fractions of CO₂ and CO in percentage of gas volume for different distances from the burner head. The experimental data were taken from the measurements performed at KIT [104]. The gas samples are extracted from the gasifier through a sampling probe, cooled to 160 °C, filtered, and cooled further via a cooler to condense water vapor. The sample is then analyzed in a gas analyzer [100]. In this way, the CH₄, H₂, CO and CO₂ mole fractions can be measured in dry condition (% vol dry). As can be observed from Figure 6.8 the CO₂ concentration is slightly under-predicted and the CO concentration far from the burner is over-predicted by the model.

The radial profiles of mole fractions of CO₂ and H₂ at an axial distance of x = 200 mm from the burner are depicted together with the experimental values in Figure 6.9. Outside the flame region, the H₂ concentration is higher than the experimental values but the CO₂ concentration shows good agreement with the measurements. In general, the simulation results showed acceptable agreement with the experimental values. A reason for the difference between numerical and experimental values could be the addition of errors due to the differences in the mole fractions when calculating...
Figure 6.9: Experimental (E) and simulated (S) mole fractions of CO$_2$ and H$_2$ vs. radial distance at an axial distance of 200 mm from the burner

them in dry condition. Numerical errors and measurement error tolerances are also another source of discrepancy between the simulation and the experimental results. The error tolerance of the measurements was around \( \pm 2.2 \) % for H$_2$ and \( \pm 1.2 \) % for H$_2$O, CO, and CO$_2$ [101]. Furthermore, the effect of leakage air was neglected in the simulations. Leakage air from the seals of the gasifier flanges [22] has some influence on the temperature field and the gas concentrations due to availability of excess oxygen.

The $k$-$\varepsilon$ turbulence model is known to over-predict the strength of the vortex structure (and consequently the recirculation zone effect) [105]. This causes a reduction of the temperature in the symmetry plane and hence the chemical species concentrations change as well.

To develop the detailed chemical reaction mechanism, some estimates are made [64], which due to the unavailability of enough kinetic data of ethylene glycol oxidation to validate them, are another source of uncertainty of the CFD results.
6.4 Effect of Operating Conditions

In order to study the effect of boundary and operating conditions on the gasification process, a series of simulations were done to perform sensitivity analysis. Four parameters were varied, namely: oxidizer and fuel inlet temperatures, the oxidizer composition which is the enrichment of air with $O_2$, the air-fuel ratio and the operating pressure of the gasifier. Table 6.2 shows an overview of the different simulation cases taken into account for the parameter studies.

The objective of gasification process is the production of high quality synthesis gas. To check the effectiveness of gasification, a parameter called gasification efficiency is defined as [106]:

$$\eta_G = \frac{\dot{m}_g \text{LHV}_g}{\dot{m}_f \text{LHV}_f}$$  \hspace{1cm} (6.3)

where $\dot{m}$ and LHV are the mass flow rate (kg/s) and lower heating value (MJ/kg), respectively. The subscript $g$ stands for the product gas and $f$ for the fuel which in our case is ethylene glycol. The gasification efficiency $\eta_G$ is then the ratio of the heat content of the product gases generated by gasification to the heat content of the fuel when it is totally burnt.

The lower heating value of ethylene glycol is calculated based on its chemical elements and have a value of about 17.94 MJ/kg. For the product gas, the LHV is calculated based on the amount of available burnable chemical species (CO, H$_2$, CH$_4$, C$_2$H$_2$, and C$_2$H$_4$).

6.4.1 Inlet Temperatures

Four cases are considered for studying the changes in inlet temperatures. These cases (case C1-C4) are listed in Table 6.2. In the basic case (C1), both oxidizer and fuel had an inlet temperature of 300 K. The oxidizer temperature was then increased to 330 K (C2) and 350 K (C3) keeping the fuel inlet temperature constant. For the case C4, the fuel and the oxidizer both entered the gasifier at 350 K.

Figure 6.10 shows the gasification efficiency as a function of the inlet oxidizer temperature. With increasing temperature from 300 K to 350 K, the gasification efficiency increased significantly from 68.58 % to 74.48 %. At the same time, the results show that the composition of product gas varied and its LHV increased due to an increase in CO and H$_2$ mole fractions, as shown in Figure 6.10. The gasification efficiency for the case C4 did not show a significant difference with that of case C3, meaning that preheating the fuel from 300 K to 350 K does not affect the syngas composition.
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<table>
<thead>
<tr>
<th>Case</th>
<th>λ [-]</th>
<th>( \dot{m}_{\text{f}} ) [kg/h]</th>
<th>( T_{\text{f}} ) [K]</th>
<th>( T_{\text{ox}} ) [K]</th>
<th>( x_{\text{O}_2} ) [%]</th>
<th>( T_{\text{w}} ) [K]</th>
<th>p [atm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>0.43</td>
<td>9.5</td>
<td>300</td>
<td>300</td>
<td>40</td>
<td>1373</td>
<td>1</td>
</tr>
<tr>
<td>C2</td>
<td>0.43</td>
<td>9.5</td>
<td>300</td>
<td>330</td>
<td>40</td>
<td>1373</td>
<td>1</td>
</tr>
<tr>
<td>C3</td>
<td>0.43</td>
<td>9.5</td>
<td>300</td>
<td>350</td>
<td>40</td>
<td>1373</td>
<td>1</td>
</tr>
<tr>
<td>C4</td>
<td>0.43</td>
<td>9.5</td>
<td>350</td>
<td>350</td>
<td>40</td>
<td>1373</td>
<td>1</td>
</tr>
<tr>
<td>C5</td>
<td>0.43</td>
<td>11.9</td>
<td>300</td>
<td>300</td>
<td>50</td>
<td>1373</td>
<td>1</td>
</tr>
<tr>
<td>C6</td>
<td>0.43</td>
<td>5.12</td>
<td>300</td>
<td>300</td>
<td>21</td>
<td>1373</td>
<td>1</td>
</tr>
<tr>
<td>C7</td>
<td>0.60</td>
<td>9.5</td>
<td>300</td>
<td>300</td>
<td>40</td>
<td>1373</td>
<td>1</td>
</tr>
<tr>
<td>C8</td>
<td>0.75</td>
<td>9.5</td>
<td>300</td>
<td>300</td>
<td>40</td>
<td>1373</td>
<td>1</td>
</tr>
<tr>
<td>C9</td>
<td>0.30</td>
<td>9.5</td>
<td>300</td>
<td>300</td>
<td>40</td>
<td>1373</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 6.2: Overview of the boundary conditions for the Cases C1 - C9

Figure 6.10: Gasification efficiency and mole fractions at the gasifier outlet for different oxidizer inlet temperatures

and hence the gasification efficiency. This is due to the high temperatures inside the gasifier causing the fuel to evaporate very fast as already shown in Figure 6.4.

The highest temperature inside the gasifier has increased from around 2310 K for the case C1 to around 2370 K for the case C3. The position of the highest temperature area moved toward the burner with preheating the oxidizer. This trend is visualized in Figure 6.11. The temperature outside the flame zone did not show significant difference and was about 1375 K for all the cases.
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6.4.2 Oxidizer Composition

To study the effect of the oxygen content of the oxidizer on the gasification efficiency, three cases were considered that are shown in Table 6.2. In the first case (C1) the oxidizer contained 40 % oxygen and the other 60 % of the gas volume is N$_2$. In the second case (C5), the oxidizer was enriched with even more oxygen to reach $x_{O_2} = 50\%$. These two cases were compared with a case (C6), in which the gasifying agent was air ($x_{O_2} = 21\%$).

The mole fractions of syngas components ($H_2$, CO) at the gasifier exit as well as the gasification efficiencies are plotted in Figure 6.12. The plot shows an increase in the gasification efficiency as the oxygen mole fraction increases, although the increase
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is not considerable between the cases with $x_{O_2} = 40\%$ and $x_{O_2} = 50\%$. As $x_{O_2}$ was increased, the mole fraction of H$_2$ increased faster than that of CO.

The maximum temperature inside the gasifier increased from about 1820 K for gasification with air to about 2490 K when the gasifying agent contained 50 % oxygen. This was mainly due to the decrease in the thermal ballast N$_2$.

6.4.3 Air-Fuel Ratio

In order to study the effect of the air-fuel ratio ($\lambda$) on the gasification efficiency and the composition of the product gas, the basic case C1 ($\lambda=0.43$) was considered with three other cases C7, C8, and C9 with $\lambda=0.60$, $\lambda=0.75$, and $\lambda=0.30$, respectively. The results of the comparison are shown in Figure 6.13.

With increasing $\lambda$, one moves from gasification to combustion. This implies that the gasification efficiency should decrease and less syngas should be produced (solid lines in Figure 6.13). On the other hand, the combustion products CO$_2$ and H$_2$O increase. Furthermore, the heat release from the process increases and large amount of heat transferred from the walls of the gasifier causing the process not to be adiabatic anymore. An adiabatic boundary condition for the gasifier wall was selected to study its effect on the gasification. The dashed lines in Figure 6.13 indicate the results of the simulations of the three cases C1, C7 and C8 with adiabatic boundary conditions.

![Figure 6.13](image-url)  
**Figure 6.13:** Gasification efficiency and mole fractions at the gasifier outlet for different air-fuel ratios for constant wall temperature (solid lines) and adiabatic walls (dashed lines)
A slight increase of the gasification efficiency was observed for the adiabatic cases in comparison with the non adiabatic cases. This was due to the increase in the mole fractions of H\textsubscript{2} and CO and hence the LHV of the product gas. However, the simulations indicated that the mole fractions of CH\textsubscript{4}, C\textsubscript{2}H\textsubscript{2} and C\textsubscript{2}H\textsubscript{4} were around zero for the adiabatic cases. This was due to the increase in the reactor temperature. The reactor temperature increased from around 1373 K for the non adiabatic cases to 1485 K, 1954 K and 2300 K for the adiabatic cases with \( \lambda = 0.43 \), \( \lambda = 0.60 \) and \( \lambda = 0.75 \), respectively. At higher reactor temperatures, the reactions proceeded faster, resulting in the faster decomposition of CH\textsubscript{4}, C\textsubscript{2}H\textsubscript{2} and C\textsubscript{2}H\textsubscript{4} to the end product species CO, CO\textsubscript{2}, H\textsubscript{2} and H\textsubscript{2}O. For the non adiabatic cases, the mole fractions of the minor species decreased with increasing the air-fuel ratio. For example, the methane mole fraction decreased from 3.47 % for \( \lambda = 0.30 \) to 0.73 % for \( \lambda = 0.75 \).

The maximum flame temperature has increased from around 2310 K for \( \lambda = 0.43 \) to around 2480 K for \( \lambda = 0.75 \). The increase in the heat release with increasing air-fuel ratio caused the hot zone to be bigger.

### 6.4.4 Pressure

Operating a gasifier under high pressures leads to a reduction of the specific volume of the gases, which in return decreases the dimensions of the equipment [107]. On the other hand, increasing the operating pressure causes an increase in manufacturing costs. In case of the bioliq\textsuperscript{®} process, the high pressure operation is desirable as it obviates intermediate syngas compression prior to the fuel synthesis step [3].

The case C6 (see Table 6.2) was considered as the basis case for studying the effect of the reactor operating pressure on the gasification efficiency. Two more cases were considered in which the operating pressure was increased to 2 and 5 bars, respectively. All the other boundary conditions were kept constant as those of C6.

The gasification efficiency increased from \( \eta_G=66.72 \% \) for atmospheric gasification to 71.55 % when the operating pressure was 5 bars. This was due to the increasing of the LHV of the product gas due to higher fractions of CO and H\textsubscript{2} as can be seen in Figure 6.14. A gradual increase in the ratio of hydrogen to carbon monoxide, from about 0.83 at atmospheric pressure to over 1.11 at 5 bars was observed which shows the capability of adjusting the ratio of syngas constituents by changing the operating pressure. However, this may be of limited value since the operating pressure is usually determined by other process based considerations.

The REGA is designed for the operation under atmospheric pressures. Due to this fact, high pressure gasification simulations were not performed based on the
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Figure 6.14: Gasification efficiency and mole fractions at the gasifier outlet for different pressures

Figure 6.15: Mole fractions of CO and H\textsubscript{2} for different temperatures and pressures

geometry of the gasifier and the burner. To check the effect of high pressures on the composition of the product gas, a series of simulations using the HOMREA software were carried out. The initial reaction pressure was varied from 1 bar up to 50 bars and the initial temperature was varied between 900 K and 2100 K. The results of two cases with initial temperatures of 1500 K and 2000 K are depicted in Figure 6.15. At initial reaction temperature of 2000 K, an increase in the mole fractions of H\textsubscript{2} and CO was seen up to reaction pressure of 15 bar. In the case of higher pressures, the gas composition remained almost constant. The same trend can be observed in the lower reaction temperature.
It should be noted that the ethylene glycol reaction mechanism is validated for pressures up to about 40 bars [64]. For simulations with higher pressures, care should be taken about the usage of the reaction mechanism.

When comparing Figures 6.14 and 6.15, the predicted gas compositions show significant differences which is due to the differences in the model assumptions used in the simulation softwares. In HOMREA, an ideal jet stirred reactor is considered and the effect of thermal radiation is neglected. Whereas in ANSYS FLUENT, effects of turbulence and thermal radiation are taken into account.

6.5 Effect of Chemistry

In this section, the effect of chemistry on the simulation results of the gasification process is studied. In the first part, three versions of the chemical reaction mechanism, developed for ethylene glycol oxidation, are used for CFD simulations and the results are compared. In the second part of this section, the three chemistry models already discussed in chapter 4 (equilibrium chemistry model, flamelet model and eddy dissipation concept) will be compared together. These models are developed based on different underlying assumptions which offer certain advantages and disadvantages for the simulation of a selected reactive flow problem.

6.5.1 Reaction Mechanism

Due to the lack of experimental kinetic rate data for high temperature ethylene glycol oxidation, some of the rate constants had to be estimated using statistical correlations and analogies to other reactions [64]. For the estimation of the activation energies from analog reactions, the Bell-Evans-Polanyi equation [108, 109] was used

\[ E_{a,1} = E_{a,0} + \alpha \Delta H_R^0 \]  

where \( E_{a,0} \) is the activation energy of the analog reaction, \( \alpha \) is a factor between 0 and 1 and \( \Delta H_R^0 \) is the difference between the standard reaction enthalpies of the reactions.

The reaction mechanism used in this thesis was developed based on \( \alpha = 0.5 \) [64]. To study the effect of the changes in the reaction scheme on the gasification, two versions of the reaction mechanism, created with \( \alpha = 0.0 \) and \( \alpha = 1.0 \), were considered together with the original mechanism.

The calculations based on the package HOMREA did not show significant differences in the mole fractions of the major gasification product species CO, CO\(_2\), H\(_2\) and H\(_2\)O.
Figure 6.16: Contours of mole fractions of H$_2$ (top) and OH (bottom) at the top part of the gasifier for simulations using different versions of the reaction mechanism with $\alpha = 0.0$ (right) and $\alpha = 0.5$ (left).

For the CFD simulations in ANSYS FLUENT, the gasification case C6 was studied using the three chemical reaction mechanisms. No significant difference has been observed in the mole fractions of major species ($< 0.5 \%$) for the cases with $\alpha = 0.5$ and $\alpha = 1.0$. However, in the simulation using the mechanism with $\alpha = 0.0$, the mole fraction of H$_2$ was increased about 2\% at the gasifier outlet. This increase caused a decrease of about 1\% in the mole fraction of H$_2$O, as expected. The changes in the mole fractions of other species were not significant ($< 0.3 \%$ for CO and CO$_2$). The contours of the mole fractions of H$_2$ and OH on the top part of the gasifier is shown in Figure [6.16]. The shape of the flame based on the OH concentration can be seen in this figure as well. No OH production was observed in the very vicinity of the burner when $\alpha = 0.0$ was used.
The results of the simulations emphasize that the choice of reaction kinetics plays a role if one is interested in the flame shape and properties, however, the product gas composition at the gasifier outlet did not show great sensitivity to the choice of reaction kinetics ($\alpha$ values) for the studied chemical reaction mechanism. For the effects of the factor $\alpha$ on the ignition delay times and flame velocities, the reader is referred to \cite{64}.

### 6.5.2 Chemistry Model

Within the framework of this thesis, a comparison of the chemistry models available in the CFD code ANSYS FLUENT has been done. These models have been discussed in chapter 4 in detail. The boundary conditions used, were based on the gasification case C1 (see Table 6.2). The simulations were performed using non-premixed combustion with equilibrium chemistry (EQ), the steady laminar flamelet model (SLF) and the eddy dissipation concept (EDC).

The computational costs of the EQ and the SLF models are much lower than that of the EDC model. This is due to the fact that the preprocessing of chemistry in look-up tables is possible for the EQ and SLF models. Therefore, only two and three transport equations for the EQ and SLF models, respectively, are required to be solved. The EDC model, on the other hand, solves one transport equation for each chemical species. The model utilizes the ISAT procedure to decrease the computational time for chemistry calculations, but is still a very time consuming model when detailed reaction mechanisms are used.

The resulting mole fractions of major product species at the gasifier outlet are shown in Figure 6.17. As seen in this figure, the mole fractions of the species for simulations with the flamelet model (SLF) and the equilibrium chemistry model (EQ) have almost the same values at the outlet. As the stoichiometric scalar dissipation ($\chi_{st}$ in equation 4.23) tends to zero in the SLF, the chemistry tends to equilibrium. This happens outside of the flame zone and is the reason for the equality of the species mole fractions at the gasifier outlet. The mole fractions of methane, acetylene and ethylene are predicted by both EQ and SLF models to be zero at the gasifier outlet, whereas the EDC model predicted methane to be 2.18 % and acetylene and ethylene together around 0.83 % of the product gas at the outlet.

In the flame zone, the temperatures are predicted higher by the EQ model than by the SLF model, which is due to the equilibrium calculations \cite{110}. However, the temperatures predicted by both models are qualitatively similar, as can be seen in Figure 6.18. Furthermore, the SLF model underpredicts the temperature in com-
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**Figure 6.17:** Mole fractions of CO, CO\(_2\), H\(_2\) and H\(_2\)O at the gasifier outlet Resulting from simulations with Eddy Dissipation Concept (EDC), Steady Laminar Flamelet Model (SLF) and Equilibrium Non-preamixed Chemistry Model (EQ).

Comparison with the EDC model. This trend in temperature prediction of both models is mentioned in the literature as well \[27, 111\].

An overprediction of H\(_2\) is observed by the EQ model in comparison with the SLF model which is due to the assumption of fast chemistry in EQ model \[112\]. On the symmetry axis of the gasifier, CO and H\(_2\) mole fractions peak nearer to burner in SLF (and EQ) model comparing with EDC as seen in Figure 6.18.

The mass fractions of H\(_2\)O, CO\(_2\) and OH for the SLF and EDC models are depicted in Figure 6.19. It is evident that the SLF model predicts higher H\(_2\)O mass fractions and significantly lower CO\(_2\) mass fractions than the EDC model. Liu et al. \[113\] reported the same trend when comparing the SLF model with direct numerical solutions. The maximum OH mass fraction predicted by both models did not differ significantly. The OH mass fraction in the SLF model, however, spreads much further downstream than that of the EDC model as observed in Figure 6.19. Generally, the SLF model predicts a faster conversion of the fuel species into products. This is in accordance with the results of other studies \[114\].

One should note the importance of the turbulence model on the predictions of temperature and chemical species by chemistry models. The predicted profiles of the mixture fraction, its variance and the scalar dissipation rate in the SLF model are sensitive to the turbulence model \[115\]. Inaccurate description of mixing causes discrepancies between predictions and measurements. The quality of the EDC model predictions depends also on the performance of the turbulence model. In this case,
Figure 6.18: Contours of temperature, CO, and H₂ mole fractions resulting from simulations with Eddy Dissipation Concept (EDC), Steady Laminar Flamelet Model (SLF), and Equilibrium Nonpremixed Chemistry Model (EQ) at the top part of the gasifier.
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The length fraction and time scale of the fine structures (equations 4.32 and 4.33 respectively) directly depend on the turbulence properties ($k$ and $\varepsilon$). An inaccurate prediction of these two quantities leads to erroneous calculation of $\xi^*$ and $\tau^*$ and hence the thermochemical field.

The scalar dissipation rate (used in the SLF model) is insufficient to quantify the non-equilibrium structure of a diffusion flame in an axisymmetric coflow configuration [113]. In addition, the studied gasifier (REGA) with recirculation zones is problematic for flamelet models. For these reactors, partially reacted fluid is recirculated to mix with the feed streams so that the simple non-premixed flow model
6.6 Slurry Gasification Simulation

As discussed in section 1.2, a mixture of pyrolysis oil and char was used as the feed for the gasification in the bioliq\textsuperscript{\textcopyright} process. Ethylene glycol was used as a model fuel for pyrolysis oil. In order to simulate the gasification process using slurry, a submodel, developed by Hafner \cite{64}, was utilized in ANSYS FLUENT, which modeled the char particle gasification and combustion. For the detailed description of the model, the reader is referred to \cite{64}.

The model is based on the heterogeneous reactions of carbon with gasifying agents CO\textsubscript{2}, H\textsubscript{2}O, and O\textsubscript{2} which takes into account the inhibition effect of CO and H\textsubscript{2}. Each char particle is composed of a porous carbon sphere. The slurry is then a mixture of char particles and ethylene glycol droplets. It is assumed that at the beginning, the porous part of a char particle is filled with ethylene glycol.

After the slurry enters the gasifier, the particles are heated and the ethylene glycol vaporizes and enters the gas phase. At the same time, the char particles are heated and react with the gasifying agents. The char gasification product is composed of CO, CO\textsubscript{2}, and H\textsubscript{2}.

In order to simulate the slurry gasification and to study the effect of char particles on the product gas and the gasification efficiency, two cases were considered together with the case C1. The considered cases are summarized in Table 6.3.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
Case & $\lambda$ [-] & $w_{eg}$ [%] & $w_{char}$ [%] & $x_{O_2}$ [%] \\
\hline
C1 & 0.43 & 100 & 0 & 40 \\
C10 & 0.43 & 90 & 10 & 40 \\
C11 & 0.43 & 80 & 20 & 40 \\
\hline
\end{tabular}
\caption{Slurry gasification cases}
\end{table}

no longer applies \cite{72}. The EDC model proves to be a better choice when modeling gasification in entrained flow gasifiers with recirculation zones.

However, care should be taken not to make a definite statement about one model’s superiority over another, as the model predictions depend strongly on the process and boundary conditions for the problem in question.
6.6. Slurry Gasification Simulation

Figure 6.20: Contours of char particles temperature and char conversion for Case C10 at the top 1 meter of the gasifier

The case C1 has already been discussed in section 6.1. For the cases C10 and C11, the mass fraction of char particles in the slurry ($w_{\text{char}}$) was chosen to be 10 % and 20 %, respectively. All other boundary conditions were kept constant as those of the case C1 in Table 6.2.

Figure 6.20 shows the char particle temperatures and the char conversion for the case C10. For clarity reasons only 20 % of the simulated particles are shown in this figure. The highest particle temperature occurred in the flame zone and was more than 2200 K. This caused the particles to react very fast with the available oxygen. The recirculation zone played an important role in the char conversion by increasing the residence time of the particles inside the gasifier. Those particles that were not trapped in this zone have not been completely converted and exited the gasifier, which in turn results in more effort in the gas cleaning steps.

Figure 6.21 shows the contours of the chemical species CO and H$_2$ produced through char particle reactions for both considered cases C10 and C11. Hydrogen was produced by the reaction of char particles ($C_f$) with H$_2$O as

$$C_f + H_2O \rightleftharpoons C(O) + H_2. \quad (6.5)$$
By comparing Figures 6.7 and 6.21 it can be observed that the H₂ production was high in the areas where H₂O had a high concentration. At the top corner of the gasifier, where some water vapor was trapped, the hydrogen production was also of importance. At the second half of the gasifier (not shown in Figure 6.21), the char particles not trapped in the recirculation zone reacted with H₂O molecules and produced more hydrogen.

CO was produced near the burner outlet due to the availability of oxygen according to the following chemical reaction:

\[ C_f + O_2 \rightarrow CO + CO_2 \] (6.6)
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The kinetics of the above reaction indicates that more CO is produced at high temperatures (above 1000 K). At low temperature regions, on the other hand, more CO\(_2\) is produced. This can be seen as well in Figure 6.21.

As in the case of H\(_2\), at the second half of the gasifier some char particles, not trapped in the recirculation zone, reacted with the available CO\(_2\) molecules and produced CO according to the reaction

\[
C_f + CO_2 \rightleftharpoons CO + C(O) \quad (6.7)
\]

The rate of CO production in this zone was not very high in comparison to that of the area near the burner.

The evaporation of ethylene glycol drops trapped in the pores of char particles caused a change in the distribution of ethylene glycol in the gas phase as can be observed from Figure 6.22. For the case C1, where no char particles were present, the ethylene glycol droplets started to evaporate at an axial distance of about \(x = 120\) mm from the burner and reached their maximum at about \(x = 220\) mm across the symmetry axis. In the cases C10 and C11 some ethylene glycol entered the gas phase at a distance of about \(x = 60\) mm from the burner which was due to some evaporation from the pores of the char particles. The maximum values of ethylene glycol con-

**Figure 6.22:** Mole fraction of ethylene glycol in the gas phase along the symmetry axis of the gasifier for different char contents
Figure 6.23: Gasification efficiency and mole fractions at the gasifier outlet for different char contents

centration in gas phase decreased for cases C1, C10 and C11 due to the decrease in the initial mass fraction and the distribution of droplets in the fuel.

The mole fractions of CO and H\textsubscript{2} showed a decrease with increasing the mass fraction of char as shown in Figure 6.23. An explanation for the decrease in CO and H\textsubscript{2} is that the char particles enter the gasifier at the burner position and enter the flame zone where very reactive chemical radicals such as OH and O are present. The produced species CO and H\textsubscript{2}, resulting from the reaction of carbon particles with oxygen and water vapor (reactions 6.5 and 6.6), react with the radicals, for example OH, through the following reactions

\[
H_2 + OH \rightleftharpoons H_2O + H \tag{6.8}
\]

\[
CO + OH \rightleftharpoons CO_2 + H \tag{6.9}
\]

This causes the production of CO\textsubscript{2} and H\textsubscript{2}O, which in turn do not react back to CO and H\textsubscript{2} very easily. One way to deal with this problem is a later injection of char particles so that they do not come into contact with reactive chemical radicals. The new injection should again create a recirculation zone so that the char particles are present in the gasifier long enough for the char gasification reactions to take place.

Figure 6.23 further shows a decrease in the gasification efficiency when using char particles in the fuel. One reason is the mentioned decrease in CO and H\textsubscript{2} and the
Figure 6.24: Contours of temperature for Cases C1 and C10 at the top part of the gasifier

other reason is the increase in the lower heating value (LHV) of the fuel due to the presence of char. This means an increase in the heat content of the fuel (the denominator of the right hand side of equation 6.3) of about 10 % and 20 % for the cases C10 and C11, respectively.

Figure 6.24 shows the contours of temperature for cases C1 and C10 at the top of the gasifier. The maximum temperature in the flame zone inside the gasifier decreased from around 2310 K in the case C1 to around 2285 K for the case C10. This decrease was due to the gasification of char particles. The reactions of char particles with H2O and CO2 are endothermic reactions which occurred in the hot part of the flame and caused the temperature to drop. Furthermore, the exothermic reaction of char particles with oxygen caused the location of the maximum temperature to move further upstream toward the burner as can be observed in Figure 6.24.
7. Conclusions and Perspective

The prime goal of this work was the modeling and simulation of the gasification of biomass-based pyrolysis oil-char slurry in an entrained flow gasifier as a part of the bioliq\textregistered process. In this two-stage process, straw or other abundant lignocellulosic agricultural by-products are converted to syngas through fast pyrolysis and subsequent entrained flow gasification.

The entrained flow gasification belongs to the class of reactive turbulent flow problems which, due to the complex interactions between chemistry and turbulence, needs special attention. The choice of the chemistry-turbulence interaction model as well as other related physical and numerical submodels play an important role in the CFD simulation results.

The models discussed in chapters 2 to 5 as part of the CFD software package ANSYS FLUENT were used to perform the simulations. Ethylene glycol served as a non-toxic model substance for the biomass-based pyrolysis oil in the experiments at KIT. It has also been used in this work as the model substance in order to allow a comparison between simulation results and the experimental results.

A 2-D axisymmetric geometrical model of the pilot scale entrained flow gasifier REGA was used for the mesh generation. The simulation results are presented and discussed in chapter 6.

The cold flow simulation results showed acceptable agreement with the experimental measurements. However, more experimental values would help to optimize the model constants of the \( k-\varepsilon \) turbulence model shown in Table 3.1. In this work, the values suggested by [26] and [32] have been used.
The reactive flow simulations were also compared with experimental measurements wherever possible. These comparisons again showed acceptable agreement. The simulations depicted the importance of the recirculation zone in entrained flow gasification. It brings the hot reactive gas into contact with the injected oxidizer, helping the flame to hold its high temperature. The recirculation zone plays another important role in the entrained flow gasification of slurry. Due to the recirculation, the char particles have longer residence time in the gasifier to react with the gas phase. The choice of the turbulence model is of essential importance for the modeling of the recirculation zone. More work is required to study the effect of other turbulence models on the prediction of flow patterns inside an entrained flow gasifier.

The use of eddy dissipation concept (EDC) enabled us to employ detailed chemical reaction schemes in the turbulent flow. The reaction mechanism utilized in this work is based on the simplification of the mechanism developed by Hafner [64]. The simplification was performed using sensitivity and reaction flow analysis. With detailed chemistry the reaction path of the oxidation of ethylene glycol could be observed in the simulations. The detailed chemistry enables one to study the chemical processes and composition of the chemical intermediates which is not possible when using global reactions. With regard to calculation time, the EDC is a very expensive model and should thus be used where the fast chemistry assumption can not be assumed.

In order to study the effect of boundary conditions on the gasification process, a series of simulations were done to perform sensitivity analysis. Four parameters were varied, namely: oxidizer and fuel inlet temperatures, the oxidizer composition, the air-fuel ratio and the operating pressure of the gasifier.

An increase in the oxidizer inlet temperature caused an increase in the gasification efficiency as well as an increase in the mole fractions of H$_2$ and CO. The increase in the inlet temperature of the fuel did not show a significant effect on gasification efficiency nor on the product gas composition. Here, the heat in the product gas can be used to preheat the oxidizer to achieve a more efficient gasification.

Enrichment of the air with oxygen has a positive effect on the gasification process. As the air is enriched, the amount of N$_2$ decreases which in return causes higher temperatures in the flame and a higher amount of syngas. In this way the gasification temperature can be regulated as desired. Decrease in the oxidizer N$_2$ is also in favor of decreasing the pollutant production (NOx, NH$_3$, etc.). The NOx formation chemistry, which is of interest when using air as the oxidizer, has not been considered in this thesis.
With increasing air-fuel ratio, conditions shift from gasification to combustion. This implies that the gasification efficiency should decrease and less syngas (CO and H₂) and more CO₂ and H₂O should be produced. Larger values of the air-fuel ratio cause higher heat release rates. Operating the gasifier under adiabatic boundary condition increases the reactor temperature and promotes syngas production. Other burnable gases such as CH₄ and C₂H₂ were not present in the product gas, which would facilitate the gas cleaning and conditioning steps.

Operating the gasifiers under high pressures is desirable as it decreases the size of the gasifier and in the case of the bioliq® process, obviates intermediate syngas compression prior to the fuel synthesis. An increase in the gasification pressure showed an increase in the efficiency of the process. Furthermore, the ratio of hydrogen to carbon monoxide changed by changing the pressure, which can be of interest for different downstream syngas utilizations.

Variations in other operating and boundary conditions are not considered in this thesis. More simulations for the varied parameters to cover a broader range may help to better understand the effect of these parameters on the process.

Three different chemistry models were studied in this thesis. Their relative advantages and disadvantages were examined. The EDC model proved to be the better choice when modeling gasification in entrained flow gasifiers with recirculation zones. However, care should be taken not to make a definite statement about one model’s superiority over another, as the model predictions depend strongly on the process and boundary conditions for the problem in question.

The gasification of slurry was simulated using char particles suspended in ethylene glycol. The char reaction model was developed by Hafner [64]. The simulations showed a decrease in the flame temperature with increasing the mass fraction of char particles in the slurry. This is due to the endothermic reactions of particles with water vapor and CO₂. The mole fractions of CO and H₂ decreased too, which caused a decrease in the gasification efficiency. This is because the CO and H₂ produced by the reactions of char particles with oxygen and water vapor react with chemically reactive radicals in the flame region to CO₂ and H₂O. One way to deal with this problem is a later injection of the char particles so that they do not come into contact with these radicals. The new injection should again create a recirculation zone so that the char particles are present long enough for the char gasification reactions to take place.

The simulations performed in this work help to better understand the gasification process inside entrained flow gasifiers and considerably reduce the number of ex-
periments needed to characterize the system. The simulations produced spatial and temporal profiles of different system variables that are hard or sometimes even impossible to measure or would require expensive experiments. However, more experimental measurements would help to validate and optimize the CFD model. The sensitivity analyses performed in this study are considered as a basis to find optimized operating conditions and assist in the successful scale-up of the entrained flow gasifiers.
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A. Appendices

A.1 Nomenclature

\(a\) Strain Rate
\(a\) Absorption Coefficient
\(a_p\) Equivalent Absorption Coefficient of Particles
\(A\) Pre-exponential Factor in Arrhenius Formula
\(A\) Surface Area
\(A_{pn}\) Projected Area of Particle \(n\)
\(b\) Temperature Exponent in Arrhenius Formula
\(c_i\) Concentration of Species \(i\)
\(c_p\) Specific Heat Capacity at Constant Pressure
\(C_{1\varepsilon}, C_{2\varepsilon}\) Constants of Standard \(k-\varepsilon\) Model
\(C_1, C_2\) Constants of Realizable \(k-\varepsilon\) Model
\(C_i\) Vapor Concentration
\(C_D\) Drag Coefficient
\(d\) Distance Between Jet Nozzles
\(d_p\) Particle Diameter
\(D\) Diffusivity
\(D_{i,m}\) Mass Diffusion Coefficient
\(D_{T,i}\) Thermal Diffusion Coefficient
\(E\) Total Energy
\(E_a\) Activation Energy
\(E_p\) Equivalent Particle Emission
\(f\) Mixture Fraction
\(f_{pn}\) Scattering Factor of Particle \(n\)
A.1. Nomenclature

$F$ Lorentzian Broadening Factor
$\vec{F}$ Force Vector
$F_D$ Drag Force
$\vec{g}$ Gravitational Acceleration
$G$ Incident Radiation
$G_k$ Production of Turbulent Kinetic Energy
$h$ Species Enthalpy
$h$ Convective Heat Transfer Coefficient
$h_{tg}$ Latent Heat of Evaporation
$H$ Total Enthalpy
$H_{lat}$ Latent Heat at Boiling Point
$H_{lat,ref}$ Latent Heat at Reference Condition
$I$ Radiation Intensity
$\vec{J}_i$ Diffusion Flux
$k$ Turbulent Kinetic Energy
$k_c$ Mass Transfer Coefficient
$k_f$, $k_r$ Rate Constant for Forward / Reverse Reactions
$k_\infty$ Thermal Conductivity of Continuous Phase
$K_c$ Equilibrium Constant
$L_e$ Eddy Length Scale
$Le$ Lewis Number
$LHV$ Lower Heating Value
$m$ Mass
$\dot{m}$ Mass Flow Rate
$M_{w,i}$ Molecular Weight of Species $i$
$n_{i,f}$, $n_{i,r}$ Reaction Orders of Forward / Reverse Reactions
$N$ Number of Chemical Species
$N_i$ Flux of Droplet Vapor into Gas Phase
$Nu$ Nusselt Number
$p$ Pressure
$p_0$ Atmospheric Pressure
$p_{sat}$ Saturated Vapor Pressure
$Pr$ Prandtl Number
$Q_{rad}$ Radiative Heat Flux
$R$ Universal Gas Constant
$Re$ Reynolds Number
$Re_{ij}$ Reynolds Stresses
\( \vec{s} \)  
Direction (Radiation)

\( S \)  
Source Term

\( S_{ij} \)  
Mean Rate-of-Strain Tensor

\( Sc_t \)  
Turbulent Schmidt Number

\( Sh \)  
Sherwood Number

\( t \)  
Time

\( t_{cross} \)  
Particle Eddy Crossing Time

\( T \)  
Temperature

\( T_{bp} \)  
Boiling Temperature

\( T_{vap} \)  
Evaporation Temperature

\( T_w \)  
Gasifier Wall Temperature

\( u_i \)  
Velocity Magnitude

\( u_p \)  
Particle Velocity

\( \vec{v} \)  
Overall Velocity Vector

\( V \)  
Volume

\( w_{char} \)  
Char Mass Fraction in Slurry

\( x_i \)  
Direction

\( X_i \)  
Mole Fraction of Species \( i \)

\( Y_i \)  
Mass Fraction of Species \( i \)

\( Y_{i*} \)  
Fine Scale Mass Fraction of Species \( i \)

\( Z_i \)  
Mass Fraction of Element \( i \)

\( \alpha \)  
Bell-Evans-Polanyi Factor

\( \delta \)  
Delta Function

\( \epsilon \)  
Total Emissivity

\( \epsilon_{pn} \)  
Emissivity of Particle \( n \)

\( \varepsilon \)  
Turbulent Dissipation Rate

\( \zeta \)  
Normally Distributed Random Number

\( \eta \)  
Mean Strain

\( \eta_G \)  
Gasification Efficiency

\( \eta_k \)  
Kolmogorov Length Scale

\( \theta_R \)  
Radiation Temperature

\( \lambda \)  
Air-Fuel Ratio

\( \lambda \)  
Thermal Conductivity

\( \lambda_{eff} \)  
Effective Thermal Conductivity

\( \lambda_t \)  
Turbulent Thermal Conductivity

\( \mu \)  
Dynamic Viscosity
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\( \mu \) \quad \text{Turbulent Viscosity}
\( \nu \) \quad \text{Kinematic Viscosity}
\( \nu', \nu'' \) \quad \text{Stoichiometric Coefficient for Reactants, Products}
\( \xi^* \) \quad \text{Length Fraction of Fine Structures}
\( \rho \) \quad \text{Density}
\( \rho_\infty \) \quad \text{Density of the Oxidizer Stream}
\( \sigma \) \quad \text{Stefan-Boltzmann Constant}
\( \sigma_k, \sigma_\varepsilon \) \quad \text{\( k \) and \( \varepsilon \) Prandtl Number}
\( \sigma_p \) \quad \text{Equivalent Particle Scattering Coefficient}
\( \sigma_s \) \quad \text{Scattering Coefficient}
\( \tau \) \quad \text{Time Scale}
\( \tau^* \) \quad \text{Time Scale of Fine Structures}
\( \bar{\tau} \) \quad \text{Stress Tensor}
\( \chi \) \quad \text{Scalar Dissipation Rate}
\( \omega_k \) \quad \text{Angular Velocity}
\( \Delta H^0_j \) \quad \text{Enthalpy of Reaction \( j \)}
\( \Delta S^0_j \) \quad \text{Entropy of Reaction \( j \)}
\( \Delta t \) \quad \text{Time Step}
\( \Phi \) \quad \text{Phase Function}
\( \Omega' \) \quad \text{Solid Angle}
\( \Omega_{ij} \) \quad \text{Mean Rate-of-Rotation Tensor}
A.2 Reaction Mechanism

The reaction mechanism for high temperature oxidation of ethylene glycol, used in this thesis, is based on the chemical reaction mechanism developed by Hafner [64]. The original mechanism is simplified using the methods discussed in Chapter 4.

The reaction rates are defined in modified Arrhenius form (Equation 4.8)

\[ k_f = A T^b \cdot e\left(-\frac{E_a}{RT}\right) \]

The units of the pre-exponential factor \( A \) and activation energy \( E_a \) are \( \text{cm}^3\text{mol}^{-1}\text{s}^{-1} \) and kJ/mol, respectively. The rate coefficients of reverse reactions are calculated as discussed in Chapter 4.

The collision efficiencies used are as follows:

\[
\begin{align*}
M(1) &= [H_2] + 6.5[H_2O] + 0.4[O_2] + 0.35[AR] + 0.4[N_2] + 0.75[CO] + 1.5[CO_2] + 3.0[\text{EthGly}] \\
M(2) &= [H_2] + 2.55[H_2O] + 0.4[O_2] + 0.15[AR] + 0.4[N_2] + 0.75[CO] + 1.5[CO_2] + 3.0[\text{EthGly}] \\
M(3) &= [H_2] + 6.5[H_2O] + 0.4[O_2] + 0.29[AR] + 0.4[N_2] + 0.75[CO] + 1.5[CO_2] + 3.0[\text{EthGly}] \\
M(4) &= 2.0[H_2] + 5.0[H_2O] + 2.0[CO] + 3.0[CO_2] + 3.0[\text{EthGly}].
\end{align*}
\]

<table>
<thead>
<tr>
<th>#</th>
<th>A</th>
<th>b</th>
<th>( E_a )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>HCOOH</td>
<td>M(1) → H(_2\O) + CO + M(1)</td>
<td>2.090 \times 10^{14}</td>
</tr>
<tr>
<td>2</td>
<td>HCOOH</td>
<td>M(1) → H(_2) + CO(_2) + M(1)</td>
<td>1.350 \times 10^{15}</td>
</tr>
<tr>
<td>3</td>
<td>HCOOH + OH → CO(_2) + H(_2\O) + H</td>
<td>2.620 \times 10^{16}</td>
<td>2.056</td>
</tr>
<tr>
<td>4</td>
<td>HCOOH + OH → CO + H(_2\O) + OH</td>
<td>1.850 \times 10^{17}</td>
<td>1.5</td>
</tr>
<tr>
<td>5</td>
<td>HCOOH + H → CO(_2) + H(_2) + H</td>
<td>4.240 \times 10^{16}</td>
<td>2.1</td>
</tr>
<tr>
<td>6</td>
<td>HCOOH + CH(_3) → CO + H(_2) + OH</td>
<td>6.060 \times 10^{13}</td>
<td>-0.35</td>
</tr>
<tr>
<td>7</td>
<td>HCOOH + CH(_3) → CO + CH(_4) + OH</td>
<td>3.90 \times 10^{-97}</td>
<td>5.80</td>
</tr>
<tr>
<td>8</td>
<td>HCOOH + HO(_2) → CO + H(_2\O) + OH</td>
<td>2.40 \times 10^{-19}</td>
<td>-2.20</td>
</tr>
<tr>
<td>9</td>
<td>HCOOH + O → CO + OH + OH</td>
<td>1.770 \times 10^{-18}</td>
<td>-1.90</td>
</tr>
</tbody>
</table>

**HCOOH Reactions**

1. HCOOH + M(1) → H\(_2\O\) + CO + M(1)
2. HCOOH + M(1) → H\(_2\) + CO\(_2\) + M(1)
3. HCOOH + OH → CO\(_2\) + H\(_2\O\) + H
4. HCOOH + OH → CO + H\(_2\O\) + OH
5. HCOOH + H → CO\(_2\) + H\(_2\) + H
6. HCOOH + CH\(_3\) → CO + H\(_2\) + OH
7. HCOOH + CH\(_3\) → CO + CH\(_4\) + OH
8. HCOOH + HO\(_2\) → CO + H\(_2\O\) + OH
9. HCOOH + O → CO + OH + OH

**CHOCHO Reactions**

10. CHO + CHO ⇌ CHOCHO
11. CHOCH + M(4) ⇌ CHO + CHO + M(4)
12. CHOCHO → CO + CO + H\(_2\)
13. CHOCHO + OH → CHO + CO + H\(_2\O\)
14. CHOCHO + O → CHO + CO + OH
15. CHOCHO + H → CH\(_2\O\) + CHO
16. CHOCHO + M(4) → CHO + CHO + M(4)
17. CHOCHO + HO\(_2\) → CHO + CO + H\(_2\O\)
18. CHOCHO + CH\(_3\) → CHO + CO + CH\(_4\)
19. CHOCHO + O\(_2\) → CHO + CO + H\(_2\O\)

**HOCHCO Reactions**

22. HOCHCO + H ⇌ CH\(_2\O\) + CO

The rate coefficients are calculated as discussed in Chapter 4.
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### HOCHCHO Reactions

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Reaction</th>
<th>Rate Constant ($k$)</th>
<th>Preexponential Factor ($A$)</th>
<th>Energy Barrier ($E_b$)</th>
<th>Collision Efficiency ($K$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOCHCHO + H ⇌ HOCHCO + H₂</td>
<td>$2.00 \times 10^{13}$</td>
<td>0.0</td>
<td>3.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOCHCHO + OH ⇌ HOCHCO + HO₂</td>
<td>$2.00 \times 10^{13}$</td>
<td>0.0</td>
<td>3.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOCH₂CHO + O₂ ⇌ HOCHCHO + HO₂</td>
<td>$2.00 \times 10^{13}$</td>
<td>0.0</td>
<td>217.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOCHCHO + H ⇌ CHOCHO + H₂</td>
<td>$3.00 \times 10^{13}$</td>
<td>0.0</td>
<td>8.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOCHCHO + OH ⇌ CHOCHO + HO₂</td>
<td>$1.510 \times 10^{13}$</td>
<td>0.0</td>
<td>8.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOCHCHO + O₂ ⇌ CHOCHO + HO₂</td>
<td>$8.430 \times 10^{15}$</td>
<td>$-1.2$</td>
<td>8.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOCHCHO + O₂ ⇌ CHOCHO + HO₂</td>
<td>$4.820 \times 10^{14}$</td>
<td>0.0</td>
<td>28.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOCHCHO + M(4) ⇌ CHOCHO + H + M(4)</td>
<td>$1.00 \times 10^{14}$</td>
<td>0.0</td>
<td>112.77</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOCHCHO + O ⇌ CHOCHO + OH</td>
<td>$1.00 \times 10^{14}$</td>
<td>0.0</td>
<td>8.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOCHCHO + H ⇌ HOCH₂CO + H</td>
<td>$5.00 \times 10^{12}$</td>
<td>0.0</td>
<td>1.34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOCHCHO + H ⇌ CHO + CH₂OH</td>
<td>$5.00 \times 10^{13}$</td>
<td>0.0</td>
<td>4.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOCHCHO ⇌ CO + CH₂OH</td>
<td>$1.170 \times 10^{13}$</td>
<td>$-9.83$</td>
<td>187.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOCHCO + M(1) + H ⇌ HOCHCHO + M(1)</td>
<td>$3.30 \times 10^{14}$</td>
<td>$-0.06$</td>
<td>32.38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOCHCHO + O ⇌ HOCHCO + OH</td>
<td>$2.00 \times 10^{13}$</td>
<td>0.0</td>
<td>19.93</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### HOCH₂CO Reactions

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Reaction</th>
<th>Rate Constant ($k$)</th>
<th>Preexponential Factor ($A$)</th>
<th>Energy Barrier ($E_b$)</th>
<th>Collision Efficiency ($K$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOCH₂CO + H ⇌ HOCHCO + H₂</td>
<td>$2.580 \times 10^{97}$</td>
<td>1.65</td>
<td>4.95</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOCH₂CO + OH ⇌ HOCHCO + HO₂</td>
<td>$4.640 \times 10^{11}$</td>
<td>0.15</td>
<td>$-6.88$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOCH₂CO + O ⇌ HOCHCO + OH</td>
<td>$1.880 \times 10^{97}$</td>
<td>1.85</td>
<td>0.75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOCH₂CO + HO₂ ⇌ HOCHCO + HO₂</td>
<td>$8.20 \times 10^{93}$</td>
<td>2.55</td>
<td>38.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOCH₂CO + CH₃ ⇌ HOCHCO + CH₄</td>
<td>$7.280 \times 10^{92}$</td>
<td>2.99</td>
<td>26.38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C₃H₅OH + O ⇌ CH₃ + HOCH₂CO</td>
<td>$5.00 \times 10^{12}$</td>
<td>0.0</td>
<td>0.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOCH₂CO + H ⇌ CHO + CH₂OH</td>
<td>$9.60 \times 10^{13}$</td>
<td>0.0</td>
<td>$-4.87$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOCH₂CO + O ⇌ CO₂ + CH₂OH</td>
<td>$1.50 \times 10^{14}$</td>
<td>0.0</td>
<td>$-4.87$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOCH₂CO + HO₂ → CO₂ + CH₂OH + OH</td>
<td>$3.00 \times 10^{13}$</td>
<td>0.0</td>
<td>$-4.87$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOCH₂CO + OH → CO + CH₂OH + OH</td>
<td>$3.00 \times 10^{13}$</td>
<td>0.0</td>
<td>$-4.87$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CH₂OH + CO + M(1) ⇌ HOCH₂CO + M(1)</td>
<td>$5.058 \times 10^{11}$</td>
<td>0.0</td>
<td>25.89</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### TROE Values

<table>
<thead>
<tr>
<th>TROE</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOCHCO + H ⇌ HOCH₂CO + H₂</td>
<td>0.50</td>
</tr>
<tr>
<td>HOCH₂CO + H ⇌ HOCHCO + H₂</td>
<td>2.047 x 10⁶⁹</td>
</tr>
</tbody>
</table>
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R–CHOH Reactions

116 R–CHOH + M ⇌ HOCH2CHO + H + M 1.00·10^{-14} 0.0 106.68
118 R–CHOH + H ⇌ HOCH2CHO + H2 3.00·10^{-13} 0.0 2.01
120 R–CHOH + H ⇌ CH2OH + CH2OH 3.00·10^{-13} 0.0 7.25
122 R–CHOH + O ⇌ HOCH2CHO + OH 1.00·10^{-14} 0.0 2.01
124 R–CHOH + OH ⇌ HOCH2CHO + H2O 1.510·10^{-13} 0.0 2.01
126 R–CHOH + O2 ⇌ HOCH2CHO + HO2 8.432·10^{-15} 1.2 2.01
128 R–CHOH + O2 ⇌ HOCH2CHO + HO2 4.820·10^{-14} 0.0 2.21
130 R–CHOH + HO2 ⇌ HOCH2CHO + OH + OH 4.00·10^{-13} 0.0 2.01

R–CH2O Reactions

132 R–CH2O ⇌ HOCH2CHO + H 2.00·10^{-14} 0.0 99.58
134 R–CH2O ⇌ CH2O + CH2OH 1.50·10^{-15} 0.0 97.78
136 R–CH2O + H ⇌ HOCH2CHO + H2 1.00·10^{-14} 0.0 2.58
138 R–CH2O + H ⇌ CH2OH + CH2OH 3.00·10^{-13} 0.0 7.82
140 R–CH2O + O ⇌ HOCH2CHO + OH 1.210·10^{-14} 0.0 2.58
142 R–CH2O + OH ⇌ HOCH2CHO + H2O 1.00·10^{-14} 0.0 2.58
144 R–CH2O + O2 ⇌ HOCH2CHO + HO2 6.00·10^{-10} 0.0 9.58
146 R–CH2O + CO ⇌ CH2CH2OH + CO2 4.680·10^{92} 3.16 29.95

EthGly Reactions

148 EthGly + M(4) ⇌ CH2OH + CH2OH + M(4) 5.94·10^{23} 1.68 390.66
LOW 3.11·10^{85} 18.84 482.21
TROE 0.50 550.0 825.0 6100.0

150 EthGly + M(4) ⇌ CH2CH2OH + OH + M(4) 2.50·10^{23} 1.54 410.55
LOW 6.50·10^{85} 18.81 489.79
TROE 0.50 300.0 900.0 5000.0

152 EthGly + M(4) ⇌ CH3CHO + H2O + M(4) 3.720·10^{13} 0.09 281.99
LOW 3.43·10^{83} 18.85 367.05
TROE 0.70 350.0 800.0 3800.0

CHOH + H2O

CHOH + OH

CHOH + O

CHO + OH

CHO + H

CHO + HO

CHO + O

CHO + O

CH + O

CH + O

CH + O

CHO + Ho
### A.2. Reaction Mechanism

<table>
<thead>
<tr>
<th>Equation</th>
<th>Reaction</th>
<th>Rate Constant</th>
<th>TROE (kJ/mol)</th>
<th>ΔH (kJ/mol)</th>
<th>ΔS (J/K mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EthGly + M(4) ⇌ HOCH₂CHO+ H₂ + M(4)</td>
<td>1.448·10¹²</td>
<td>8.92·10⁸⁷</td>
<td>-19.42</td>
<td>493.56</td>
<td></td>
</tr>
<tr>
<td>EthGly + H ⇌ R−CHOH + H₂</td>
<td>5.160·10⁰⁷</td>
<td>1.65</td>
<td>13.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EthGly + H ⇌ R−CH₂O + H₂</td>
<td>3.00·10⁰⁷</td>
<td>1.6</td>
<td>13.87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EthGly + O ⇌ R−CHOH + OH</td>
<td>3.760·10⁰⁷</td>
<td>1.85</td>
<td>9.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EthGly + O ⇌ R−CH₂O + OH</td>
<td>3.160·10⁰⁷</td>
<td>2.0</td>
<td>19.77</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EthGly + OH ⇌ R−CHOH + H₂O</td>
<td>9.280·10¹¹</td>
<td>0.15</td>
<td>1.73</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EthGly + OH ⇌ R−CH₂O + H₂O</td>
<td>1.492·10¹²</td>
<td>0.30</td>
<td>8.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EthGly + HO₂ ⇌ R−CHOH + H₂O₂</td>
<td>1.640·10⁰⁴</td>
<td>2.55</td>
<td>46.71</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EthGly + HO₂ ⇌ R−CH₂O + H₂O₂</td>
<td>5.00·10¹²</td>
<td>0.0</td>
<td>101.58</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EthGly + CH₃ ⇌ R−CHOH + CH₄</td>
<td>1.456·10⁰³</td>
<td>2.99</td>
<td>34.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EthGly + CH₃ ⇌ R−CH₂O + CH₄</td>
<td>2.90·10⁰²</td>
<td>2.99</td>
<td>33.16</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Oxyhydrogen and CO/CO₂ System**

#### H₂/O₂ Reactions

<table>
<thead>
<tr>
<th>Equation</th>
<th>Reaction</th>
<th>Rate Constant</th>
<th>TROE (kJ/mol)</th>
<th>ΔH (kJ/mol)</th>
<th>ΔS (J/K mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O₂ + H ⇌ OH + O</td>
<td>2.650·10¹⁶</td>
<td>0.67</td>
<td>71.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H₂ + O ⇌ OH + H</td>
<td>3.818·10¹²</td>
<td>0.0</td>
<td>33.256</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H₂ + O ⇌ OH + H</td>
<td>1.025·10¹⁵</td>
<td>0.0</td>
<td>80.230</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H₂ + OH ⇌ H₂O + H</td>
<td>2.168·10⁰⁸</td>
<td>1.520</td>
<td>14.466</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OH + OH ⇌ H₂O + O</td>
<td>3.348·10⁰⁴</td>
<td>2.420</td>
<td>-8.064</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H + H + M(1) ⇌ H₂ + M(1)</td>
<td>1.015·10¹⁷</td>
<td>-0.60</td>
<td>0.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>O + O + M(1) ⇌ O₂ + M(1)</td>
<td>5.40·10¹³</td>
<td>0.0</td>
<td>-7.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H + OH + M(2) ⇌ H₂O + M(2)</td>
<td>5.560·10²²</td>
<td>-2.0</td>
<td>0.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### HO₂ Reactions

<table>
<thead>
<tr>
<th>Equation</th>
<th>Reaction</th>
<th>Rate Constant</th>
<th>TROE (kJ/mol)</th>
<th>ΔH (kJ/mol)</th>
<th>ΔS (J/K mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H + O₂ + M(3) ⇌ HO₂ + M(3)</td>
<td>1.746·10¹⁷</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HO₂ + H ⇌ OH + OH</td>
<td>4.457·10¹⁴</td>
<td>0.0</td>
<td>5.819</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HO₂ + H ⇌ H₂ + O₂</td>
<td>1.054·10¹⁴</td>
<td>0.0</td>
<td>8.563</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HO₂ + H ⇌ H₂O + O</td>
<td>1.445·10¹²</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HO₂ + O ⇌ OH + O₂</td>
<td>1.626·10¹³</td>
<td>0.0</td>
<td>-1.862</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HO₂ + OH ⇌ H₂O + O₂</td>
<td>9.275·10¹⁵</td>
<td>0.0</td>
<td>73.246</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### H₂O₂ Reactions

<table>
<thead>
<tr>
<th>Equation</th>
<th>Reaction</th>
<th>Rate Constant</th>
<th>TROE (kJ/mol)</th>
<th>ΔH (kJ/mol)</th>
<th>ΔS (J/K mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HO₂ + HO₂ ⇌ H₂O₂ + O₂</td>
<td>4.220·10¹⁴</td>
<td>0.0</td>
<td>50.140</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HO₂ + HO₂ ⇌ H₂O₂ + O₂</td>
<td>1.325·10¹¹</td>
<td>0.0</td>
<td>-6.820</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OH + OH + M(1) ⇌ H₂O₂ + M(1)</td>
<td>1.566·10¹³</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H₂O₂ + H ⇌ H₂ + HO₂</td>
<td>1.686·10¹²</td>
<td>0.0</td>
<td>15.713</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H₂O₂ + H ⇌ H₂O + OH</td>
<td>1.024·10¹³</td>
<td>0.0</td>
<td>14.970</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H₂O₂ + O ⇌ OH + HO₂</td>
<td>4.216·10¹¹</td>
<td>0.0</td>
<td>16.628</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
A.2. Reaction Mechanism

\[ \text{H}_2\text{O}_2 + \text{O} \rightleftharpoons \text{H}_2\text{O} + \text{O}_2 \] 4.216 \cdot 10^{11} 0.0 16.628

\[ \text{H}_2\text{O}_2 + \text{OH} \rightleftharpoons \text{H}_2\text{O} + \text{HO}_2 \] 1.64 \cdot 10^{18} 0.0 123.047

\[ \text{H}_2\text{O}_2 + \text{OH} \rightleftharpoons \text{H}_2\text{O} + \text{O}_2 \] 1.92 \cdot 10^{12} 0.0 1.787

\[ \text{H}_2\text{O} + \text{O}_2 \rightleftharpoons \text{H}_2\text{O} + \text{O}_2 \]

\[ \text{CO Reactions} \]

\[ \text{CO} + \text{O} + \text{M}(1) \rightleftharpoons \text{CO}_2 + \text{M}(1) \] 1.54 \cdot 10^{15} 0.0 12.560

\[ \text{CO} + \text{OH} \rightleftharpoons \text{CO}_2 + \text{H} \] 1.05 \cdot 10^{13} 0.0 66.927

\[ \text{CO} + \text{OH} \rightleftharpoons \text{CO}_2 + \text{H} \] 9.034 \cdot 10^{11} 0.0 19.120

\[ \text{CO} + \text{OH} \rightleftharpoons \text{CO}_2 + \text{H} \] 1.012 \cdot 10^{11} 0.0 0.249

\[ \text{CO} + \text{HO}_2 \rightleftharpoons \text{CO}_2 + \text{OH} \] 1.50 \cdot 10^{14} 0.0 98.70

\[ \text{CO} + \text{OH} \rightleftharpoons \text{CO}_2 + \text{H} \] 2.50 \cdot 10^{12} 0.0 200.0

\[ \text{C}_1 Oxidation} \]

\[ \text{C Reactions} \]

\[ \text{CH} + \text{O} \rightleftharpoons \text{CO} + \text{H} \] 1.0 \cdot 10^{13} 0.0 0.0

\[ \text{C} + \text{O}_2 \rightleftharpoons \text{CO} + \text{O} \] 6.023 \cdot 10^{13} 0.0 2.66

\[ \text{CH Reactions} \]

\[ \text{CH} + \text{O} \rightleftharpoons \text{CO} + \text{H} \] 4.0 \cdot 10^{13} 0.0 0.0

\[ \text{CH} + \text{OH} \rightleftharpoons \text{CHO} + \text{H} \] 3.0 \cdot 10^{13} 0.0 0.0

\[ \text{CH} + \text{O}_2 \rightleftharpoons \text{CHO} + \text{O} \] 1.686 \cdot 10^{13} 0.0 0.0

\[ \text{CH} + \text{CO} + \text{M}(2) \rightleftharpoons \text{HCCO} + \text{M}(2) \] 1.024 \cdot 10^{15} -0.4 0.0

\[ \text{CHO Reactions} \]

\[ \text{CHO} + \text{M}(1) \rightleftharpoons \text{CO} + \text{H} + \text{M}(1) \] 3.790 \cdot 10^{00} -2.5 0.0

\[ \text{CHO} + \text{H} \rightleftharpoons \text{CHO} + \text{H} \] 0.60 0.0 0.0

\[ \text{CHO} + \text{O} \rightleftharpoons \text{CHO} + \text{O} \] 4.577 \cdot 10^{16} -1.42 0.0

\[ \text{CH}_2 Reactions} \]

\[ \text{CHO} + \text{M}(1) \rightleftharpoons \text{CO} + \text{H} + \text{M}(1) \] 1.860 \cdot 10^{17} -1.0 71.13

\[ \text{CHO} + \text{H} \rightleftharpoons \text{CO} + \text{H}_2 \] 9.034 \cdot 10^{13} 0.0 0.0

\[ \text{CHO} + \text{O} \rightleftharpoons \text{CO} + \text{OH} \] 3.011 \cdot 10^{13} 0.0 0.0

\[ \text{CHO} + \text{O} \rightleftharpoons \text{CO}_2 + \text{H} \] 3.011 \cdot 10^{13} 0.0 0.0

\[ \text{CHO} + \text{OH} \rightleftharpoons \text{CO} + \text{H}_2\text{O} \] 1.084 \cdot 10^{14} 0.0 0.0

\[ \text{CHO} + \text{O}_2 \rightleftharpoons \text{CO} + \text{HO}_2 \] 2.710 \cdot 10^{10} 0.68 -1.962

\[ \text{CHO} + \text{CHO} \rightleftharpoons \text{CH}_2\text{O} + \text{CO} \] 3.0 \cdot 10^{13} 0.0 0.0

\[ \text{CHO} + \text{HO}_2 \rightarrow \text{CO}_2 + \text{H} + \text{OH} \] 3.0 \cdot 10^{13} 0.0 0.0

\[ \text{CHO} + \text{O}_2 \rightleftharpoons \text{CO}_2 + \text{OH} \] 1.510 \cdot 10^{12} 0.0 0.0

\[ \text{CH}_2 + \text{H} \rightleftharpoons \text{CH} + \text{H}_2 \] 1.204 \cdot 10^{14} 0.0 0.0

\[ \text{CH}_2 + \text{O} \rightarrow \text{CO} + \text{H} + \text{H} \] 1.228 \cdot 10^{14} 0.0 2.244

\[ \text{CH}_2 + \text{O} \rightleftharpoons \text{CO} + \text{H}_2 \] 8.191 \cdot 10^{13} 0.0 2.244

\[ \text{CH}_2 + \text{O}_2 \rightleftharpoons \text{CO} + \text{OH} + \text{H} \] 1.806 \cdot 10^{12} 0.0 0.0
### A.2. Reaction Mechanism

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rate Constant</th>
<th>Temperature</th>
<th>C1H2 + M(1)</th>
<th>C2H2 + OH</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH2O + M(1) ⇌ CHO + H + M(1)</td>
<td>4.872·10^{15}</td>
<td>0.0</td>
<td>316.348</td>
<td></td>
</tr>
<tr>
<td>CH2O + M(1) ⇌ CO + H2 + M(1)</td>
<td>2.830·10^{15}</td>
<td>0.0</td>
<td>266.962</td>
<td></td>
</tr>
<tr>
<td>CH2O + H ⇌ CHO + H2</td>
<td>2.190·10^{08}</td>
<td>1.77</td>
<td>12.560</td>
<td></td>
</tr>
<tr>
<td>CH2O + O ⇌ CHO + OH</td>
<td>4.155·10^{11}</td>
<td>0.57</td>
<td>11.556</td>
<td></td>
</tr>
<tr>
<td>CH2O + OH ⇌ CHO + H2O</td>
<td>7.20·10^{05}</td>
<td>2.46</td>
<td>-4.06</td>
<td></td>
</tr>
<tr>
<td>CH2O + HO2 ⇌ CHO + H2O2</td>
<td>4.095·10^{04}</td>
<td>2.5</td>
<td>42.734</td>
<td></td>
</tr>
<tr>
<td>CH2O + O2 ⇌ CHO + HO2</td>
<td>2.439·10^{05}</td>
<td>2.5</td>
<td>152.562</td>
<td></td>
</tr>
<tr>
<td>CH2O + CH3 ⇌ CHO + CH4</td>
<td>3.192·10^{01}</td>
<td>3.36</td>
<td>18.041</td>
<td></td>
</tr>
<tr>
<td>CH2O + CH ⇌ CH2CO + H</td>
<td>9.460·10^{13}</td>
<td>0.0</td>
<td>-2.155</td>
<td></td>
</tr>
</tbody>
</table>

### CH2OH Reactions

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rate Constant</th>
<th>Temperature</th>
<th>C1H2 + M(1)</th>
<th>C2H2 + OH</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH2OH + M(1) ⇌ CH2O + H + M(1)</td>
<td>2.80·10^{14}</td>
<td>-0.73</td>
<td>137.306</td>
<td></td>
</tr>
<tr>
<td>LOW</td>
<td>1.50·10^{14}</td>
<td>-5.39</td>
<td>151.456</td>
<td></td>
</tr>
<tr>
<td>TROE</td>
<td>0.96</td>
<td>67.2</td>
<td>1855.0</td>
<td>7543.0</td>
</tr>
<tr>
<td>CH2OH + H ⇌ CH2O + H2</td>
<td>2.445·10^{13}</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>CH2OH + H ⇌ CH3 + OH</td>
<td>1.048·10^{13}</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>CH2OH + O2 ⇌ CH2O + HO2</td>
<td>2.891·10^{16}</td>
<td>-1.5</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>CH2OH + O2 ⇌ CH2O + HO2</td>
<td>7.230·10^{13}</td>
<td>0.0</td>
<td>14.97</td>
<td></td>
</tr>
</tbody>
</table>

### CH3 Reactions

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rate Constant</th>
<th>Temperature</th>
<th>C1H2 + M(1)</th>
<th>C2H2 + OH</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH3 + M(1) ⇌ CH2 + H + M(1)</td>
<td>2.922·10^{16}</td>
<td>0.0</td>
<td>379.0</td>
<td></td>
</tr>
<tr>
<td>CH3 + M(1) ⇌ CH + H2 + M(1)</td>
<td>1.892·10^{16}</td>
<td>0.0</td>
<td>355.839</td>
<td></td>
</tr>
<tr>
<td>CH3 + O ⇌ CH2O + H</td>
<td>6.745·10^{13}</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
</tbody>
</table>
A.2. Reaction Mechanism

348 \[ \text{CH}_3 + \text{OH} \rightarrow \text{CH}_3\text{O} + \text{H} \quad 1.204 \cdot 10^{10} \quad 0.0 \quad 58.114 \]
349 \[ \text{CH}_3 + \text{OH} \rightleftharpoons \text{CH}_2 + \text{H}_2\text{O} \quad 3.0 \cdot 10^{13} \quad 0.0 \quad 11.640 \]
351 \[ \text{CH}_3 + \text{OH} + \text{M}(1) \rightleftharpoons \text{CH}_3\text{OH} + \text{M}(1) \quad 4.336 \cdot 10^{15} \quad -0.79 \quad 0.0 \]
  LOW \[ 1.098 \cdot 10^{38} \quad -6.21 \quad 5.578 \]
  TROE \[ 0.25 \quad 210 \quad 1434.0 \quad 0.0 \]
353 \[ \text{CH}_3 + \text{HO}_2 \rightleftharpoons \text{CH}_3\text{O} + \text{OH} \quad 1.80 \cdot 10^{13} \quad 0.0 \quad 0.0 \]
355 \[ \text{CH}_3 + \text{O}_2 \rightarrow \text{O} + \text{CH}_3\text{O} \quad 4.20 \cdot 10^{13} \quad 0.0 \quad 135.851 \]
356 \[ \text{CH}_3 + \text{CO} + \text{M}(1) \rightleftharpoons \text{CH}_3\text{CO} + \text{M}(1) \quad 5.058 \cdot 10^{11} \quad 0.0 \quad 28.77 \]
  LOW \[ 3.109 \cdot 10^{14} \quad 0.0 \quad 15.88 \]
  TROE \[ 0.50 \quad 0.0 \quad 0.0 \quad 0.0 \]
358 \[ \text{CH}_3 + \text{CH}_2 \rightleftharpoons \text{C}_2\text{H}_4 + \text{H} \quad 7.227 \cdot 10^{13} \quad 0.0 \quad 0.0 \]
360 \[ \text{CH}_3 + \text{CH}_3 + \text{M}(1) \rightleftharpoons \text{C}_2\text{H}_6 + \text{M}(1) \quad 3.613 \cdot 10^{13} \quad 0.0 \quad 0.0 \]
  LOW \[ 3.627 \cdot 10^{41} \quad -7.0 \quad 11.60 \]
  TROE \[ 0.62 \quad 75.0 \quad 1180.0 \quad 0.0 \]
362 \[ \text{CH}_3 + \text{O}_2 \rightleftharpoons \text{CH}_2\text{O} + \text{OH} \quad 2.510 \cdot 10^{11} \quad 0.0 \quad 61.295 \]
364 \[ \text{CH}_3 + \text{CH} \rightleftharpoons \text{C}_2\text{H}_3 + \text{H} \quad 3.0 \cdot 10^{13} \quad 0.0 \quad 0.0 \]

\textbf{CH}_3\text{O Reactions}

366 \[ \text{CH}_3\text{O} + \text{M}(1) \rightleftharpoons \text{CH}_2\text{O} + \text{H} + \text{M}(1) \quad 6.80 \cdot 10^{13} \quad 0.0 \quad 109.49 \]
  LOW \[ 4.660 \cdot 10^{25} \quad -3.0 \quad 101.68 \]
  TROE \[ 0.45 \quad 0.0 \quad 0.0 \quad 0.0 \]
368 \[ \text{CH}_3\text{O} + \text{H} \rightarrow \text{CH}_3 + \text{OH} \quad 1.626 \cdot 10^{13} \quad 0.0 \quad 2.494 \]
369 \[ \text{CH}_3\text{O} + \text{H} \rightleftharpoons \text{CH}_2\text{O} + \text{H}_2 \quad 3.794 \cdot 10^{13} \quad 0.0 \quad 2.494 \]
371 \[ \text{CH}_3\text{O} + \text{O} \rightarrow \text{O}_2 + \text{CH}_3 \quad 1.129 \cdot 10^{13} \quad 0.0 \quad 0.0 \]
372 \[ \text{CH}_3\text{O} + \text{O} \rightleftharpoons \text{OH} + \text{CH}_3\text{O} \quad 3.764 \cdot 10^{12} \quad 0.0 \quad 0.0 \]
374 \[ \text{CH}_3\text{O} + \text{OH} \rightleftharpoons \text{CH}_2\text{O} + \text{H}_2\text{O} \quad 1.810 \cdot 10^{13} \quad 0.0 \quad 0.0 \]
376 \[ \text{CH}_3\text{O} + \text{O}_2 \rightleftharpoons \text{CH}_2\text{O} + \text{HO}_2 \quad 2.168 \cdot 10^{10} \quad 0.0 \quad 7.3 \]
378 \[ \text{CH}_3\text{O} + \text{CH}_2\text{O} \rightleftharpoons \text{CH}_3\text{OH} + \text{CHO} \quad 1.150 \cdot 10^{11} \quad 0.0 \quad 5.2 \]
380 \[ \text{CH}_3\text{O} + \text{CO} \rightleftharpoons \text{CH}_3 + \text{CO}_2 \quad 4.680 \cdot 10^{92} \quad 3.16 \quad 22.525 \]

\textbf{CH}_4 Reactions

382 \[ \text{CH}_4 + \text{M}(1) \rightleftharpoons \text{CH}_3 + \text{H} + \text{M}(1) \quad 2.80 \cdot 10^{16} \quad 0.0 \quad 439.0 \]
  LOW \[ 5.50 \cdot 10^{47} \quad -8.2 \quad 492.180 \]
  TROE \[ 0.0 \quad 1350 \quad 1.0 \quad 7834.0 \]
384 \[ \text{CH}_4 + \text{H} \rightleftharpoons \text{H}_2 + \text{CH}_3 \quad 4.143 \cdot 10^{05} \quad 2.5 \quad 40.115 \]
386 \[ \text{CH}_4 + \text{O} \rightleftharpoons \text{OH} + \text{CH}_3 \quad 4.396 \cdot 10^{05} \quad 2.5 \quad 27.519 \]
388 \[ \text{CH}_4 + \text{OH} \rightleftharpoons \text{H}_2\text{O} + \text{CH}_3 \quad 1.050 \cdot 10^{06} \quad 2.18 \quad 11.223 \]
390 \[ \text{CH}_4 + \text{HO}_2 \rightleftharpoons \text{H}_2\text{O}_2 + \text{CH}_3 \quad 4.697 \cdot 10^{04} \quad 2.5 \quad 87.879 \]
392 \[ \text{CH}_4 + \text{CH} \rightleftharpoons \text{C}_2\text{H}_4 + \text{H} \quad 1.325 \cdot 10^{16} \quad -0.94 \quad 0.241 \]
394 \[ \text{CH}_3 + \text{HO}_2 \rightleftharpoons \text{CH}_4 + \text{O}_2 \quad 3.0 \cdot 10^{12} \quad 0.0 \quad 0.0 \]
396 \[ \text{CH}_4 + \text{CH}_2 \rightleftharpoons \text{CH}_3 + \text{CH}_3 \quad 4.0 \cdot 10^{13} \quad 0.0 \quad 0.0 \]

\textbf{CH}_3\text{OH Reactions}

398 \[ \text{CH}_3\text{OH} + \text{H} \rightleftharpoons \text{CH}_2\text{OH} + \text{H}_2 \quad 2.746 \cdot 10^{09} \quad 1.24 \quad 18.789 \]
400 \[ \text{CH}_3\text{OH} + \text{H} \rightleftharpoons \text{CH}_3\text{O} + \text{H}_2 \quad 6.866 \cdot 10^{08} \quad 1.24 \quad 18.789 \]
A.2. Reaction Mechanism

\[ \text{C}_2 \text{Oxidation} \]

\text{HCCO Reactions}

\begin{align*}
421 \quad & \text{HCCO} + H \rightleftharpoons \text{CH}_2 + \text{CO} & 1.060 \times 10^{-13} & 0.0 & 0.0 \\
423 \quad & \text{HCCO} + O \rightleftharpoons \text{CO} + \text{CO} + H & 1.250 \times 10^{-14} & 0.0 & 0.0 \\
425 \quad & \text{HCCO} + \text{CH}_3 \rightleftharpoons \text{C}_2\text{H}_3 + \text{CO} & 3.0 \times 10^{-13} & 0.0 & 0.0 \\
427 \quad & \text{HCCO} + O_2 \rightleftharpoons \text{CO}_2 + \text{CHO} & 2.40 \times 10^{-11} & 0.0 & -3.576 \\
429 \quad & \text{HCCO} + O \rightleftharpoons \text{CO}_2 + \text{CH} & 2.950 \times 10^{-13} & 0.0 & 4.66
\end{align*}

\text{C}_2\text{H}_2 \text{ Reactions}

\begin{align*}
431 \quad & \text{C}_2\text{H}_2 + O \rightleftharpoons \text{CH}_3 + \text{CO} & 1.10 \times 10^{-08} & 1.4 & 9.228 \\
433 \quad & \text{C}_2\text{H}_2 + O \rightleftharpoons \text{HCCO} + H & 7.0 \times 10^{-08} & 1.4 & 9.228 \\
435 \quad & \text{C}_2\text{H}_2 + O_2 \rightleftharpoons \text{HCCO} + \text{OH} & 4.0 \times 10^{-07} & 1.5 & 126.0 \\
437 \quad & \text{C}_2\text{H}_2 + \text{OH} \rightleftharpoons \text{CH}_2\text{CO} + H & 2.18 \times 10^{-04} & 4.50 & -4.187 \\
439 \quad & \text{C}_2\text{H}_2 + \text{OH} \rightleftharpoons \text{CH}_2\text{CO} + H & 2.0 \times 10^{-11} & 0.0 & 0.0
\end{align*}

\text{CH}_3\text{CO Reactions}

\begin{align*}
441 \quad & \text{CH}_3\text{CO} + \text{M}(1) \rightleftharpoons \text{CH}_2 + \text{CO} + \text{M}(1) & 3.0 \times 10^{-14} & 0.0 & 297.179 \\
\quad & \text{LOW} & 3.60 \times 10^{-15} & 0.0 & 248.152 \\
\quad & \text{TROE} & 0.50 & 0.0 & 0.0
\end{align*}

\begin{align*}
443 \quad & \text{CH}_3\text{CO} + H \rightleftharpoons \text{CH}_3 + \text{CO} & 2.710 \times 10^{-04} & 2.750 & 2.989 \\
445 \quad & \text{CH}_3\text{CO} + O \rightleftharpoons \text{CH}_2\text{O} + \text{CO} & 3.613 \times 10^{-11} & 0.0 & 5.653 \\
447 \quad & \text{CH}_3\text{CO} + O \rightarrow \text{CHO} + H + CO & 1.806 \times 10^{-11} & 0.0 & 5.653 \\
448 \quad & \text{CH}_3\text{CO} + O \rightleftharpoons \text{CHO} + \text{CHO} & 1.806 \times 10^{-11} & 0.0 & 5.653 \\
450 \quad & \text{CH}_3\text{CO} + \text{OH} \rightleftharpoons \text{CH}_3 + \text{CO}_2 & 6.239 \times 10^{-11} & 0.0 & 4.240 \\
452 \quad & \text{CH}_3\text{CO} + \text{OH} \rightleftharpoons \text{CH}_2\text{O} + \text{CHO} & 0.337 \times 10^{-11} & 0.0 & 4.240 \\
454 \quad & \text{CH}_3\text{CO} + O \rightleftharpoons \text{CH}_2 + \text{CO}_2 & 1.750 \times 10^{-12} & 0.0 & 5.648 \\
456 \quad & \text{CH}_3\text{CO} + H \rightleftharpoons \text{HCCO} + \text{H}_2 & 2.0 \times 10^{-14} & 0.0 & 33.471 \\
458 \quad & \text{CH}_3\text{CO} + O \rightleftharpoons \text{HCCO} + \text{OH} & 1.0 \times 10^{-13} & 0.0 & 33.471 \\
460 \quad & \text{CH}_3\text{CO} + \text{OH} \rightleftharpoons \text{HCCO} + \text{H}_2\text{O} & 1.0 \times 10^{-13} & 0.0 & 8.368 \\
462 \quad & \text{CH}_3\text{CO} + \text{OH} \rightleftharpoons \text{CH}_2\text{OH} + \text{CO} & 3.730 \times 10^{-12} & 0.0 & -4.238 \\
464 \quad & \text{CH}_3\text{CO} + O_2 \rightleftharpoons \text{CO}_2 + \text{CH}_2\text{O} & 1.0 \times 10^{-08} & 0.0 & 0.0
\end{align*}
### C$_2$H$_3$ Reactions

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Reaction</th>
<th>Rate Constant</th>
<th>TROE</th>
<th>Relative Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>466 C$_2$H$_3$ + M(1) ⇌ C$_2$H$_2$ + H + M(1)</td>
<td>7.80·10$^{-8}$</td>
<td>1.62</td>
<td>155.056</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LOW</td>
<td>3.237·10$^{-27}$</td>
<td>-3.40</td>
<td>149.818</td>
</tr>
<tr>
<td>468 C$_2$H$_3$ + H ⇌ C$_2$H$_2$ + H$_2$</td>
<td>4.216·10$^{-13}$</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>470 C$_2$H$_3$ + O ⇌ C$_2$H$_2$ + OH</td>
<td>3.011·10$^{-13}$</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>472 C$_2$H$_3$ + O ⇌ CH$_3$ + CO</td>
<td>3.011·10$^{-13}$</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>474 C$_2$H$_3$ + O ⇌ CHO + CH$_2$</td>
<td>3.011·10$^{-13}$</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>476 C$_2$H$_3$ + OH ⇌ C$_2$H$_2$ + H$_2$O</td>
<td>5.0·10$^{-12}$</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>478 C$_2$H$_3$ + O$_2$ ⇌ CH$_2$O + CHO</td>
<td>9.0·10$^{-12}$</td>
<td>0.0</td>
<td>-0.997</td>
<td></td>
</tr>
<tr>
<td>480 C$_2$H$_3$ + O$_2$ ⇌ C$_2$H$_2$ + HO$_2$</td>
<td>4.650·10$^{-11}$</td>
<td>0.0</td>
<td>-1.039</td>
<td></td>
</tr>
<tr>
<td>482 C$_2$H$_3$ + O$_2$ ⇌ CH$_3$CHO + O</td>
<td>5.50·10$^{-14}$</td>
<td>-0.61</td>
<td>22.023</td>
<td></td>
</tr>
<tr>
<td>484 C$_2$H$_3$ + O ⇌ CH$_2$CO + H</td>
<td>3.0·10$^{-13}$</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
</tbody>
</table>

### CH$_3$CO Reactions

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Reaction</th>
<th>Rate Constant</th>
<th>TROE</th>
<th>Relative Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>486 CH$_3$CO + H ⇌ CH$_2$CO + H$_2$</td>
<td>2.0·10$^{-13}$</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>488 CH$_3$CO + H ⇌ CHO + CH$_3$</td>
<td>9.60·10$^{-13}$</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>490 CH$_3$CO + O ⇌ CO$_2$ + CH$_3$</td>
<td>1.50·10$^{-14}$</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>492 CH$_3$CO + HO$_2$ → CO$_2$ + CH$_3$ + OH</td>
<td>3.0·10$^{-13}$</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>493 CH$_3$CO + OH → CO + CH$_3$ + OH</td>
<td>3.0·10$^{-13}$</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>494 CH$_3$CO + OH ⇌ CH$_2$CO + H$_2$O</td>
<td>1.20·10$^{-13}$</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>496 CH$_3$CO + O ⇌ CH$_2$CO + OH</td>
<td>2.0·10$^{-13}$</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>498 CH$_3$CO + CH$_3$ ⇌ CH$_2$CO + CH$_4$</td>
<td>5.0·10$^{-13}$</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
</tbody>
</table>

### CH$_2$CHO Reactions

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Reaction</th>
<th>Rate Constant</th>
<th>TROE</th>
<th>Relative Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>500 CH$_2$CHO + H ⇌ CH$_2$CO + H$_2$</td>
<td>2.0·10$^{-13}$</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>502 CH$_2$CHO + H ⇌ CH$_3$CO + H</td>
<td>5.0·10$^{-12}$</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>504 CH$_2$CHO + H ⇌ CHO + CH$_3$</td>
<td>5.0·10$^{-13}$</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>506 CH$_2$CHO + OH ⇌ CHO + CH$_2$OH</td>
<td>3.010·10$^{-13}$</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>508 CH$_2$CHO + O ⇌ CHO + CH$_2$O</td>
<td>1.0·10$^{-14}$</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>510 CH$_2$CHO + CH ⇌ CHO + C$_2$H$_3$</td>
<td>1.0·10$^{-14}$</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>512 CH$_2$CHO ⇌ CO + CH$_3$</td>
<td>1.170·10$^{-43}$</td>
<td>-9.83</td>
<td>183.08</td>
<td></td>
</tr>
<tr>
<td>514 CH$_2$CO + M(1) + H ⇌ CH$_3$CHO + M(1)</td>
<td>3.30·10$^{-14}$</td>
<td>-0.06</td>
<td>35.57</td>
<td></td>
</tr>
<tr>
<td>516 CH$_2$CHO + O ⇌ CH$_2$CO + OH</td>
<td>2.0·10$^{-13}$</td>
<td>0.0</td>
<td>16.74</td>
<td></td>
</tr>
<tr>
<td>518 CH$_2$CHO + OH ⇌ CH$_2$CO + H$_2$O</td>
<td>3.0·10$^{-13}$</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>520 CH$_2$CHO + HO$_2$ → CH$_2$O + OH + CHO</td>
<td>7.0·10$^{-12}$</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
</tbody>
</table>

### C$_2$H$_4$ Reactions

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Reaction</th>
<th>Rate Constant</th>
<th>TROE</th>
<th>Relative Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>521 C$_2$H$_4$ + M(1) ⇌ C$_2$H$_2$ + H$_2$ + M(1)</td>
<td>4.50·10$^{-17}$</td>
<td>1.0</td>
<td>327.488</td>
<td></td>
</tr>
<tr>
<td>523 C$_2$H$_4$ + M(1) ⇌ C$_2$H$_3$ + H + M(1)</td>
<td>7.399·10$^{-17}$</td>
<td>0.0</td>
<td>404.060</td>
<td></td>
</tr>
<tr>
<td>525 C$_2$H$_4$ + H + M(1) → C$_2$H$_5$ + M(1)</td>
<td>3.975·10$^{-99}$</td>
<td>1.280</td>
<td>5.40</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LOW</td>
<td>1.178·10$^{-19}$</td>
<td>0.0</td>
<td>3.20</td>
</tr>
<tr>
<td>526 C$_2$H$_4$ + H ⇌ C$_2$H$_3$ + H$_2$</td>
<td>4.0·10$^{-92}$</td>
<td>3.62</td>
<td>47.140</td>
<td></td>
</tr>
<tr>
<td>528 C$_2$H$_4$ + O ⇌ CH$_2$CHO + H</td>
<td>4.743·10$^{-96}$</td>
<td>1.88</td>
<td>0.764</td>
<td></td>
</tr>
</tbody>
</table>
### A.2. Reaction Mechanism

| 530 | $\text{C}_2\text{H}_4$ + O | ⇌ | CHO + CH$_3$ | $1.02 \cdot 10^{07}$ | 1.88 | 0.764 |
| 532 | $\text{C}_2\text{H}_4$ + O | ⇌ | CH$_2$CO + H$_2$ | $6.77 \cdot 10^{05}$ | 1.88 | 0.764 |
| 534 | $\text{C}_2\text{H}_4$ + OH | ⇌ | C$_2$H$_4$ + H$_2$O | $1.07 \cdot 10^{13}$ | 0.0 | 24.9 |
| 536 | $\text{C}_2\text{H}_4$ + CH$_2$ | ⇌ | C$_3$H$_6$ | $7.24 \cdot 10^{13}$ | 0.0 | 0.0 |
| 538 | $\text{C}_2\text{H}_4$ + CH$_3$ | ⇌ | C$_2$H$_5$ + CH$_4$ | $6.02 \cdot 10^{07}$ | 1.56 | 69.60 |

#### CH$_3$CHO Reactions

| 540 | CH$_3$CHO + M(1) | ⇌ | CH$_3$ + CHO + M(1) | $2.20 \cdot 10^{15}$ | 0.0 | 342.8 |
| | LOW | | $5.10 \cdot 10^{12}$ | 0.0 | 131.4 |
| | TROE | | 0.50 | 0.0 | 0.0 |
| 542 | CH$_3$CHO + H | ⇌ | CH$_3$CHO + H$_2$ | $2.04 \cdot 10^{09}$ | 1.16 | 10.059 |
| 544 | CH$_3$CHO + H | ⇌ | CH$_3$CO + H$_2$ | $1.70 \cdot 10^{09}$ | 1.16 | 10.059 |
| 546 | CH$_3$CHO + OH | ⇌ | CH$_3$CO + H$_2$O | $9.24 \cdot 10^{06}$ | 1.50 | -4.028 |
| 548 | CH$_3$CHO + OH | ⇌ | CH$_2$CO + H$_2$O | $2.03 \cdot 10^{07}$ | 1.35 | -6.584 |
| 550 | CH$_3$CHO + OH | ⇌ | CH$_3$ + HCOOH | $3.70 \cdot 10^{15}$ | -1.076 | 0.0 |
| 552 | CH$_3$CHO + O | ⇌ | CH$_3$CO + OH | $1.77 \cdot 10^{18}$ | -1.90 | 12.456 |
| 554 | CH$_3$CHO + O | ⇌ | CH$_3$CO + CH$_4$ | $3.90 \cdot 10^{-07}$ | 5.80 | 9.211 |
| 556 | CH$_3$CHO + CH$_3$ | ⇌ | CH$_3$CO + CH$_4$ | $2.45 \cdot 10^{-01}$ | 3.150 | 23.978 |
| 560 | CH$_3$CHO + HO$_2$ | ⇌ | CH$_3$CO + HO$_2$ | $7.20 \cdot 10^{13}$ | 0.40 | 62.233 |
| 562 | CH$_3$CHO + HO$_2$ | ⇌ | CH$_3$CO + HO$_2$ | $2.32 \cdot 10^{11}$ | 0.50 | 173.28 |
| 564 | CH$_3$CHO + O$_2$ | ⇌ | CH$_3$CO + O$_2$ | $2.0 \cdot 10^{13}$ | -0.480 | 34.989 |
| 566 | C$_2$H$_5$ + O$_2$ | ⇌ | C$_2$H$_5$ + O$_2$ | $3.15 \cdot 10^{-07}$ | 5.80 | 9.211 |
| 570 | CH$_3$CO + H + M | ⇌ | CH$_3$CHO + M | $9.60 \cdot 10^{-13}$ | 0.0 | 0.0 |
| 572 | CH$_3$CHO + CHO | ⇌ | CH$_3$CO + CH$_2$O | $7.80 \cdot 10^{13}$ | 0.0 | 35.315 |

#### C$_2$H$_5$ Reactions

| 574 | C$_2$H$_5$ + M(1) | → | C$_2$H$_4$ + H + M(1) | $4.10 \cdot 10^{13}$ | 0.0 | 166.80 |
| | LOW | | $3.65 \cdot 10^{18}$ | 0.0 | 139.68 |
| | TROE | | 0.75 | 97.0 | 1379 | 0.0 |
| 575 | C$_2$H$_5$ + H | ⇌ | CH$_3$ + CH$_3$ | $1.0 \cdot 10^{14}$ | 0.0 | 0.0 |
| 577 | C$_2$H$_5$ + O | ⇌ | CH$_2$O + CH$_3$ | $3.97 \cdot 10^{13}$ | 0.0 | 0.0 |
| 579 | C$_2$H$_5$ + O$_2$ | ⇌ | C$_2$H$_4$ + HO$_2$ | $2.41 \cdot 10^{10}$ | 0.0 | 0.0 |
| 581 | C$_2$H$_5$ + CH$_3$ | ⇌ | C$_2$H$_4$ + CH$_4$ | $9.03 \cdot 10^{11}$ | 0.0 | 0.0 |
| 583 | C$_2$H$_5$ + C$_2$H$_5$ | ⇌ | C$_2$H$_4$ + C$_2$H$_6$ | $1.40 \cdot 10^{12}$ | 0.0 | 0.0 |
| 585 | C$_2$H$_5$ + H | ⇌ | C$_2$H$_4$ + H$_2$ | $1.25 \cdot 10^{14}$ | 0.0 | 33.471 |
| 587 | C$_2$H$_5$ + H | ⇌ | C$_2$H$_6$ | $3.0 \cdot 10^{13}$ | 0.0 | 0.0 |
| 589 | C$_2$H$_5$ + OH | ⇌ | C$_2$H$_4$ + H$_2$O | $4.0 \cdot 10^{13}$ | 0.0 | 0.0 |
| 591 | C$_2$H$_5$ + HO$_2$ | → | CH$_3$ + CH$_2$O + OH | $3.0 \cdot 10^{13}$ | 0.0 | 0.0 |

#### CH$_2$CH$_2$OH Reactions

| 592 | CH$_2$CH$_2$OH | ⇌ | C$_2$H$_4$ + OH | $1.0 \cdot 10^{14}$ | 0.0 | 140.0 |
| 594 | CH$_2$CH$_2$OH + H | ⇌ | CH$_3$CHO + H$_2$ | $5.0 \cdot 10^{13}$ | 0.0 | 0.0 |
### C\(_2\)H\(_6\) Reactions

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Forward Rate Constant</th>
<th>Rearward Rate Constant</th>
<th>Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>596 C(_2)H(_6) + H ⇌ C(_2)H(_5) + H(_2)</td>
<td>5.540 × 10(^{02})</td>
<td></td>
<td>3.5</td>
</tr>
<tr>
<td>598 C(_2)H(_6) + O ⇌ C(_2)H(_5) + OH</td>
<td>1.0 × 10(^{09})</td>
<td></td>
<td>1.5</td>
</tr>
<tr>
<td>600 C(_2)H(_6) + OH ⇌ C(_2)H(_5) + H(_2)O</td>
<td>9.154 × 10(^{06})</td>
<td></td>
<td>2.0</td>
</tr>
<tr>
<td>602 C(_2)H(_6) + HO(_2) ⇌ C(_2)H(_5) + H(_2)O(_2)</td>
<td>1.102 × 10(^{05})</td>
<td></td>
<td>2.5</td>
</tr>
<tr>
<td>604 C(_2)H(_6) + O(_2) ⇌ C(_2)H(_5) + HO(_2)</td>
<td>7.287 × 10(^{05})</td>
<td></td>
<td>2.5</td>
</tr>
<tr>
<td>606 C(_2)H(_6) + 3CH(_2) ⇌ C(_2)H(_5) + CH(_3)</td>
<td>2.20 × 10(^{13})</td>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>608 C(_2)H(_6) + CH(_3) ⇌ C(_2)H(_5) + CH(_4)</td>
<td>5.601 × 10(^{10})</td>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>610 C(_2)H(_6) + CH(_3) ⇌ C(_2)H(_5) + CH(_4)</td>
<td>8.432 × 10(^{14})</td>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>612 C(_2)H(_6) + CH ⇌ C(_2)H(_4) + CH(_3)</td>
<td>1.084 × 10(^{14})</td>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>614 C(_2)H(_6) + M(1) ⇌ C(_2)H(_5) + H + M(1)</td>
<td>8.850 × 10(^{20})</td>
<td></td>
<td>-1.22</td>
</tr>
</tbody>
</table>

#### C\(_2\) Oxidation

### C\(_3\)H\(_6\) Reactions

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Forward Rate Constant</th>
<th>Rearward Rate Constant</th>
<th>Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>616 C(_3)H(_6) ⇌ C(_2)H(_3) + CH(_3)</td>
<td>3.10 × 10(^{21})</td>
<td></td>
<td>-1.2</td>
</tr>
<tr>
<td>618 C(_3)H(_6) + O ⇌ C(_2)H(_4) + CH(_2)O</td>
<td>5.90 × 10(^{13})</td>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>620 C(_3)H(_6) + O ⇌ C(_2)H(_5) + CHO</td>
<td>3.60 × 10(^{12})</td>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>622 C(_3)H(_6) + O ⇌ CH(_3) + CH(_3)CO</td>
<td>5.0 × 10(^{12})</td>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>624 C(_3)H(_6) + OH ⇌ C(_2)H(_5) + CH(_2)O</td>
<td>7.90 × 10(^{12})</td>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>626 C(_3)H(_6) + OH ⇌ CH(_3) + CH(_3)CHO</td>
<td>5.10 × 10(^{12})</td>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>628 C(_3)H(_6) + H ⇌ C(_2)H(_4) + CH(_3)</td>
<td>7.230 × 10(^{11})</td>
<td></td>
<td>0.7</td>
</tr>
</tbody>
</table>