Adaptive Finite Elements for Monolithic Fluid-Structure Interaction on a Prolongated Domain: Applied to an Heart Valve Simulation
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Abstract

In this work, we apply a fluid-structure interaction method to a long axis heart valve simulation. Our method of choice is based on a monolithic coupling scheme for fluid-structure interaction, where the fluid equations are rewritten in the “arbitrary Lagrangian-Eulerian” framework. To prevent back-flow of waves in the structure due to its hyperbolic nature, a damped structure equation is solved on an artificial layer that prolongates the computational domain. This coupling is stable on the continuous level. To reduce the increased computational cost in presence of the artificial layer, we refine the mesh only regions of interest. To this end, a stationary version of goal-oriented mesh refinement is part of our numerical tests. The results show that heart valve dynamics can be simulated with our proposed model.
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1. Introduction

Cardiovascular diseases represent a major part on the mortality in industrialized countries. For this reason, there is an increasing demand from the medical community for rigorous and quantitative investigations of the human cardiovascular system [21, 18]. However, the complexity of the circulatory system makes modeling and simulation challenging because there are many fundamental ingredients taking into account.

In this work, we focus on a main component of the circulatory system: the heart. More specifically, we are interested in modeling and simulation of the aortic heart valve, which pumps oxygenated blood from the left ventricle in the aorta. Such processes imply the interaction of blood with the heart walls and the vessel walls. The mathematical method of choice to construct appropriate models and simulations is the fluid-structure interaction approach. Beyond that, fluid-structure interaction have significant influence in bio-mechanics [10, 19, 21, 16].

There exist various approaches to model heart valve dynamics. Usually, they are considered as fluid-structure interaction problems that can be solved by different solution approaches [17, 24, 20, 23, 25]. Here, we use the ‘arbitrary Lagrangian-Eulerian’ (ALE) framework that is frequently used in the literature to model fluid-structure interaction problems.

The problem is solved by a monolithic solution algorithm because one has to overcome the well-known added-mass effect that occurs when the density of fluid and structure are of same order like in hemodynamics [7]. In addition, a closed setting for the equations is necessary for rigorous goal-oriented error estimation [4]; that is explained below for a stationary case.

By construction, the ALE approach is not capable to model topological changes, which occur when two valves touch each other. However, this point is of less importance in our studies, because we focus on boundary conditions for the structure on the outflow section. This subject should not be neglected because the radius of the aorta may vary in a range of 5 – 10 per cent between diastole and systole (the two phases in a cardiac cycle) [21].

is a large displacement of the blood vessel wall that effects both the flow field and the blood vessel dynamics itself.

In the last years, a lot of effort has been spent to model appropriate descriptions for fluid and pressure conditions on the artificial outflow boundary [13, 12, 16, 11], which are related to the flow field. Consideration of appropriate structure conditions becomes important when dealing with large deflections of the blood vessel walls. In particular, we are interested in the capability to absorb outgoing waves (i.e. energy) to prevent back flow of waves.

To the best of our knowledge, this topic is novel and others have just begun with investigations [14]. Here, the authors consider flow rate conditions of the fluid problem and a complete set of (non-defective) boundary conditions for the structure problem on the artificial outflow section.

Originally, energy absorption problems arise in acoustic and electromagnetic wave propagation [2, 9]. Various approximate boundary conditions have been used to absorb incoming waves. For complex situations they have some major disadvantages, for instance, accumulation of error contributions over the whole time interval. To avoid these problems, higher order derivatives of the problem at hand can be used, which makes implementation difficult. Another approach to eliminate reflections was suggested by appending an artificial layer to the computational domain. This layer is supposed to absorb the waves. Especially, one can use a perfectly matched layer (PML) [3]. We employ this idea to extend the computational domain that is used to absorb the outgoing waves for our fluid-structure interaction problem.

The major disadvantage of this approach is higher computational cost due to solving both the complete fluid equations and structure equations on an artificial domain. To overcome this drawback, we could solve reduced equations in the artificial layer; or using an initial coarser mesh in the artificial part; or refining the mesh automatically during the solution process, but only in regions of interest. We present a combination of the two latter issues. For unsteady test cases, we coarsen the initial mesh by hand in the artificial domain. Moreover, we apply the
2. Fluid-structure problem

We introduce some notation and study the interaction of an incompressible Newtonian fluid and a structure of hyperbolic type [13].

2.1. Notation

We denote by \( \Omega \subset \mathbb{R}^d \), \( d = 2, 3 \), the domain of the fluid-structure interaction problem. This domain is supposed to be time independent but consists of two time dependent subdomains \( \Omega_f(t) \) and \( \Omega_s(t) \). The interface between both domains is denoted by \( \Gamma_i(t) = \partial \Omega_f(t) \cap \partial \Omega_s(t) \). The initial (or later reference) domains are denoted by \( \Omega_f \) and \( \Omega_s \), respectively, with the interface \( \Gamma_i \). Further, we denote the outer boundary with \( \partial \hat{\Omega} = \hat{\Gamma}_f \cup \hat{\Gamma}_s \) where \( \hat{\Gamma}_D \) and \( \hat{\Gamma}_N \) denote Dirichlet and Neumann boundaries, respectively.

We adopt standard notation for the usual Lebesgue and Sobolev spaces and their extensions by means of the Bochner integral for time dependent problems [28]. We use the notation \( (\cdot, \cdot)_X \) for a scalar product on a Hilbert space \( X \) and \( (\cdot, \cdot)_{AX} \) for the scalar product on the boundary \( \partial X \). For the time dependent functions on a time interval \( I \), the Sobolev spaces are defined by \( X := L^2(I; X) \). Concretely, we use \( L := L^2(\hat{\Omega}) \) and \( V := H^1(\hat{\Omega}) = \{ v \in L^2(\hat{\Omega}) : \partial_v v \in L^2(\hat{\Omega}) \} \).

2.2. The coupled problem

The equations for fluid and structure are defined in their natural frameworks. The fluid problem reads:

\[
\rho_f \partial_t \mathbf{v}_f \big|_{\hat{\Gamma}_f} + \rho_f (\mathbf{v}_f - \mathbf{w}) \cdot \nabla \mathbf{v}_f - \text{div}\mathbf{f}_f = 0 \text{ in } \Omega_f(t), \quad \text{div}\mathbf{v}_f = 0 \text{ in } \Omega_f(t),
\]

\[
\mathbf{v}_f = \mathbf{v}_D \text{ on } \Gamma_{f,\text{inlet}}(t), \quad \sigma\mathbf{n}_f = \mathbf{g}_{f,N} \text{ on } \Gamma_{f,\text{outlet}}(t),
\]

with the Cauchy stress tensor \( \sigma_f \). The (undamped) structure problem is defined by:

\[
\hat{\rho} \partial_t^2 \mathbf{u}_s - \text{div}(\hat{F}\hat{\Sigma}_s) = 0 \text{ in } \hat{\Omega}_s, \quad \mathbf{u}_s = 0 \text{ on } \hat{\Gamma}_{s,D}, \quad \hat{F}\hat{\Sigma}_s, \mathbf{n}_s = 0 \text{ on } \hat{\Gamma}_i.
\]

2.3. Construction of the ALE mapping

The fluid mesh motion is reconstructed by posing an additional equation that is driven by the motion of the interface \( \Gamma_i(t) \), i.e., \( \mathbf{u} = \hat{\mathbf{u}}_s \) on \( \hat{\Gamma}_s \), leading to \( \mathbf{w} = \hat{\mathbf{w}}_s \) on \( \hat{\Gamma}_f \). Further, we fix the inlet and outlet boundary parts by \( \hat{\mathbf{u}}_f = 0 \) on \( \hat{\Gamma}_{f,\text{inlet}} \cup \hat{\Gamma}_{f,\text{outlet}} \). In the fluid domain \( \Omega_f \) the transformation \( \hat{\mathbf{A}} \) is arbitrary but should satisfy certain regularity conditions (C^1-diffeomorphism) [13]. In particular, the fluid mesh is constructed by solving an harmonic problem (for stationary configurations) or a biharmonic equation (for large mesh deformations without re-meshing). We solve:

\[
\begin{align*}
\Delta^2 \hat{\mathbf{u}}_f &= 0 \text{ in } \Omega_f \text{ (harmonic),} \\
\Delta \hat{\mathbf{u}}_f &= 0 \text{ in } \Omega_f \text{ (biharmonic),} \\
\hat{\mathbf{u}}_f &= 0 \text{ on } \hat{\Gamma}_{f,\text{inlet}} \cup \hat{\Gamma}_{f,\text{outlet}} \text{ (harmonic),} \\
\hat{\mathbf{u}}_f &= 0 \text{ on } \hat{\Gamma}_{f,\text{inlet}} \cup \hat{\Gamma}_{f,\text{outlet}} \text{ (biharmonic).}
\end{align*}
\]

2.4. Considerations on the damped wave equation

In the last years, a lot of effort has been spent in modeling appropriate boundary conditions for the fluid and pressure for the inlet and outlet boundaries [21, 11, 13, 14]; and many references cited therein. To overcome this deficiency, we prolongate the second part of \( \mathbf{u}_f \) into the computational domain. Second, it is not clear which boundary conditions should be imposed for the structure on the outlet part. In the artificial extension of the computational domain, therefore, we use a damped version of the structure equations, to absorb incoming waves preventing structure reflections.

The modified structure problem in the extended domain \( \hat{\Omega}_s^{ext} \) is defined by:

\[
\rho_s \partial_t^2 \hat{\mathbf{u}}_s - \text{div}(\hat{F}\hat{\Sigma}) + \gamma_w \partial_t \hat{\mathbf{u}}_s - \gamma_n \partial_n \text{div}(\hat{F}\hat{\Sigma}) = 0,
\]

with \( \gamma_s, \gamma_w \geq 0 \). Here, the first damping terms is referred to ‘weak damping’ whereas the second one is called by ‘strong damping’ because the full operator is used for damping.

In the following, we pose a standard mixed formulation of the structure equations in \( \Omega_s^{ext} \):

\[
\begin{align*}
\rho_s \partial_t \hat{\mathbf{v}}_s - \text{div}(\hat{F}\hat{\Sigma}) + \gamma_w \hat{\mathbf{v}}_s - \gamma_n \partial_n \text{div}(\hat{F}\hat{\Sigma}) = 0, \\
\rho_s \partial_t \hat{\mathbf{u}}_s - \hat{\mathbf{v}}_s = 0.
\end{align*}
\]
2.5 Stability of the coupled problem

Remark 2.1. The modified structure Problem 4 reduces to the original Problem 2 by setting the damping parameters to $\gamma_s = 0$. Therefore, we are dealing in the following only with Problem 4 in $\Omega_s$.

2.5. Stability of the coupled problem

In this section, we discuss the stability and give an extension of the a priori energy balance result for the coupled problem [13], chapter 9. We work in a monolithic framework where the interface conditions are exactly balanced. The energy loss in time is due to the fluid viscosity and the damping terms in the wave equation.

Proposition 2.1. We assume that the conditions $v_f = 0$ on $\partial\Omega_1(t) \setminus \Gamma_s(t)$, and $\hat{F}, \hat{\Sigma}, n_s = 0$ on $\partial\Omega_s \setminus \Gamma_s$, hold. First, we get:

$$
\frac{d}{dt} \left[ \frac{\rho_f}{2} \|v_f\|^2_{L^2(\Omega_s, t)} + \frac{\gamma_s}{2} \|\hat{u}_s\|^2_{L^2(\Omega_s, t)} + \int_{\Gamma_s} W(E) \, d\hat{x} \right] + \gamma_s (\partial_r \nabla (\hat{F}, \Sigma), \hat{u}_s)_{\Omega_s} + 2\nu_f \|D(v_f)\|^2_{L^2(\Omega_s, t)} = 0.
$$

Second, the following energy decay property holds:

$$
E(t) = E(0) - \int_0^t 2\nu_f \|D(v_f)\|^2_{L^2(\Omega_s, t)} \, dt - \int_0^t \left[ \gamma_s \|\hat{u}_s\|^2_{L^2(\Omega_s, t)} - \gamma_s (\partial_r \nabla (\hat{F}, \Sigma), \hat{u}_s)_{\Omega_s} \right] \, dt.
$$

The density of elastic energy $W$ is defined in [13]. From this relation, the constitutive stress tensor for the STVK material can be derived easily. The total energy of the coupled system at time step $t$ is denoted by $E(t)$.

2.6. Monolithic formulation of the coupled problem

The monolithic setting of the coupled equations of Problem 1 with 4 via the conditions in Eqn (3) is derived in the same manner as [27]. In particular, all equations are defined (and solved) in the reference configuration $\hat{\Omega} = \hat{\Omega}_f \cup \hat{\Omega}_s$. To solve the non-linear problem, we introduce a semi-linear form and becomes costly for space-time dependent problems. For this reason, we need to stabilize our formulation. The first ideas goes back to [6]. Our method of choice is a streamline upwind Petrov-Galerkin (SUPG) method. In the case of pure fluid problems it is a well-known drawback that additional boundary layers appear in the pressure approximation. This leads to a decrease in accuracy near the boundary. From computational point of view, the second disadvantage comes from the necessity to compute second derivatives because we are dealing with the strong formulation. Especially, in case of fluid-structure interaction problems this is a serious drawback. In our computations, we only used a simplified version that worked well in our numerical tests. The definition in $\Omega_s(t)$ reads:

$$
s_{\text{SUPG}}(U_{kh})(\Psi) := \sum_{k=1}^{M} \left\{ \int_{\Gamma_k} \left( \rho_f v_f \cdot \nabla v_f, \delta_{K,k}(u_{kh} \cdot \nabla) \Psi^\gamma \right) \right\}
$$

with

$$
\delta_{K,k} = \frac{h_{\xi}}{6\nu_f + h_K \|v_{kh}\|_{K}}, \quad \delta_0 = 0.1.
$$

For details on the choice of these parameters, we refer to [5].

4. Adaptive Mesh Refinement for Stationary Problems

To overcome the computational cost to solve our problem, especially due to the artificial wall, we discuss three different mesh refinement procedures to our problem. Because of the complexity of the overall problem, we study the quantitative aspects of mesh refinement only for stationary test cases. First results (to different steady-state configurations) from other authors are already known [8, 29, 22]. However, the first two refinement procedures (global and smoothness-based) have been used also for the non-stationary numerical examples. We use:

- Global mesh refinement;
- Smoothness-based mesh refinement;
- Goal-oriented mesh refinement with the dual weighted residual (DWR) method.

The first procedure is self-explaining. For the second type, we measure the jumps of the first derivatives over edges, which corresponds to a measure of the smoothness of the discrete solution. The third type will be subject of the discussion in the following. For coupled problems this formulation is still under investigation and becomes costly for space-time dependent problems. For this reason, we test our configuration in a stationary setting, where we only scale the inflow velocity such that a steady state solution is obtained.
4.1. Goal oriented mesh adaption with the DWR method

The Galerkin approximation to Problem 5 (neglecting the time derivatives and stabilization terms), reads: Find $\hat{U}_h \in \{ \hat{v}_h, \hat{u}_h, \hat{p}_h \} \in \mathcal{X}_h$, where $\mathcal{X}_h := \{ \hat{v}_h^T + \hat{V}_h^T \} \times \{ \hat{u}_h^T + \hat{V}_h^T \} \times \mathcal{L}$, such that

$$A(\hat{U}_h)\hat{\psi}_h = \hat{F}(\hat{\psi}_h) \quad \forall \hat{\psi}_h \in \mathcal{X}_h.$$  \hfill (7)

The solution $\hat{U}_h$ is used to calculate an approximation $J(\hat{U}_h)$ of the goal-functional $J$. This functional can be evaluated point values (deflection of the valve), line integrals (computation of stresses), or domain integrals. To derive an computable representation of the approximation error $J(\hat{U}) - J(\hat{U}_h)$, we introduce a dual variable $\hat{Z}$, and obtain [4]:

**Lemma 4.1.** For any solution of Eqn (5) and 7, we have the error representation

$$J(\hat{U}) - J(\hat{U}_h) = \frac{1}{2} \rho(\hat{U}_h)[\hat{Z} - \hat{\psi}_h] + \frac{1}{2} \rho^*(\hat{U}_h, \hat{Z}_h)(\hat{U} - \hat{\psi}_h) + R_h^{(3)}$$

for all $\{ \hat{v}_h, \hat{u}_h \} \in \mathcal{X}_h \times \mathcal{X}_h$ and with the primal and dual residuals:

$$\rho(\hat{U}_h)[\hat{Z} - \hat{\psi}_h] := -A(\hat{U}_h)(\cdot),$$

$$\rho^*(\hat{U}_h, \hat{Z}_h)(\hat{U} - \hat{\psi}_h) := J'(\hat{U}_h)(\cdot) - A(\hat{U}_h)(\cdot, \hat{Z}_h)$$

The remainder term is $R_h^{(3)}$ is cubic in the primal and dual errors. This error identity can be used to drive an automatic mesh refinement process and/or be adopted to estimate the error.

The dual variable $\hat{Z}$ is computed by the corresponding (linearized) dual problem

$$A(\hat{\psi}_h, \hat{Z}_h) = J(\hat{\psi}_h), \quad \forall \hat{\psi}_h \in \mathcal{X}_h.$$  \hfill (8)

The dual Problem 8 can be solved by global high approximation or local higher interpolation. To obtain a ‘computable’ version of the error identity, we set up some assumptions. First, we neglect the remainder term $R_h^{(3)}$. Second, we are only interested in automatic mesh refinement and we use only the primal residual to estimate the error. Moreover, we neglect the structure damping terms because their influence in stationary setting is sufficient small. Fourth, we transform (as originally suggested) the error identity by cell-wise partial integration into the strong form, leading to challenging structure of the Laplacian of the fluid equations. Because, we are only dealing with moderate deformations, we assume (while computing the error) that $\hat{F} = I$ and $J = 1$, and a symmetric stress tensor:

$$(\hat{J}\hat{\sigma}_0, \hat{v}_h^T)^{-1}, \sigma_{lap} := \hat{\rho} \hat{\nu}_l \hat{F}^T (\hat{\sigma}_0 \hat{v}_h^T),$$

leading to

$$\hat{\sigma}_{lap} : = \hat{\rho} \hat{\nu}_l \hat{F}^T (\hat{\sigma}_0 \hat{v}_h^T).$$

This can be transformed easily into the strong formulation. Basically, the same idea is used for the constitutive tensor of the structure:

$$(\hat{F}\hat{\Sigma}_s, \hat{v}_h^T)^{-1}, \Sigma_{lap} := (\lambda_s (tr\hat{E}) I + 2\mu_s \hat{E}),$$

The structure tensor is approximated by

$$\Sigma_{approx} := (\lambda_s (tr\hat{E}) I + 2\mu_s \hat{E}) \approx 2\mu_s \hat{E}\hat{u} \approx 2\mu_s \frac{1}{2} (\nabla \hat{u} + \nabla \hat{u}^T) \approx (\mu_s \nabla \hat{u}).$$

From this, we obtain the following (simplified) error representation:

$$J(\hat{U}) - J(\hat{U}_h) \approx \rho(\hat{U}_h)(\hat{Z} - \hat{\psi}_h)$$

$$+ \frac{1}{2} \left[ (\hat{J}\hat{\sigma}_0)^{-1} \hat{\nu}_l \hat{F}^T \hat{v}_h^T, \hat{v}_h^T \right]_{\hat{Z}}$$

$$+ \frac{1}{2} \left[ (\hat{\sigma}_{lap} \hat{v}_h^T, \hat{v}_h^T \right]_{\hat{Z}}$$

$$+ \frac{1}{2} \left[ (\hat{\sigma}_{lap} \hat{v}_h^T, \hat{v}_h^T \right]_{\hat{Z}}$$

$$+ \frac{1}{2} \left[ (\hat{\sigma}_{lap} \hat{v}_h^T, \hat{v}_h^T \right]_{\hat{Z}}$$

$$- \left( \hat{\rho} \hat{\nu}_l \hat{F}^T (\hat{\sigma}_0 \hat{v}_h^T) \right)_{\hat{Z}} - \left( \hat{\rho} \hat{\nu}_l \hat{F}^T (\hat{\sigma}_0 \hat{v}_h^T) \right)_{\hat{Z}}$$

**Remark 4.1.** Using the strong formulation for the error computation might be costly for the DWR method in space and time. Especially, one should not neglect the transformation around the Laplacian. How this can be achieved in an efficient way, is still an open question for fluid-structure interaction problems.

5. Numerical Tests

We discuss two numerical examples that are based on the same configuration and parameters. We start by presenting a prototypical unsteady heart valve simulation. Our aim is to verify the proposed structure outflow conditions. To this end, the valves have sufficient distance to avoid touching and resulting difficulties.

Because we extend the channel to compute the damped wave equation that can absorb out-coming waves, one major disadvantage is the computational cost. This can be overcome with (at least) two different solutions. First, we use a (hand-made) coarser mesh in the artificial domain. Second, which brings us to the numerical Example 2, we use automatic adaptive mesh refinement with the DWR method.

The (reference) configuration $\hat{\Omega}$ of the test case is illustrated in Fig. 1.

![Figure 1: Configuration (in cm): $L^{heart} + L^{aorta} = 6.0$, $L^{ext} = 12$, $H = 2.9$, $D = 2.5$, $d = 0.1$.](image-url)

**Inflow and boundary conditions**

A time dependent parabolic velocity inflow profile is prescribed on $\hat{V}_{in}$ (left boundary $H$), sketched in Fig. 2, for the first test case. This inflow profile is scaled by a constant factor 0.1. For the second test, we choose a constant inflow velocity $\hat{v}^D = 10cm/s$ leading to a steady-state solution.
The ‘do-nothing’ condition is used on $\hat{\Gamma}_{\text{out}}$ (right boundary $D$ in Fig. 1).

Figure 2: Interpolated flow rate profile for one cardiac cycle.

The structure is fixed at $\hat{\Gamma}_{\text{in}}$ and $\hat{\Gamma}_{\text{out}}$ and it is left free at the outer elastic walls, to allow them to move.

**Quantities of comparison and their evaluation**

We evaluate the deflections in both $x$- and $y$-direction at the tails of one heart valve at the point $A(0) = (3.64, 0.35)$, and the wall stresses at the upper wall between fluid and structure in the aorta (over the length $L_{\text{aorta}}$).

**Parameters**

For the fluid, we use density $\rho_f = 1\, g/cm^3$, and the viscosity $\nu_f = 0.03\, cm^2/s$. The elastic structure is characterized by the density $\rho_s = 1\, g/cm^3$, the Poisson ratio $\nu_s = 0.3$, and the Lamé coefficients $\mu_{\text{heart}} = 10^8\, g/cm^3 s^{-2}$, $\mu_{\text{valve}} = 5.0 \times 10^5\, g/cm^3 s^{-2}$, $\mu_{\text{aorta}} = 10^8\, g/cm^3 s^{-2}$. The (weak) damping parameter is given by $\gamma_w = 10^4$, the other one $\gamma_s = 0$.

**Results of Test 1**

One cardiac cycle has time length $T = [0\, s, 0.9\, s]$. Four time cycles are used to run the computation. The time step sizes are chosen in a range of $t = 0.02 s - 0.002 s$ to detect convergence with respect to time. We solve the problem on three different mesh levels to observe space convergence. The results are illustrated in Table 1.

The qualitative behavior of the solution can be studied in Fig. 3. The qualitative behavior for other damping parameters $\gamma_w$ are discussed in [27].

In Fig. 4, we observe the same qualitative behavior of the physical quantities for the last three cardiac cycles.

Figure 3: Grids of the long axis of the aortic heart valve at three different time steps $t_1 = 0 s$, $t_2 = 0.130 s$, and $t_3 = 0.350 s$.

Figure 4: Evaluation of $y$-displacement at $A(t)$ and wall stress in $y$-direction along the upper wall of $L_{\text{aorta}}$.

Figure 5: Meshes with 188, 926, and 4685 cells obtained by the Dual Weighted Residual estimator.
Table 1: Results for the first numerical test. Left: $y$ displacement of point $A(t)$, measured in [cm]. Right: results for the measurement of the wall stresses in $y$ direction, measured in [gcm$^{-1}$s$^{-2}$].

<table>
<thead>
<tr>
<th>Cells</th>
<th>DoF</th>
<th>$A(x)$ ($10^{-3}$ cm)</th>
<th>$A(y)$ ($10^{-3}$ cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>188</td>
<td>3966</td>
<td>2.6154</td>
<td>8.7607</td>
</tr>
<tr>
<td>233</td>
<td>5136</td>
<td>2.6921</td>
<td>9.1156</td>
</tr>
<tr>
<td>479</td>
<td>10556</td>
<td>2.7576</td>
<td>9.1793</td>
</tr>
<tr>
<td>926</td>
<td>20232</td>
<td>2.7674</td>
<td>9.1706</td>
</tr>
<tr>
<td>1721</td>
<td>37484</td>
<td>2.7700</td>
<td>9.1636</td>
</tr>
<tr>
<td>2882</td>
<td>62912</td>
<td>2.7742</td>
<td>9.1629</td>
</tr>
<tr>
<td>4685</td>
<td>101804</td>
<td>2.7763</td>
<td>9.1621</td>
</tr>
</tbody>
</table>

Results of Test 2

In this test case, we consider a steady-state solution to our problem by scaling the inflow profile. In Table 2 the deflections in both principal directions are displayed for a sequence of locally refined meshes with the DWR method.

Fig. 5 for three exemplary solutions. The (heuristic) indicator performs worse than the other two procedures and is no option for this numerical test case.

6. Conclusions

In this work, we proposed a monolithic fluid-structure framework to simulate a two-dimensional long axis heart valve. The computational domain was prolonged by an artificial layer to prevent backflow of structure waves. To reduce computational cost, we developed a simplified DWR estimator for mesh adaption. We plan to extend this concept to time dependent cases. In further studies, we will investigate the influence of the damping parameters. Moreover, we plan to couple the model with absorbing boundary conditions for the fluid part.
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