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Abstract

In this work the first differential studies on two- and three-photon double ionization (DI) of
lithium, have been performed at two different VUV-photon energies. Through the unique
combination of a magneto-optical trap (MOT), a Reaction Microscope (REMI) and the
free-electron-laser in Hamburg (FLASH), the momentum vectors of the doubly charged
ions created, were obtained. These contain information on the electrons’ sum momentum,
as well as their mutual emission angle and energy sharing and hence on the correlated
motion of the two ejected electrons.

While at 50 €V photon energy a K-shell electron is ionized by non-resonant, simultaneous
absorption of two photons, at 59.4 eV energy a one photon resonant transition (1s — 2p)
is followed by ionization through a second photon. In both cases it was observed that DI,
i.e. the emission of the valence electron is either due to electron correlation or due to the
uncorrelated, sequential absorption of a third photon. The comparison with results from
non-perturbative close-coupling calculations is rather good at 50 eV, while poor agreement
for the resonant process at 59.4 ¢V is found which most likely caused by an inaccurate
description of the excited intermediate state.

Thus, new insight in non-linear few-photon few-electron quantum dynamics in the VUV-
regime is provided which is of paramount scientific interest, as well as of practical impor-
tance for many experiments at free-electron lasers.

Zusammenfassung

Im Rahmen dieser Arbeit wurden die ersten differentiellen Untersuchungen zur zwei- und
drei-Photonen Doppelionisation (DI) von Lithium bei zwei verschiedenen VUV-Photonen-
energien durchgefithrt. Durch die einzigartige Kombination einer magneto-optischen Falle
mit einem Reaktionsmikroskop und dem freie-Elektronen Laser in Hamburg (FLASH) war
es moglich, die Impulsvektoren der entstehenden doppelt geladenen Ionen zu ermitteln.
Diese erlauben Riickschliisse auf den Summenimpuls, den relativen Emissionswinkel und
die Energieaufteilung der emittierten Elektronen und daher auch auf ihre korrelierte Be-
wegung.

Bei 50 eV Photonenenergie wird ein K-Schalenelektron durch simultane Absorption zwei-
er Photonen ionisiert. Im Gegensatz dazu erfolgt bei 59,4 eV die ITonisation durch den
resonanten Einphotonentibergang (1s — 2p) und anschliefende Absorption eines zweiten
Photons. In beiden Fillen wurde beobachtet, dass die Emission des zweiten Elektrons ent-
weder durch Elektronenkorrelation, oder durch die unkorrelierte, sequentielle Absorption
eines dritten Photons geschieht. Der Vergleich mit Ergebnissen nichtperturbativer Close-
Coupling Rechnungen zeigt gute Ubereinstimmung bei 50 eV withrend beim resonanten
Prozess bei 59.4 eV stiarkere Abweichungen auftraten. Diese werden sehr wahrscheinlich
durch eine ungenaue Beschreibung des angeregten Zwischenzustands verursacht.

Diese Ergebnisse erlauben neue Einblicke in die nichtlineare Quantendynamik der Wechsel-
wirkung weniger Photonen mit wenigen Elektronen. Diese ist von grofser wissenschaftlicher
aber auch praktischer Bedeutung fiir viele zukiinftige Experimente an freie-Elektronen
Lasern.
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1 Introduction

Life is built upon the properties and interactions of its most basic elements, namely atoms
and molecules. Taking into consideration, the merging of atoms to larger complexes, for
example clusters and solids as well as their constituents, namely ions, electrons and bare
nuclei, they even constitute the building blocks of the vast majority of all observable struc-
tures in the universe. Consequently, a profound knowledge of their structure and their
dynamical behavior under the action of external forces, particle impact or photon absorp-
tion is of paramount scientific interest not only for physics but for practically all natural
sciences.

To the best of our knowledge both the stationary state, as well as, the time-dependent
progression of atomic and molecular systems is given by the solution of the Schrodinger
equation'. However, neither the stationary, i.e. time-independent, nor the time-dependent
Schrédinger equation is solvable analytically for more than two interacting particles. For
stationary states this very fundamental problem can be largely overcome by the use of
iterative methods like MCDF (multi-configuration Dirac Fock) algorithms and the com-
putational power available nowadays. Therefore, state-of-the-art structure calculations in-
corporating even quantum-electro dynamic (QED) effects can meet the precision of highly
resolved measurements. This was demonstrated, for example, by the agreement of the ex-
perimental and the theoretical predicted 1s-2s transition energy of atomic hydrogen [Fis04;
Jen05] in the order of 10714,

In contrast, the prediction of the dynamical response of a quantum mechanical system to
a perturber leading to changes in its internal structure or to its fragmentation still poses a
tremendous challenge to the theoretical description. It was not before the onset of the new
millennium that one of the most fundamental three-body Coulomb problems, the electron
impact ionization of a hydrogen atom, was claimed to be "reduced to practical computa-
tion" [Res99]. Yet, even for the most simple three-body systems, numerical methods and
computational approaches to solve the time-dependent Schréodinger equation (TDSE) still
require the comparison with experimental data to validate or falsify them. Our insight
and understanding of physical processes and the mechanisms inducing specific dynamic

responses of an atom or molecule does, however, often not benefit from a pure numerical

'In the non-relativistic case.



1 Introduction

solution of the TDSE. Here, additional knowledge is frequently gained by applying approx-
imative or perturbative theories. These allow to identify the most relevant interactions and
the dominant pathways of the process under investigation and, therefore, develop simple,
sometimes even mechanistic reaction models. (cp. Chap. 2).

Therefore, the processes leading to ionization and the influence of electron correlation in
the initial state and during ionization offer a rich field of research. The special interest
in studying these for the case of atoms, stems from their relative simplicity, which allows
for the unambiguous determination of the driving mechanisms. In other words, if ionizing
reactions are understood for very simple quantum mechanical systems, the methods de-
veloped here, can be employed to more complex systems, which are not only important in
physics but for example in medicine, biology and chemistry. As electrons constitute the
bonds between atoms to form molecules, ionizing reactions and electron correlation play a
crucial role even in the break-up of large scale molecules. A very prominent example for
this is embodied by DNA strand breaks induced by low energetic electrons in the scope of
cancer treatment by heavy ion therapy (HIT) [Ngull; BSS02; Bou00].

Many of the studies investigating the multiple ionization of atoms naturally choose he-
lium as a target, as it comprises only two electrons it constitutes the simplest "many-
electron" atom to study the dynamics of the removal of more than a single electron from
the atomic potential. This holds for electron collisions [Dor02; Diir(7|, ion-atom collisions
[Fis03], photo-double ionization (PDI) (|[BKA04] and references therein) and non-sequential
double-ionization in the infra-red (IR) [Wal94]. As a result, a range of theoretical models
have been developed for this fundamental benchmark system and, in the meantime, have
reached good agreement with the experimental findings. Apart from helium, the respec-
tive reactions have largely been investigated for the heavier rare gas atoms. As a result
experimental data and theoretical cross sections for open-shell systems are rare even for
photo-double ionization (PDI) [Ela09], which has been studied since the late 60’s of the
last century [Car67].

A new and spectacular development in this field constitutes the advent of free electron
lasers. These facilities deliver partially coherent radiation in the VUV (cp. Chap. 4) and
extreme ultra-violet XUV energy regime, with pulse lengths down to below 10 fs [Emm10].
Their brilliance, thereby exceeds the one observed in the most recent synchrotron radia-
tion sources by up to nine orders of magnitude [Sch10a]. These unique properties of the
radiation opened up new regimes of light-matter interaction, for experimental physics to
explore. Among the many applications of these light sources the possibility to retrieve
the structure of non-crystallized bio-molecules or even viruses in single-shot diffraction
imaging [Chall; Seill] is perhaps the most exciting one. Another area of application is

the investigation of reactions depending non-linear on the photon flux, e.g., multiphoton



processes, in the VUV and XUV. Thus, experiments on few-photon few-electron reactions
in the VUV, as discussed in the present work, can be performed for the first time.
Multiphoton processes, i.e. the non-linear response of matter to the light fields’ intensity,
have first been proposed in 1931 [GM31|. Experimental evidence for their existence was
already delivered in 1950 [HG50], through absorption spectroscopy in RbF-vapor. How-
ever, only the advent of pulsed laser sources, allowed for the generation of sufficiently
high intensities to also observe multiphoton processes in the visible and infra-red regime
|[VD65]. Since then even single ionization by multiphoton absorption is an active field of re-
search [DK99b; Rud04; Sch11]. With the progress of laser technology also double ionization
through multiphoton absorption came into reach. It was found that there are basically two
processes, contributing to the double ionization yield [Wal94]. In the sequential channel
double ionization proceeds via the independent ejection of two electrons from the atom by
multiphoton absorption. In contrast, the non-sequential channel was found to dominate in
a regime, where the classical description of the light field is appropriate. Here, an electron
which tunneled through the atomic potential modified by the electric field of the laser
radiation is re-colliding with the parent ion, resulting in double ionization [BDMO5]. This
recollison is driven by the light field and not only leads to double ionization but also to
the recombination, i.e., the recapture of the electron resulting in high harmonic radiation.
Therefore, it constitutes an active field of research as it is the underlying mechanism for
the generation of attosecond laser pulses [KI09].

In marked contrast to the non-linear response of matter to high intensity radiation fields
in IR, the classical properties of the laser field are neglectable in the VUV (cp. Chap. 2).
While in the IR, the unambiguous interpretation of the experimental data strongly depends
on the knowledge of the exact shape and strength of the light field [Erg06], in multiphoton
double ionization in the VUV the interaction with the light field and the atomic dynamics
can be considered almost independent. Therefore, the VUV offers a uniquely "clean" envi-
ronment to study the effects of multiphoton absorption on DI. The non-sequential double
electron escape here is solely facilitated through electron correlation.

Among the first studies of two-photon - two-electron processes were these by the Heidelberg
group |[Rud08; Kurl0] investigating helium double ionization induced by the simultaneous
absorption of two photons (non-sequential double-ionization, NSDI). Interestingly, the re-
sults of various theoretical descriptions of the reaction differed by an order of magnitude
even for the most basic property of the process the total cross section in dependence of
the photon energy [Fei08]. By now, through combined experimental and theoretical efforts
|[Kurl0], the huge discrepancies could be attributed to distinct numerical approximations
made in the various calculations. Therefore, consensus has been reached on the magnitude

of the cross section at least for photon energies below 50 eV [Pall0].
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As a natural extension of these studies the present work deals with the correlated ejection
of two electrons from the three-electron atom Li upon the absorption of two and three pho-
tons in the VUV. Therefore, it provides results, complementary to the before mentioned
break-up of helium induced by simultaneous and sequential absorption of two photons
[Rud10]. Given that lithium, provides the most fundamental open shell system, it can be
viewed as a prototype system for all other open-shell atoms. Moreover, it evidently marks
the next step in complexity compared to helium, comprising exactly one additional electron
and is consequently on the brink of becoming the new benchmark system of atomic physics
[Col01]. Nevertheless, due to the lack in experimental data, except for quantities like the
total cross section, for PDI [WJLO08| and a pioneering experiment on PDI of excited and
aligned Li [Zhu09], before the present work this development had not taken place. Lithium
contains a pair of tightly bound inner-shell electrons in the 1s-orbital, similar to helium,
and a loosely bound electron in the valence orbital. Taking into consideration that the re-
sults presented here deal with the correlated ejection of either, one K-shell and the L-shell
electron (Chap. 7), and PDI from a doubly excited and aligned state (Chap. 6) of lithium
this work probes a very different regime of electron correlation, before, during and after

double ionization compared to previous studies for helium.

The general lack of experimental studies and in particular differential cross section on
the multiple ionization of lithium is caused by its chemical and physical properties. At
room temperature lithium is in the solid state. Due to its low vapor pressure, dense atomic
beams suitable for studies of the small DI cross section, are difficult to produce. More-
over, the thermal distribution of the atom’s velocity in such a beam, smears out almost
all the momentum information imprinted on the ion in an ionization reaction. In the
present work an alternative approach is realized. The setup presented in Chap. 5 combines
a magneto-optical trap (MOT), with a state-of-the-art momentum spectrometer, i.e., a
Reaction Microscope (REMI) [Mos94], to form an apparatus dubbed MOTREMI [Ste07;
Sch11; Fis12|. Here, lithium atoms are trapped in the center of the momentum spectrome-
ter by means of the combined forces of light and magnetic fields. Prior to the measurement,
these fields are switched off rapidly, in order to provide an unperturbed measurement (cp.
Chap. 5).

All processes investigated in the scope of this work require the absorption of multiple
VUV-photons by a single atom in a short interval of time. In the first reaction studied

a K-shell electron in lithium is resonantly excited to the 2p-orbital by absorption of one



photon. In a second step absorption of one (or two) more photon(s) leads to ejection of
both L-shell electrons. Thus, the data presented in Chap. 6 can be interpreted as two and
three-photon double-ionization in the case of an intermediate resonance or as photo-double
ionization (PDI) of excited and aligned lithium from the Li*(1s2s2p)m—o initial state. Ei-
ther way, the time-scale for the absorption of at least two photons is given by the lifetime
of the intermediate state and amounts to approximately 100 fs.

In the second reaction studied a non-resonant photon energy was chosen well below the
K-shell excitation threshold such that two-electron emission from the K- and L-shells re-
quires the simultaneous absorption of two photons. We name this process non-sequential
double-ionization (NSDI). Here, the relevant time-scale is given by the lifetime of the ex-
cited virtual state upon absorption of the first photon. Through the uncertainty relation
of energy and time AEAt < 12, this can be estimated to be on the order of only sev-
eral hundred attoseconds. Consequently, a huge photon flux in the VUV is essential for
both measurements presented. As of now, there is only one source capable of providing
laser-radiation with these properties, namely free electron lasers (FEL). Therefore, all ex-

periments presented were performed at the Free-Electron Laser at Hamburg (FLASH).

This thesis is structured as follows. The subsequent chapter will introduce the theoretical
background necessary for the interpretation of the experimental results presented. Thereby,
two state-of-the-art theoretical approaches to solve the TDSE will be presented, namely the
time-dependent close-coupling (TDCC) and the convergent close-coupling (CCC) method.
The cross sections obtained with these calculations will be compared to the experimental
data in Chaps. 6 and 7. In Chap. 4, the basic principles of light generation in free electron
lasers are deduced and their impact on the properties of the light produced will be eluci-
dated. The knowledge gained here will become important for the understanding of the data
on non-sequential two-photon double-ionization. The concept of laser cooling, essential for
the experimental methodology used, is briefly discussed in Chap. 3. Chapter 5 will give
detailed insight on the experimental setup employed. In particular, an un-conventional
mode-of-operation of the ion detector will be discussed, which allows to almost completely
suppress the signal due to one-photon absorption. Furthermore, an overview on the ef-
forts taken to facilitate coincident ion-electron detection in the future will be given. The
next two chapters will present the results acquired at the free electron laser in Hamburg
(FLASH) and their interpretation. In Chap. 6 differential experimental cross sections on

PDI from doubly excited and aligned lithium will be presented and compared to the results

2In atomic units.



1 Introduction

from the TDCC and CCC calculations. Despite the good mutual agreement between the
two methods and with experimental data for helium, it will become apparent that this does
not hold for lithium. Chapter 7 presents differential cross sections for the non-sequential
two-photon double-ionization of lithium. In contrast, to the case of helium also a compet-
ing "sequential" three-photon reaction is observed. The obtained cross sections are found
to be in excellent agreement with a theoretical investigation employing the TDCC method,
despite an intensity two orders of magnitude higher and a pulse length two orders of magni-
tude shorter than the experimental one. The underlying reasons for this agreement will be
elucidated. The final chapter summarizes the findings of this work and draws the resulting

conclusions.



2 Photoionization by VUV Radiation

This work is dedicated to the multiple ionization of lithium upon photon impact of vacuum-
ultra-violet (VUV) radiation. The term VUV, hereby, denotes the photon energy regime
from ~ 10-125 eV, corresponding to wavelengths in the range of 10 — 120 nm. Due to
the high energy of the incident photons a single photon absorption may already lead to
double ionization, here. Indeed, the reaction studied in Chap. 6 deals with the simul-
taneous emission of two electrons from an excited state of lithium upon absorption of a
single photon, dubbed photo-double ionization (PDI). This is solely possible if the outgo-
ing electrons interact. In order to reach the excited state a primary VUV-photon has to
be absorbed and hence a high photon flux is required to observe this reaction. Chapter 7
presents differential data on the non-sequential two-photon double ionization (NSDI) of
lithium at a photon energy of 50 eV. Evidently, this implies the simultaneous absorption
of both photons, as the removal of one of the electrons by a single photon would render
the escape of the second electron upon single photon absorption impossible.

Therefore, the presented experimental results have been obtained at the free electron laser
in Hamburg (FLASH) a fourth generation light source with a peak brilliance! on the order
of 10% (1/(smrad*mm?)) and thus a huge photon flux in a very short interval of time.
This results in intensities of up to 10'6 W/ cm? [Sor07|, implying electrical field strengths
of the same magnitude as the intra-atomic ones. Still, field-assisted ionization channels,
like tunneling ionization, are negligible here, as the oscillation frequency of the radiation
is too high for the electrons to follow. In marked contrast, multiphoton processes, i.e. the
"instantaneous" absorption of several photons leading to single or multiple ionization, are
frequently observed [Kur09; Kurl0; Rud10].

In this work both, PDI from an excited state and NSDI of ground-state lithium are in-
vestigated in the VUV. Therefore, this chapter aims at introducing various aspects of the

photon-atom interaction encountered throughout this work.

This chapter is organized as follows. In the next section general properties of photoioniza-
tion will be deduced from the example of single ionization of an one-electron atom. This

includes the relations between the transition matrix element, the cross section and the

!The peak brilliance is defined as photons per smrad?mm? in 0.1% of the bandwidth.



2 Photoionization by VUV Radiation

angular distributions shown in Chaps. 6 and 7. Subsequently, the process of PDI, i.e., mul-
tiple ionization induced by the absorption of a single photon, will be elucidated. Thereby,
the intuitive mechanisms of shake-off and two-step one are introduced. In Sec. 2.3 the
physics governing multiple ionization in an intense field are investigated. Furthermore, the
problems arising in the theoretical treatment of many-electron atoms are briefly described,
before the two theoretical models applied to reproduce the discussed results are introduced.
In the final section, the selection rules for double electron escape will be discussed on the

example of the reactions studied in Chaps. 6 and 7, respectively.

2.1 Single Photon lonization

The term single photon ionization denotes the process where a single quantum of radiation
is absorbed by an atom and thereby transfers sufficient energy to the atomic system to
eject one of its electrons to the continuum. As a result, the electron is emitted with a
kinetic energy F, given by
E.=E,—1IP—-E". (2.1)
Here, F., = hw is the photon energy, IP is the ionization potential?> and E* marks a
(a) Scheme (b) Resulting momentum distribution

A —‘—\

energy (eV)
S\
| . ANY

A\
A\Y

® .V

Figure 2.1: Schematic view of photon single ionization for lithium (a) and the resulting Li™
recoil ion momentum distribution (b). The final-state electron energy calculates according
to Eq. (2.1) as it is shown in (a) for ejection of a K- (brown) and a L-shell (red) electron. As
the absorbed photon carries negligible momentum, the ejected electron and the recoiling
ion are imprinted with the same final-state momentum of opposite sign. FEvidently, a
fixed final-state energy and hence momentum results in rings in the recoil ion momentum
distributions shown in (b), for ground-state lithium upon impact of 91 €V photons.



2.1 Single Photon lonization

possible excitation of the residual ion. If for example ground-state lithium, the first IP
amounts to 5.39 eV, is irradiated by photons with an energy of E, = 91 eV, the ki-
netic energy of the outgoing electron is Ee = 85.6 eV. This corresponds to a momentum of
Pe = /2meE, = 2.51 a.u.?. Since photons hardly carry any momentum hkg; v ~ 0.03 a.u.,
momentum conservation dictates that the residual ion is imprinted with the same momen-
tum of opposite sign. Therefore, the residual ion is usually referred to as recoil ion. Figure
2.1 illustrates this finding. On the right hand side of the figure the recoil and hence the
electron momentum, is plotted as observed with a Reaction Microscope (see Chap. 5).
Here the dashed red-line corresponds to the excess momentum for the given example.

The Hamiltonian of a free electron in a radiation field will serve as starting point for
the theoretical description of single photo-ionization (a thorough treatment is found for

example in [HCPO8]). In a general form it reads (in atomic units)
1 i\
H=-|p+—| — 2.2
5 <p+ C) ¢, (2.2)

where A and ¢ constitute the vector and scalar potential defined by Maxwells equations,
respectively. Here, p'+ A /c describes the kinetic momentum of the electron in the radiation
field, with p'= —iV being its canonical momentum. If ¢ is chosen to be the potential per-
ceived by an electron in an one-electron atom, i.e., ¢ = Z/r, and the product is expanded,

Eq. (2.2) is now given by

=9 S o7 2
D Z p-A A

H="—-= 2.
2 T‘+ c +262’ (2:3)

resembling the Hamiltonian of a one-electron atom in a radiation field, with the field-free
part Hg and the interaction term Hijy:. Considering a weakly perturbing electromagnetic
field, i.e. p > A, the second term in Hjy can be neglected. For the processes considered
here this approximation even holds for intensities where multiphoton absorption becomes
important (compare to Sec. 2.3). Postulating a plane electromagnetic wave the vector
potential is given by

A 1) = eAg (ei@'mﬂ + c.c.) , (2.4)

where k denotes the wavevector, w the frequency and ¢ the polarization of the light field?.

The time evolution of the system is naturally given by the time-dependent Schrédinger

2The first ionization potential corresponds to the binding energy of the outermost electron. The further
IPs are calculated accordingly.

3The conversion factors for atomic units to SI units are found in App. A

“c.c.=complex conjugate



2 Photoionization by VUV Radiation

equation (TDSE). It reads
0
(Ho+ Hin) [0) = 12 1V) (2.5)

As the assumption of a weakly perturbing field was already made above, perturbation
theory can now be applied to find the probability per unit time for a radiation induced
transition Wy of the system from its initial state |¢;) to a final state |¢;). For the time being
both the initial and the final state will be assumed as bound states. The explicit execution
of perturbation theory will be omitted here. It can be found for example in [HCPO0S|.
Using first order perturbation theory, the transition rate Wy; after the absorption of a

single photon from the light field is given by

Wi =2n| (| Hing |15) ‘25(Ef - Ei - E,), (2.6)
———

Myg;

where Ey, F; are the energies of the final and initial state, respectively. Before the

discussion continues the transition matrix element Mpg is evaluated. With the relation

—

B(7t) = —1/c [ag(ﬁ £) /at}, it is given by

E -
My = & — (gl exp(ik - 1)V [44) (2.7)

where Ey and w is the radiation field strength and frequency, respectively. Considering
that the wavelength of the radiation is much larger than the spatial extension of the atom
studied, i.e. k-7 < 1, the exponential function in Eq. (2.7) can be approximated according
to

exp(ik-7) =1+ ik-7F+..~1. (2.8)

Equation (2.8) constitutes the so-called dipole approzimation. In case of a hydrogen atom
its validity ranges up to a photon energy of F, ~ 10keV. Hence, it holds for all wavelengths
considered in this work. Through insertion of the relation (¢| V [1;) = w (¢¢| 7|1);) and
assuming linear polarization in z direction, i.e. ¥ = €z, the transition matrix element
(Eq. (2.7)) reads

My; = Eo (¥y| 2 [vhi) - (2.9)
Returning to the transition probability in Eq. (2.6), it is noted that its applicability is
restricted to transitions between bound states. If it is evaluated for a transition from a

bound to a continuum state and the divided by the photon flux, to obtain the transition

probability per photon, the following relation for the angular dependence of the cross

10



2.2 Photo-Double Ionization

section is derived p 1 d
o w 3 2
— = —— - 2.10
Here N, denotes the photon flux. Assuming ionization from an initial s-state or ionization
from a target with equally distributed m-sublevels the cross section given by Eq. (2.10)
can be parametrized in terms of the second order Legendre-polynomial Ps. It is the given

by [DK99b|
do

o5 (10, 0) = = [1+ Ba(Feo) Py(cos(0))] (2.11)
for linear polarized light. The so-called anisotropy parameter (2, can take values in the
interval |-1;2] and does depend on the photon energy. If we consider for example ionization
from a 2p target, the dipole selection rules (Eq 2.27) yield that the final state is a coherent
superposition of s- and d-waves, and therefore does not only depend on their respective
amplitudes but also on their relative phases. Since all of these quantities are energy
dependent, also (5 is. For higher order processes, for example multiphoton ionization, this
simple parametrization for the angular distribution of the cross section does not hold. The

corresponding relation can be found in Sec. 2.3.

2.2 Photo-Double lonization
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Figure 2.2: Ratio of the cross section of double to single ionization of lithium in depen-
dence of the photon energy (changed from [Weh04]). The steep increase of the ratio around
160 eV originates from hollow lithium resonances and the onset of K-shell double ionization
at 167 eV.

Given that the energy of a photon impinging on an atom is larger than the first double
ionization threshold (IP?*(Li) = 81.03 eV), not only single but also double ionization is
observed. In Fig. 2.2 the ratio of the respective cross sections for double and single ioniza-

tion as measured in [Weh04] is illustrated. It is found that for the photon energies (excess
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2 Photoionization by VUV Radiation

energies) relevant in Chaps. 6 and 7, the double ionization yield is more or less constant at
1 % of the single ionization one. As it was seen in the previous section the photon-electron
coupling is of single particle nature. Thus, double electron escape upon single photon
absorption is facilitated solely by electron-electron correlations. Considering that this so-
called process of photon-double ionization (PDI) is one of the most fundamental reactions
including the correlated motion of electrons upon impact of a well defined projectile, it
has been studied extensively over the past decades (see for example [AH05] and references
therein). Naturally, the majority of the investigations approached this topic on the most
simple "many"-electron system helium. Therefore, many of the examples given below will
refer to He instead of Li, as the theoretical and experimental data on lithium and other
open shell atoms is sparse.

On the theoretical side, the fact that both initial- and final-state correlation render PDI
possible implies that independent particle models are not able to describe the photon in-
duced ionization reaction. In particular, the long range Coulomb interaction among the
three continuum particles (the two electrons and the ion)?, poses a tremendous challenge to
ab initio investigations of PDI and defies any perturbative approach to the problem. As a
result, accurate theoretical approaches, allowing for the "exact" treatment of the outgoing
electrons in PDI have only recently been developed. In general they solve the Schrédinger
equation for the given problem numerically on a grid (see also Sec. 2.4) to retrieve the final-
state properties of the system. While excellent agreement with the experimental results
has been reached for helium, the case of lithium offers additional challenges for theory, due

to its more complex structure (see, in particular, Chap. 6).

2.2.1 Mechanisms of PDI

Despite the excellent agreement reached between numerical solutions of the Schrodinger
equation and experimental results studying PDI of helium and other rare gases, the under-
lying mechanisms of PDI can usually not be retrieved from these kind of results. In fact,
the understanding of reaction pathways often originates from approximations made in cal-
culations leading to characteristic features in the observables. Consequently, two intuitive
model mechanisms of PDI, namely the two-step one (TS1) [PB01; SCR02| and the shake-
off (SO) process [Blo35; Abe70], will be discussed in the following. Note, that in general
it is not possible to separate the two mechanisms as they can in principle occupy the same
final states in phase-space. Therefore, the amplitudes of the respective pathways inter-

fere. Nevertheless, in many configurations they lead to considerably different final-state

’The interaction of ejected electrons in the continuum is also often dubbed post collision interaction
(PCI).
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2.2 Photo-Double Ionization

momenta and angular distributions, thus minimizing the interference term [SRO03|.
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Figure 2.3: Scheme of the PDI mechanisms. In (a) the shake-off mechanism is illustrated.
Upon photon impact the primary electron is ejected from the atom in a time interval smaller
than the relaxation time of the secondary electron (sudden approximation). Consequently,
the wavefunctions of the remaining electrons are projected on the eigenstates of the ionic
Hamiltonian, which results in a certain overlap of the atomic wave-functions with the ionic
continuum. In contrast, in the T'S1 process the primary electron absorbs a photon and on
its way out of the atom scatters on the secondary electron in an (e,2e) like collision.

Shake-off: The SO mechanism is illustrated in Fig. 2.3(a) for the case of lithium. After
absorption of a single high-energetic photon (fuv > 81 eV) an inner-shell electron is ejected
from the atom. If this ejection is fast in comparison with the relaxation time of the system
(sudden approximation), the wave-functions® of the remaining electrons will not progress
adiabatically to their respective ionic counter-parts. As a result, the atomic wave-functions

are directly projected onto the eigenstates of the ionic Hamiltonian according to

<¢ion‘watom> . (2.12)

Depending on the overlap of the atomic with the ionic wave-functions and continuum, a
second electron, the valence electron in the figure, is eventually promoted either to the
continuum (SO) or to different ni-shells of the system (shake-up).

Naturally, SO is a purely quantum mechanical double ionization channel, as there is no
classical or semi-classical equivalent to it. It is caused by initial state correlations of the
two liberated electrons. The fast removal of the primary electron, changes the effective

charge of the nucleus for the secondary electron and thus interacts, in a way, indirectly

®Since the binding energies of the 1s and 2s electrons is vastly different we assume separable wavefunctions.
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2 Photoionization by VUV Radiation

with it.

Two-Step One: In contrast to SO, the TS1 mechanism is mediated through electron
correlation in the final state”. Its schematic progression is shown in Fig.2.3(b). After
absorption of the photon by the atom the primary electron is energetically lifted to the
continuum. On its way out of the atom it undergoes an (e,2e)-reaction with the secondary
electron leading to its excitation (knock-up) or ejection T'S1 (knock-out).

There are, however, differences in the collision geometries between the TS1 and an (e,2e)-
collision. The energies of the electrons still bound in the system will differ from the analog
process in an (e,2e) reaction of the singly charged ion, since the system hasn’t relaxed
yet. Furthermore, the impacting electron stems from inside the atom and thus lacks the
influence of the approaching projectile on the ion and vice versa. As a consequence, the
second step of the T'S1 process is often referred to as half-collision [Sam90].

As TS1 resembles a “hard” collision of two electrons the interaction times and hence the
amount of energy and angular momentum exchange can exceed the ones observed in SO
considerably. Moreover, T'S1 can be described semi-classically, as shown by Schneider and
Rost |SR03]|, allowing for the distinction of the two-processes by calculating the TS1 and

the full cross section individually.

In the case of lithium, PDI implies photon energies larger than 81 eV. Despite this large
photon energies it was found in the considerations above that the photons carry only little

8 momentum. Therefore, the momentum of the photoionized electron corresponding

linear
to the kinetic energy derived in Eq. (2.1) has to originate from the electrons wavefunction
in the initial state. This rises the probability of photon absorption by inner-shell and

s-electrons, since they show an increased probability of presence close to the nucleus.

2.2.2 Manifestation of PDI Mechanisms

The presented mechanisms of PDI manifest themselves in various ways in the energy distri-
bution between the outgoing electrons and also in their mutual emission angles. Moreover,
there are characteristic dependencies for the TS1 and SO process with respect to the ex-
cess energy available and the efficiency for distinct spin configurations of the two-electron
wavefunctions. In the following these will be discussed qualitatively, mostly on examples

for He. For the calculations the reader is referred to the references given.

"Note, that the final state is reached right after the photon absorption.
8In contrast to angular momentum.
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2.2 Photo-Double Ionization
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Figure 2.4: Individual contributions from SO and TS1 to the total ratio of the double-
to-single ionization cross section of ground-state helium over the excess energy. Data
taken from [Khe0l]. The data was gained by performing a full calculation via the CCC
method described in Sec. 2.4.1. Consequently, by calculating the Shake-off-only ionization
probability, also the contribution of the TS1 mechanism is gained. Note that interferences
of the two mechanisms are neglected here.

The distinct underlying physical mechanisms of TS1 and SO result in a different behav-

ior of the processes with the energy available in the double electron continuum. This is
illustrated in Fig. 2.4, where the results of a convergent-close coupling (CCC) and a SO
only calculation from Kheifets [Khe0l| are plotted. Their difference constitutes, therefore,
the contribution of the TS1 mechanism to double ionization. It is found that close to
threshold TS1 dominates the double ionization cross section, whereas for very high photon
energies SO is the major origin for double ionization.
For energies close to the threshold of double ionization, i.e., starting from the Wannier-
regime [Wan53|, TSI is dominant. This is also evidenced by the fact that the slope of
the PDI cross section close to threshold is identical with the one for the (e,2e) reaction
[Sam90]. From the perspective of the SO mechanism, it is clear that the slower the initial
electron leaves the atom the more time the remaining electrons have to relax to their ionic
counter-part. In the high energy limit, where the approximation of the sudden removal of
the primary electron is well fulfilled, SO is dominant. As a general rule it can be stated: If
the excess energy is high, the interaction of the electrons in the final state is weak and the
primary electron is removed fast, favoring SO over TS1. If, on the other hand, the excess
energy is small, electron correlation in the final state is strong and hence TS1 is favored.

In the intermediate regime, which happens to cover the measurements discussed in Chaps. 6
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2 Photoionization by VUV Radiation

and 7, the amplitudes of both processes will contribute to the cross section. Although, Fig-
ure 2.4 suggests that for excess energies of = 20 and ~ 40 eV TS1 is the major source of

double ionization.

Energy Sharing and Angular Distributions

(a) Excess energy 21 eV (b) Excess energy 41 eV
0'9 T T T T 0.7 T T T T T T T T
S S
L L
® 07f 4 ® 05 \//
=) N
:-Q 0.5 Sl e :-g 0.3 r \\\‘~- ______ ’—_,/ 1
- a T
S S
. ! . ! P E T R
0'30 10 20 O'10 10 20 30 40
Eer (eV) E.; (eV)

Figure 2.5: Singly differential probabilities for the T'S1 (solid) and SO (dashed) mecha-
nisms for excess energies of 41 and 21 eV from ground-state helium as a function of the
energy of the primary electron e; [SCR02].

Figure 2.5 illustrates separate differential double escape probabilities for the TS1 (solid
line) and SO (dashed-line) mechanisms over the energy of the primary electron e;”?. They
are displayed for the PDI of ground state helium [SCR02] and 21 and 41 eV excess energy
available. These probabilities are proportional to the respective cross sections. The figures
demonstrate that for the available energies in the continuum, both TS1 and SO contribute
to the cross section, although the TS1 contribution is stronger. Further, it is found that
in both, Fig. 2.5(a) and (b), the SO contribution is more U-shaped compared to the
TS1 one. Thus, indicating a higher likelihood for asymmetric energy sharing in case of
SO. In the simple picture elucidated above this is understood considering the stronger
interaction of the electrons in case of the TS1 mechanism, which allows for larger energy
transfers between the outgoing electrons in the final state. In the case of shake-off, the
energy transfer between the outgoing electrons is far less pronounced. Consequently, the
energy sharing will be more asymmetric. For higher excess energies the interaction time
in TS1 becomes shorter, hence less energy is transferred at a coinstantaneous rise of F,;.

Therefore, also TSI exhibits a U-shape at higher excess energies.

“The energy of the second electron is always Eey, = Foxc. — Ee, -
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2.2 Photo-Double Ionization

Angular Distributions: As a result of the considerations above, distinct angular emission
patterns are expected for SO and TS1. In both, PDI is considered as a two-step process,
where the photon is absorbed by the atom and the primary electron is emitted to the
continuum. Through direct (TS1) or indirect (SO) interaction the secondary electron is
ejected.

As the primary photo-electron in SO does not directly interact with the second electron
for an initial s-state an outgoing p-wave, with respect to the photon polarization axis
is expected. In terms of Eq. (2.11) the anisotropy parameter would amount to Sy =
2. The second electrons’ angular emission pattern reflects the angular distribution of its
wavefunction in the neutral atom. Consequently, it is isotropic for all s-states and in the
ordinary case of equally occupied m-sublevels [Kna05]. Nevertheless, this is not the case for
the data presented in Chap. 6, where PDI from the Li*(1s2s2p 2Pp,—o) state is investigated.
If PDI is mediated through shake-off here, a p-wave angular distribution is also expected
for the secondary electron.

To give similar general predictions for the TS1 mechanism is more difficult. However,
in [Kna05] a preferential mutual emission angle of 90° for electrons with energy sharings
assigned to the TS1 mechanism was found and interpreted as a signature of TSI at large
photon energies (The total energy above the threshold was 450 e€V). That this can not
hold for all excess energies is clear considering that T'S1 dominates in the Wannier regime,

where back-to-back emission is dominant.

Spin-configuration
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Figure 2.6: Ratio of the cross section of double to single ionization from He(1s2s 'S) and
He(1s2s 3S). Data from [HMG98|. The data for the triplet case is scaled by a factor of two
for better visibility. The lines between the data points are a guide to the eye.

In the introduction it was mentioned that lithium poses additional challenges to theoret-
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2 Photoionization by VUV Radiation

ical models compared to helium. Apart from the simple fact that an additional electron is
present, which is often frozen out in order to apply state-of-the-art numerical solutions of
the TDSE, Li inherently allows for different spin-configurations (parallel or anti-parallel)
of the outgoing electrons. This not only strongly modifies the ratio of double to single ion-
ization of the cross section, as illustrated in Fig. 2.6, but also the energy sharing (Fig. 2.7)
and the angular distributions of the emitted electrons (compare to Sec. 2.5).

Figure 2.6 shows calculations of the ratio of the double-to-single ionization cross section'?
for both spin configurations of the helium (1s2s 135)-states. It is found that the efficiency
of double ionization for the singlet spin-configuration exceeds the triplet one by a factor of
6 for low excess energies and that this difference is getting less for higher values of Fexc..
Although, the singlet-coupling still yields a higher double ionization ratio in the infinite
photon energy limit. In terms of the T'S1 mechanism this finding is given by the fact that if
the electrons couple to a spin-singlet, they are not restricted by the Pauli exclusion princi-
ple. Therefore, the electrons are allowed to approach each other in both configuration and
momentum space. Ultimately , this results in a higher probability of energy exchange in
an (e,2e)-like reaction and thus a higher double ionization cross section. The difference in
the infinite energy limit, where only SO contributes, stems from the stronger configuration
interaction of the singlet-states [HMG9S|.

Apart from the total cross section the spin-couplings also modify the energy sharing of the

(a) PDI of He(1s2s 'S) (b) PDI of He(1s2s ?S)
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Figure 2.7: Singly differential cross section (SDCS) for the double ionization of He(1s2s 'S)
(a) and He(1s2s 3S) (b) taken from [CP03]. Hence, a very similar configuration to ground-
state lithium is displayed. The cross section for ionization of the singlet state exceeds the
triplet one by a factor of 6 close to threshold. For higher excess energies, this difference
decreases. Moreover, the SDCS of the triplet-state exhibits a stronger U-shape than the
singlet one, thus indicating asymmetric energy sharing.

'9The single-ionization cross section differs at most 1.5 % [HMGYS].
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2.3 Multiple Ionization in Intense Fields

outgoing electrons as shown in Fig. 2.7. In case of a triplet configuration in the final state
the SDCS exhibits a much more pronounced U-shape than in the singlet-case. Evidently,
this is caused by both the Pauli exclusion principle, rendering final states with equal en-
ergies impossible and the smaller relative contribution of T'S1. The latter implies a higher
contribution of SO. Moreover, the symmetry of the two-electron wavefunction which has
to be anti-symmetric with respect to electron exchange dictates certain restrictions, even

exceeding the pure Pauli exclusion principle, which will be discussed in Sec. 2.5.

2.3 Multiple lonization in Intense Fields

To elucidate the effects of intense light fields on the process of photoionization the discussion
will now turn to the infra-red (IR) regime first. Given that the photon energy is insufficient
to cause ionization (E, < IP), a condition well fulfilled in the IR, ionization will not take
place. If, however, the atom is placed in a very intense light field I 2, 1012 W/cm? and is
therefore subjected to a tremendous photon flux it might absorb multiple quanta of light
"instantaneously", leading to ionization. Considering that no real intermediate state is
accessible this process is forbidden in a classical picture. This type of photoionization,
dubbed multiphoton ionization (MPI) [DKO00], is ultimately enabled by the "uncertainty"
relation between energy and time AE - At > 1 '', where AFE corresponds to the energy
difference of the virtual state to the closest real state. The interpretation is that the
transition from the initial state E; to the virtual intermediate state Fyiw = E; + E, is
allowed, however, it is only populated for the time At. If, during that time another photon
is absorbed, this enables the transition into a real or another virtual state. In this manner,
MPI occurs through multiple virtual intermediate states as illustrated in Fig. 2.8(a) for the
valence electron of lithium. The resulting recoil ion momentum distribution is shown in
(b). A thorough treatment of intense field ionization in the IR goes beyond the scope of this
thesis. It can be found for example in [Sch08]. Here, the Keldysh parameter v [Kel65],
will be introduced, which is commonly used to distinguish the regimes where ionization is
mediated by the absorption of photons v > 1 (multiphoton ionization) or by the electric

field of the laser yx < 1 (tunneling ionization). It is calculated according to

P
")/K = wlaser = 5 (2.13)
Wtunnel 2Up

1Note, that the term uncertainty relation is strictly not valid in this case, as it does not follow from the
commutator, but is a property of Fourier transformation.
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(a) Scheme (b) Resulting momentum distribution
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Figure 2.8: Schematic view of multiphoton (MPI) ionization of lithium in an intense infra-
red (£, = 1.5 eV) light field (a) and the corresponding recoil ion momentum distribution
(b) (from [Sch11]). The angular distribution of the photo lines clearly shows two distinct
minima per hemisphere indicating a dominant d-wave contribution to the cross section.

where wiaser and wiunnel denote the light field and the tunneling frequency and the pon-
deromotive potential U, has been introduced. It corresponds to the energy of the quivering
motion of a free electron in the laser field and amounts to U,(eV) = 9.33-10™ .1 (W /cm?)-
M. (pm?). In the IR it can amount to several €V, for intensities of 10W /cm?.
For the calculation of the transition probability from a bound state to the continuum in
MPI, lowest order perturbation theory (LOPT) can be employed [Fai86; Lam76|. Here, the
n-photon transition is modeled by taking into account n interactions of the light field with
the atom. The transition probability, in an extension of Eq. (2.6), reads

(n) _ n | pm]?

W, =2r (2ma)" I Ty

i

p(Ee) - (2.14)

2
Here, o denotes the fine structure constant, ‘T Jg?)‘ the LOPT transition matrix element
for the absorption of m-photons and p(FE.) the density of final states reachable in the

2
continuum. |T° }?)‘ is given by [Fai86]

(n) wfk R| s, 1> AV, [€- R by ) (Y, [€- R[95)
Tl =22 Z (B;+ (n = Dw — B ) (By + 20— Boy)(By +w— By 219

K1 K2
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2.3 Multiple Ionization in Intense Fields

in the dipole approximation. The sums run over the virtual intermediate states. Note, that
this relation holds for all wavelengths. An important point here is that the jonization rate
of an n-photon transition scales with the intensity of the incident light field to the power of
n. As a result, the simple parametrization for the angular dependence of the cross section
derived in Eq. (2.11) has to be modified to

do o
de(hw, 9) = E ngﬂn [1 + ﬁm(hw)Pm(Cos(e))] ’ (2'16>

where the summation is over all even Legendre-polynomials up to the order of 2n. The
reason for the change from Eq. (2.11) to Eq. (2.16) is given by the selection rule Am = 0,
which implies that the intermediate states do not exhibit equally occupied m-sublevels.
Hence, starting from an s initial state only the m = 0 sublevels of the virtual states are
populated. As a consequence, these states are not spherically symmetric and the angular
distribution will not only depend on the angular momentum of the ionizing photon, but
also of the initial state'?,

So far single ionization through multiphoton absorption has been considered and indeed
multiphoton single ionization in the IR and VUV proceed along the same principles. The
major difference is the almost complete absence of "light-field" induced effects like tunnel-
ing ionization in the VUV, as the frequency of the light-field is large compared to typical
tunneling frequencies and thus yx > 1. In a simple picture, the electrons are too heavy
to follow the oscillations of the light field.

The analogies of MPI in the IR and VUV come to an end when non-sequential double
ionization is considered. In the infra-red NSDI is mediated through the electric field of the
laser radiation. An electron liberated to the continuum is driven by the electric field and
recollides with the parent ion, where it knocks out a secondary electron in a "field-assisted"
collision.

In contrast, for typical studies dealing with DI through non-linear absorption of two or more
photons in the VUV, a single photon is usually sufficient to remove one of the electrons.
Depending on the exact photon energy E, in comparison to the first and second ionization
potential, even the sequential removal (SDI) of the electrons will be possible. Figure 2.9
illustrates different domains, defined by the photon energy of two and three-photon DI of
lithium in the VUV. The regime shown in panel (a) includes the photon energy employed
in Chap. 7. Here, both NSDI and SDI, require the simultaneous absorption of two photons.
Therefore, NSDI is expected to dominate unless target depletion occurs'3. In Fig. 2.9(b)

12This can be both a real or virtual intermediate state.
131f the number of singly ionized target atoms is on the same order of magnitude as the neutral ones, SDI
might be more likely.
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2 Photoionization by VUV Radiation

(a) 40.5 ¢V < E, < 58 eV (b) 64 ¢V < E, < 86.5 ¢V
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Figure 2.9: Illustration of the pathways of NSDI and sequential double ionization (SDI)
in the VUV in two different photon energy domains. While, in (a) NSDI is expected to
dominate the DI cross section the reversed situation is anticipated in (b). As a general rule,
NSDI is only expected to constitute a major contribution to the cross section provided that
sufficiently high intensities are reached and SDI requires the absorption of more photons.
The gap between the two domains is due to intermediate resonances.

the two channels are shown above the first sequential threshold. Here, SDI will dominate.
Given that for the sequential channel both, the absorption of photons and the emission
of the electrons proceeds independently, sufficient time will pass between the two events
such that the continuum electrons hardly influence each other'®. In the direct, i.e., non-
sequential, case the absorption of photons and the emission of electrons happens "instan-
taneously". Therefore, cross sections governed by electron correlation are expected here.

In order to calculate which of the channels dominates for a given light field intensity and
photon energy coupled rate equations for the respective pathways have to be calculated.
If a photon energy of 50 €V is chosen (Fig. 2.9(a)) SDI can either proceed via initial ejec-
tion of the valence or the K-shell electron. Therefore, neglecting the coupling through the

YFor very short light-pulses (< 2 fs) this does not hold [Fei09], as the respective single ionizations can
solely occur in a short interval of time.
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2.4 Many Electron Atoms

decrease in population of the neutral atoms, the yield for SDI reads
AN t I o (T2
2 U_OO No(t') o1 (m) dt’] x o) <hw>
¢ I\? I
2

Nl(t)

_|_

where the first term stands for initial L-shell emission and the second one for K-shell
ejection in the primary step. Nj denotes the number of ions in charge state k, UZ.(;L) the
(generalized) cross section for the n-photon transition from the initial charge state i to
the final charge state f and % is the photon flux. The respective equation for the non-

sequential reaction is given by

dNDs- I 2
di = No(t) o8y <7m> : (2.18)

Evidently, not only the relative contributions of NSDI and SDI will depend critically on
the shape, intensity, and duration of the laser pulse, but also the contributions of the
individual sequential channels. Since the generalized cross sections for the non-linear parts
in Eqgs. (2.17) and (2.18) are not known and due to the complex pulse structure of FLASH
(cp. Chap. 4) the prevalence of the specific channels is determined from the experimental

momentum spectra in Chaps. 6 and 7.

2.4 Many Electron Atoms

In the above discussion of the cross sections arising from single and multiphoton absorp-
tion single electron wavefunctions were used in the transition matrix elements. For many
electron atoms, like lithium, the calculation the transition probability in the perturbative
approach does not change in principle. Nevertheless, since now an N-particle state is de-
scribed the eigenstates of the system have to be approximated. For the case of lithium the

Hamiltonian of the unperturbed atom reads

3 o 3
H=Y TRy 219
Ty oy ) ‘

i 1<J

where in comparison with the one-electron atom the Coulomb repulsion of the electrons

was included. The N-particle states can, in the simplest case, be approximated by anti-
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2 Photoionization by VUV Radiation

symmetrized products of single-particle-states'® or by the Hartree-Fock Method, where an
effective potential is used to determine the individual single-particle states [Fri98]. These
methods do, however, neglect the correlation between the electrons. A technique which al-
lows for retrieving correlated N-particle states is for example the configuration interaction
method [LMZ98|, which was successfully applied to describe two-photon single ionization
of helium [BLI1|.

In double ionization the problem to determine a set of correlated states reflecting the
complexity of the system in the final state proofs difficult and highly elaborate [NLO1].
The two-electron continuum is characterized by the long range Coulomb interaction which
allows for both energy and angular momentum exchange and can no longer be consid-
ered a small perturbation to the system. Consequently, alternative approaches have been
developed to investigate the problems of PDI and non-sequential two-photon double ioniza-
tion'®. Below two of these methods namely the convergent close coupling (CCC) and the
time-dependent close coupling (TDCC) will be presented, as their results for the problems
discussed in Chaps. 6 and 7 will be compared to the experimental findings. The discussion
will focus on the basic ideas of the methods. The exact details of the calculation are found
in [KFBO09| for the CCC calculation performed by Kheifets and in [AC12| for the TDCC

results from Armstrong and Colgan.

2.4.1 Convergent Close Coupling (CCC)

The convergent close coupling formalism was initially developed in the framework of inelas-
tic electron collisions resulting in excitation and not ionization of the target atom. There,
it was very successfully applied at low impact energies [BS92]. For these reactions, there
is, however, only a single electron in the continuum, namely the incoming and scattered
electron. Later, the method was also employed to ionizing electron collisions. An overview
over the early development and application is given in the work of Bray [Bra02]. Its ap-
plication to photon double ionization was put forward by Kheifets and Bray [KB96] for
the case of helium. The extension of the CCC formalism beyond the helium iso-electronic
sequence was achieved in 2009, where it was extended towards the lithium case [KFB09|.
Hereafter, the CCC method will be elucidated on the example of an (e,2e)-reaction. As
discussed above PDI is in a sense equivalent to an (e,2e) process of the photo-ionized elec-
tron and thus this approach is valid. The application of CCC to the PDI of lithium will be
given in the next paragraph. The CCC approach constitutes a so-called coupled channel

calculation, where the states of the target atom are expanded in a basis-set of eigenfunc-

5This is achieved by using Slater determinants.
16The case of sequential double ionization can be treated perturbatively given that the time difference At
between the emission of the primary and secondary electron is long enough.
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2.4 Many Electron Atoms

tions of the unperturbed system. For this basis-set L? integrable Laguerre functions are

employed to construct the atomic eigenstates |i,,) such that

Hatom |¢n> = En W}n> (2'20)

holds. Thereby, these eigenstates do not only include bound-states of the system but also its
free-states. As a result the eigenstates with negative energies correspond to bound-states,
whereas the ones with positive energies embody states in the continuum. Naturally, the
infinite number of states would render the calculation impossible. Thus, the calculation is
restricted to an "arbitrary" finite number of states, dubbed pseudo-states, in the contin-
uum, i.e., the continuum is discretized. Nevertheless, through inclusion of an increasing
number of states the discretized continuum converges to the true continuum. With this

states, the CCC approach seeks the solution of the T-matrix, whose elements are given by
Ty = (s H — E |y 2.21

As before [t)¢) stands for the asymptotic final states and [¢;) is the so-called scattering
wave. Here, that is the scattered projectile electron. Apparently, the determination of
the T-matrix (Eq. (2.21)) is equivalent to a solution of the time-independent Schrédinger
equation. The matrix elements are found by expanding the scattered wave in terms of the

eigenstates of the unperturbed Hamiltonian. The multichannel expansion reads
N
(V) = enltn) (2.22)
n=1

where the expansion coefficients ¢, = <1/1n\¢§+)) are determined by solving the Lippmann-
Schwinger equations. Since an (e,2e)-reaction is considered, the final states of two electrons,
the scattered projectile and an ionized electron, are in the continuum. While the scattered
projectile is described by either a plane or distorted wave, hence, as a free particle, the
ejected electron is bound in one of the pseudo-states of the discretized continuum. Despite
this asymmetric treatment of the continuum electrons, the CCC shows excellent agreement
with electron impact ionization and PDI of helium [BF96; KB96|. This is even the case
when equal energy sharing is considered [Ste05], where both final-state electrons are indis-
tinguishable.

In case of PDI on lithium as discussed in Chap. 6 the application of the CCC method
proceeds as follows. A complete treatment is given in [KFB09]. Single photon two-electron
ejection is treated as a two-step process. In the first step the primary electron, this is most

likely the 2s one for the excited Li*(1s2s2p)-state, absorbs the photon and is ejected to
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2 Photoionization by VUV Radiation

the continuum. The wavefunctions of the remaining bound electrons are projected onto
discrete states of the Li*-ion, which are found by the configuration interaction method.
Consequently, in the second step PDI continues via the inelastic scattering of the "free"

primary electron on the Li*-target and is calculated as described above.

2.4.2 Time Dependent Close Coupling (TDCC)

The time-dependent close-coupling (TDCC) approach is applied to both, PDI (Chap. 6)
and NSDI (Chap. 7). Here, the TDSE is solved directly through time propagation of
the discretized wavefunction on a three dimensional grid. In the cases examined in this
work two electrons are actively participating in the reaction. Consequently, the third (1s)
electron is treated in a frozen core approximation. A thorough treatment is found in
[AC12] and references therein. There, also the slight differences in the treatment of single
and two-photon double ionization are explained.

In order to solve the TDSE, given by

0 I
Zad’(ﬁﬂ“zi) = Hy(r1,73,t) , (2.23)
the initial-state wavefunction is expanded in a basis set of coupled spherical harmonics
|l1loL). The indices denote the individual electrons. The wavefunction is found by solving

Eq. (2.23) in imaginary time [AC12]. The expansion in the spherical harmonics reads

PES (r ,To,t
WSty = 3 DRI (2.24)

17T
LiaL 172

The Plflg (r1,79,t) are the expansion coefficients constituting the radial wavefunctions and
the indices L and S denote the total angular momentum and spin of the system, indicating
that each LS-configuration yields a separate set of TDCC-equations. This implies that the
cross sections for singlet- and triplet two-electron continuum wavefunctions are calculated
separately and have to be added according to their statistical weight afterwards. Insertion
of Eq. (2.24) into Eq. (2.23) yields the set of coupled channel equations

.0
Zapfli(ﬁ,?“z,t) = Th1, (r1,m2) P (r1, 72, )

L LS
+ szle,zglg(Tl’W)Pl

1l
sl
l1l2

LL L'S
+ > Wikt (r1,r2, )Py

5
sl
B

(Tl,TQ,t)

(Tl,?”g,t) y (2.25)
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2.5 Selection Rules for Double Electron Escape

where T},1, (71, 72) is the atomic Hamiltonian in the frozen core approximation, VElle,l’ll’Q (ri,m2)
contains the inter-electron repulsion and VVlfngll’l 1 is the radiation field operator. The cou-
pling between the individual channels thereby is mediated by both, the inter-electron repul-
sion and the radiation field. To solve Eq. (2.25) the partial-wave wavepacket is propagated

in time on a two-dimensional grid!” according to

PP (ry 2yt + At) = exp(—iHAL) > Pl (r1,7a,1) (2.26)
l1l2L

The asymptotic final state at time ¢ = T is obtained by projection of the final-state
radial wavefunctions onto fully antisymmetric products of Li?* continuum orbitals. From
these the cross section is obtained. In contrast to the CCC method, the TDCC approach

inherently includes all possible ionization pathways.

2.5 Selection Rules for Double Electron Escape

Selection Rules are guide-lines for estimating the probability or even possibility of a tran-
sition to occur. In general, they are derived by determining the condition for which the
transition matrix element vanishes. The most simple example is given by the photon in-
duced transition of an electron from one atomic state to another (see for example [Dem04]),

where in the case of linear polarization the relations
Al ==+1 and Am =0 (2.27)

hold. Here, | denotes the orbital angular momentum and m its projection on the quanti-
zation axis. Following the same principle as above Maulbetsch and Briggs [MB95]| derived
selection rules for transitions to two electron continuum states, which have successfully
been applied to explain experimental results (see for example [Zhu09; Kna05; YMR10]).
Owed to the complexity of the problem, the selection rules are no longer dependent on
a single quantum number but rely on the emission angles ¢ 2 with respect to the quan-
tization axis, the corresponding wavevectors El,g of the two electrons and the quantum
numbers L, M, S and 7 of the two-electron wavefunction in the continuum. These denote
the total angular momentum, its projection on the quantization axis, the total spin and
the parity of the state, respectively.

Hereafter, the discussion focuses on the selection rules applicable to the final states encoun-
tered for two-photon double ionization of ground-state lithium (see also Chaps. 6 and 7).

Taking into account, the 25¢ symmetry of the Li(1s%2s) ground-state and that according to

'"The grid is created by the discretization of the radial part of the wavefunction.
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2 Photoionization by VUV Radiation

Eq. (2.8) the dipole approximation is valid, the absorption of each photon follows the rules
set by Eq. (2.27). For this reason the reachable two-electron continuum wavefunctions are

given by the following relations:

Li(1s?2s 28°) + v — Li®T(1s 28°) + 2~ 18°; 1De (singlet) (2.28)
Li(1s?2s 28°) + v — Li%T(1s 28°) + 2e~ 38°; 3D° (triplet), (2.29)

with the assumption that the remaining electron is a pure spectator, i.e. does not get
promoted to higher shells and hence carries no angular momentum!®. From Eq. (2.27)
it is also found that the projection of the total angular momentum is zero M = 0, since
Am = 0. Inspection of Table 2.1 yields the absence of any restriction to the two-electron
continuum wavefunctions in the singlet case (Eq. (2.28)). It shall be emphasized that this
does not result in an isotropic emission pattern of the electrons, as the selection rules do
neither account for the nature of the projectile-target interaction nor for eventual electron-
electron interaction during ionization. They are purely derived from the properties of the

asymptotic wavefunction.

Selection rule
finalstate | C D E F G H 1
lse
3ge X X X X X X
lDe
3pe X X X X X X

Table 2.1: Selection rules applicable to the encountered final states in Chaps. 6 and 7.
The x-sign marks the validity of the selection rule for the respective final state.

Intuitively, this is understood from symmetry considerations. Since the electrons are in a
singlet state, i.e. the spin-part of the wavefunction is anti-symmetric for particle exchange,
the configuration part of the wavefunction is symmetric. Hence, the Pauli exclusion prin-
ciple has no impact on the emission pattern of the electrons. In addition the final state
has even parity. Thus, regarding double ionization, the emission of the first electron does
not yield any favored or unfavored geometries for the second electron.

In contrast, regarding the triplet continuum wavefunctions, various selection rules apply.
The designation of the selection rules will be guided by the one used in the work of Maul-
betsch and Briggs [MB95] for a better visualization selection rule E, F and G are illustrated
in Fig. 2.10.

18Regarding the processes discussed in this work this assumption is valid, as the excitation of the remaining
electron is energetically forbidden.
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2.5 Selection Rules for Double Electron Escape

(a) Selection Rule E: (b) Selection Rule F: (c) Selection Rule G:
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Figure 2.10: Illustration of the forbidden configurations according to selection rules E
to G. In the experiment the quantization axis z is given by the laser polarization and the
wavevectors ELQ are replaced with the respective momenta. For selection rule E it is seen
that emission of the first electron prevents the second electron to emerge with an equal
energy and hence on a sphere around z. In (b) selection rule F is illustrated. Assuming
again that the properties of electron 1 (e1) are fixed, electron 2 (e2) will not be emitted in
the cone given by the condition 83 = m — 61. This includes the case where es is emitted
back-to-back to e;. Figure (c¢) is analogous to (b) for selection rule G.

y

e Selection Rule C: The cross section vanishes if the two electrons propagate back-
to-back with equal energy. This applies in case (7 +.5) = odd. As an example for the
3 De-state this behavior is retrieved by the following line of argument. Given that, for
a triplet state the spin-wave function is symmetric and the state has an even parity,
the spatial wavefunction has to be anti-symmetric. In fact this is not possible for
ki =—ko = K =0. Here, [3, denotes the total wavevector.

e Selection Rule D: For El = EQ the cross section vanishes in case of triplet states.
Selection Rule D is a direct consequence of Paulis exclusion principle. Put another

way, back-to-back emission is forbidden for final triplet states.

e Selection Rule E: In case of the 3S¢-state, the configuration is shown in Fig. 2.10(a),

the cross section vanishes for equal energy sharing (k; = ka).

e Selection Rule F: The two-electron wavefunction has a node for k1 = ko and
01 = 03 — 7 in case (mr + S = odd) and (7 + L = even). Assuming the properties
of the first electron fixed, this results in a minimum of the cross section in a cone
around the quantization axis with opening angle 9 = 6, /2 for the second electron as

illustrated in Fig. 2.10(b). It includes the special case of back-to-back emission.

e Selection Rule G: Similar to rule F, triplet-states with k4 = ko, 61 = 05 and

M = 0 do not contribute to the cross section. If again the properties of electron 1
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2 Photoionization by VUV Radiation

are fixed then the second electron is not allowed to be emitted in a cone around the
quantization axis containing k1. The configuration suppressed by rule G is depicted
in Fig. 2.10(c).

e Selection Rule H and I: These selection rules are included in selection rule F
and G and cover configurations where M # 0. As these are not abundant in the

experimental data they will not be discussed.

In conclusion the selection rules for transitions to two electron continuum states are far
less restrictive then, e.g. the ones for single-photon single electron ejection from an atom.
The wavefunction only vanishes for very specific configurations of k1 and k2 and only in
case the final-state wavefunction fulfills certain conditions with respect to symmetry, i.e.
its quantum numbers. Nevertheless, taking into account the continuous differentiability of
the wavefunction it is inferred that the cross section, although being finite, is still small
in the vicinity of the configurations defined in the selection rules. As a consequence the
discussion in Chaps. 6 and 7 will not speak of allowed and forbidden configuration, but of

favored and unfavored final-state geometries.
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3 Basic Concepts in Cooling and

Trapping of Neutral Atoms

The fact that photons carry momentum paves the way for the manipulation of atoms with
tailored light fields. However, it was not until the advent of lasers, with their narrow
bandwidths, in the 1960’s, that cooling and trapping of atoms with light came into reach.
The idea of cooling atomic gases by laser light was introduced by Héinsch and Schawlow in
1975 [HS75]. It took another ten years and several technical advances in the field of lasers
before Chu et al. managed to confine slow atoms in a three-dimensional optical-molasses
[Chu85]|, therefore trapping them in momentum space. Spatial confinement was achieved
in 1986 by transferring the atoms from the molasses to an intense far red-detuned laser
beam, where they are kept by the the force of the light field on the induced atomic dipole
moment [Chu86|. One year later Raab et al. trapped neutral atoms by adding a mag-
netic gradient-field, which spatially modifies the light scattering-rate by the Zeeman effect
|Raa87]|. These techniques, now known under the terms far off resonance trap (FORT) and
magneto-optical trap (MOT), have become work horses of atomic physics today. Their
application ranges from precision spectroscopy, atomic clocks [Kas89]|, the preparation of
ultra-cold atomic samples, namely BECs, first atomic [And95; Dav95] and later molecular
[Don02; Joc03] to scattering experiments [Fle01; Bre03; Zhu09], where the temperatures in
the order of uK allow for recoil-ion momentum spectroscopy with utmost resolution [Fle01;
Sch11; WHO00].

A MOT offers a relatively large number of atoms (typically 10®) at very low temperatures.
Depending on the species trapped the minimum temperature of the atoms range between
6 puK and 150 pK. For the presented experimental setup temperatures on the order of 500
uK, corresponding to an initial momentum-spread well below the REMI recoil-ion mo-
mentum resolution of Ap = 0.05 a.u. [Sch11], are commonly achieved.

The following discussion will only consider a two-level atom in one dimension. Generaliza-
tion, of the concepts introduced to three dimensions is feasible as the velocity of the atom
(and the incident laser beams) can be separated into three orthogonal directions. Nev-
ertheless, since lithium is not an ideal two-level atom adjustments to the cooling scheme

derived below have to be made. These are considered in Sec. 5.2, where the actual exper-
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3 Basic Concepts in Cooling and Trapping of Neutral Atoms

imental setup is studied. For a textbook review on the topic the reader is revised to the
work by Metcalf and Van der Straten [MS99] and C.J. Foot |[Foo05], which provide the

main reference for this chapter.
3.1 The Spontaneous Force

b)

a)
:\7105“ Zp,

ab

Figure 3.1: Principle of the manipulation of atomic trajectories with light. In (a) a
single photon tuned to resonance between the ground |g) and excited state |e) is absorbed,
transferring both, energy and momentum to the atomic system. Subsequently a photon
of the same energy and momentum is emitted, leading to a momentum kick in arbitrary
direction. In (b) this process is repeated over many optical cycles. Since spontaneous
emission is isotropically distributed, the momenta of the emitted photons cancel while the
momenta of the absorbed photons add up.

psum

<
<

The discussion assumes a two-level system with ground-state |g) and excited-state |e)
coupled by an optical dipole-transition of frequency wgy. If this is placed into a near-
resonant light beam of frequency w;, with detuning 6 = wg — w; , an atom in the ground
state will eventually absorb a photon, acquiring an energy of Aw; and a momentum of hk
pointing in propagation direction of the light beam. In a subsequent step the excited state
will decay emitting a photon of the same energy and momentum, but with a randomly
distributed wavevector k. Averaged over many optical cycles the momenta of the emitted
photons cancel, whereas the momentum transferred from the light field to the atom adds
up. Ultimately, this leads to a force which depends solely on the number of absorbed

photons per unit time, i.e. the scattering rate 4. and the photon momentum:
Fyp = ik - s - (3.1)

In order to calculate its strength the scattering rate has to be determined. Considering

a steady state situation the scattering rate will equal the rate of spontaneous emission ~.
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3.1 The Spontaneous Force

Hence, it is given by
Vsc = 1/T " Pee (32>

where the excited state population pe. and the lifetime 7 of the excited state have been
introduced. While 7 is defined by the natural linewidth I' via the relation

r= =l (3.3)

here v denotes the rate of spontaneous emission, the excited state population can be
obtained in a semi-classical way. The derivation itself is not shown here. Solving the

stationary optical Bloch equations yields [MS99]

s S0/2
= = 3.4
pee 2(S+1) 1+80+26/’Y’ ( )
with the saturation parameter s determined by
__19P/2 .
52 + 72/4 : ’

The on-resonance saturation parameter sg will be explained below. In Eq. (3.5) § refers to
the Rabi frequency, i.e. the frequency with which the light field drives the atom between
the ground and excited state. If the electric charge is denoted e and the field amplitude of

the incident radiation FEjy, the Rabi frequency can be expressed as
€ N
0= —%EO (e|er|g) . (3.6)

Taking into account the relation I = 1/2ceg E3 between the intensity and the amplitude of
the light field, it is seen that ©Q scales with v/I. Thus, two regimes can be distinguished.
First, if 2 <« v the system is governed by spontaneous emission. Second, when 2 > ~
the population of the atomic states is coherently driven by the light field. Therefore the
excited state population asymptotically approaches 50 % as the intensity rises. Higher
populations are not possible in a steady state situation since absorption and stimulated
emission are in equilibrium. To get an experimentally accessible quantity for the saturation
of a transition, the so-called on-resonance saturation intensity Is.: is defined. It is given
by

_ T he
sat — 3 )\37_7

with the wavelength of the transition A. This corresponds to an excited state fraction of

(3.7)

pee = 0.25 or likewise half of the maximum value of the spontaneous force Fy, = %F st
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Inserting these findings into Eq. (3.5) returns the on-resonance saturation parameter

2P T
72 Lsqt .

50 (3.8)

The spontaneous force reads

1.0

0.8

0.6

w )

force (F
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0.2

0.0

detuning d(y)

Figure 3.2: Spontaneous force in units of F{J* over detuning for several on-resonance
saturation-parameters. The red-shaded area depicts the intensity regime the MOT laser
beams and the Zeeman slower beam were usually operated. For high saturation parameters
the linewidth begins to broaden since the transition is saturated on resonance.

Fo_ni vs0/2
P 140+ (20/7)%

(3.9)

Figure 3.2 shows the spontaneous force in units of F;)** in dependence of the detuning
for saturation parameters between 0.1 and 100. In the case of the D2-line of "Li, with a
natural linewidth of 5.87 MHz and a photon energy of 1.84 eV, the spontaneous force can
amount to Fy** = 1.8 x 10720 N, corresponding to an acceleration of 160,000 g.

With increasing saturation parameter the linewidth broadens due to saturation close to
the resonance. As a result absorption in the wings of the absorption profiles becomes
important. For the highest value depicted here (so = 100), the force exerted on the
atoms is still around half of its maximum for a detuning of already two linewidths. On
the one hand this effect known under the term powerbroadening increases the minimum
temperature achievable. On the other hand it is advantageous for applications such as the
deceleration of an atomic beams, where it is crucial to keep the atom in resonance with a

cooling laser for a considerably long time, as will be discussed in Sec. 3.3.
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3.2 Doppler Cooling

3.2 Doppler Cooling

So far only atoms at rest irradiated by a single laser beam have been considered. The 1D-
model is now extended to the case where the atom is moving in the presence of identical,
red-detuned and counter-propagating laser beams, i.e an one dimensional optical molasses.
In the laboratory frame both laser beams are red-detuned by dg = wy — w; and the atom
is moving towards one of them. Due to the Doppler-shift this changes in the rest frame
of the atom. Here, the light moving anti-parallel to the atomic trajectory appears blue
shifted by EU, while the parallel beam occurs to be further red-detuned by the same value.

Thus, it is convenient to introduce an effective detuning
St = 60 — ki . (3.10)

This results in an imbalance in the scattering rate of the incident light beams and thereby
in a modulation of the force exerted on the atom. Insertion of the effective detuning in
Eq. (3.9) yields

Fop = hk /2 (3.11)

14 so+ (2(09 — kv)y)?
for each of the laser beams. Given that the laser is red detuned the counter-propagating
laser will be closer to resonance compared to the in-line one and the resultant force will
oppose the direction of the atomic propagation. Hence, the atom is exposed to a frictional
force, 7cooling” it down until it drops out of resonance. Adding up the contributions of the

individual beams, the force on the atom reads
FDoppler:F++F_

2
Sk 1%/ (3.12)
T 1+s0+

(2000 F kv)7)*’

as illustrated in Fig. 3.3. There, the dashed lines show the contributions of the individual
beams corresponding to T and F~, while the solid ones constitute their combined action.
Evidently, the Doppler force (Eq. (3.12)) can be linearized in v for small velocities (Jv| <
v/k). Neglecting I /I,y in the denominator of the derivation leads to

0R Doppler v

FDoppler ~ hk v

880(50 )
(1 + s0 + 4(d0/7)?)?
=—av, (3.13)

= —hk?

v
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Figure 3.3: Force exerted on an atom in a red-detuned light field of counter-propagating
beams in dependence of the atoms velocity. The detuning is chosen to be d,.q = /2 for
the red solid line and dp;ye = 3.5 7y for the solid blue line. The dashed lines represent the
force created by the individual laser beams for d,.4. While the d,.q marks the detuning for
minimal temperature, dpe is the commonly chosen value for our experimental setup. The
upper x-axis converts the general units [y/k| to the actual values for atomic lithium.

revealing the frictional character of Doppler cooling. Apparently, atoms in an optical
molasses move like a ball in a viscous liquid. Although they are confined in momentum
space, there is no position dependent force trapping them configuration space.

It should be emphasized that this finding does not hold for very small velocities, i.e. when
the scattering rates of the opposing beams are in equilibrium. Here, the stochastic and
time-averaged nature of the spontaneous force manifests. As the fluctuations caused by
the inherent randomness of spontaneous emission do not cancel on small time scales, the
atom undergoes a random walk in momentum space with step size Ap = hk and rate +.
This limits the minimum temperature accessible in an optical molasses, to the so-called

Doppler-limit, to [Foo05]
R

= — 3.14
T (3.14)

D

for an optimum detuning of 6 = /2.
The discussion above is strictly only valid for intensities below saturation since I/Is,; has
been neglected in the derivation of Eq. (3.13). For higher intensities saturation effects

have to be taken into account, especially as the light fields of several laser beams add up

36



3.3 Position Dependent Forces

in a three-dimensional optical-molasses. In contrast to spontaneous emission, stimulated

emission does not saturate for high intensities and thus, dominates the system for I > Igy;.

3.3 Position Dependent Forces

Up until now, the discussion was focused on velocity dependent forces slowing down the
atomic motion. Spatial confinement and therefore trapping, can however only originate
from potentials which depend on the actual position of the particle. A very common
technique to introduce such potentials in laser cooling and trapping is the use of magnetic
fields, modulating the scattering rate by variation of the transition frequency wg through
the Zeeman-effect [HCPO0S|. Hence, a condition precedent for this kind of scheme is that
the Zeeman-shifts of ground |g) and excited state |e) evolve differently with magnetic field

strength. Then the shifts in the transition frequencies imply a new effective detuning. The

4 m_=+1
F =1
le> m.= 0
5" m_=-1
g F
L
o> F=0 ;= 0
0 B(2)

Figure 3.4: Zeeman-shift of a simplified two-level atom. The energy of the ground state
with no angular momentum does not change with rising field strength, whereas the excited
state sublevels, created by the precession of its total angular momentum around the mag-
netic field direction, split up. Hence, the frequency of the |g) — |e,mp = £1) transitions
change with field strength.

expression in Eq. (3.10) changes to
518 = 5y — ki — AjiB/h. (3.15)

The term AME stems from the position dependent energy shifts of ground and excited

state of the transition under consideration. It reads

AE = (i — i°)B/h = AGB/h. (3.16)
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3 Basic Concepts in Cooling and Trapping of Neutral Atoms

with the magnetic momenta ¥ and ¢ of the corresponding states. For weak magnetic
fields, the magnetic momenta can be expressed as i = —mgup, where m denotes the
projection of the angular momentum on the quantization axis, g the Lande g-Factor and

up the Bohr magneton. Inserting these results into Eq. (3.16) yields
AE = (mfg° —m9g9)upB. (3.17)

Figure 3.4 shows the progression of the ground and excited state for a simplified two-level
atom, assuming the ground state |g) has a total angular momentum of F' = 0 and the
angular momentum of the excited state |e) amounts to F' = 1. The respective projec-
tions of the magnetic sublevels on the quantization axis, |e, m% = 0,%1), degenerate in
the absence of external fields, split up and evolve according to the energy shift derived in
Eq. (3.17). Hence, the frequencies of the |g) — |e, m% = £1)-transition varies with position
and including the Doppler shift, velocity allowing for the manipulation of the atomic mo-
tion and position by the combined action of light and magnetic fields.

A very successful application of the above findings is the slowing of large fractions of
thermal atomic beams to the same final velocity, dubbed Zeeman-slower and first experi-
mentally realized by Phillips and Metcalf in 1982 [PM82|. In order to decelerate a single
atom significantly its Doppler-shift has to be compensated by the Zeeman-effect over an

extensive part of its trajectory. Thus, the condition
S8 = 5 — k' — AfiB/h > 0 (3.18)

has to be fulfilled at all points of the slowing distance. Otherwise the transition drops
out of resonance. As a result the atom progresses with constant velocity and is lost from
the cooling process. From Eq. (3.9) the maximum acceleration an atom is exposed to is

derived to
Rk y

m 2’

where the safety factor n accounts for impurities in the magnetic field and intensities below

(3.19)

Ggslower = 1]

saturation. In a good approximation the deceleration is constant over the slower distance

and Eq. (3.19) is valid. Consequently, the velocity profile of an atom coming to a standstill

v(z) =vp4/1 — Z—ZO, (3.20)

where zg = v% /(2 aglower) denotes the stopping distance. Inserting this expression into the

at the end of the slower reads

resonance condition Eq. (3.18) leads to the spatial profile of the magnetic field, required
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for realizing a Zeeman-slower:

B(z) = BOF + Bhias With (3.21)
20

h
By=—%k
0 A/L Vo,
displayed in Fig. 3.5. Considering a bias field on the order of pupBpias &~ Awg — hw; the
atoms come to halt at the end of the slower. The reason By, is introduced originates from
the necessity to extract the atoms out of the slower. Thus, it accounts for the desired final

velocity of the atoms. Nevertheless, it should be noted that this is only an approximation.
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Figure 3.5: Possible magnetic field configurations for the realization of a Zeeman-slower.
The field geometries for a decreasing-field (red), spin-flip (black) and increasing-field (blue)
Zeeman-slower are displayed.

3.3.1 Spatial confinement

Combining the results above it is straightforward to deduce the working principle of a
magneto-optical trap, illustrated in Fig. 3.6. The atom is now placed in a gradient magnetic
field, given in first order approximation by B(z) = Byz, which switches polarity at z =
0. It is irradiated by a pair of counter-propagating and red-detuned laser beams with
opposite helicity '. Since the mp sublevels of the excited state split up in the magnetic
field the Am = —1 transition energy is lowered for positive positions while the energy

necessary to drive the Am = +1 transition rises. Taking into account that o~ light

!The polarization of the light is actually the same.
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Figure 3.6: Schematic one-dimensional view of the working principle of a magneto-optical
trap. A position dependent force is introduced by a magnetic gradient field with switching
polarity in combination with a pair of counter-propagating, red-detuned laser beams of
opposite helicity. If the direction of the magnetic field and the polarization of the incident
light is chosen properly, the beam driving the atom back to z = 0 will always be more
resonant compared to the counter-propagating one. Hence, an atom is pushed back to the
zero crossing of the magnetic field, i.e. the trap center.

induces Am = —1 transitions by definition, atoms propagating in or towards positive z-
values will predominantly absorb ¢~ light incident from the right hand side of Fig. 3.6.
Hence, it is driven back towards the zero crossing of the magnetic field at z = 0. For
negative values of z the considerations are analogous and the atoms are again pushed back
to the trap center.

To gain a more quantitative understanding of the process, the effective detuning derived
in Eq. (3.15) is substituted into the spontaneous force for a pair of counter-propagating

laser-beams from Eq. (3.12). Inclusion of the position dependent part of scattering yields

8500 ApB, 8500
F = hk? v+ hk z : 3.22
st a0 T TR A v s ragEe ¢ 3
AuB,/h)z
(B é) < —av — Kz . (3.23)

Inspection of Eq. (3.23), showing the linearization of the force for small v and z, indicates
a damped harmonic oscillator with frequency w = /k/m and damping rate 8 = a/(2m).
Insertion of values typical for the operation of lithium MOTs, leads to the conclusion that
the trapped atoms perform a strongly overdamped motion around the zero crossing of the

magnetic field.
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3.3 Position Dependent Forces

Generalization of the MOT concept to three dimensions is not as direct as it might appear.
Indeed the force on the atoms is additive, i.e. can be understood in terms of a superposition
of the forces from the individual laser beams. However, the dynamics of a 3D MOT are
quite complicated, considering the interplay of six laser beams, a spatially varying magnetic
field and effects arising from the density of atoms in the trap. Examining these effects goes
beyond the scope of this work. In particular, since the concept of magneto-optical traps
can already be understood in a good approximation with the ideas introduced so far. For
a discussion of effects arising in a real, i.e. three-dimensional MOT, the reader is advised

to the work of Townsend et al. [Tow95]|, which surveys the topic.
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4 Free Electron Lasers

In free-electron laser sources light is generated by forcing electrons onto sinusoidal tra-
jectories. Thus, Bremsstrahlung is emitted. The concept of Stimulated Emission of
Bremsstrahlung in a Periodic Magnetic Field as a source of partially coherent radiation
was introduced as early as 1971, in theory by Madey [Mad71] and only five years later
also experimentally by him and coworkers [Eli76]. Although, the first free electron laser
(FEL), was operated at a wavelength of 12.6 pum, Madey was already pointing out that
this technique could, in principle, be used to generate coherent light in the VUV and

XUV regime. However, FELs should play only a negligible role in many years to come,
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Figure 4.1: Peak brilliance achieved for several state-of-the-art third and fourth generation
light sources, i.e., synchrotrons and FELs, respectively. (Source: [Ack07])

being employed mainly in the infrared and microwave regime, until their potential value

as VUV/XUYV lasers became technically accessible [Pel88; PS03|. Finally, the pioneering
facility of FLASH (free-electron laser in Hamburg) [Sch10a; Fell0], delivering coherent
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4 Free Electron Lasers

radiation pulses of unprecedented brilliance and intensity (see Fig. 4.1) down to a wave-
length of about 4 nm, began to fully exploit the power of this concept. The successful
user-operation of FLASH sparked tremendous interest, both experimental and theoretical,
not only in atomic physics but also in other fields like chemistry and biology. As a result,
several FELs have been build or are under construction worldwide, opening up ever new
wavelength regimes for intense, coherent radiation. Among them are the LINAC Coherent
Light Source (LCLS) in Stanford [Emm10], providing photon energies of up to 15 keV, the
Spring-8 compact SASE test facility (SCSS) and Spring-8 Angstrom Compact Free Electron
Laser (SACLA) in Japan [Shi08] and the so-called X-FEL in Hamburg (~ 200 eV to 25
keV), which will become operational in 2015.

The advent of these light sources paved the way for a multitude of experiments. For once
it allowed to study new regimes in interaction of intense light with matter [Rud10]. Here,
one of the most prominent examples is the non-sequential two-photon double ionization
of Helium [Kurl0|, which sparked overwhelming theoretical interest [BL91; NLO1; Fei08;
PBMO06; Fou06] even before becoming accessible in experiment. The ever shorter pulse
lengths achievable, down to 7 fs at LCLS, with the promising perspective of reaching the
sub-fs! regime, will push time-resolved experiments to new limits with respect to tem-
poral and spatial resolution. In contrast to setups, utilizing high harmonic generation
(HHG) as source for coherent radiation, FELs offer higher photon fluxes and therefore al-
low XUV-pump XUV-probe experiments. Thus, the dream of imaging chemical reactions,
i.e., observe the nuclear motion during the time a chemical bond is formed or broken, comes
into reach [JialOb]. In structural biology, the unprecedented peak brilliance of the radia-
tion might eventually enable to image bio molecules with atomic scale resolution in their
natural form. In particular, as methods like single-shot diffraction imaging [Lin05] and
electron holography [Kral0|] are developed. To illustrate this Fig. 4.2 shows a state-of-the-
art example for the reconstruction of test structures from single-shot diffraction imaging
[Cha06].

In the following this chapter will focus on the physics facilitating the laser-like emission of
radiation from a FEL beginning with the interaction of the electron beam with the light
field up to the SASE process (Self Amplified Spontaneous Emission of Radiation). A brief
overview on one-dimensional FEL-theory will be given. Here, the main properties of the
emitted radiation will be introduced and their potential impact on the experimental re-
sults in Chaps. 6 and 7 will be discussed. The considerations will largely follow the findings
summarized in [SDROS|.

'In case of the HHG sources for VUV radiation even shorter pulses are commonly achieved
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4.1 Working principle

Figure 4.2: State-of-the-art imaging example demonstrating the feasibility of reconstruct-
ing structures illuminated with FLASH radiation from a single-shot diffraction image
|Cha06]. In (a) a SEM, scanning electron microscope, picture of the test structure is
shown. (b) displays the diffraction image obtained in a 25 fs FEL pulse, with an intensity
of 4 x 101 W/cm? and (c) the reconstruction of the test structure from (b).

4.1 Working principle

FLASH consists of three main components, a schematic is shown in Fig. 4.3. The first
two being a pulsed electron source and an array of accelerators interlaced with bunch
compressors. The former is realized by irradiating a photo cathode with a femtosecond
laser source, producing an ultra-short electron bunch. To maintain the small phase-space
volume achieved in this manner, the electrons, emerging from the source, are rapidly
accelerated towards relativistic energies by a super-conducting LINAC. In the gaps between
the accelerator modules, so-called bunch compressors are employed to shape the electron
package. Both, the accelerators and the compressors are tuned such that the phase-space
volume occupied by the electrons is minimized. This is crucial for the performance of an
FEL as will be discussed below?. In the last step the beam ejected from the accelerator
array enters a linear array of dipole magnets (undulator). Their alternating polarity forces
the electrons onto sinusoidal trajectories, leading to the emission of synchrotron radiation.
Due to the electrons relativistic velocity the emitted radiation is almost entirely pointed in
forward direction. The radiation emerging from relativistic charged particles in a magnetic
field, is restricted to a cone with an apex angle of a = 1/ with respect to the particles
instantaneous velocity [Kin77]. Here, v = 1/,/1 — (2)? denotes the relativistic Lorentz
factor. In fact the transverse velocity in an undulator is much smaller than the longitudinal
one (Vi < Viong). Therefore, the electronic motion can be assumed as purely longitudinal

regarding the emission angle of photons.

2Note, that the indispensable demands on the electron-bunch properties, ultimately prevent third gener-
ation light sources, i.e., synchrotrons, from achieving the peak brilliance and coherence of FELs.
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Figure 4.3: Schematic overview of the FLASH facility (taken from [Sch10b]). Starting
from the left an electron-bunch is created in an rf-gun. After it has passed a series of bunch
compressors and linear accelerators, the electron bunch is shaped in a collimator before it
enters the undulators, thereby generating the VUV light.

While the demands on the electron beam quality, i.e., the phase-space volume occupied
are crucial for FEL operation in the first place, most of the properties of FEL radiation
originate from the interaction of the electron bunch with the magnetic and light field in

the undulator. It is, hence, mandatory to closely investigate these.

4.1.1 Undulator Radiation

The lasing wavelength of free electron lasers or undulators is given by [Ack07]

Au K?

Here, A, denotes the period of the undulator, i.e., the distance between the alternating

dipole magnets (see Fig. 4.4), and K, the dimensionless undulator parameter. Given by

eBj A\

K= ,
2mme

(4.2)
it depends on the amplitude of the magnetic field in the undulator Bj. Assuming fixed
values for the period A, and magnetic field By, the wavelength of the emitted radiation is
solely defined by the energy of the incident electrons®. Thus, the photon energy is contin-
uously tunable over a wide range® of wavelengths, by changing the accelerator parameters,
even though the undulator is fixed.

The considerations leading to Eq. (4.1) are easily conceived. If z defines the direction of

propagation and the excursion, due to the magnetic field, points in z-direction the following

3Many VUV/XUV undulators are fixed. The LCLS undulator is an exception as it allows to shift the
dipole magnets laterally [Sch10b]. FLASH II will be the first facility, which is able to change the period
Ay of the undulator.

“Currently FLASH is capable of providing photon energies between 26-300 eV (4.12-47 nm) [web13].
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Figure 4.4: Schematic view on the electron trajectories inside the undulator with the
coordinate system used throughout this chapter to describe the motion of the electrons.

statements can be made. To first-order approximation the electrons move with an average
velocity U, = fc in z-direction. Here, the longitudinal velocity oscillations caused by the
sinusoidal excursion is neglected. Transforming into an inertial system moving alongside
the electrons with v, the electrons undergo harmonic oscillations in x with the Lorentz
contracted undulator period X = ), /v and are radiating with the frequency v/ = ¢/\.
Through the relativistic Doppler shift the radiation frequency observed in the laboratory
frame is boosted according to v = v//(y/1 — 32):
2v%¢ Au

A= —= . 4.
A < 22 (4.3)

Taking into account the modulation of v, caused by the harmonic oscillation in z an
additional factor of (1 + K?2/2) appears on the right-hand side of the wavelength relation
in Eq. (4.3). For this reason, the emitted radiation will be red-shifted with respect to the

first-order approximation derived above.

Interplay of the light field and the electron beam

Besides, the interaction of the electron beam with the undulators magnetic field, there
is a second process which has to be taken into consideration in order to understand the
properties of radiation emitted from an FEL. It is given by the interaction of the electrons
with the light field. The emergence of photons in the first place will be neglected for now, as
it is treated in Sec. 4.1.2. Lets assume a seeded FEL, i.e., light of the resonance wavelength
according to Eq. (4.1) produced otherwise is brought to overlap with the electron beam.
The condition for a more intense light beam originating from the undulator then injected
is a net energy transfer from the electron bunch to the light field. Due to the small relative

velocity of the electrons and the photons (8 = 1), the electron bunch will interact with the
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light field over the whole length of the undulator. For FLASH, for example, the undulator
stretches to a length of 27 m with approximately 1000 bending magnets (\, = 27mm).
Hence, achieving a reasonable gain requires the energy transfer to be continuous. All "out-
of-phase mechanisms", where energy is transferred back and forth, would simply average
out.

The light field is described in the form

E.(z,t) = Ey cos(kjz — wit + 1) , (4.4)

resembling a plain electromagnetic wave. The index [ denotes the affiliation with the light
field and 1 is an arbitrary initial phase. Although in reality, both, the electron beam and
laser light would be pulsed, this does not alter the resultant findings.

The energy of an electron in the undulator is W = ymec?. In order for the light field to
gain energy, the electron has to loose it and hence the time derivative of W, i.e., the energy

transfer, has to fulfill
aw -

In other words the electric field of the laser and the velocity of the electron have to point
always in the same direction to steadily increase the energy in the light field. Electrons,
being massive particles and moreover traveling on a sinusoidal trajectory, are slower than
light. Therefore, Eq. (4.5) can only be satisfied for certain wavelengths. Considering that
the time delay between the light wave and the electron beam, for a half period of the
electronic motion amounts to

1 11 A

At:te—tl:[—}“, (4.6)

Uy c¢] 2

the condition for sustained energy transfer is found to be a proper slippage of the light
waves phase over the course of half an electron oscillation. The key is that the light wave
has to spatially advance by half a wavelength period A\; with respect to the phase of the

electronic motion over a distance of A\,. This relation expresses mathematically as follows
cAt = (2m + 1)\;/2 with m € Ny (4.7)

and is illustrated in Fig. 4.5. It displays the interaction of selected electrons with a Gaussian
laser pulse for three points in time over a half period of the electrons transversal oscillation
for the case that \; satisfies Eq. (4.7). At the time t5 when the electron reaches its turning
point the light pulse has traveled \;/4 further and thus changes its polarity at the same
instant v, (t) reverses. For that reason the inequality dW/dt < 0 holds for all times and
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Figure 4.5: llustration of the energy transfer from the electrons to the light-wave for
electrons fulfilling the condition from Eq. (4.8). Since the lightwave and the electrons have
the appropriate relative velocity, the phase of the lightwave slips such that its electric field
is always pointing in the same direction as the transversal velocity of the electrons. For
visualization of the phase slippage a light pulse is displayed instead of a continuous wave.

the energy in the light field rises continuously. Note, that Eq. (4.7) shows, that not only
light of wavelength ); is amplified but also odd harmonics of this fundamental wavelength.
However, the net amplification will be attenuated by the fact that even the third harmonic
reverses its polarity thrice during a half period of the electronic motion. In general, the
intensity of the harmonics will be in the per mille range for the third harmonic and fall off
steeply for higher harmonics [Diis06].

Insertion of Eq. (4.7) in Eq. (4.6) yields the resonance condition [SDROS|

Ay K?

This is exactly the same relation as in Eq. (4.1) and thus constitutes a very important
finding. The light spontaneously emitted by the electron beam in the undulator fulfills
the condition for sustained energy transfer derived in Eq. (4.8). This paves the way for
self-seeded FELs discussed in the next section.

Given the longitudinal extension of the electron bunch Lp (see Fig. 4.6), for which the
relation Lp > A\; holds, only for a selected few of the electrons inside the bunch the initial
phases of both light wave and electron trajectory will match. Sustained energy transfer, as
described above, is achieved for an initial phase difference ¢y = 0 (see Eq. (4.4)). In order
to gain insight on the effect of an arbitrary initial phase Eq. (4.4) and v, are substituted
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into Eq. (4.5) which leads to [SDROS]

KE KE
% = —6027 0 cos 1 — EE2 0 cos X, with (4.9)
= (ki + ky)v, -t — wit + 1o and (4.10)
X = (kl _ku)vz “t—wit + o -

The second term in Eq. (4.9) does not contribute to the energy transfer as it averages
out in half an undulator period. Equation 4.10 shows the so-called ponderomotive phase,
where 1)y denotes the initial phase when the electron beam enters the undulator. For
(ki + ky)v, = wit, the ponderomotive phase is constant, i.e., Eq. (4.8) is valid and the
effects of the initial phase can be investigated. The case of ¥y = 0 has already been
discussed in Fig. 4.5. Figure 4.6 illustrates the two extreme cases of energy transfer for
|tho| = 7/2 and || = 7. Inspection of Eq. (4.9) yields, that for |1)g] < 7/2 the electrons

electron bunch

T >

e
m_m/2 0 n/2 m v
Yo=-11/2 Yo=n
no energy transfer maximum energy transfer to

the electron (laser acceleration)

e-trajectory

light pulse

Figure 4.6: Illustration of the energy transfer between the electron bunch and the light
field for |1 = 7/2 and |¢9| = 7, respectively. On top the bunch size relative to the initial
phase 1) is schematically shown. For |i)g| = 7/2 there is no energy transfer at all, while
for |1hg| = 7 energy is constantly shifted from the light field to the electrons, as dW/dt > 0
at all points.

loose energy to the light field, while electrons with an initial phase of 7/2 < |[¢o| < 7
gain energy from the light field. Taking into consideration that the particles deflection
scales with 1/7, it can be deduced that the latter will be accelerated and the former will

be slowed down. Ultimately, this results in a gathering of electrons at a phase of ¢ = 0,
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or likewise in a tremendous increase in the light fields amplitude.

4.1.2 Self-Amplified Spontaneous Emission
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Figure 4.7: Intensity of the light emitted by FLASH plotted over undulator length, with
an illustration of the density distribution in the electron bunch. In the beginning of the
undulator the force exerted by the spontaneously emitted photons, on the electrons, is not
strong enough to compress them at points where ¥ = 0 holds. Starting from a distance
of 6 m the electrons are pushed towards the resonant phase. Here, the energy in the light
field increases exponentially with undulator length until the space charge repulsion of the
electrons prevents any further compression and the energy saturates. Graph taken from
[Ayv02].

Owed to the lack of suitable seed sources and optical resonators Self-Amplified Spon-
taneous Emission of radiation, or short SASE, is the underlying principle of almost all
free-electron lasers in the deep VUV and XUV regime. Sparked by spontaneous emission
in the beginning of the undulator, the interplay of the processes described above yields an
enormous gain in just a single pass of the undulator (=~ 10%). The light emitted by these
machines is unsurpassed in its brilliance (see Fig. 4.1) and intensity. It constitutes the only
possibility to produce partially coherent light in the XUV?.

Above, it was shown that the light-electron interaction leads to the gathering of electrons
at fixed values of the ponderomotive phase where the energy transfer to the light wave is
at its maximum. Hence, the intensity of the light field increases and the electron density at

values of ¢ = 0 rises, as shown in Fig. 4.7. Eventually, this cycle continues until the mutual

SThird-generation light sources, namely synchrotrons equipped with undulators, can also produce wave-
lengths in the same regimes as FELs but lack the high peak brilliance and the coherence of the radiation.
HHG sources generate fully-coherent light, but are not able to reach the short wavelengths of FELs,
like LCLS.
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repulsion between the electrons circumvents any further compression. By then the initially
flat, i.e., homogeneous, distribution of electrons over the bunch length is converted to a
micro-bunched structure with density maxima at distances of A\,. Ultimately, the longitu-
dinal extension of the individual microbunches is significantly less than half of the lights
wavelength, resulting in coherent radiation from the individual bunches. As the intensity

of coherently radiating particles scales as
I = N2 (4.11)

compared to I}\I}C(’h = NI in the incoherent case, the intensity is boosted even more. In
particular, taking into account that not only electrons inside a single microbunch are co-
herent emitters. In fact the radiation emerging from different microbunches is inherently
coherent, as they are spaced by a distance of A\, [Sch10b].

Figure 4.7 illustrates the progression of the energy in the light wave over the distance trav-
eled in the undulator. Shortly after entering the undulator, where spontaneous emission of
synchrotron radiation takes place, the light wave starts to affect the electrons in the bunch
as described above. This so-called linear regime is characterized by exponential growth
in intensity and energy output, as well as, high fluctuations in the pulse energy distribu-
tions. Once further microbunching is inhibited by space charge the saturated regime is
reached, leading to a slower (not exponential) growth of the pulse energy with less fluc-
tuations. Moreover, the statistical properties of the emitted radiation like temporal and
spatial coherence change drastically and the pulse exhibits a Gaussian energy distribution
(see Fig. 4.8).

(a) (b)

o=18%

p (Erad)

1 2 3 4 5
Erad/<Erad> Erad / <Erad>

Figure 4.8: Energy distributions of the emitted radiation in the linear regime (a) and the
saturated regime (b). Taken from [Ack07].

92



4.2 Properties of FEL radiation

An important quantity to specify the transition from the linear to the saturated regime is
the so-called gain length L, constituting the distance for which the intensity of the radi-
ation increases by a factor of e. It depends on several FEL parameters, the most crucial
one being the energy distribution inside the electron bunch, e.g. the energy spread. As
a general rule, saturation of the electron density and thus the intensity of the radiation,
takes place at a distance of around 20 times the gain length inside the undulator [HKO7].
To summarize the discussion above it is stated, that FEL radiation, i.e., SASE, in the VUV
and XUV domain is always initiated by random action. Embodied by either spontaneous
emission of radiation from accelerated charged particles or inhomogeneities in the electron-
bunch density distribution [BPN84], it is the stochastic nature of these processes which
yields important consequences on the properties of the emitted radiation. Understanding
these provides a valuable handle, when experimental findings are compared to theoretical

models.

4.2 Properties of FEL radiation

The stochastic nature of SASE radiation gives rise to intrinsic fluctuations in its energy,
wavelength and temporal distribution. Therefore it is often referred to as chaotic light
[SDRO8]. While this still allows for the determination of statistical averages, the single
shot properties are broadly defined at best. Figure 4.9 illustrates the shot-averaged tem-
poral distribution of FLASH-pulses modeled with the partial coherences method. Besides
a number of individual sing-shot distributions (dashed-lines) the average temporal distri-

bution (solid line) is plotted. Although the exact shape of a single-shot spectrum greatly

T T T

Intensity (arb. units)

-100 -50 0 50 100
Time (fs)

Figure 4.9: Temporal distribution averaged over many FEL shots (black solid line) and
for single shots (dashed and dotted lines) obtained with the Partial Coherence Model from
[Pfe10]. Taken from [Senl12].

varies, there are properties inherent to the radiation, which this section aims to explore.
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4.2.1 Temporal and Spatial Coherence

Coherence of a light field is defined as a fixed phase relation of its different parts both in time
and space. It is of utmost importance considering the investigation of non-linear processes,
such as multiphoton ionization, and pump-probe experiments. Owed to its stochastic
nature, light emerging from SASE FELs is emitted in short temporal spikes (modes) with
random phase relationship between them [FAHO05|. The spikes can be viewed as single
wavepackets, which are individually excited by electrons from different positions in the
bunch. Provided that the electron bunch is longer than the wavepackets duration several
wavepackets can exist simultaneously, without mutual interaction. Thus, creating the
multiply spiked temporal structure of the output pulses. Since the temporal and spectral
domain are interrelated by Fourier transform, the temporal spikes also lead to spikes in

frequency, i.e., wavelength within the bandwidth of the undulator®

. For a homogeneous
electron distribution of the bunch the number of spikes, also dubbed longitudinal modes

M, can be estimated
Thun
M = “bunch (4.12)

Tcoh

Here, Thunch denotes the duration of the electron bunch and 7.}, the coherence time (deriva-
tion see below). This can be understood by the subsequent considerations. Each of the
modes is triggered by a single spontaneous emission. Although, a huge number of modes
will be excited initially, only few of them will fulfill Eq. (4.7) and thus be amplified in the
undulator. However, Eq. (4.12) does not hold for the creation of ultra-short light pulses, in
the so-called femtosecond mode, where the electron density is being far from homogeneous
[Ack07].

A common indicator for the degree of temporal coherence is the correlation function G(7)
of the electric field E(t) at a fixed position 7 for different times ¢ and t+7. It reads [SSY06]

G(r) = /_ T B E(+ 1) (4.13)

If 7 is chosen to be zero it yields the time averaged intensity profile of the pulse under

investigation. With this the temporal correlation function can be defined as

g(1) = (4.14)

SDue to the finite length of the undulator the emitted radiation has a bandwith of AN/\ = 1/Ny.
Where Ny denotes the number of undulator periods.
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Figure 4.10: Coherence time measurement from [Rolll|. The inset is showing the inter-
ference fringes observed on the CCD.

with 0 < g < 1. Here, g = 0 corresponds to a vanishing phase relation, while g = 1 is only

observed for full coherence. Integration over Eq. (4.14) yields the coherence time

)
o= [ gl (115)
—o0
The coherence time can be determined experimentally by recording the autocorrelation
of a non-linear process [JialOa|, performing a streaking measurement [Friill] or directly
interfering light waves on a CCD |Mit08|. The latter will serve as an example, as the results
of [Rol11] will be summarized.

Figure 4.10 depicts their findings for a wavelength of 24 nm. The coherence time 7, of
6 &+ 2 fs was obtained, by splitting up the individual FEL pulses into two sub pulses with
a permanently installed autocorrelator |[Mit08| capable of delaying one of the resulting
sub pulses from -3 up to 20 ps, before overlapping them on a CCD. Scanning the relative
delays, the visibility of the interference fringes was recorded from which 7.}, is deduced.
Other measurements of the coherence time of FLASH yielded values of 6 +2 fs at 23.9 nm
|Mit08], 4+ 1 fs at 27.2 nm |JialOa| and 2.940.5 fs at 8 nm |Rolll|. In general 7. should

scale like

Teoh X VA1 (4.16)

according to [Rolll], which is well fulfilled, as illustrated in Fig. 4.11.
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Figure 4.11: Coherence time in dependence of the emitted wavelength. All times are
defined as HWHM. Graph taken from [Roll1]

Spatial Coherence

Concerning the spatial, more precisely, transversal coherence the line of argument is anal-
ogous to the case of temporal coherence. In the beginning of the undulator a vast amount
of transversal modes are excited by spontaneous emission. Here, Eq. (4.7) does not con-
stitute any exclusion criteria, as in principle all transversal modes can be produced with
the resonance wavelength. However, only the fundamental TEMgyy mode, defined like in
conventional lasers, exhibits a maximum at zero, e.g on the axis of propagation. Since
it has the largest overlap with the electron bunch, it exhibits the highest gain factor of
all modes. At the onset of the saturated regime of operation the fundamental transversal
mode therefore dominates the spatial coherence properties of an FEL, leading to almost
full spatial coherence of the beam [SDROS8|. Deep in saturation this behavior is gradually
altered, as the fundamental, being saturated already, will not gain energy anymore, while
higher modes will.

In analogy to Eq. (4.13) the correlation function of the electric field at the same time for

different radial positions is defined, yielding

G(T‘Ll,’l“LQ) :/ th*(’l“Ll,t)E(T’Lg,t) . (4.17)

—00
This in turn allows for the definition of of a spatial coherence function. It reads [STO07]

G(rii,7r12)
I(TLJ)I(TLQ) ’

g(ria,ri2) = (4.18)

o6



4.2 Properties of FEL radiation

with I(ry ;) being the time-averaged intensity at position r|. Experimentally the spatial
coherence is accessible through inspection of the interference fringes resultant from expo-
sure of a double slit. Measurements in the linear regime yielded values for the transversal
coherence between 500 and 600 pm [Sin08|.

4.2.2 Pulse Length and Intensity

As discussed above the stochastic origin of SASE FEL radiation allows only for the de-
termination of statistic averages of quantities like the pulse duration and intensity profile,
both in wavelength and time. The spiked temporal structure of single FEL pulses, trans-
lates into a more or less smooth Gaussian distribution [SSY06] when averaged over several
thousand FEL shots. Experimentally, the pulse length is typically defined as the FWHM
of the intensity profile in time. The peak intensity is consequently deduced by the pulse

energy ¢, duration 7 and focus size wi. Assuming a Gaussian shape the formula for the

[In2 ¢
Ipeak — 4 F wigfr . (419)

This approach is justified for linear processes such as single-photon absorption leading to

peak intensity reads

single or multiple ionization.
For non-linear processes, we have to consider the individual pulses in more detail, since the
yield Y depends non-linear on the intensity (compare Sec. 2.3). If ¢(™ is the generalized

cross section for n-photon absorption it reads
Y o« g™ (4.20)

Hence, it is very sensitive to changes in intensity. Due to the spikes in the pulse profile
the yield obtained at the same calculated peak intensity can be significantly larger for
chaotic light compared to fully coherent light [Lec75]. The peak intensity in the spikes can
thus exceed the one calculated in Eq. (4.19) by far, as can be seen in Fig. 4.9. Therefore,
if non-linear processes like in Chap. 7 are investigated, substantial ionization might only
take place during the intensity spikes. Thus, reducing the effective pulse duration to the
coherence time in the ideal case.

If one aims at reproducing the actual pulse structure of single FEL pulses there are basically
two different approaches. The first one is bottom-up employing three-dimensional FEL
theory, with codes like GENESIS [Gen| . Naturally, this demands advanced knowledge
on FEL theory and the machine parameters most often not available to FEL users. The
second relatively new approaches are top-down methods like the partial coherence model,

where the pulse structure is retrieved from the easily accessible spectra and quantities. It
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will be briefly described in the next section.

For the results presented in this work, starting from Chap. 6, approximate intensities will
be given calculated according to Eq. (4.19). While all other quantities of the radiation
are easily accessible, the pulse length 7rgr, is not measured by the FLASH facility itself
and therefore has to be inferred from either the experiment itself or settings of the FEL.
In [Sen12], the dependency between the bunch charge of the electron bunch and the pulse
length has been studied. The findings therein will provide the basis for the calculation of

the intensities given in Chaps. 6 and 7.

4.2.3 Partial Coherence Model

The partial coherence model is a numerical method intending to provide sets of partially-
coherent light fields with the same statistical properties as SASE FEL radiation. Thereby,
it only relies on the average pulse properties, namely average spectral shape and pulse
duration”. Briefly, if T (w) is the average spectral intensity distribution, the electric field is

described in the frequency domain as [Pfel0)]
Eo(w) = A(w)ei®@) (4.21)

where ¢o(w) denotes the spectral phase. Subsequently Eq. (4.21) is divided into sampling
intervals satisfying |w; — wit1| < 27/7ge;. In each interval the ampiltude is chosen as
Ag(w;) = \/I(w;) and the spectral phase is assigned with a random value ¢g(w;) € [—m, 7].
The resulting random pulse is then transformed to the time domain, resulting in an
infinitely long pulse (Nyquist limit) with electric field Ey(¢). By applying a temporal
amplitude filter describing the average temporal shape of the pulse Fj(t) a finite pulse
E¢(t) = Fy(t)Eo(t) is retrieved. Transforming back into the frequency domain yields spec-
tral phases, no longer purely arbitrarily distributed, but partially related to each other.
Put another way partially coherent.

In [Pfel0] it is shown that this method is able to reproduce the features characteristic
of light generated by means of SASE (Figure 4.9 shows an example) from the averaged
quantities down to properties of single FEL pulses. It thus provides a powerful tool in the
attempt to model non-linear processes taking place in intense FEL radiation and has been

applied to interpret experimental findings [JialOa].

"For experiments not incorporating any of the methods described in Sec. 4.2.1 this still might constitute
a problem.
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5 A Reaction Microscope with an
Ultra-Cold Target

The purpose of the presented setup is to gain knowledge on the ionization dynamics of
lithium under the action of various ionization mechanisms induced by either photon or
charged-particle impact. In the present work the focus is on light-matter interaction under
extreme conditions, such as high intensities and short wavelengths in the VUV to XUV
regime. Strongly associated with these few-photon few-electron quantum dynamical pro-
cesses is the question on the significance of electron correlation, i.e. to what extent does it
influence the dynamics in multiple ionization through photon impact. The special interest
in studying these reactions on Li naturally arises from its relative simple structure, allowing
for the extension and testing of theoretical models successfully applied for helium. In the
following the experimental framework applied to accomplish this goal will be motivated
and described.

To retrieve information on the dynamics of the processes studied, momentum spectroscopy
is employed, demanding for a profound knowledge of the initial velocity, i.e., momentum
of the target atoms prior to ionization. Consequently, cold targets are desired. In many
cases, even for molecules, these are prepared in a supersonic jet, where the target-gas is
released from a region of high pressure through a small nozzle (& ~ pm) into the vacuum
chamber. Through the adiabatic expansion of the gas, temperatures in the mK regime are
reached [Sco88|. The choice of lithium as a target to investigate ionizing reactions brings
about new challenges and demands on the experimental methodology for target prepara-
tion. At room temperature Li is in the solid sate. Hence, it can not directly be prepared
in a supersonic gas jet. If it is seeded into a carrier jet, of helium for example, its high
second ionization potential’ would result in considerable background from the carrier. In
particular, for studies on double ionization and coincident ion-electron detection this is
unwanted. Consequently, taking advantage of the fact that lithium, like the other alkalies,
is an appropriate target for laser cooling, a magneto-optical trap (MOT), as a cold and
dense target, was set up [Ste07].

The methods applied today for tracing ionization dynamics cover a wide range of ex-

Tt is the highest of all atomic species.
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5 A Reaction Microscope with an Ultra-Cold Target

perimental setups. From “simple” time-of-flight spectrometers [Ric09]| through velocity
map imaging (VMI) [EP97] up to highly sophisticated systems like CAMP [Str10|, which
combine the state-of-the-art technologies of Reaction Microscopes (REMI) [Mos96; Ull03],
VMIs and large area, energy resolving X-ray CCDs. The line of argument will neglect all
but REMIs in the following, as a detailed discussion would go beyond the scope of this
introduction.

Reaction Microscopes are essentially enhanced versions of COLTRIMS (COLd Target Re-
coil Ion Momentum Spectroscopy) setups |[Mer95]|, brought forward by Moshammer, Dérner
and Ullrich in the mid 90’s [Mos96; Ull97|. REMIs, in comparison to COLTRIMS appa-
ratuses, incorporate an additional electron spectrometer and a constant magnetic field,
allowing for the coincident detection of the 3D momenta of all charged particles emerg-
ing from an ionization event. Thus, the data recorded with a REMI corresponds to a
full mapping of the final-state wavefunction in momentum space or put another way, fully-
differential cross sections (FDCS). In order to completely exploit the capabilities of REMIs
the count rate has to be kept low (see Sec. 5.1). Therefore, the need for statistics results
in long experimental runs. In particular if compared to non-coincidence techniques such
as VMIs.

In the presented experimental setup the target preparation in a MOT is combined with
the capabilities of REMIs. Due to the inherently incompatible magnetic field geometries
of MOTs (gradient field) and REMIs (constant field) new challenges arise. They are con-
stituted by switching-off the magnetic field of the MOT fast enough to allow for coincident
ion-electron detection, while preserving the target density [Sch08]. Although, coincident
measurements were not feasible for the presented data® (cp. Chaps. 6 and 7), it will be
shown below that the requirements for full REMI operation are met by now, and coincident

measurements will be possible in the future.

This chapter is organized as follows. The next section introduces the basic principles
of REMIs, before the specific setup employed throughout this work is described. In partic-
ular, the detectors are discussed in detail, as only their unconventional mode-of-operation
allowed for the detection of double ionization. Thereafter, the discussion focuses on the
technical realization and characteristics of the MOT, before elucidating the challenges,
benefits and possible future developments arising when a MOT is combined with a REMI
to form a so-called MOTREMI. In the last section the experimental details for the mea-

surements presented in the subsequent chapters are described.

2The reason for this are not only the field geometries but also the huge count-rate.
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5.1 Reaction Microscope

5.1 Reaction Microscope

Initially designed for studies on ion-atom collisions in the middle of the 1990’s [Mos96],

“work horses” of atomic physics today .

Reaction Microscopes have become one of the
Their scope of application covers all kinds of collisional physics, where charged fragments
emerge from an ionization event (see [Ull03; D6r00] and references therein). Recently, the
concept has been extented by merging a large area X-ray CCD detector with the measure-
ment capabilities of a REMI to form the CAMP apparatus [Str10]. The great success of
REMIs as a tool to study reactive processes stems from their capability to measure the
full three-dimensional momentum vector of all charged particles emerging from an ioniza-
tion reaction on an event-by-event basis and hence in coincidence. Thus, allowing for the

determination of fully-differential cross sections.
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Figure 5.1: Schematic overview of the generic design of a Reaction Microscopes

Figure 5.1 illustrates the working principle of a Reaction Microscope. Charged fragments
created by particle impact, like photons, ions and electrons, are guided onto two opposing
time- and position-sensitive detectors by means of a constant electric field. The trajecto-
ries of light particles, i.e. electrons, is confined to the size of the detectors, through an
additional constant magnetic field, boosting the solid angle covered for electron detection
from typically 1073 to 4. Despite the strong impact of the magnetic field on the electrons
motion the full information on the momentum is preserved (see Sec. 5.1.2). When the
charged fragments hit the detector their momentum vector corresponds to the asymptotic

final state of the reaction under investigation, as their Coulomb repulsion is neglectable at
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5 A Reaction Microscope with an Ultra-Cold Target

the length scale of REMIs. Hence, given sufficient statistics, the data taken with Reaction
Microscopes resembles the final-state wavefunction of the ionization process.

To exploit the full kinematics of a reaction at least N — 1 of N fragments created in
a collision have to be recorded. Applying the principle of momentum conservation the

momentum in the final state f has to balance the initial one ¢. It reads
By + 5 —Pp+Pr+ZPe +pr : (5.1)

The indices p, r, e and ~ denote the projectile, target atom (recoil ion), liberated electrons
and emitted radiation (photons), respectively. The beauty of this relation lies in the
possibility to reconstruct even tiny relative shifts in the projectiles momentum vector,
inaccessible otherwise, by recording all other final state particles. If ionization by photon

impact is studied Eq. (5.1) simplifies to

= p7 + Z pe ) (52)

since the linear momentum of photons p, = hk is negligible, as long as no high resolution
experiment is conducted deep in the VUV-regime. Here, the photon momentum can be on
the same order of magnitude as the momentum resolution of REMIs. If a photon energy
of 100 eV is assumed, its momentum amounts already to p, ~ 0.03 a.u. . As a matter of
fact this is just little below the best momentum resolutions reported so far with REMIs
[Sch11; WHO0.

In conclusion, the concept of Reaction Microscopes embodies several advantages when
compared to other state-of-the-art imaging techniques. The most crucial being the large
acceptance of the spectrometer. It can be tuned by appropriate settings for the electric and
magnetic field to spread over the full solid angle, given that no high-energetic fragments are
created. Taking into account that conventional electron spectrometers, typically covering
solid angles of % ~ 1073 and that for multiple-ionization events more than one detector
is needed to record the full kinematics, REMIs yield an increase in detected phase space
of at least 10%. This becomes decisive if processes with low cross sections are studied.
Moreover the time-of-flight spectrometers in REMIs allow for the inherent separation of
the ionic species created by their charge-to-mass ratio, e.g. the charge state and the mass
of ions impinging on the detector can be determined. While this would render multiple
events at a single projectile-shot possible, the coincident detection of electrons, all with the

same charge-to-mass ratio, demands that at most one target atom or molecule is ionized
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5.1 Reaction Microscope

per shot?. Otherwise, the assignment of the individual electrons to their parent ions is

hampered if not impossible.

Influence of Target Temperature

Equation (5.1) implies that the resolution of the spectroscopic system will depend on the
capability to precisely determine the momenta of all fragments, the projectiles and the
target atoms or molecules. The latter is largely given by the thermal momentum spread
and it is thus of utmost importance when high-resolution momentum spectra are desired.
For a better understanding of the significance of the momentum spread due to thermal
motion in the initial state a few examples with the typical temperatures for atomic beams,

room temperature, supersonic jets and magneto-optical traps are given in Table 5.1. The

Species Ap(600 K) (a.u.) Ap(300 K) (a.u.) Ap(l K) (au.) Ap (0.5 K) (a.u.)

1He 3.88 2.64 0.15 0.003
"Li 5.14 3.49 0.20 0.005
20Ne 8.69 5.90 0.34 0.008
e 0.001 ~ 1074 ~ 107° ~ 1077

Table 5.1: Thermal momentum spread for several atomic species and electrons emerging
from an helium atom for a number of temperatures. The momentum spread is given in
atomic units.

values are calculated assuming a one-dimensional motion. Hence, the absolute value of the

thermal momentum is given by

Ap = ’pthermal| =V MionkBT (53)

where kp denotes the Boltzmann constant and T the temperature given in Kelvin. As the
electrons are bound to the parent atom they do acquire the same additional velocity as the
atom. Therefore, the ion mass in Eq. (5.3) has to be replaced by the mass of the electron.
Given that Ap scales with the square root of m it is generally easier to achieve high
resolution with light atomic species. Furthermore, Table 5.1 shows that for plain supersonic
jets, where no further cooling is applied, the recoil-ion momentum resolution will be limited
by the target temperature (see also Sec. 5.3). In contrast, the resolution of the electron
momentum distributions will hardly be influenced by thermal effects at all. For that reason
highly resolved measurements of electron momenta are still feasible with hot atomic beams,

as for example shown in [Sch11].

3In reality the count rate is set to a value corresponding to less than one event per shot of the projectile.
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5 A Reaction Microscope with an Ultra-Cold Target

5.1.1 Spectroscopic System

The centerpiece of every Reaction Microscope is the spectroscopic system, consisting of
the spectrometer generating the electric field and magnetic field coils required to produce
the magnetic extraction field and potentially compensate the earth’s magnetic field. In
the following, the technical realization of these components in the setup employed will be
described.

Electric Extraction Field

Recoil-ion momentum spectrometers are high precision devices capable of distinguishing
meV kinetic energies with ueV accuracy. These values demand not only a careful design
and profound knowledge of the geometrical properties of the spectrometer, but also a

stable power supply, i.e. low to no fluctuations in its output voltage. Figure 5.2 shows a
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Figure 5.2: Cut through the spectrometer, with the respective acceleration and drift
lengths for ions and electrons.

cut through the spectrometer. It is divided into an accelerating part a., in the central
region and field-free drift regions d., at the outer parts on both the electron and the ion
side. The ratio of the drift to acceleration distance is chosen to fulfill the so-called time-
focusing or Wiley-McLaren configuration [WM55|, given by the relation d = 2a. For this
special geometry particles starting at different positions along the spectrometer axis but
with the same longitudinal momentum will arrive simultaneously at the detector. Thus,
compensating for the target spread along the spectrometer axis. The Wiley-McLaren
configuration is easily derived by the following considerations. Let z be the spectrometer
axis and F, the kinetic energy of a charged particle along z. The time-of-flight ¢ is then,

according to Newtonian mechanics, given by

te(B.) = f- JM( (54)

2a d
+ )
VvVE,+qU +VE, \/Ez—l—qU)
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with the accelerating potential U, the charge state of the fragment ¢ and the pre-factor f,
which depends on the units chosen. Most commonly it is given in units corresponding to

the ones used in experiment and amounts to

F=7199. 025/ V (5.5)
cm amu

The “+” applies applies for particles moving towards the detector, whereas the “’-sign is
valid for momenta pointing away from the detector. A Taylor expansion of Eq. (5.4) for
small deviations in the starting position Az shows that the particles TOF is not depending
on z as long as Az < a holds [Sch08]. In order to prevent the strong electric fields applied
to the detectors from penetrating into the spectrometer both ends are terminated with
copper meshes.

Asillustrated in Fig. 5.2 and 5.3 the inner electrodes of the spectrometer are gold coated, to
prevent surface potentials, i.e. inhomogeneities in the electric field, which might interfere
with measurements of low-energetic recoil ions. Adjacent electrodes are connected via
18 kQ thin film resistors, baked and tested on deviations of less than 0.1 % prior to
installation. The free aperture of the spectrometer is 83 mimn in z-direction allowing to
exploit the full active area of the detectors (&80 mm). The central electrodes enclose an
opening at the sides with an extension of 30 x 200 mm and a round opening at the top and
bottom of 30 mm diameter. While this gives easy access for the MOT-lasers and all kind
of projectiles, it also embodies a problem regarding stray fields from the chamber walls and
components build into the chamber. All electrodes and drift tubes are cut at least once
to reduce the effect of eddy currents in case the MOT coils are switched (see Sec. 5.3 for
details).

Figure 5.3 shows the electrical connections composing the voltage divider formed by the
spectrometer. While in the inner part the resistors are directly mounted onto the electrodes,
the “closed” rings on the ion side are externally attached to the voltage divider. Therefore,
the configuration of the spectrometer can be changed, with relative ease, from the time-
focusing configuration (employed for the measurements in Chaps. 6 and 7) discussed above
to the so-called 3D-focusing geometry.

The term 3D focusing signifies an arrangement where not only distinct starting positions
along the spectrometer axis are compensated, but also radial offsets. This is achieved by
incorporating an electrostatic einzellens (here one of the electrodes) in order to correct for
the radial offsets while maintaining the TOF focus as good as possible [D6r98|. To prevent
the potential of the lens penetrating into the source volume additional meshes or in the
presented case apertures are build into the experiment. The spatial-focusing geometry has

been successfully operated in the presented setup [Dorl1].
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Figure 5.3: Close-up of the inner part of the spectrometer with the connection scheme
applied. Attaching part of the resistors outside the vacuum chamber not only yields the
possibility of changing of the spectrometer geometry, but also enhances the vacuum con-
ditions.

Magnetic Field Configuration

Generated by a pair of coaxial coils in Helmholtz-configuration (radius equals distance),
the magnetic extraction field confines the motion of the electrons emerging from a collision

to their cyclotron or likewise Larmor radius

MeVe, | DPe, L
_ L Pel 5.6
eB eB (56)

Te

Here, ve | and p. | denote the velocity and momentum perpendicular to the coil axis. To
ensure the fields homogeneity over all possible electron trajectories inside the spectrometer
the coils have to be designed rather large. Electrons ejected in direction of the ion detector
can, depending on the extraction field, penetrate deep into the ion part of the spectrometer.
Consequently, the magnetic field has to be constant over a distance of 55 cm (from the
electron detector to the end of the accelerating field*). TFigure 5.4 illustrates the axial
magnetic field of the Helmholtz-coils employed in the setup. The two coils are made
of 24 windings of plastic-insulated copper tubing and feature a mean radius of 80 cm.
Therefore, they allow for additional water-cooling if strong magnetic fields are required.

The field produced by the coils is parallel to the spectrometer axis and thus also to the

4Electrons, penetrating deeper in the ion spectrometer are usually lost, as they propagate in the field-free
drift region until the eventually hit the spectrometer walls.
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Figure 5.4: Magnetic extraction field generated by the Helmholtz-coils as a function of
distance from the interaction volume. The homogeneity of the field is best for an inter-coil
distance slightly larger than suggested by the Helmholtz condition (red-line).

electric field. It amounts to
Bumaxz = 0.215 x I [G/A]. (5.7)

Figure 5.4 demonstrates that the field deviates less than 3 %o from the values calculated
with Eq. (5.7) and that the homogeneity of the field critically depends on the distance of
the coils.

Taking into account the high accuracy of the field, the earths’ magnetic field has a signif-
icant influence, demanding for additional coils canceling it. The spatial restraints in the
lab and in particular on beamtimes, as well as the requirements on accuracy leave only
a small window of free parameters in the construction. The final design then consists of
two pairs of additional square coils of edge length 1.72 m, spaced by 0.95 m, which create
an approximately constant magnetic field in z-direction, and respectively of edge length
1.90 m, spaced by 1.05 m, for the y-direction. The magnetic fields generated are retrieved

Via

Biaxx = 0.188 x I [G/A] and
Buaxy = 0.170 x I [G/A]. (5.8)

Figure 5.5 shows the relative deviations of the real fields from the ones approximated with
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Figure 5.5: Homogeneity of the field generated by the compensation coils displayed for
one fourth of the spectrometer volume. The field is generated by two pairs of square coils
and exhibits deviations from the desired field strength of less then 3 %o over the whole
electron spectrometer.

Eq. (5.8). It is found that in analogy to the Helmholtz coils, the field departs less than 3

%o from the calculated values.

5.1.2 Reconstruction of Momenta

This section aims at giving an overview on the calculation of the three dimensional momen-
tum vector from the measured time-of-flight (TOF) and impact position on the detector.
The symmetry of the spectrometer naturally suggests the application of cylindrical coor-
dinates to recalculate the momentum vector. Consequently, they will be used throughout
this section. Thereby, the time-of-flight, or likewise longitudinal axis shall be denoted, as

before, with z, while the radial direction is addressed as r.

lon Momentum: The TOF of charged particles in dependence of their initial kinetic en-
ergy along the spectrometer axis (E,) has been introduced in Eq. (5.4). The reconstruction
of E. and thus the determination of the longitudinal momentum p, = v/2mFE, through
Eq. (5.4) requires the knowledge of its inverse function in an analytical form and the exact
time-of-birth (TOB) of the measured ion. Nevertheless, in case of “heavy” particles such
as ions, i.e. when the initial kinetic energy F, is small compared to the energy gained in
the extraction field, a Taylor expansion of Eq. (5.4) for small energies is justified. The

difference in time for a particle with initial kinetic energy (momentum) to one without is
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(a) TOF distribution (b) Position spectrum
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Figure 5.6: Illustration of the calculation of the longitudinal (a) and transversal momen-
tum (b) from the time-of-flight and position spectrum of recoil ions.

then given by

At =t(E.) — t(E, = 0)

Q

dt(E,) dFE,
[ iE. deLz:O Ap, . (5.9)

Insertion of Eq. (5.4) yields

U At .
po(At) = 8.042 L2205 qp-s AT

5.10
a eV ns ( )

with the same units as in Eq. (5.4). As Eq. (5.10) shows, this demands for the deter-
mination of ¢(E, = 0), i.e. the TOF of a particle without initial kinetic energy. The
absolute TOF is actually not required. There are different methods to acquire ¢(E, = 0).
Figure 5.6(a) illustrates the method applicable for processes which exhibit momentum dis-
tributions symmetric with respect to TOF axis, i.e. emission towards and away from the
detector. Here, the symmetry point of the distribution defines ¢(E, = 0). One example,
for such a process is photoionization, where the linear polarization is parallel to the TOF
and thus the spectrometer axis. Other methods to retrieve ¢(E, = 0) incorporate either
very precise trigger signals, hence the absolute TOF is determined, or deduce ¢(E, = 0)

through momentum conservation.
The radial momentum, perpendicular to the TOF-axis, is inferred from the impact posi-

tion on the detector. Like above this demands for the determination of the arrival position

(z0,y0) of particles with vanishing transversal momentum. In case of the photoioniza-

69



5 A Reaction Microscope with an Ultra-Cold Target

tion process illustrated in Fig. 5.6(b) and any other axial symmetric reaction, this can

be achieved by determination of the rotational symmetry center of the distribution. The

radius 7 = /(x — 20)% + (y — yo)? of the ions clearly depends on their TOF as initial
transversal momenta will result in larger spatial offsets on the detector the longer the par-
ticles need to reach it. However, as typical TOFs are on the order of tens of us, whereas
the width of TOF distributions amounts only to a few hundred ns, the use of Eq. (5.4)
for £, = 0 provides a good approximation. Therefore, the calculation of the transversal

momentum follows from

a.u.

r
=11.6 Um .
br e 2a+d y/amueV
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Figure 5.7: Radius over TOF spectrum for electrons. The transversal motion of the
electrons is strongly affected by the magnetic extraction field resulting in the so-called
Wiggle structure.

Electron Momentum: As elucidated in Sec. 5.1.1 the transversal motion of electrons is
strongly affected by the magnetic extraction field. This is illustrated in Fig. 5.7, where
the impact radius on the detector is plotted over the TOF. Confined by the Lorentz-force,
the electrons propagate on helical trajectories through the spectrometer. While the helix
radius is given by Eq. (5.6) and depends on the electrons energy, the frequency of the

motion is given by the cyclotron frequency

eB

Me

(5.12)

We =
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which is independent of the particles energy. Thus, electrons emerging from the source
volume will be confined to a volume the same size as the source volume after each full
period of the cyclotron motion and being spread out the most at odd half multiples of
it. Ultimately, this yields the so-called wiggle structure displayed in Fig. 5.7. Although,
being an artifact of the experimental method, the wiggles contain valuable information on
the experiment. First, they allow for an exact calibration of the magnetic field strength
(time-difference between two nodes) and give an upper limit to the extension of the source
volume (size of the distribution in the nodes). The most important quantity retrieved is,
however, the TOB of the electrons.

Indeed, the TOB has to be coincident with a node, as an electron with infinite momentum
towards the detector would not undergo any helical motion and instantly reach the detec-
tor. Therefore, the TOB can be inferred by comparison of the wiggle structure, with an
externally acquired trigger signal. As will be shown below this is essential for the determi-
nation of the longitudinal electron momentum.

Due to the mass ratio of at least m#? > 1836, electrons, although exhibiting momenta on
the same order as the recoil ions, gain much higher initial kinetic energies. As a result,
(Eq. (5.9)) looses its validity for electrons as their initial kinetic energy can not be ne-
glected. Nevertheless, since Eq. (5.4) still holds® the TOF can be calculated by either the
iterative Newton method [Bro01] or employing an approximation to the inverse function of
Eq. (5.4) [Sch98]. For both methods the time-of-birth (TOB) of the electrons is required.

Figure 5.8: Position spectrum of electrons with the quantities essential for the retrieval
of the transversal momentum and emission angle.

®The motion of the electrons parallel to the TOF-flight axis is not influenced by the magnetic field as it
is co-linear with the magnetic field lines. Thus, the Lorentz force vanishes.
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5 A Reaction Microscope with an Ultra-Cold Target

Figure 5.8 shows the essential quantities for retrieving the transversal momentum p, im-
printed on electrons emerging from an ionization event. For the ease of discussion the

dependence of the cyclotron radius on the transversal momentum is repeated here:

_ Pe, L

e 5.13
re =5 (5.13)

Given that r. is not directly accessible in the experiment, since only the impact position
is recorded the transversal momentum calculates as follows. After assigning the absolute
zero position Re(0) = (zo.¢,Yo.e) to the symmetry center of the position distribution®, the

radius R, of the impact position is correlated to the cyclotron radius according to

R, R,
= = , 5.14
Ty ‘sin(%)‘ }sin(wzte) (5:14)
resulting from geometrical relations. Substitution of 7. by Eq. (5.13) thus yields
1 BR,
= 8.04 AL 5.15
De, L |:1’I11’Il G:| 2 ‘Sin(u};e) a.u ( )

Finally, the emission angle in the detector plane is determined, taking into account the

TOF and therefore multiple revolutions on the helical trajectory. It reads
Ye = ¥ — mod(wete/2, 2) (5.16)

where ¥ denotes the angle enclosed with the arbitrarily chosen X-axis.

While the nodal structure characteristic for the radius over TOF spectra does not alter
the longitudinal momentum resolution of the data, inspection of Fig. 5.7 yields that for
all other momentum components the resolution, recorded with a REMI, is a function of
time (%(t)). In the nodes the position resolution approaches 0 and thus also all other
properties related, like azimuthal or polar angle, are smeared out. There is solely one
solution to this inherent technical difficulty. Either the magnetic or the electric extraction

field is varied and several experimental runs are conducted.

5.1.3 Detector-System

The detection system, illustrated in Fig. 5.9, consists of a pair of stacked microchannel
plates (MCP) and a delay-line anode, which allow for the recording of the time and position
signal, respectively. Apart from the MCPs and the delay-line anodes, two grids in front

5For electrons this procedure is always valid as the nature of the helical motion demands symmetry in
the position data.
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Figure 5.9: Schematic overview on the detector assembly. Particles impacting on the
MCP front face eventually trigger an electron avalanche which is then detected by the
delay-line anodes. While the impact on the MCP serves as time signal, the delay-line data
contains the information on the impact position. On the right hand side the typically
applied voltages for ion (red) and electron (green) detection are given.

of the channel plates, and operating voltages for both, ion (red) and electron (green)
detection, are displayed. Although, the same potential difference is applied to the MCP in
chevron configuration for both settings, the bias voltage on the front face of the MCP is
considerably higher in the latter case. The underlying reason is the higher ion mass which
demands for a stronger acceleration of the particles (cp. Sec. 5.1.4).

Upon impact a particle may trigger an electron avalanche in one or several channels of
the MCP. If this is the case a cloud of electrons (typically around 107) emerges from the
backside of the channel plates and imprints a charge on the wires of the delay-line anode.
Both, the voltage drop on the MCP, when an electron avalanche is triggered and the voltage
spike arriving at the respective ends of the wires are read out capacitatively. They serve as
time and position signals, respectively. Details of the post-detector information processing
are not discussed here. A description of the electronics employed to process the signals
from the detector are found in [Sch08] for systems employing time-to-digital-converters
(TDC) and in [Kurll; Fou08|] for so-called FLASH-ADCs, which record the trace of the
voltage spikes.

The two grids in front of the MCP stack are essential to shield the spectrometer from the
high potentials on the MCP front faces (1st grid) and for suppression of charged particles
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5 A Reaction Microscope with an Ultra-Cold Target

created amidst the interaction volume and the detector (2nd grid). Furthermore, the 2nd
grid can also be used to prevent feedback between the ion and electron detector, caused
by electrons emerging from the MCPs (see for example [Ste07]).

The probability of detecting a charged particle created in the interaction volume depends on
the absolute detection efficiency P;\{)ISCP of the MCPs, the acceptance of the spectrometer
and the transmission 7' of the grids in front of the detector. Assuming an acceptance
covering the full solid angle and all kinetic energies and additionally PP = 58% [Kre05]
only the transmission of the grids has to be determined. From the geometrical properties
of the grids (mesh size: 224 ym; wire diameter: 30 pm) a throughput of Tyiq ~ 78% for a
single grid is anticipated. Therefore, the maximal detection efficiency is

Pt = PNSY T2, = 35% . (5.17)

max abs

Microchannel Plates

MCPs originated from an idea first suggested by Farnsworth in the 1930s, the so-called con-
tinuous dynode electron multiplier [Far30]. However, technical realization was first achieved
30 years later by two independent groups [Osc60; GW62|. Due to the fact that the majority
of the performance characteristics of electron multipliers does neither depend on channel
length [ nor channel diameter d but only on their ratio a = [/d [Wiz79|, they can be
reduced almost arbitrarily in size. Ultimately, this lead to the development of MCPs.

impinging particles
metallic coating

sse|b pe3|

electron

cloud semiconducting coating

Figure 5.10: Illustration of a MCP and its working principle. Charged and neutral
particles can trigger secondary electron emission upon impact on the MCP. Due to the
large potential difference between its front and back side each of the channels acts as
continuous dynode electron multiplier, leading to an electron avalanche at its back side.

Figure 5.10 shows a schematic of a MCP, with an illustration of the electron amplification
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process. A MCP is a thin (typically 1-1.5 mm), highly resistive lead-silicate glass-plate,
coated with metallic layers on its front and back side in order to grant a homogeneous
supply voltage over all channels. The resistance from front-to-back is on the order of
108 — 10° Q, allowing for the usually applied voltage drop over a single MCP of 1000 V.
The high electric gradient field created facilitates the build-up of an electron avalanche
inside the individual channels. Thereby, each of the channels acts as an individual electron
multiplier with an amplification factor on the order of 104, given that secondary electrons
are produced in the first place. Although, the dead time of a single channel ranges in the
ms regime’ the huge amount of channels reduces the effective dead time to 1076 — 1077 s,
for moderate count rates.

Additionally, MCPs exhibit a high time (< 100 ps) and position resolution, which is only
limited by the channel dimensions and spacing. Today MCP setups consist most commonly
of stacks of either two or three plates, the so-called chevron or Z-stack configuration. In
combination with slightly tilted channels this allows not only for higher amplification fac-
tors of approximately 107, but also minimizes the effect of ion feedback [Leo94]. This
originates from ionization of rest gas atoms, in and especially at the end of the channels,
in electron-atom collisions and sparks post-pulses leading to the degradation of both, the

time resolution and the dead time of one or several channels.

Delay-line Anodes

There are several methods available to obtain the position information of the electron cloud
emerging from the back side of the MCP, including direct imaging on a CCD, indirect
imaging on a phosphor screen and two methods employing resistive anodes, namely wedge-
and-strip and delay-line anodes. While the first two methods take only a single picture
per event and detector and thus do not allow for coincidence measurements, the latter
techniques do. In the presented setup delay-line anodes are employed as they offer a good
trade-off between dead time and resolution.

A delay-line anode consists of either two or three wire pairs each of which forms a
so-called Lecher-line (see [Dem04|), with defined impedance. The wire-pairs are wound
onto ceramic insulators mounted on a solid-steel plate, with mutual angles of 90° and 60°
for quad (two wire pairs) and hex (three wire pairs) anodes, respectively. The operating
principle of delay-line anodes is illustrated in Fig. 5.11. The electron cloud emerging from
the back side of the MCP imprints a charge on the wires. The charge distribution travels to
both ends of the wire, where it produces a voltage spike, which is read out capacitatively.

Taking into account that the signal travels with constant speed in both directions, the

"This time is given by the time it takes to replenish the channel with electrons.
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electron cloud

Figure 5.11: Determination of the impact position via delay line anodes (from [Sen09]).
The charge cloud emerging from the MCPs back side imposes charge on the delay line
wire, which will propagate to both ends of the wire. From the arrival time on both ends
the position perpendicular to the delay line windings is calculated. The resolution reached
exceeds the wire spacing.

impact position on the wire can be retrieved from the arrival time on the respective wire

ends, e.g. t1 and to. Thus the position X is a function of the time difference
X (tl - tg). (518)

In the presented setup, a quadanode is employed for ion detection and a hexanode for
the detection of electrons. Although, the quadanode is sufficient to obtain the full position
information it lacks the multihit capabilities of a hexanode, often essential for the detection
of electrons. Details on hexanodes can be found in [Sch08| and [Jag02], respectively.

Despite the very small signals created by the electron cloud (< 5 mV), the signal-to-noise
ratio is kept high by applying a slightly higher voltage to one of the wires of each pair.
Therefore, this signal wire will gather the majority of the electrons, while both wires pick
up the same ambient noise and subtraction of the two wire-signals leads to an almost
noise free measurement. The accuracy of the acquired position exceeds the pitch between
the wires, as the center-of-mass of the charge distribution can be determined with higher

precision.

5.1.4 Background suppression

If reactions with low cross sections, like sequential and non-sequential two-photon double
ionization, are studied (cp. Chaps. 6 and 7), strong competing processes not only in the
target atoms, but also in the rest gas remnant in the vacuum chamber constitute a major
obstacle. In the worst case scenario these do not only hinder the unambiguous determina-

tion of the observables, but even render the reaction under investigation “invincible”.
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In the scope of this work multiphoton absorption of lithium has been studied with photon
energies from 50 to 60 eV. For this high photon energies the most prominent process to oc-
cur is single ionization of both rest gas and target atoms. Here, the count-rate, in particular
for one-photon single ionization (PSI), can even modify the recorded momentum spectra,
due to the dead time of the MCP and overlapping signals on the delay-line. The latter, is
usually more critical. PSI in the target is inevitable and does not alter the measurement
of double ionization, since singly and doubly charged ions can easily be distinguished by
their TOF. However, the multitude of different atomic species and therefore TOFs in the
rest gas in combination with the pulse structure of FLASH, i.e. a micro-bunch distance
much shorter than the TOF, prevents a complete distinction of the atomic species by their
TOFs (see [Kurll]). Thus, the signal of DI might be superimposed with the one of other
ionic species, emerging from different micro-bunches.

Indeed, the Li** signal overlapped with the very diffuse proton signal emerging from
Coulomb explosion of Hy. Small changes in the extraction field could not change this.
Therefore, the solution to this problem would either be an increased micro-bunch distance
or likewise a substantially higher extraction field for the ions. While the former comes at
the expense of count rate®, the latter implies less resolution. Due to the limited beamtime
and the demand for highly resolved data neither of them was chosen.

Instead, the possibility to suppress background events by appropriate detector settings
was explored. Before, the resultant improvement in the signal-to-noise ratio (SNR) and
the number of background events is presented, the underlying mechanisms for secondary
electron emission from the MCP surface are reviewed, as the question whether a particle
is detected upon impact on the MCP, is given by the question whether it yields secondary

electrons.

Kinetic Emission: The detection efficiency of MCPs has been studied for decades, for
an overview the reader is revised to the theoretical work by Fraser [Fra02] and references
therein. In short, early studies showed that for high ion-impact energies around 3-5 keV
the efficiency saturates, almost regardless of the ionic species studied, while for low-impact
energies different ionic species exhibited distinct threshold behavior [PK61|. It remained
unclear whether the crucial property for kinetic emission of secondary electrons is given
by the impact velocity or energy. Only recently Krems et al. succeeded in providing
an “universal” scaling law for the absolute detection probability [Kre05| of positive ions®.
The main result of this study is illustrated in Fig. 5.12. It is found that the detection

probability for all ionic species is compressed to a single curve if the efficiency is plotted over

8The bunch train is limited to a total duration of approximately 400 us
“Note, that [BLZ67] arrived at a similar result a few decades earlier for channel electron multipliers.
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Figure 5.12: Absolute detection efficiency of an MCP (from [Kre05]). The efficiency is
plotted as a function of impact energy over the square root of the particles mass. The
efficiencies of various ionic species are described by a single curve (solid line). The arrows

on the top axis indicate the efficiency for a number of masses at a bias voltage of -2 kV at
the front face of the MCP.

Eron/v/Mion. These results imply that for a defined potential drop and biasing voltage
at the front side of a MCP, therefore in practically all measurements, the probability for
detecting different ionic species can show considerable variations. The above dependence
of the detection probability on the impact energy is due to kinetic emission (KE). Yet,
there is another process responsible for the liberation of secondary electrons, which does

not depend on the kinetic but rather on the internal energy of an impinging ion.

Potential Emission: Figure 5.13 illustrates the reactions taking place when a multiply
charged ion (MCI) approaches the surface of solid metal. Once the MCI is close enough,
i.e. its wavefunctions overlap with the one from the solid, a multitude of processes can lead
to potential electron emission (PE). Only a selected number of them, will be discussed.
A complete picture can be gained in [AW]. In resonant neutralization (RN) one or more
surface electrons are transferred from the valence band of the surface into unoccupied states
of the approaching ion!'?. In a subsequent step the atom can autoionize''. If the excitation

energy of the atom is still larger than the work function ¢ of the solid (for lead silicate glass

10 A necessary condition for this process is the overlap of the wavefunction of the ionic state and the surface
electron. Therefore, inner-shell RN only takes place at the late stages of the impact.
1Tn fact this constitutes an Auger decay.
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Figure 5.13: Scheme of potential electron emission for a multiply charged ion upon impact
on a metal surface. Taken from [AW]. For details see text.

¢ amounts to ~ 8 eV) , it might also undergo a so-called Auger de-excitation. In Auger
de-excitation an electron in the atom is demoted, while an electron from the surface is
emitted. Finally, in Auger capture one surface electron is captured by the ion and liberates
a second surface electron. For this reaction to happen the ions’ internal energy has to
exceed twice the work function of the surface.
FEither way the impact of an ion or excited atom on a surface creates free electrons in
the continuum. Considering the surface of MCPs, these free electrons trigger electron
avalanches, leading to the detection of the ion independent of its kinetic energy. It is found
that an indispensable condition for detecting a charged particle via potential emission is
given by

Eon > 2¢ (5.19)

int

where Fiyt is the internal, e.g. ground state neutralization energy of the ion. In the case of
Li, this implies that LiT has to be in an excited state and Li*T is always detected via PE.
The principle of potential emission of secondary electrons can even result in the detection
of slow neutral atoms in excited metastable states |[KM96|. However, to the authors knowl-
edge, there is no analytical expression or rule of thumb to estimate the probability for the
creation of secondary electrons upon impact of an ion or atom in a specific state. The only
existing quantitative relation is an empirical formula. Given that v, denotes the electron
yield, it reads |Bar79|

Yp = 0.032 (0.78Eiyt — 2¢) (5.20)

for values of Fi, and ¢ in eV. Strictly, this relation only holds for noble gas ions hitting

a polycrystalline metal surface. From the discussion above the following rules for PE are
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deduced:
(i) In contrast to kinetic emission PE depends on the ground-state neutralization energy.
(ii) If Fin < 2¢ potential emission does not occur.

(iii) The potential emission rate -y, is independent from the kinetic energy. Thus, it will

dominate over kinetic emission for small ion velocities, i.e. low bias voltage.

As a direct consequence of (iii) PE can be utilized to suppress background events, if the
ionic species of interest is either metastable, in an excited ionic state or multiply charged
and Eq. (5.19) holds. Therefore, the scheme of a reduced bias voltage to increase the SNR
for the detection of Li?* is possible. This will be shown in the following.

5.1.5 Signal-to-Noise Ratio

For the reasons elucidated above, the bias voltage Uy, of the MCP has been reduced
significantly for the measurements presented in this work. While, standard settings of the
detector would imply Upias = —2700 V, the actual experimental runs have been conducted
at Upjas = —100 V. The resultant TOF distributions for the singly and doubly charged
Li-ions are illustrated in Fig. 5.14. Here, the TOF is plotted for two values of the bias
voltage, both of which are far below the standard settings. The respective distribution for
standard settings is not shown, as no trace of DI is visible there.

Inspection of the respective TOF-spectra in Fig. 5.14 reveals an improvement in the SNR
for double ionization by a factor of 10 in reducing Upias from -200 to -100 V. This is
understood, by taking into account the detection efficiencies listed in Table 5.2 for several
bias voltages. In particular, the ones for Li** and H*. As mentioned before, the cardinal
difficulty for the determination of the Li?T momentum, was given by the superimposed,
diffuse H* distribution. For Upj,s = —200 V, kinetic emission is still effective for the
relatively light protons. In contrast for all other species listed in Table 5.2, except Li**
this is not the case. The situation changes for a potential of -100 V at the MCP front
surface. Here, only every tenth proton hitting the detector triggers an electron avalanche.

While this is even worse for the case of doubly charged lithium, the high internal energy
ELT

int

> 81 eV > 2¢ enables the detection through potential emission described above,
and hence the SNR increases. In case of HT, the neutralization energy (13.6 €V) is too
small to trigger PE.

Apparently, single ionization of Li is still the dominant contribution to the TOF spectrum
shown in Fig. 5.14 even for the smallest bias voltage. This is due to the creation of core

excited and metastable Li* ions (cp. Secs. 6.1 and 7.2), which exhibit lifetimes longer than
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Figure 5.14: Raw TOF spectrum of Lit and Li?T after absorption of two photons for
different bias voltages on the front side of the MCP. The data-sets are peak normalized to
the single-ionization yield of Li* to make them comparable. Evidently, the SNR increases

for decreasing bias voltage at the MCP.

the TOF. As the cross sections for these reactions are larger than for DI and the Lit*

ground-state neutralization energy amounts at least to 58 €V this is expected. The change

in the detected Lit final states is also evidenced by the change in the shape of the Li*

TOF distribution. Appendix D gives an overview on the detected final states of singly

charged lithium for the detector settings used.

Ionic species Pgei(—2.7 keV)

Pdet (—02 keV)

Pdet (—01 keV)

HT 58 % 27 % 11 %
Lit 55 % 6.2 % 0.7 %
Li** 58 % 20 % 6.2 %
N+ 53 % 2.5 % 0.1 %
N2+ 58 % 12.6 % 2.5 %
H,Ot 50 % 1.6 % <1073
N7 46 % 0.7 % <1073
Art 43 % 0.3 % off scale

Table 5.2: Detection efficiencies of selected ionic species for the detector settings used in
Chaps. 6 and 7 and also displayed in Fig. 6.7. The values are extracted from [Kre05].
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5.2 Magneto-Optical Trap
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Figure 5.15: Schematic view of the complete setup incorporating the most important
components of the magneto-optical trap and the Reaction Microscope.

For the reasons given in the introduction to this chapter a magneto-optical trap is em-
ployed to study DI of lithium. On the one hand this provides a uniquely cold and well
defined target for momentum spectroscopy. Target temperatures on the order of 500 puK
are routinely achieved and the lasers employed for the realization of the MOT can also
be used to prepare the target in an excited or even aligned state [Zhu09]. As a result the
ion momentum resolution obtained in experiments solely depends on the properties of the
spectrometer (cp. Sec. 5.1.1). On the other hand, the operation of a MOT is inherently
incompatible with the operation of a REMI. While the former requires a gradient magnetic
field, the latter demands for a constant field. This poses great experimental difficulties, in
particular, if coincident ion-electron detection is desired. Although, the proof-of-principle
coincident measurement is still to be performed for this apparatus, it will be shown (in
particular in sec. 5.3) that without major changes coincident detection of ions and elec-
trons will be realized soon.

In Chap. 3 the basic principles of laser cooling and trapping of neutral atoms have been
introduced and a very detailed overview is found in [Ste07]. Here, the focus is on the tech-
nical realization of a MOT, with the requirement of simultaneous REMI operation. Figure
5.15 shows the components of the MOT together with the REMI parts. The components
discussed below are the loading system (not shown), the Anti-Helmholtz coils (yellow rings
on top and bottom) and the laser system (indicated by the red arrows). The description

will be emphasized on newly implemented parts.
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5.2.1 Laser Setup

In the history of the presented experimental setup, several laser system have been used
to cool and trap lithium. An overview over these “early” setups can be found in [Ste07].
However, it was not until the advent of external cavity diode-laser systems and tapered
amplifiers for the lithium wavelength that the quest for a suitable laser source ended. Since
then, also in the course of this work, distinct optical arrangements have been employed to
meet the respective demands of the experiments at hand [Zhul0; Ste07]. Here, the actual
layout of the laser system will be presented, as it embodies a reasonable trade-off between

laser power and control.
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Figure 5.16: Level scheme of the “Li D2-line. Displayed are the hyperfine splitting of the
ground and excited state due to the interaction of the nuclear magnetic moment with the
electronic one. The “smeared” out transitions to the excited states indicate an inevitable
off-resonant population of the states caused by the small hyperfine splitting of the |2 2Py /2)
state.

Figure 5.16, illustrates the level-structure of the "Li D2-line and the respective hyper-
fine splittings of the |2 25 5)-ground and the |2 ?P; /o) excited-state. It shows that the
hyperfine splitting (HFS) of the excited state is not resolved by the laser. The small split-
ting of only 18.33 MHz, or likewise 3I', where I' denotes the natural linewidth, renders
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the exclusive population of the |2 2Py 2. F = 3)-state impossible. Thus, driving solely the
“closed” |2 QSl/Q,F =2)—2 2P3/2,F = 3) cooling transition, results in the accumulation
of all atoms in the |F' = 1) ground state in a period of only a few hundred scattering cy-
cles. Introducing a second laser, dubbed repumper, on or slightly below resonance with
the |2 281/2, F=1)—|2 2P3/2, F = 2)-transition solves this issue. The extraordinary small
HF'S of the lithium 2P-state marks an exception considering other alkalies. All of which
have larger HFS than lithium. Ience, a single and weak laser beam with the repumping
frequency is usually sufficient to keep the atoms in the cooling transition. In contrast in
lithium almost equal intensities in the cooler and repumper are required, as it constitutes
an effective A\-type 3-level system. Note, that the small HF'S is responsible for the inacces-
sibility of lithium to Sisyphus cooling techniques.

The scheme for preparing the two laser beams required is the following. First, shown in
Fig. 5.17, the master laser (Toptica DL100) has to be stabilized to a well defined frequency.
Therefore a small portion (= 1 mW) of the total output power is diverted into a setup
for Doppler-free absorption spectroscopy in a ’Li vapor cell. The cross-over frequency'? is
chosen for stabilization, as it not only provides the strongest signal but also leaves only a
gap of =~ 400 Mhz to the transition frequencies. The majority of the output power of the
master laser is subsequently used to seed a tapered amplifier (Toptica TA 500) after which
a total laser power of around 400-500 mW is available, depending on the current settings
and material degradation.

The whole setup is build on a 1.5 x 0.9m movable laser table, specially constructed to
allow for the transportation to beam times with relative ease. The cooling and repumping
frequency are prepared, by two separate 200 MHz accusto-optical modulators (AOM) in
double-pass configuration. Apart from shifting the frequency to the appropriate transi-
tions a small red-detuning is introduced. The double-pass configuration provides several
advantages here. State-of-the-art 400 MHz AOMSs only yield around 50-60 % efficiency
and critically depend on the beam shape. In contrast the efficiency of the employed AOMs
is at about 75 % for a single pass and was boosted to over 80 % by replacing the factory
delivered voltage controlled oscillators (VCO), amplifiers (AMP) and attenuators (ATT)
through a custom-built system of mini-circuits components. In this manner approximately
64 % of the input power is preserved at the output of the double pass. The double-pass
configuration yields the advantage that it allows for large frequency shifts, with virtually
no displacement in the outgoing beam.

Subsequently the two frequencies get overlapped and approximately three quarters of the

12The cross-over frequency is right in the middle between the cooling and repumping transitions. The
spectroscopy signal exhibits a dip for that frequency, since the laser light gets absorbed by atoms in
both possible hyperfine ground-states.
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Figure 5.17: Optical arrangement to prepare the laser beams required for MOT operation,
imaging and target preparation. For details see text.

available power is coupled into fibers for transport to the vacuum chamber. The remaining
part passes another 200 MHz AOM preparing the slowing frequency (see also Sec. 5.2.3),
which is 210 MHz red-detuned of the resonance frequencies. Finally, a last AOM, also with
200 MHz central frequency is employed to provide either an imaging or likewise a beam
for optical pumping. There are two schemes how the imaging, i.e. near resonant, beam is
produced. One is to just shift the light frequency back to resonance by imprinting a blue
shift to the beam. This requires the use of the mechanical shutters (rise time ~ 1 — 2 ms)
if the MOT lasers are to be off during imaging/pumping. Another possibility (not shown
in the figure) is to red detune the cooler and repumper AOM so far that the light in the
MOT beams hardly interacts with the lithium atoms any more. This requires a detuning
of § ~ 14" (determined in experiment) of the cooler and repumper AOM. Therefore, a
frequency blue-shift in the imaging AOM of nearly 270 MHz has to be achieved. Despite,
being far off the specifications of the AOM, still a efficiency of 60 % could be reached,
providing sufficient laser power for both imaging and target preparation. In addition, the
switching is on the order of several 10 ns.

The efficiency of the fiber coupling is around 50 % for all fibers employed. On the REMI
side the beams constitute a 3-Beam MOT, and are retroreflected into themselves. Pro-
vided no major disturbances occur, the laser setup proofed to be stable, as it was running

continuously, i.e. without re-locking of the laser, up to days.

85



5 A Reaction Microscope with an Ultra-Cold Target

5.2.2 MOT-Coils

The quadrupole magnetic field generated by the MOT coils is essential to provide an ultra-
cold target in the center of the spectrometer. However, in an experiment aiming at high
resolution momentum spectroscopy there are considerable restraints to the design of the
Anti-Helmholtz coils. The strong fields not required for MOT operation but naturally
occurring for larger distances from the trap center, have a big impact on the momentum
distributions. Even more so if particles as light as electrons are to be studied. For this
reason the MOT coils are usually operated in a switched mode, i.e. they are switched off
during data acquisition (DAQ), in all MOTRIMS (magneto-optical trap recoil ion momen-
tum spectroscopy) experiments [Fle01; Ngu04; WHO00; Bre03|. Data containing information
on electron momenta or time-of-flights could, however, not be obtained. Induced eddy cur-
rents, in the chamber walls and other parts of the vacuum chambers rendered the retrieval
of these impossible. It was not before 2008 that [HMO08] claimed a solution to the problem,
the AC magneto-optical trap. Finally, in 2012 the first successful ion-electron coincidence
measurement was reported [Fis12], although not in an AC-MOT but in a MOTREMI.

In [Sch08] it was shown, that the problem of eddy currents also persists in the presented
setup. Naturally, for the switching behavior, i.e. for the magnitude and decay time of eddy
currents, the actual parameters of the MOT coils play a crucial role. As will be shown in
the following it was necessary to build new coils in order to allow for coincident ion-electron
detection in the future. In [Ste07] the criteria for building fast-switching MOT coils with
the restrictive condition of electron spectroscopy are formulated. Including the findings of

[Sch08], the coil assembly needs to satisfy the subsequent demands:

(i) Field gradients should be as high as possible. A high field gradient enables strong
compression of the atomic cloud. Moreover, loading of the trap is enhanced, due to

the increased capture velocity of the MOT.

(ii) The coils have to be switched on the shortest time scales feasible. Considering the

dependence of the time constant for switching of magnetic fields:
Ton/off = L/R ) (521)

where L denotes the inductivity and R the ohmic resistance of the circuit, this implies

low conductivity. Thus small coils are advantageous.

(iii) The magnetic field has to be contained to a preferably small volume to minimize

the effects arising from eddy currents. Like (ii) this favors small coils. In fact it
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5.2 Magneto-Optical Trap

demands for an intra-vacuum setup of the coils. Otherwise the magnetic flux has to

pass through the chamber walls.

(iv) Power dissipation has to be taken into account, as the coils are mounted inside the

vacuum chamber.

(v) The rim and mounting of the coils has to be both stable and insensitive to eddy

currents.

The initial MOT coils fulfilled most of these demands. They were mounted inside the
vacuum chamber with an inner distance of 10.4 ¢cm given by the extension of the spectrom-
eter in direction of the coil axes. Power dissipation was taken care of by manufacturing
them from a hollow copper tube, thus allowing for water cooling. The rim and mountings
were cut at least once to prevent closed-loop conductors in the vicinity of the magnetic
field and the magnetic field was switched by an insulated-gate bipolar transistor (IGBT)
on a time scale of 400 us.

Despite these efforts, a measurement of electron momentum spectra with coinstantaneous
simulation of switched MOT operation (see [Sch1l] for the experimental details) yielded
a minimum field-off time!® of nearly 3 ms before electron spectra become accessible. This
rendered coincident detection of electrons and ions impossible (see Sec. 5.2.2). For this
reason, new MOT coils have been build and implemented into the setup with the goal to
further confine the magnetic field and, if technically feasible, to reduce the energy stored

in it. Additionally, the rim of the coil should be less susceptible for eddy currents.

Design and Simulation

Spatial confinement of the magnetic field is most easily obtained by reducing the size of
coils. Since the minimal distance of the coils is restricted by the size of the spectrometer
to be at least 10.4 cm, that implies coils far off the (Anti-)Helmholtz condition of r = D,
where r denotes the radius of the coils, and D their mutual distance. It can be shown, that
for this configuration, the power dissipation is minimal at a given gradient in the center of
the coils [Ste07].

In order to achieve spatial confinement of the field while maintaining a geometry as close
as possible to the Helmholtz condition the new coils are designed as a two coil setup
(see Fig. 5.18(a)). The inner MOT-coil pair generates the MOT gradient field, and an
outer slightly larger pair, dubbed compensation coils from here on, with opposing current
dampens the field of the MOT coils for large distances from the trap center. Moreover and

despite the fixed inner distance of the coils, the mean distance of the coils was reduced, by

13The field-off time denotes the time the MOT-coils are off before the DAQ starts.
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Figure 5.18: Steady-state properties of the new coil assembly in comparison with the
old one. In (a) a schematic of the new coil geometry is displayed. Panel (b)-(d) show
various properties of the old setup (blue), the MOT-coil pair alone (red) and MOT and
compensation coils with opposing (green) and parallel (brown) currents. In (e) and (f) the
absolute value of the magnetic field of the old setup and the spatial confinement (opposing
currents) configuration are shown. The solid line marks a field of 5 G and the dashed ring
indicates the chamber walls.
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5.2 Magneto-Optical Trap

employing a thinner copper tube (Sf-cu 4/0.5), less insulating material (2 layers 0.025 mm
Kapton tape) and tighter wrapping of the coils (see Table 5.3).
According to the law of Biot-Savart, the magnetic flux of co-axial coils at any point in

space is given by |Gre02]

B(7) = %‘; <11 y{dsq ® ﬁ + Jgj{dsa ® ;__;22’3) , (5.22)
where I 2 denotes the currents in either coil, r1 o the respective coordinates of the coils and
the integral runs over the closed-loop conductors. The new coil assembly was simulated
employing a Mathematica script originally written by M. Gehm [Geh03|, which was ex-
tended and adjusted to the task at hand. The results are illustrated in Fig. 5.18, together
with the respective values for the former coil setup. Briefly, Eq. (5.22) is solved by the
use of elliptic integrals in cylindrical coordinates in order to gain an expression for the
transversal and axial field component. For plotting the absolute values of the magnetic
flux the derived values are added according to vector analysis. To minimize the error of
the calculation the coils have been described by single wire loops.

Figure 5.18 illustrates the resultant magnetic fields and the coil setup. The MOT and
compensation coils are connected individually allowing for various possibilities of magnetic
field configuration. In spatial-confinement configuration the two coils are operated with
opposing currents (green line). If a higher field gradient is desired only the MOT coils can
be used (red line) or even both coil pairs, now with parallel currents (brown line). All
except the spatial-confinement configuration yield higher field gradients, both axial and
radial, compared to the prior setup (blue line), as illustrated in Fig. 5.18(b). Figure 5.18(c)
and (d) show the axial and radial magnetic fields of all coil setups, for the same field gradi-
ents in the trap center. Evidently, the field for the spatial-confinement configuration drops
off for smaller distances from the trap center. A more detailed view of this is given in (e)
and (), where the absolute value of the magnetic field inside and outside of the vacuum
chamber is displayed.

To summarize the results illustrated in Fig. 5.18, the new coil assembly offers a magnetic
field reduced by a factor of 10 to 20 at the chamber walls compared to the old ones, when
using the spatial-confinement configuration. This comes at the expense of an increased
power consumption on the order of 20 %. Still, no heating up of the coils in steady state
operation has been observed. Moreover, if electron momentum spectroscopy is not feasi-
ble'*, they allow for higher field gradients by employing the compensation coils to enhance

the MOT field. Thus, facilitating shorter loading times or likewise higher target densities

l4\Measurements of electron momentum distributions are for example hindered by high count rates, as it
is the case for the data presented in the next chapters.
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of the MOT.

Mechanical Assembly: In principle the mounting of the new MOT-coil setup follows the
same ideas as the old one (see [Ste07]|). There are, however, subtle but decisive differences.
As mentioned before, the rims are not closed in order to not build closed loop conductors
susceptible for eddy currents. For the same reason, at most one of the rim holders elec-
trically connects the chamber walls to the coil rim, while the others are insulated. In the
new assembly, the direct connection to the chamber was completely relinquished. Instead,
the rim itself is connected via a feedthrough to an external power supply allowing for an
independent choice of its potential!®>. The afore mentioned use of copper tubes with smaller
diameter (4 mm instead of 5 mm), brought about a reduction of the mean distance of the
coils and also helped in reducing their mean diameter. Evidently this results in a larger
distance to the chamber walls and yields the additional advantage of a smaller rim. The
rims of the new setup are substantially smaller than the previous one, despite the fact
that it is the base for both the MOT coils and the compensation coils. The most striking
contrast are the side walls of the rims. While these were solid before, they have now been
reduced to single flaps which are removable if desired. From this two main advantages
arise. First, it allows for a better gas removal from the coils, i.e. a very evident reduction
of virtual leaks, and second it considerably reduces the amount of surface traversed by the
magnetic flux. In Table 5.3 important design parameters of the old and new MOT-coil

setup are summarized.

Coil assembly Old MOT coils New MOT coils

Type intra-vacuum intra-vacuum
Material 5/1 Sf-cu hollow copper tube 4/0.5 Sf-cu hollow copper tube
Insulation 125 pm Kapton tape 25 pm Kapton tape
Mean radius r,, 7.8 cm 6 cm

Mean Distance d,, 13 cm 12.3 cm

Mean radius r, - 8.1 cm

Mean Distance d. — 15.8 cm

Table 5.3: Comparison of the old with the new MOT-coil assembly.

Switching behavior So far only the static properties of the coils have been discussed.

However, the crucial quality of MOT coils in a momentum spectrometer is the switching

15This is particularly advantageous if the center of the spectrometer is held at a high potential, since it
allows to adapt the rims potential. In this manner there are no stray electric fields from the rims into
the spectrometer.
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5.2 Magneto-Optical Trap

behavior. For that reason not only new MOT coils have been build but also the switching
devices have been improved. As mentioned before, the MOT coils are switched on and
off by an IGBT switch (for details of the circuit see [Ste07]). This switch now features a
switch-off time of 80 us, instead of 400 us before, which was achieved by applying a more
elaborate cooling scheme, named "shower-power" to the IGBT itself. The coils are thus
definitely not producing any magnetic field already 80 us after applying the trigger signal
for switching off. Nevertheless, the time scale for switching is not solely defined the current
in the MOT-coils but also by the decay of eddy currents, induced by switching off the coils.
Therefore the decay of the magnetic fields was measured inside the vacuum chamber and
hence on realistic conditions by using a pick-up coil for detecting changes in the magnetic
field. The results are presented in Fig. 5.19, where not only the switching properties of the

new setup (blue) is presented but also the the one of the old coil assembly (red).
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Figure 5.19: Decay of the magnetic field for the previous MOT-coil assembly (red) and
the new MOT-coils in spatial-confinement configuration (blue) as measured with a pick-up
coil. The green line shows the switching off of the coils. The data for the decay was shifted
by 0.5 ms, such that it does not overlap with the current switching curve (green).

The properties of the home-build pick-up were tested with a single air-coil. Figure 5.19
demonstrates that switching, i.e. the decay of the magnetic field generated by eddy currents,
proceeds at least a factor of three faster for the new coil setup compared to the old one.
The inset on the right hand side of the figure shows a magnification of the blue curve
for small induced currents in the pick-up coil. It is found that the improved coil setup

1

guarantees field free conditions'® in below 1 ms. Moreover the new coils were tested

'6This means free of the field or any induced fields generated by the switching of the MOT coils.
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inside the vacuum chamber, i.e. in the fully operational experiment, whereas for the prior
MOT-coils a test-setup was build, comprising solely the flanges with the coils in the right
distance and no vacuum chamber. Therefore, it is found that the major factor for the
decay of the magnetic field after switching is not only the flux through the chamber walls,
but also the mounting of the coils themselves. It is worth mentioning that this is no effect
of the improved switching!”. Consequently, coincident ion-electron detection is feasible in
future measurements. Taking into account that the data presented in Chaps. 6 and 7 have
been acquired 2 ms after switching off the magnetic field, it is clearly seen that with the

new coils coincident ion-electron detection would have been possible.

5.2.3 Zeeman slower

In order to load a MO, it is essential to provide a source of relatively cool atoms. Typical
capture velocities for MOTs are below 100 m /s [LSW92; Mun01], depending on the atomic
species, the wavelength of the cooling laser, the lager intensity and the field gradient in the
trap center. Commonly applied sources range from simple filaments via Zeeman slowers
and 2D magneto-optical traps to very brilliant beam sources combining the last two tech-
niques. All techniques share the concept that a certain fraction of atoms, emerging from
evaporation and therefore Maxwell-Boltzmann distributed, up to a maximum velocity are
cooled below the capture velocity of the MOT. In case of filaments and two-dimensional
MOTs this maximum velocity is given by the capture velocity of the 3D and 2D MOT
respectively. In contrast, the last two techniques, both employing Zeeman slowers, allow
for a high degree of freedom in the choice of the maximum velocity which is cooled. In
this section the motivation for the design and construction of a new Zeeman slower will
be given. Furthermore, its most important features will be discussed. Details on the old
setup and the principle of Zeeman slowing are found in [Ste07; Spi05].

The concept of Zeeman slowers was introduced in Sec. 3.3 and a number of possible field
configurations are shown in Fig. 3.5. There are different concepts on the technical realiza-
tion of such a field geometry. Either permanent magnets, continuous solenoids or arrays of
solenoids are commonly employed. The latter concept was chosen for both the former and
the new Zeeman slower, as it offers a large flexibility in the magnetic fields applied and
allows for convenient chilling of the coils compared to a continuous solenoid. Figure 5.20
shows technical drawings of the new Zeeman-slower beamline. The setup has a total length
of approximately 70 ¢m, 30 cm shorter than the old one, and consists of an oven part on
the left hand side and the Zeeman slower on the right hand side. A mechanical shutter

is implemented in order to allow for switching off the atomic beam in release-recapture

"Both coils were tested with the improved IGBT switch.
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Figure 5.20: CAD drawing of the newly designed Zeeman-slower beamline. For details
see text.

cycles (cp. Sec. 5.3). Differential pumping is achieved by the vacuum tube of the Zeeman
slower which is conically shaped on the inside and ends in a tube of 9 cm length with
a diameter of 0.7 cm. Therefore the excellent vacuum conditions in the main chamber
10710-10~' mbar are not influenced by the Zeeman slower. The rim of the coils allows for
internal water cooling through a double-helix structure in its inside. Water enters the rim,
flows through one of the strands and flows back through the other, providing efficient and
equally distributed cooling.

An extensive discussion on the original Zeeman slower designed for the presented setup
is found in [Spi05]|. Due to ambiguous labeling of radius and diameter in the simulations
during the course of that work, the final design exhibited “bumps” in the magnetic field
configuration (see Fig. 5.21 (a) and (b)). This still enabled the cooling of atoms below the
capture velocity of the MOT for high intensities of the slowing laser as shown in Fig. 5.21(a),
due to power broadening (see Sec. 3.3) of the transition. However, the implementation of
optical fibers to transport the laser beams from the optical table to the experimental cham-

ber brought about a drop in laser intensity and thus rendered Zeeman slowing ineffective
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(Fig. 5.21(b)). In an interim solution, simulations have been conducted, accounting for the
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Figure 5.21: Simulated velocity profiles for the different Zeeman-slower setups. The
blue line indicates the resonance velocity, i.e. the velocity for which the Doppler shift is
compensated by the laser detuning and the Zeeman shift (cp. Sec. 3.3) and the red lines
display the velocity profile for atoms entering the slower with different velocities. In (a)
and (b) profiles for the previous slower setup for saturation parameters of 20 and 5 are
illustrated. In contrast (c) shows the same for the newly-built Zeeman slower.

reduced saturation intensity for the (225’1/2; F=2mp=2)— (22P3/2; F'=3;mp = +3)
transition. The results are not shown here. The main difference to Fig. 5.21(a) is a reduced
maximum capture velocity'®. This was accounted for by an increased oven temperature,
as the exponential increase in the vapor pressure with temperature over compensates for
the higher mean velocity of the atoms.

With regard to the reduced laser intensity (from sy = 20 to sg = 4) the safety parameter
7 introduced in Eq. (3.19), was conservatively chosen to be 0.5 for both the simulations
with the new and old Zeeman slower. The magnetic field produced by the individual coils
was subsequently fitted to the ideal field, by variation of the individual coil currents, in a

least-square fit, minimizing the value of

n

I 2
( / . dz(Bideal (z) — Z(IkBk(z)))> (5.23)

k=1

for 80 points along the Zeeman-slower extension. Hence, closely resembling the desired field
calculated with Eq. (3.22). The result was used to calculate the corresponding Zeeman shift
and the resonance velocity, i.e. the velocity for which the combined Zeeman and Doppler-
shift compensate the red-detuning of the laser beam, of atoms in the states investigated

in dependence of the actual position inside the Zeeman slower (blue lines in Fig. 5.21). In

'8Here, capture velocity denotes the maximum velocity parallel to the Zeeman-slower axis.
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a second script, this time utilizing MATLAB, the trajectories of the atoms entering the
Zeeman slower with given velocities are simulated (red lines). The script was originally

designed by [Geh03]. It solves the equation of motion along the atomic beam path
mz = F(B(z),2) , (5.24)

with the FEuler-forward method. Here, F' denotes the scattering force with the effective
detuning derived in Eq. (3.15) and hence depending on the instantaneous magnetic field
B(z) and the velocity of the atom Z. Given that the time interval chosen for integration
of Eq. (5.24) is chosen sufficiently small, the results obtained by using the Euler-forward
method are accurate. For the simulations presented here it amounts to At = 500 ns. To get
an estimate of the capture velocity of the magneto-optical trap also the MOT laser beams
have been incorporated in the simulation. In Fig. 5.21(c) the result for the newly-built
Zeeman slower is illustrated. Evidently, the new design matches the performance of the
old-slower with a four times higher saturation intensity and does not exhibit the bumps
in the magnetic field as the smooth progression of the resonance velocity shows. Together
with the new MOT-coil assembly loading times of less than 2 s for oven temperatures of

650 K have been achieved with the new Zeeman-slower beamline.

5.3 MOTREMI

