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Abstract

Besides chlorine, bromine is the second most important halogen when it comes to the destruction of ozone in the stratosphere. Although 150 times more chlorine than bromine is transported into the stratosphere, the higher ozone-depleting efficiency of bromine (by a factor of 45) makes it very important for catalytic cycles. In this study, balloon-borne DOAS (Differential Optical Absorption Spectroscopy) measurements of direct sunlight and limb measurements of scattered skylight, recorded at high latitudes in fall 2009, were used to analyse the bromine chemistry of the stratosphere. These measurements were compared with data from the 1D photochemical model Labmos, initialised with output from the 3D chemical transport model SLIMCAT. This comparison showed that the ratio of the photolysis rate $J_{\text{BrONO}_2}$ and the BrONO$_2$ formation rate coefficient $k_{\text{[BrO][NO}_2]}$ deviates from the JPL-2011 recommendations, leading to a larger BrO/BrONO$_2$ ratio. Using the revised $J_{\text{BrONO}_2}/k_{\text{[BrO][NO}_2]}$ ratio, the total stratospheric Br$_Y$ is likely to be 1.4 ppt lower than the previously estimated ($20.3 \pm 2.5$) ppt. Furthermore, photochemical corrections of the balloon-borne trace gas concentration profiles were applied in order to compare them with observations from the satellite instrument SCIAMACHY (SCanning Imaging Absorption spectroMeter for Atmospheric CHartographY) for validation of the satellite retrievals.

Zusammenfassung

Brom ist in Bezug auf Ozonabbau in der Stratosphäre nach Chlor das zweitwichtigste Halogen. Obwohl 150 mal mehr Chlor als Brom in die Stratosphäre eingebracht wird, ist Brom aufgrund seiner höheren Effizienz (Faktor 45) im katalytischen Ozonabbau von großer Bedeutung.

Zur Untersuchung der stratosphärischen Ozonchemie wurden in dieser Studie bal- longestützte DOAS (Differenzielle Optische Absorptionspektroskopie) Messungen von direktem Sonnenlicht und gestreutem Himmelslicht aus hohen Breitengraden von Herbst 2009 verwendet. Diese Messungen wurden mit Daten aus dem photochemischen 1D-Modell Labmos verglichen, welches wiederum mit Daten aus dem chemischen 3D-Transport-Modell SLIMCAT initialisiert wurde. Dieser Vergleich zeigte eine Verschiebung im Verhältnis der Photolyserate $J_{\text{BrONO}_2}$ zu dem Ratenkoeffizienten $k_{\text{[BrO][NO}_2]}$ der BrONO$_2$ Produktionsreaktion gegenüber den JPL 2011 Empfehlungen, was auf ein höheres BrO/BrONO$_2$-Verhältnis hinweist. Das geänderte $J_{\text{BrONO}_2}/k_{\text{[BrO][NO}_2]}$-Verhältnis impliziert eine Verringerung der stratosphärischen Gesamt brommenge von ursprünglich (20.3 $\pm$ 2.5) ppt um 1.4 ppt. Darüber hinaus wurden die Konzentrationsprofile der Spurengase aus den Ballonmessun- gen photochemisch korrigiert und mit Beobachtungen des Satelliteninstruments SCIA- MACHY (SCanning Imaging Absorption spectroMeter for Atmospheric CHartographY) verglichen, um die Auswertung der Satellitendaten zu validieren.
1. Introduction

The stratospheric ozone layer has its maximum concentration at an altitude of around 25 km. It influences the atmosphere and life on Earth in many ways. Ozone (O$_3$) absorbs the ultraviolet (UV) radiation from the Sun and thereby effectively shields the Earth’s surface and protects life from high energy UV radiation, which can damage DNA sequences. The molecules can also absorb infra-red radiation coming from the surface. This creates the characteristic temperature gradient of the stratosphere. In contrast with the troposphere, where anthropogenic pollution can create ozone, stratospheric ozone can be diminished through anthropogenic emissions of O$_3$ depleting substances (ODS).

Nitrogen and halogen compounds act as catalysts in ozone destroying reactions. Although this had already been established in the 1970s (Crutzen (1970), Johnston (1971), Molina and Rowland (1974)), the depletion of almost the entire ozone in the 12 - 25 km altitude range over Antarctica came as a surprise to the scientific community (Farman et al. 1985). Soon the anthropogenic emission of halogen compounds, predominantly chlorofluorocarbons and halons, were identified as the cause of the ozone depletion in the polar regions during spring time (Bishop 1979). As a result of these findings, the Montreal Protocol was enacted in 1987. The protocol and a number of amendments and adjustments (London, 1990; Copenhagen, 1992; Vienna, 1995; Montreal, 1997; Beijing, 2000) led to the phase-out of many ODS, as already described by Dorf (2005).
Despite the reduction of emissions of ODS, the ozone hole still occurs over Antarctica during spring and ozone depletion in the Arctic stratosphere can reach levels classified as an ozone hole. This happened most recently in 2011, shown in Figure 1.1. The statistical transport time through the tropopause into the stratosphere (∼5 years) and the long lifetimes of ODS facilitate this long-lasting effect on the stratosphere. However, recent measurements (update of Dorf et al. (2006)) indicate a stagnation or slight decrease in the total Br\textsubscript{Y} concentrations in the stratosphere.

The winter- and springtime polar stratosphere was the target of extensive atmospheric research after the discovery of the ozone hole. However, little research has been done into the photochemistry of the summertime condition and the turnover of the polar stratosphere.

During daylight the most abundant stratospheric bromine species is BrO, which accounts for approximately 70% of total Br\textsubscript{Y} (Lary (1996), Lary et al. (1996)). In the summer polar stratosphere the second most abundant bromine species is BrONO\textsubscript{2}, the night-time reservoir of BrO. The ratio between BrO and BrONO\textsubscript{2} is determined by considering their transformation reactions: The photolysis of BrONO\textsubscript{2} and the three-body association reaction of BrO and NO\textsubscript{2}.

\[
\begin{align*}
\text{BrONO}_2 + h\nu & \rightarrow \text{BrO} + \text{NO}_2 \quad \text{depending on } J_{\text{BrONO}_2} \quad (1.1) \\
\text{BrO} + \text{NO}_2 + \text{M} & \rightarrow \text{BrONO}_2 + \text{M} \quad \text{depending on } k_{[\text{BrO][NO}_2]} \quad (1.2)
\end{align*}
\]

Both the photolysis rate \( J_{\text{BrONO}_2} \) and the rate coefficient \( k_{[\text{BrO][NO}_2]} \) of the formation process were determined by laboratory measurements (Sander et al. 2011). BrO is also the most practical inorganic bromine species to detect, which makes it possible to derive the total stratospheric bromine budget Br\textsubscript{Y} from BrO measurements. When taking stratospheric measurements, BrO is measured and the total stratospheric Br\textsubscript{Y} is estimated from the BrO/Br\textsubscript{Y} ratio (Harder et al. (1998), Harder et al. (2000), Dorf et al. (2006), Millán et al. (2012)). The total stratospheric Br\textsubscript{Y} is determined by

\[
[\text{Br}_\text{Y}] = [\text{BrO}] \cdot (1 + k_{[\text{BrO][NO}_2][\text{NO}_2][\text{M}] / J_{\text{BrONO}_2}} ... ) \quad (1.3)
\]

where "..." indicates contributions from minor bromine species in the stratosphere (e.g., HOBr, Br, BrCl, HBr). This approach is referred to as the inorganic method. A second method for the estimation of the total stratospheric Br\textsubscript{Y} are measurements of organic source gases of Br\textsubscript{Y} in the troposphere and estimates of their transport into
the stratosphere (Montzka et al. (2008), Hossaini et al. (2010), Aschmann et al. (2011)). However, the estimates of \( \text{Br}_Y \) derived from the measurements of organic source gases still fall short of the concentrations calculated using the balloon-borne stratospheric BrO measurements (update of Dorf et al. (2006) in WMO (2011)). So far, this was attributed to contributions of very short-lived brominated source gases (VSLS) or direct upward transport of inorganic bromine across the tropopause (Liang et al. (2010), Schofield et al. (2011), Hossaini et al. (2012), Brinckmann et al. (2012)).

To gather more information on the condition of the high-latitude summer stratosphere the StraPolÉtÉ Campaign\(^1\) was conducted between late July and mid-September 2009. With the cooperation of 13 research institutes, a total of seven scientific research balloons were launched by the Centre National d’Études Spatiales (CNES) from the Esrange Space Center near Kiruna, northern Sweden. Two optical spectrometers developed at the Institute of Environmental Physics at the University of Heidelberg were deployed on board the LPMA/DOAS (Limb Profile Monitor of the Atmosphere/Differential Optical Absorption Spectroscopy) balloon gondola (Camy-Peyret et al. 1995). The two holographic grating spectrometers use the DOAS technique introduced by Platt et al. (1979). One is designed for direct sunlight observations (Ferlemann et al. 2000), the other for limb measurements of scattered skylight (Weidner et al. 2005). Both instruments have a spectral range covering the UV and the visible (vis) range. This makes it possible to analyse the recorded spectra for absorption features of, among others, ozone (\( \text{O}_3 \)), nitrogen dioxide (\( \text{NO}_2 \)) and bromine monoxide (BrO). With 16 hours of flight time, this was the longest ever balloon flight of the LPMA/DOAS gondola. It made possible the recording of three different datasets regarding the retrieval of trace gas concentration profiles.

The data gathered with the two DOAS spectrometers during the StraPolÉtÉ Campaign is analysed in this thesis. The retrieved \( \text{O}_3 \), \( \text{NO}_2 \) and BrO slant column densities are inverted and concentration profiles are inferred for the three species. The measurements are used to test the transformation of BrO and the night-time reservoir gas BrONO\(_2\). The comparison between measured concentrations and concentrations calculated from photochemical modelling indicates that the \( J_{\text{BrONO}_2}/k_{\text{BrO][NO}_2]}) \) ratio deviates from the recommendation given by Sander et al. (2011). Such a discrepancy has an impact on the steady state ratio of BrO and BrONO\(_2\), and thereby on the total bromine load of the stratosphere determined by the inorganic method. Using the revised \( J_{\text{BrONO}_2}/k_{\text{BrO][NO}_2]}) \) ratio the previous estimate of the total stratospheric \( \text{Br}_Y \) of \( (20.3 \pm 2.5) \) ppt (update of Dorf et al. (2006) in WMO (2011)) is 1.4 ppt lower. This would bring the estimate of the total stratospheric \( \text{Br}_Y \) into closer agreement with the estimate based on the organic method. It must be noted that these calculations are only valid in a high NO\(_X\) environment, such as that found at high-latitudes during summer.

Widespread observations are necessary if reliable estimates about budgets and temporal trends are to be made. Since balloon observations allow only for point measurements,

---

\(^1\)The name is a combination of the three French terms describing the scientific background of the campaign: stratosphérique (stratospheric), polaire (polar), été (summer).
satellite instruments are used to analyse the concentration and distribution of atmospheric trace gases on a global scale. The trace gas profiles of O$_3$, NO$_2$ and BrO retrieved from the two DOAS instruments are also used to validate the Envisat SCIAMACHY $^2$ instrument (Bovensmann et al. 1999). Satellite instruments are becoming more important and are well suited to global coverage and trend analysis over long periods of time. However, profile retrieval from a satellite-borne, fast moving instrument is fairly complicated. In order to improve retrieval methods, the balloon-borne DOAS profiles are used to validate the returned SCIAMACHY profiles. The balloon-borne profiles are much more accurate, due to the higher information content of the recorded data. During balloon-borne observations, about 50 times more spectra are recorded and can be used to create a single concentration profile.

This thesis is divided into four parts. The first part of this thesis gives an overview of the scientific background regarding the Earths atmosphere with respect to transport and dynamics (Chapter 2). In Chapter 3 a short outline of stratospheric photochemistry is given. There is a focus on oxygen, nitrogen and bromine chemistry, including the most important reactions. The theoretical basics of radiative transfer in the atmosphere are explained in Chapter 4. The second part describes the methods and tools, that are used in the course of this thesis. This includes how the theory of radiative transfer is calculated in mathematical models (Chapter 5), the spectral analysis using the DOAS technique (Chapter 6) and a description of the trace gas profile inversion methods (Chapter 7). The photochemical models, which are used within the framework of the thesis are described in Chapter 8, before an overview of the instruments used in the course of this thesis is given in Chapter 9. The third part of this thesis, called ”Measurements”, describes in three chapters the StraPolÉtÉ campaign (Chapter 10), followed by the results of the two spectrographs in Chapters 11 and 12. The implications of the measurements are presented in the fourth part of this thesis: Chapters 13 and 14, before conclusions and an outlook are given in Chapter 15.

$^2$SCIAMACHY = SCanning Imaging Absorption spectrometer for Atmospheric CHartographY
Part I.

Background
2. The Atmosphere

Although it only represents $1/10^6$ of the Earth’s mass, the atmosphere of our planet plays an important role. It interacts in many ways with the surface and simultaneously shields it from solar and galactic cosmic radiation. The Earth’s atmosphere is composed of many different gases, and only the gravitational field keeps them from dissipating into outer space. The layers into which the atmosphere can be divided depends on the parameter chosen, with the most common being temperature. In this chapter a short description of the relevant structural and dynamic features of the atmosphere is given.

Figure 2.1.: This photograph taken on board the ISS can give an idea how thin the Earth’s atmosphere is. Adopted from NASA (2012a).

2.1. The Troposphere

The different layers of the atmosphere are called -spheres, while the boundaries between them are called -pauses (see Figure 2.2). The first layer above the surface is the troposphere.

All weather effects take place in this turbulent, well-mixed layer. Warm air from the surface ascends and starts cooling down, mostly due to adiabatic expansion. This convection is further driven through the release of latent heat from the condensation of water vapour. These effects cause a continuing vertical mixing in this layer. These processes are
2. The Atmosphere

Figure 2.2.: Layout of the Earth’s atmosphere. Shown in the middle is the atmosphere’s thermal gradient, used to divide the atmosphere in different layers. Adopted from Brasseur and Solomon (2005).

... also the reason for the temperature decrease from the surface to the upper boundary of the troposphere. The point where the temperature decrease ceases marks the tropopause, the boundary of the stratosphere. The troposphere extends up to approximately 8 to 10 kilometres high at the poles and up to 18 kilometres in the tropics. Despite being the thinnest layer, it contains approximately 80% of total atmospheric mass.

With surface topography posing the only barriers to horizontal transport, the northern and southern troposphere are well mixed within a few months. Mixing between the two hemispheres, on the other hand, can take more than a year (see Figure 2.3).

Figure 2.3.: Transport times for horizontal transport on the left and vertical transport on the right. In the right plot the planetary boundary layer (PBL) is marked. The PBL is the lowest part of the troposphere and its behaviour is directly influenced by its contact with the planetary surface. Above the PBL the free atmosphere begins. Here the wind is approximately geostrophic (parallel to the isobars), while within the PBL the wind is affected by surface drag and turns across the isobars. Adopted from Jacobson (2005).
2.1. The Troposphere

2.1.1. Atmospheric Dynamics

Evidently there is no real boundary between the troposphere and the stratosphere. The World Meteorological Organization (WMO) defines the tropopause as the lowest altitude where the temperature gradient decreases to \( \frac{2 \text{K}}{\text{km}} \) or less and the lapse rate between this level and any level within the next higher 2 km does not exceed \( \frac{2 \text{K}}{\text{km}} \) (WMO 2011). As the temperature gradient declines, the vertical transport also slows, reaching its minimum at the tropopause.

Another concept which is often used when describing the thermal layering of the atmosphere is the potential temperature \( \Theta \).

\[
\Theta = T \cdot \left( \frac{p_0}{p} \right)^{\frac{R_L}{c_p}}
\]  

(2.1)

Where \( T \) is the temperature, \( p \) the pressure, \( p_0 \) the reference pressure at ground level (standard condition 1013 mbar), \( R_L \) the gas constant and \( c_p \) the specific heat of air at constant pressure. Potential temperature is the temperature that an air parcel would attain if brought adiabatically to the reference pressure at the ground without heat exchange, such as release of latent heat or absorption of radiation (Roedel 2011).

Due to the very low temperatures around the tropopause (\( \sim 220 \text{ K} \)), almost all water vapour freezes out and condensation becomes negligible at higher levels. Therefore, above the tropopause in the absence of diabatic processes the potential temperature is a very important parameter. An air parcel will always move across a surface of constant potential temperature if no energy is added to the air mass via other effects such as wave breaking or radiative heating. These surfaces are called isentropes.

Regarding horizontal transport problems a concept similar to the potential temperature, is the potential vorticity \( Z \), which is defined as:

\[
Z = \frac{f + \vartheta}{\rho} \cdot \frac{d\Theta}{dz}
\]  

(2.2)

\( \vartheta = \vec{\nabla} \times \vec{v} \) is the relative vorticity where \( \vec{v} \) is the horizontal air flow, \( \rho \) is the density of air, \( z \) is the vertical coordinate and \( f = 2\Omega \sin(\phi) \) is the Coriolis parameter with latitude \( \phi \) and the absolute value of the angular velocity of the Earth \( \Omega \). Potential vorticity is derived from the combination of isentropic flow and stability (Bergmann 2001). Potential vorticity is measured in Potential Vorticity Units (PVU)

\[
[Z] = \frac{\text{Temperature} \cdot \text{Space}}{\text{Mass} \cdot \text{Time}} = 10^{-6} \text{K m}^2\text{kg}^{-1}\text{s} = 1 \text{PVU}
\]  

(2.3)

With these definitions in mind, the tropical tropopause is also defined as the 380 K isentrope or as the 2 PVU surface in the extratropical region (Gettelman et al. 2011).

The timescale of diabatic or dissipative processes is often longer than the timescale of the process being studied, such as air mass transport. In these cases potential vorticity is a good tracer for transport modelling. Potential vorticity is conserved for adiabatic
and frictionless flow and air masses move on surfaces of constant potential vorticity for these conditions. These surfaces are normally aligned with the latitude bands. Hence, meridional air mass transport is generally only possible through radiative heating, dissipative transport or turbulence. Compared with horizontal transport of air masses, vertical transport is a more complex process. The greater part of the troposphere-stratosphere exchange is controlled by the global circulation driven by the extratropical pump. The majority of air mass transport from the troposphere to the stratosphere occurs in the tropics (Holton et al. 1995, Fueglistaler et al. 2009, Birner and Bönisch 2011). From there the air starts moving polewards along the major circulation patterns and re-enters the troposphere predominantly in mid- and high-latitudes (Polvani et al. 2010), as shown in Figures 2.4 and 2.5.

As indicated in Figure 2.6, the 380 K isentrope is below the tropopause in the extratropical
2.2. The Stratosphere

In the lower stratosphere, the sensible temperature starts increasing with altitude. As a result convective transport is negligible, and the energy balance of the stratosphere is dominated by radiation processes. Incoming solar UV radiation is absorbed by $O_2$ and $O_3$. At the same time emission of thermal radiation by $O_3$, carbon dioxide $CO_2$ and other trace gases cools the stratosphere.

The difference between the solar heating of the ocean and the atmosphere leads to a build up of temperature and pressure gradients and induces planetary waves in the atmosphere (Shindell et al. 1997). These waves originate in the troposphere and propagate partly into the stratosphere where they deposit energy and momentum. In this way they contribute to stratospheric transport patterns in the surface zone. They can also transport warm air from the mid-latitudes to polar regions. In contrast to the southern hemisphere, the north pole is not only surrounded by oceans but by landmasses as well. These geographic differences between the two hemispheres mean that planetary waves are more common, of higher magnitude and propagate to higher latitudes in the northern hemisphere.

The overall dynamic of the annual mean stratospheric meridional circulation is well described by the Brewer-Dobson circulation (Brewer 1949, Dobson 1956). Based on obser-
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Observations of the global transport of water vapour and ozone Brewer and Dobson suggested a circulation rising in the tropics, and descending at extra-tropical latitudes. This classical picture of the Brewer-Dobson circulation has been refined considerably in recent years (Polvani et al. 2010, WMO 2011). Stratospheric transport and mixing reveals a number of distinct regions, depicted in Figure 2.6. The stratosphere can be separated into four regions: the summer hemisphere, the tropics, the wintertime mid-latitude ”surf zone”, and the winter polar vortex. Stratospheric transport is dominated by mean diabatic advection (upwelling in the tropics, downwelling in the surf zone and the vortex) and, especially, by rapid isentropic stirring within the surf zone. The most important aspects of stratospheric dynamics are illustrated in Figure 2.6 which represents a meridional cross section of the atmosphere. The stratosphere contains approximately 19% of the total atmospheric mass, so 99% of the total mass is below 50 km.

2.3. The Mesosphere

At the upper boundary of the stratosphere the stratopause marks the layer where the temperature starts decreasing again. Airplanes and research balloons do not reach high enough to perform in situ measurements at this altitude, while the minimum orbit for a spacecraft is above the mesosphere. Only sounding rockets are able to probe the mesosphere for direct measurements. As a result, much remains uncertain about the specifics of red sprites, blue jets (electrical discharges or lightning within the lower mesosphere), noctilucent clouds and density shears within this layer. The decreasing temperature reaches the coldest point in the atmosphere of around 180 K approximately 85 km above ground. This marks the mesopause. Just beyond the mesopause, at approximately 100 km altitude, NASA defines the end of the atmosphere, because 99.9999% of the atmospheric mass can be found below this limit. However, using the thermal layering of the atmosphere there are still two layers left.

2.4. The Thermosphere

This absolute temperature minimum marks the mesopause, the boundary between the mesosphere and the thermosphere. This layer of the Earth’s atmosphere is highly influenced by solar radiation with its top varying with the 11 year solar cycle. The temperature increases again with altitude due to the absorption of high energy solar radiation by the small amount of residual oxygen that is still present (Roedel 2011). Due to the intense energy level of incoming radiation, the thermosphere is partly ionized and its constituents start to separate based on their mass.
2.5. The Exosphere

The outermost layer of the atmosphere is the exosphere. The density is so low that a molecule is unlikely to collide with another molecule. The main constituents of the Earth’s exosphere are the lightest gases: predominantly hydrogen, some helium, carbon dioxide and charged particles (O$^+$, N$^+$, N$_2^+$, etc.) (Bergmann 2001). The exosphere is the last layer before outer space. Since there is no clear boundary between outer space and the exosphere, the exosphere is considered a part of outer space. The upper boundary of the exosphere can be defined theoretically by the altitude at which the influence of solar radiation on atomic hydrogen velocities exceeds that of the Earth’s gravitational pull. This occurs at around 190,000 km, half the distance to the Moon.
3. Atmospheric Photochemistry

The most abundant constituent of the Earth’s atmosphere is the gas nitrogen $\text{N}_2$ (see Figure 3.1). It is distributed throughout the entire atmosphere and comprises 78% of the atmospheric mass. The second most abundant species is oxygen $\text{O}_2$. Together they make up 99% of the Earth’s atmosphere. Putting argon (Ar) aside (0.934%), that leaves only 0.036% for a large variety of species. Despite these small percentages, they are still of great importance.

The atmosphere starts separating its different constituents by mass in the heterosphere. Before this, the different species are mixed in the so-called homosphere (Roedel 2011). These mixed gases are constantly bombarded with energy by the Sun as they circulate according to the dynamics of the atmosphere. As mentioned in Section 2.1.1, the stratosphere is not mixed as quickly as the troposphere due to the much slower vertical transport. Many species that are important for tropospheric chemistry are washed out or bound in stable compounds before they reach the stratosphere. Therefore, stratospheric chemistry does not contain as many active species as the troposphere and can be described in a more lucid way. The complicated interactions can be arranged more clearly by considering the different timescales on which the chemical reactions occur (Brasseur and Solomon 2005).

The focus of this thesis is on the chemistry in the lower and middle stratosphere and the photochemistry of oxygen, nitrogen and bromine. While there are a huge number of different compounds containing these elements, only the dominant reactions are discussed here. A more detailed description of stratospheric photochemistry is given by Finlayson-Pitts and J. N. Pitts (1999) and Brasseur and Solomon (2005).
Figure 3.1: The upper pie chart shows the chemical composition of Earth’s atmosphere. The lower pie chart represents the different trace gases which together comprise 0.036% of the atmosphere. The numbers are mean values from between 1996 and 2000. Data based on Brasseur and Solomon (2005).

### 3.1. Stratospheric Oxygen Photochemistry

The majority of oxygen in the atmosphere exists in the form of molecular O₂ (see Figure 3.1). The second largest amount is in the form of ozone (O₃). The formation of the ozone layer in the stratosphere can be explained by a small number of reactions which were discovered by Alan Chapman (Chapman 1930). These reactions containing only oxygen species are called the Chapman cycle:

\[ \text{H}_2 \rightarrow \text{O}_2 + \text{H} \]
\[ \text{O} + \text{O}_2 \rightarrow \text{O}_3 \]
\[ \text{O} + \text{O}_3 \rightarrow 2\text{O}_2 \]

These reactions involve the absorption of ultraviolet radiation by ozone, leading to the formation of excited oxygen atoms and ozone molecules which subsequently react to produce more ozone. The Chapman cycle is crucial for understanding the ozone layer’s role in protecting life on Earth from harmful ultraviolet radiation.

---

1 Spectrum (400 - 700nm) with oxygen absorption lines. Based on Petty (2012) and NIST (2012).
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\[
\begin{align*}
O_2 + h\nu & \rightarrow 2O & (\lambda \leq 242\text{ nm}) \\
O + O_2 + M & \rightarrow O_3 + M \\
O_3 + h\nu & \rightarrow O_2 + O(^1\text{D}) & (\lambda \leq 308\text{ nm}) \\
O_3 + h\nu & \rightarrow O_2 + O(^3\text{P}) & (\lambda \leq 1180\text{ nm}) \\
O(^1\text{D}) + M & \rightarrow O + M \\
O + O + M & \rightarrow O_2 + M \\
O + O_3 & \rightarrow 2O_2
\end{align*}
\]

While Reactions 3.1 and 3.2 represent processes creating ozone, Reactions 3.3 through 3.7 represent processes destroying so-called odd oxygen (\(O_X\)). Molecular oxygen is split up by photolysis according to Reaction 3.1 at wavelengths smaller than 242 nm through absorption of UV radiation in the spectral ranges of the Herzberg continuum. The photolysis generates both ground-state oxygen atoms \(O(^3\text{P})\), as well as oxygen atoms in the excited \(O(^1\text{D})\) state. As altitude decreases, more UV radiation is absorbed until none is left to photolyse \(O_2\) (see Figure 3.2). Because of this, the photolysis of molecular oxygen and the formation of ozone happens mainly in the upper and middle stratosphere.

On the other hand, the energy necessary to dissolve \(O_3\) is already achieved at wavelengths smaller than 1180 nm.

The net ozone loss occurs only on a larger timescale because many of the single oxygen

![Graph showing actinic flux vs. wavelength](image)

**Figure 3.2.** The penetration depth of UV radiation is dependent on the presence of \(O_2\) and \(O_3\), which act as a shield against UV radiation via absorption. Adopted from DeMore et al. (1997).
Figure 3.3.: Calculated fractional contribution $O_X$ loss by catalytic cycles: $HOX$, $NOX$, $ClOX$, $BrOX$ and $IOX$ (negligible). In general, the removal of $O_X$ in the stratosphere is driven by $BrO_x$ and $HO_x$ reactions in the low stratosphere, by $NOX$ reactions between 25-40 km, and by the $ClOX$ catalytic cycle for higher altitudes. Adopted from WMO (2011).

Atoms produced by the photolysis of $O_3$ immediately recombine via Reaction 3.2 into $O_3$. A net loss of $O_X$ only occurs when these single atoms pair up into a $O_2$ molecule via Reaction 3.6. In addition to these processes, a small proportion of the single oxygen atoms created from $O_3$ photolysis react with an ozone molecule (Reaction 3.7), resulting in a net loss of $O_X$ to the long-lived reservoir species $O_2$.

As a result, the lifetimes of the $O_X$ constituents $O(^1D) (\tau = 10^{-8} \text{ s})$, $O(^3P)(\tau = 0.04 \text{ s})$ and $O_3 (\tau=30 \text{ min at 30 km altitude})$ are much shorter than the photochemical lifetime of their sum $O_X (\tau \approx \text{weeks})$ (Finlayson-Pitts and J. N. Pitts 1999). Since the photochemical lifetime of odd oxygen and the transport timescales in the middle and lower stratosphere are of the same order, the global distribution of ozone depends on latitude and season.

It can easily be derived that the principal part of ozone production and the highest ozone mixing ratios can be found in the equatorial region with a maximum of overhead sun. But even at mid-latitudes and up to $60^\circ$ latitude the process rate for net $O_3$ production is still effective. Because of the altitude and latitude distribution of UV radiation that penetrates the atmosphere, ozone production occurs predominantly in the tropics. Ozone is transported polewards via the Brewer-Dobson circulation, where the air masses cool and sink down. This explains why the largest concentrations of ozone per volume can be found at high-latitudes during polar spring.

When measurements of ozone showed the maximum of the measured profiles, along with continuous smaller concentrations, at a lower altitude than expected, it became obvious that some important reactions were missing.

*Bates and Nicolet* (1950) first suggested that ozone destruction can occur via catalytic cycles involving only two reactions,
3.1. Stratospheric Oxygen Photochemistry

\[
\begin{align*}
X + O_3 & \rightarrow XO + O_2 \quad (3.8) \\
O + XO & \rightarrow X + O_2 \quad (3.9)
\end{align*}
\]

\[ \text{net:} \quad O + O_3 \rightarrow 2O_2 \quad (3.10) \]

The catalyst is neither destroyed nor absorbed during this process and

\[
\begin{align*}
X + O_3 & \rightarrow XO + O_2 \\
Y + O_3 & \rightarrow YO + O_2 \\
XO + YO & \rightarrow X + Y + O_2
\end{align*}
\]

Figure 3.4.: Vertical distribution of Arctic and Antarctic ozone. Anthropogenic release of catalyst led to a significant depletion of ozone concentrations in polar Ozone concentrations compared to earlier measurements (1962-1971). Adopted from WMO (2011).

can start a new cycle. Several radicals were identified to be functioning as a catalyst: OH (Bates and Nicolet 1950), NO (Crutzen 1970, Johnston 1971), Cl (Molina and Rowland 1974), Br (Wofsy et al. 1975) and possibly I (Solomon et al. 1994). They all react faster with ozone than molecular oxygen, as shown in Figure 3.3. Each radical can complete a different number of cycles before it is lost in some termination reaction. To assess their overall importance it is important to take into account their concentration, as well as their kinetic and thermodynamic ozone destroying potential.

\[ O_3 \text{ destruction can also occur in catalytic cycles which couple different families of catalysts:} \]

\[
\begin{align*}
X + O_3 & \rightarrow XO + O_2 \\
Y + O_3 & \rightarrow YO + O_2 \\
XO + YO & \rightarrow X + Y + O_2
\end{align*}
\]
with X being OH or Br, and Y being Cl, Br or Cl, respectively. The details of the photochemistry of the catalysts NO and Br are described in dedicated sections below (Sections 3.2 and 3.3.1).

3.2. Stratospheric Nitrogen Photochemistry

Nitrogen species also play an important role in stratospheric chemistry with respect to ozone. They can destroy ozone via the NOX cycle and transform active halogen radicals into passive reservoir gases.

The dominant source of stratospheric NOX (NO, NO2 and NO3) is nitrous oxide N2O. N2O is predominantly of natural origin, emitted from oceans and forests. However, anthropogenic emissions of N2O are growing due to intensified biomass burning and increased use of artificial nitrogen fertilizers. They currently comprise a third of total emissions (WMO 2011). The N2O lifetime is estimated at 97-137 years, as no destruction process is
known for the inert gas in the lower stratosphere. Photolysis of N\(_2\)O, which happens only at wavelengths smaller than 398 nm, currently accounts for 90% of N\(_2\)O removal in the stratosphere.

\[
N_2O + h\nu \longrightarrow N_2 + O(^{1}D) \quad (\lambda \leq 398 \text{ nm}) \quad (3.15)
\]

Additional loss of N\(_2\)O occurs via the reaction with O(\(^{1}\)D) atoms:

\[
O(^{1}\text{D}) + N_2O \longrightarrow 2 \text{NO} \quad (58\%) \quad (3.16)
\]

\[
\longrightarrow N_2 + O_2 \quad (3.17)
\]

Therefore, only 6% of the destruction processes of N\(_2\)O actually create NO\(_X\) in the lower stratosphere. Another source beside ascending or upward transported N\(_2\)O is descending NO\(_X\) from the mesosphere. In the mesosphere or lower thermosphere N\(_2\) can be split apart by high energy particles or cosmic radiation forming a reactive nitrogen species. During winter and early spring, when downward atmospheric transport at mid- and high-latitudes occurs, NO\(_X\) rich air masses can descend into the stratosphere. However, this sort of NO\(_Y\) production is highly variable, (Vitt and Jackman 1996).

During daytime, NO and NO\(_2\) are in a photochemically balanced ratio, mostly via the reactions:

\[
\text{NO} + O_3 \longrightarrow \text{NO}_2 + O_2 \quad (3.18)
\]

\[
\text{NO}_2 + O \longrightarrow \text{NO} + O_2 \quad (3.19)
\]

which represent a net odd oxygen loss. NO is reproduced through photodissociation of NO\(_2\) to create odd oxygen:

\[
\text{NO}_2 + h\nu \longrightarrow \text{NO} + O \quad (\lambda \leq 405 \text{ nm}) \quad (3.20)
\]

Ozone can be replaced in Reaction 3.18 by a number of species. This could even result in an odd oxygen formation process:

\[
\text{NO} + \text{HO}_2 \longrightarrow \text{NO}_2 + \text{OH} \quad (3.21)
\]

\[
\text{NO} + \text{RO}_2 \longrightarrow \text{NO}_2 + \text{RO} \quad (3.22)
\]

\[
\text{NO} + \text{ClO} \longrightarrow \text{NO}_2 + \text{Cl} \quad (3.23)
\]

\[
\text{NO} + \text{BrO} \longrightarrow \text{NO}_2 + \text{Br} \quad (3.24)
\]

RO\(_2\) in Reaction 3.22 is an organoperoxy radical. The reactions listed above result in a Leighton Ratio NO/NO\(_2\) \(\approx 1\), almost constant for altitudes below 40 km during daytime. With increasing numbers of oxygen atoms above 40 km, the abundance of NO rises much faster than that of NO\(_2\) in the middle stratosphere due to Reaction 3.19. At dusk, photolysis of NO\(_2\) fades out and NO is rapidly converted to NO\(_2\). NO\(_2\) then reacts with O\(_3\)
and builds NO$_3$ via:

\[
\text{NO}_2 + \text{O}_3 \rightarrow \text{NO}_3 + \text{O}_2 \quad (3.25)
\]

During the day, NO$_3$ is immediately destroyed through photolysis.

\[
\text{NO}_3 + h\nu \rightarrow \text{NO} + \text{O}_2 \quad (\lambda \leq 7320 \text{ nm}) \quad (3.26)
\]

\[
\rightarrow \text{NO}_2 + \text{O} \quad (\lambda \leq 574 \text{ nm}) \quad (3.27)
\]

In the absence of sunlight, NO$_3$ then forms N$_2$O$_5$, the night-time reservoir gas.

\[
\text{NO}_2 + \text{NO}_3 + \text{M} \rightarrow \text{N}_2\text{O}_5 + \text{M} \quad (3.28)
\]

This process can be reversed by a simple collision process

\[
\text{N}_2\text{O}_5 + \text{M} \rightarrow \text{NO}_2 + \text{NO}_3 + \text{M} \quad (3.29)
\]

However, this process is rather slow and dominated after dawn by photolysis

\[
\text{N}_2\text{O}_5 + h\nu \rightarrow \text{NO}_2 + \text{NO}_3 \quad (\lambda \leq 1252 \text{ nm}) \quad (3.30)
\]

The interactions and transformations of the most important nitrogen compounds are depicted in Figure 3.5.

With sunrise and the onset of NO$_2$ photolysis, the NO concentration rapidly increases. The photolysis of N$_2$O$_5$ is much slower, causing an increase of NO$_x$ during the day. Additional reservoir gases formed during the night are: ClONO$_2$, BrONO$_2$ and to some minor extend HNO$_3$

\[
\text{NO}_2 + \text{ClO} + \text{M} \rightarrow \text{ClONO}_2 + \text{M} \quad (3.31)
\]

\[
\text{NO}_2 + \text{BrO} + \text{M} \rightarrow \text{BrONO}_2 + \text{M} \quad (3.32)
\]

\[
\text{NO}_2 + \text{OH} + \text{M} \rightarrow \text{HNO}_3 + \text{M} \quad (3.33)
\]

which act as source gases for ClO and BrO via photolysis (See Section 3.3.1).

\[
\text{ClONO}_2 + h\nu \rightarrow \text{Cl} + \text{NO}_3 \quad (\lambda \leq 735 \text{ nm}) \quad (3.34)
\]

\[
\rightarrow \text{ClO} + \text{NO}_2 \quad (\lambda \leq 1065 \text{ nm}) \quad (3.35)
\]

\[
\text{BrONO}_2 + h\nu \rightarrow \text{Br} + \text{NO}_3 \quad (\lambda \leq 861 \text{ nm}) \quad (3.36)
\]

\[
\rightarrow \text{BrO} + \text{NO}_2 \quad (\lambda \leq 1129 \text{ nm}) \quad (3.37)
\]

\[
\text{HNO}_3 + h\nu \rightarrow \text{OH} + \text{NO}_2 \quad (3.38)
\]
3.3. Stratospheric Halogen Photochemistry

Halogen photochemistry includes fluorine, chlorine, bromine and iodine compounds. Fluorine rapidly reacts with H$_2$O and CH$_4$ to form HF which is photochemically very stable. Since fluorine atoms are rapidly scavenged, they are poor catalysts for ozone destruction (Stolarski and Rundel 1975). Given the short lifetime of naturally produced iodine-containing species, their direct transport into the stratosphere seems negligible as well. Iodine is highly reactive, but the amount of iodine in the stratosphere is very low. Several studies (Bösch et al. 2003, Butz et al. 2009, WMO 2011) indicate that the abundances of inorganic iodine species in the stratosphere are very low and below the respective detection limits. Currently the tightest upper limit for gaseous inorganic iodine in the mid- and high-latitude stratosphere is (0.10 ± 0.02) ppt as inferred by Bösch et al. (2003) and Butz et al. (2009) from measured upper limits of IO and OIO.

Of the remaining halogens chlorine and bromine, the latter has the higher ozone depleting potential. However, due to the much higher concentrations of chlorine species in the stratosphere, as shown in Figure 3.6, chlorine remains the overall dominant ozone-depleting halogen. The total amount of chlorine entering the stratosphere is 150 times higher than that of total bromine. Furthermore, the bulk of chlorine species transported to the stratosphere is of anthropogenic origin (WMO 2011).

Since the focus of this thesis is limited to bromine chemistry, chlorine and iodine chemistry is not described here.

![Halogen Source Gases Entering the Stratosphere in 2008](image)

Figure 3.6.: Depicted are the source gases for chlorine and bromine in the atmosphere that are transported to the stratosphere for the year 2008. Natural and anthropogenic sources are distinguished, as well as the different ozone-depleting substances (ODS). The approximate amounts are derived from tropospheric observations of each gas in 2008. It is important to note the large difference in the vertical scales. Adopted from WMO (2011).
3. Atmospheric Photochemistry

![Effect of the Montreal Protocol](image)

Figure 3.7.: Effect of the Montreal Protocol. The city names and years indicate where and when changes to the original 1987 Protocol provisions were agreed upon. The zero emission line shows stratospheric abundances if all emissions were reduced to zero beginning in 2003. The Equivalent Effective Stratospheric Chlorine (EESC) (on the y-axis) is used to account for the combined effect of chlorine and bromine gases. Adopted from WMO (2011).

### 3.3.1. Stratospheric Bromine Photochemistry

The largest source of bromine in the atmosphere is methyl bromide (CH$_3$Br), which is primarily of natural origin (60 - 80%). CH$_3$Br is predominantly emitted from oceans, saltmarshes and from forests via biomass burning, but there are also anthropogenic sources (WMO 2011). Man-made halons, including solvents, pesticides and halogenated hydrocarbons, which are used in fire extinguishers, contribute about 31 - 36% to the global bromine budget. Restricted by the Montreal Protocol, the global emission of halons seems to be stagnant or slightly receding WMO (2011).

The tropospheric bromine loading from halons and methyl bromide peaked around 1998 at 16 - 17 ppt and afterwards started to decline by a mean annual rate of (0.25 ± 0.09) ppt year$^{-1}$ (WMO 2011). Recent balloon-borne measurements of BrO by Dorf et al. (2006) (update in WMO (2011)) indicate a total inorganic bromine burden of the stratosphere of (20.3 ± 2.5) ppt. Consistent with the tropospheric trend, the stratospheric total bromine concentration is staying constant or slightly decreasing. Figure 3.9 illustrates trends in the levels of tropospheric and stratospheric bromine throughout the past 20

---

$^3$Spectrum (400 - 700 nm) with bromine absorption lines. Based on Petty (2012) and NIST (2012).
3.3. Stratospheric Halogen Photochemistry

The total stratospheric bromine load \( \text{Br}_Y \) (\( \text{Br}_Y \) includes \( \text{Br} \), \( \text{BrO} \), \( \text{BrONO}_2 \), \( \text{HOBr} \), \( \text{BrCl} \), \( \text{HBr} \), \( \text{BrONO} \), \( \text{Br}_2 \)) can be determined through tropospheric measurements of the organic source gases (\( \text{CH}_3\text{Br} \), \( \text{CH}_2\text{Br}_2 \), \( \text{CHBr}_3 \), the halons, etc.) (Montzka et al. 2003, Liang et al. 2010, Hossaini et al. 2010) and estimates of transport into the stratosphere (Montzka et al. 2008, Aschmann et al. 2011). This is referred to as the organic method. Another method are balloon-borne measurements of \( \text{BrO} \) in the stratosphere and estimates of the concentrations of the other bromine species based on their reciprocal concentration ratios (e.g., Harder et al. 2000, Dorf et al. 2006, Millán et al. 2012)

\[
[\text{Br}_Y] = [\text{BrO}] \cdot (1 + k_{\text{BrO}[\text{NO}_2]} [\text{NO}_2] [\text{M}] / J_{\text{BrONO}_2} \ldots ) \tag{3.39}
\]

where "..." indicates contributions from minor bromine species in the stratosphere (e.g., \( \text{HOBr} \), \( \text{Br} \), \( \text{BrCl} \), \( \text{HBr} \)). This approach is referred to as the inorganic method.

The apparent discrepancy illustrated in Figure 3.9 between total stratospheric bromine \( \text{Br}_Y \) determined by the two different methods, is believed to be due to very short-lived brominated source gases (VSLS) or direct upward transport of inorganic bromine across the tropopause (WMO 2011, Schofield et al. 2011, Hossaini et al. 2012, Brinckmann et al. 2012).

For stratospheric data, the date on the x-axis in Figure 3.9 corresponds to the time when the air mass passed the tropopause, i.e., sampling date minus estimated mean age of the stratospheric air parcel. For tropospheric data, the sampling time is used as a date; no correction is necessary for the transport of air from the Earth’s surface to the tropopause on the timescale used here. Pre-industrial levels were \((5.8 \pm 0.3) \) ppt for \( \text{CH}_3\text{Br} \) (Saltzman et al. 2004), zero for the halons (Reeves et al. 2005) and unknown for the VSLS.

Due to their short lifetime, the tropospheric concentrations of bromine species are highly spatially and temporally variable. The highest concentrations can be found near coastal areas in the tropics and subtropics (Brinckmann et al. 2012). Oceanic emissions account
Figure 3.9: The figure shows the changes in total stratospheric Br\textsubscript{Y} derived from balloon-borne BrO observations (squares) and annual mean mixing ratios calculated from ground-based UV/vis measurements of stratospheric BrO. Squares show total inorganic bromine derived from stratospheric measurements of BrO and photochemical modelling that accounts for BrO/Br\textsubscript{Y} partitioning from slopes of Langley BrO observations above balloon float altitude (filled squares) and lowermost stratospheric BrO measurements (open squares). For the balloon-borne observations, bold/faint error bars correspond to the precision/accuracy of the estimates respectively. For the ground-based measurements (triangles), the error bars correspond to the total uncertainties in the Br\textsubscript{Y} estimates. Update of Dorf et al. (2006) published in WMO (2011).

for 90% to 95% of brominated species to the atmosphere. Bromoform (CHBr\textsubscript{3}) is the most important tropospheric VSL bromine species.

Other compounds acting as a source are the naturally released compounds CH\textsubscript{2}Br\textsubscript{2}, CHBr\textsubscript{2}Cl and CHBrCl\textsubscript{2}. Anthropogenic emissions of most bromine species play only a minor role in the global budget; however, they can be of considerable importance on a regional scale.

The most important reactions involving bromine in the stratosphere are depicted in Figure 3.8. Regarding ozone chemistry, bromine can act as a catalyst in Reaction 3.8:

\[
\text{Br} + \text{O}_3 \rightarrow \text{BrO} + \text{O}_2 \quad (3.40)
\]
\[
\text{BrO} + \text{O} \rightarrow \text{Br} + \text{O}_2 \quad (3.41)
\]
3.3. Stratospheric Halogen Photochemistry

\[ \text{net : } O + O_3 \rightarrow 2O_2 \]  
(3.42)

Besides 3.40 and 3.41, the rapid interconversion between the different bromine species is facilitated by several reactions including:

\[ \text{BrO} + \text{NO} \rightarrow \text{Br} + \text{NO}_2 \]  
(3.43)

\[ \text{BrO} + \text{O} \rightarrow \text{Br} + \text{O}_2 \]  
(3.44)

\[ \text{BrO} + h\nu \rightarrow \text{Br} + \text{O} \quad (\lambda \leq 515 \text{ nm}) \]  
(3.45)

If a BrO molecule is destroyed by photolysis (or split up in another manner) atomic Br quickly recombines with oxygen. The most important sinks for BrO besides its photolysis are reactions which lead to more stable compounds or reservoir gases:

\[ \text{BrO} + \text{NO}_2 + \text{M} \rightarrow \text{BrONO}_2 + \text{M} \]  
(3.46)

\[ \text{BrO} + \text{HO}_2 \rightarrow \text{HOBr} + \text{O}_2 \]  
(3.47)

\[ \text{BrO} + \text{ClO} \rightarrow \text{BrCl} + \text{O}_2 \]  
(3.48)

\[ \text{Br} + \text{HO}_2 \rightarrow \text{HBr} + \text{O}_2 \]  
(3.49)

In the absence of sunlight after dusk, the concentrations of reservoir gases increase and BrO fades out. The most important reservoir species for BrO is BrONO\(_2\). According to Sander et al. (2011), the rate coefficient \( k_{\text{[BrO][NO2]}} \) of Reaction 3.46 is \( 5.2 \times 10^{-31} \text{ cm}^6 \text{molec}^{-2} \text{s} \) at 300 K for low pressure, with an uncertainty factor of 1.2. This reaction in particular is studied in this thesis.

However, there are two conditions under which HOBr, which can make up 30% of the total inorganic bromine during daytime, can become more important: inside the polar vortex under denoxified conditions, or in the presence of elevated concentrations of sulphuric acid background aerosols causing hydrolysis of BrONO\(_2\).

\[ \text{BrONO}_2 + \text{H}_2\text{O}_{(aq)} \rightarrow \text{HOBr} + \text{HNO}_3 \]  
(3.50)

During sunrise the different reservoir gases are photolysed and the concentrations of Br and BrO increase again. The relatively long photolysis wavelength facilitates a very efficient photodissociation throughout the whole stratosphere.

\[ \text{BrONO}_2 + h\nu \rightarrow \text{BrO} + \text{NO}_2 \quad \text{(see Reaction 3.54 below)} \]  
(3.51)

\[ \text{HOBr} + h\nu \rightarrow \text{Br} + \text{OH} \quad (\lambda \leq 578 \text{ nm}) \]  
(3.52)

\[ \text{BrCl} + h\nu \rightarrow \text{Br} + \text{Cl} \quad (\lambda \leq 546 \text{ nm}) \]  
(3.53)

The formation of BrONO\(_2\) and photolysis creating BrO and NO\(_2\) are investigated in this work.

These reactions are the reason why, despite the short lifetime of BrO during the day (\( \sim 1 \text{s} \)), 40 - 70% of the total inorganic bromine budget (Br\(_Y\)) exists in the form of BrO.
Sander et al. (2011) lists the following channels for the photolysis of BrONO$_2$:

\[
\begin{align*}
\text{BrONO}_2 + h\nu & \rightarrow \text{BrO} + \text{NO}_2 \quad (\lambda \leq 1100\,\text{nm}) \quad (3.54) \\
& \rightarrow \text{Br} + \text{NO}_3 \quad (\lambda \leq 900\,\text{nm}) \quad (3.55) \\
& \rightarrow \text{BrO} + \text{NO} + \text{O} \quad (\lambda \leq 288\,\text{nm}) \quad (3.56)
\end{align*}
\]

While the second and third channel do not create BrO and NO$_2$ directly, both species are quickly produced through Reactions 3.26 and 3.18. Hence, the balance is kept between the participants of the first reaction, BrONO$_2$, BrO and NO$_2$. 
4. Atmospheric Radiation Transfer

4.1. Incoming Solar Radiation

The radiation emitted by the Sun spans the electromagnetic spectrum from X-rays, ultraviolet (UV), visible (vis) to infrared (IR) and radio waves. Most solar radiation output is generated in the photosphere, the lowermost layer of a star’s atmosphere. As an approximation, the Sun can be regarded as a blackbody radiator with a surface temperature of 5500 K. The amount of incoming solar radiation on Earth is described by the solar constant:

\[
S = E \cdot \frac{r_{\text{Sun}}^2}{d_{E-S}^2} = 1.361 \text{ [kW/m}^2\text{]} \tag{4.1}
\]

as stated by Kopp and Lean (2011). \( E \) is the energy output of the Sun, \( r_{\text{Sun}} \) is the radius of the Sun and \( d_{E-S} \) is the distance between Earth and the Sun. The temperature and pressure gradient throughout the Sun’s photosphere causes a mixing or superposition of emission lines of the different layers, creating a continuous spectrum (see Figure 4.1). The outer layers of the Sun’s atmosphere also absorb radiation emitted by the deeper located layers, so only a thin region, called photosphere actually emits the solar spectrum (Gray 2008). Absorption lines of gas molecules and atoms in this layer create a unique spectrum that allows chemical elements in our star’s atmosphere to be identified. These absorption lines are called Fraunhofer lines.

Definitions

At this point several important radiometric quantities must be defined.

\[
\Phi(\lambda) = \frac{\text{radiation energy}}{\text{wavelength and time}} \quad \left[ \frac{W}{\text{nm}} \right]
\]

\[
I(\lambda) = \frac{\text{spectral flux}}{\text{space angle and area}} = \frac{\Phi(\lambda)}{\Omega \cdot A} \quad \left[ \frac{W}{\text{nm}^2 \text{sr}} \right]
\]

\[
E(\lambda) = \int_{\Omega} I(\lambda, \phi, \theta) \cdot \cos(\theta) \, d\Omega = \frac{\Phi(\lambda)}{A} \quad \left[ \frac{W}{\text{nm} \text{m}^2} \right]
\]

\[
F(\lambda) = \int_{\Omega} I(\lambda, \phi, \theta) \, d\Omega \quad \left[ \frac{W}{\text{nm} \text{m}^2} \right]
\]

As the radiation travels through the vacuum of space, the solar spectrum does not change and can be recorded by satellites outside our atmosphere or at the Top Of the Atmosphere (TOA). When the solar radiation penetrates the atmosphere, it undergoes several different processes which are described in this chapter. The overall radiative transfer of
Figure 4.1.: Sketch of the solar spectrum. Based on a blackbody radiator, the solar radiation can be estimated by using a surface temperature of 5500 K (grey curve). The green area shows the actual solar spectrum recorded outside the Earth’s atmosphere (TOA), including the Fraunhofer lines. The red area represents a spectrum recorded at sea level showing several absorption features of atmospheric gases. Based on Finlayson-Pitts and Pitts (1986).

The atmosphere can be described as a balance between incoming shortwave solar radiation and outgoing longwave terrestrial radiation. A more detailed approach can include latent and sensible heat along with energy transport in the atmosphere and absorption and reemission of radiation. This is indicated in Figure 4.2.

Figure 4.2.: The Earth’s annual and global mean energy balance. Approximately one third of the incoming solar radiation is directly reflected back into space by the atmosphere and the Earth’s surface. About 50% is absorbed by the Earth’s surface. The absorbed energy is converted to sensible heat, latent heat and thermal infrared radiation, which is reemitted. The atmosphere absorbs solar shortwave and terrestrial longwave radiation and in turn reemits radiation both upwards and downwards. Adopted from Houghton et al. (2001).
4.2. Scattering of Radiation in the Atmosphere

Scattering of radiation occurs when a photon hits an atmospheric particle. The type of scattering depends on the scatterer's shape, composition and its size in relation to the incident electromagnetic wave. Scattering of radiation by matter is already described in the framework of classical electrodynamics. In 1908, Mie described the incident of a plane electromagnetic wave on a spherical dielectric particle (Mie 1908). Van De Hulst (1980) extended Mie’s theory for non-spherical particles. The most common scatterers in the atmosphere are air molecules (N₂, O₂). If the scatterer is small compared to the wavelength of the incident radiation, then the scattering is classified as Rayleigh scattering. This is the case for air molecules with respect to UV/vis radiation. Scattering events involving light with larger particles are referred to as Mie scattering.

Following a scattering event, the incident radiation either continues in the original beam direction or is directed elsewhere, resulting in a loss of intensity. This is indicated in Figure 4.3, which depicts radiative transmission through a volume A·ds. Corresponding to the principle of extinction of intensity (Iₑ) via scattering away from the original beam direction, radiation coming from an arbitrary direction can be scattered into the original beam direction (Iₛ). In addition to that, thermal emission from the volume itself (Iₜₜ) into beam direction has to be considered.
4.2.1. Rayleigh Scattering

The scattered light from a target smaller than the wavelength of the incident wave can be treated as radiation from an oscillating dipole. The angular distribution \( p(\theta) \) of the scattered radiation peaks in forward and backward direction with respect to the direction of the incident wave, as shown in Figure 4.4. The angular dependence of Rayleigh scattered radiation with angle \( \theta \) between incident and scattered radiation is described by

\[
p(\theta) = \frac{3}{4} (1 + \cos^2 \theta)
\]

In the atmosphere it can be assumed that the air molecules are distributed isotropically. According to Chance and Spurr (1997), Equation 4.2 can be approximated by

\[
p(\theta) = 0.7629 (1 + 0.932 \cos^2 \theta)
\]

The Rayleigh cross section is given by

\[
\sigma_R(\lambda) = \frac{8\pi^3 \alpha^2}{3\epsilon_0^2 \lambda^4}
\]

where the wavelength is taken into account by the power of four, \( \alpha \) specifies the polarisability of the scatterer and \( \epsilon_0 \) is the vacuum permittivity. An empiric formula for atmospheric conditions is given by Chance and Spurr (1997):

\[
\sigma_R(\lambda) = \frac{3.9993 \cdot 10^{-56} \text{ m}^6 \lambda^{-4}}{1 - 1.069 \cdot 10^{-14} \text{ m}^2 \lambda^{-2} - 6.681 \cdot 10^{-29} \text{ m}^4 \lambda^{-4}}
\]

Figure 4.4: Rayleigh scattering phase function. Adopted from Prados-Roman (2010).
4.2.2. Mie Scattering

If the particle size cannot be considered small compared to the wavelength of the incident radiation, then the electromagnetic dipole approximation fails and Rayleigh scattering no longer applies. In such a case, the emission of numerous excited dipoles in the scattering particle has to be considered. The resulting interference based on internal refraction and external diffraction leads to a strong emphasis on the forward direction of the scattered light (see Figure 4.5). This scattering characteristic, called Mie scattering, can be approximated by the Henyey-Greenstein phase function:

\[
p(\theta) = \frac{1 - g^2}{4\pi(1 + g^2 - 2g \cos \theta)^2}
\]  

with \( g \) being the asymmetry factor

\[
g = < \cos \theta > = \frac{1}{2} \int_{-1}^{+1} p(\theta) \cdot \cos \theta \, d(\cos \theta)
\]

For atmospheric aerosols an asymmetry factor \( g \) of approximately 0.65 is usually assumed, but \( g \) can vary depending on the composition and shape of the particle (e.g., soot

Figure 4.5.: Mie scattering phase functions for water droplets of different size parameters. Plotted in the polar diagrams is the angular scattering profile for 550 nm. As depicted by the diagrams, the forward direction (0°) of Mie scattering clearly dominates with increasing particle size from (a) to (d). Adopted from Sanghavi (2003).
or liquid droplet).
While the particles themselves may vary only slightly in form, shape, size or chemical composition, they can still have completely different scattering characteristics. Therefore, instead of the scattering cross section, the macroscopic extinction coefficient is used to describe the particles’ optical properties. Van Hulst (1957) defined the macroscopic extinction coefficient as the integral over the particle size distribution multiplied with the scattering cross section and the particle surface. The size of a particle is often derived from the size distribution of atmospheric aerosols described by the Junge distribution (Junge 1961).
So far, only elastic scattering, where the incoming and the scattered radiation have the same wavelength, has been considered. The scattering molecule can also change its quantum mechanical state during the scattering process and the wavelength of the scattered radiation is shifted with respect to the incident wave. This process is called Raman scattering.

4.2.3. Raman Scattering
Raman scattering occurs when light is scattered inelastically on molecules. In this case energy is absorbed by the scatterer, causing either a change in the rotational or rotational-vibrational quantum state. This changes the wavelength of the incident wave. The scattered light consists of the Rayleigh line accompanied by several closely spaced vibrational Raman bands, each consisting of several rotational Raman lines. The cross section for Raman scattering is much smaller than the one for Rayleigh scattering. As a result, the fraction of scattering events that result in a frequency shift is a factor $10^3$ to $10^4$ smaller than the unshifted Rayleigh scattering processes.
In absorption spectra, Raman scattering can cause a 'filling in' of high resolution spectral features, e.g. Fraunhofer lines. For direct sunlight measurements this effect is negligible; however, for measurements of scattered sunlight this is an important feature, because strong atmospheric absorption lines can also be affected (Fish and Jones 1995). This filling in of lines is referred to as the Ring effect (Grainger and Ring 1962), see also Section 6.1.4.

4.3. Absorption of Radiation in the Atmosphere
If a TOA spectrum is compared to a spectrum recorded at the Earth’s surface, the difference in intensity will be due to scattering processes as well as absorption of energy in the atmosphere. This is shown in Figure 4.1
An atom or air molecule can be excited to a higher energy state through radiation absorption. The energy of the absorbed photon must equal the energy difference between the two states.
Absorption of UV or vis radiation can induce an electronic transition (transition energy is approximately 1 eV). Absorption of IR radiation can result in a vibrational transition
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(transition energy on the order of 0.1 eV) or a change in the rotational-vibrational state of the molecule (see Figure 4.6).

If the two energy states of an atom or molecule are defined by \( E_i \) and \( E_j \), the relative population \( n \) of the excited state \( (E_j) \) at thermal equilibrium follows the Boltzmann distribution:

\[
\frac{n_j}{n_i} = \frac{g_j}{g_i} e^{-\frac{E_j - E_i}{k_B T}}
\]  
(4.8)

where \( T \) is the absolute temperature, \( k_B = 8.617 \cdot 10^{-5} \text{eV/K} \) is the Boltzmann constant and \( g \) denotes the degeneracy of the respective level. If the energy conservation is given, the Einstein coefficients describe the probability for such a transition.

\[
\left( \frac{dn_1}{dt} \right)_{B_{12}} = \frac{1}{4\pi} B_{12} n_1 I(\nu)
\]  
(4.9)

describes the change in population \( n_1 \) regarding absorption with the Einstein coefficient for absorption \( B_{12} \),

\[
\left( \frac{dn_1}{dt} \right)_{B_{21}} = \frac{1}{4\pi} B_{21} n_2 I(\nu)
\]  
(4.10)

describes the change in population \( n_1 \) regarding stimulated or induced emission with the Einstein coefficient for stimulated emission \( B_{21} \).

\[
\left( \frac{dn_1}{dt} \right) = \frac{1}{4\pi} A_{21} I(\nu)
\]  
(4.11)

describes the change in population \( n_1 \) regarding spontaneous emission with the Einstein coefficient for spontaneous emission \( A_{21} \).

If all coefficients are combined, the change in the occupation number of state \( n_i \) is described by

\[
\left( \frac{dn_i}{dt} \right) = -n_i \rho_\nu B_{ij} + n_j \rho_\nu B_{ji} + n_j A_{ji},
\]  
(4.12)

for a given radiation density \( \rho_\nu \).

The strength of each process can thereby be calculated. However, not every transition is physically allowed. As well as energy conservation the selection rules for transitions have to be obeyed.

Selection rules are inferred from the symmetry properties of the wave functions of the atomic or molecular states. All absorption characteristics of an atom or molecule are combined in the absorption cross section, which is a description of the probability of absorption at a certain wavelength.

The change in intensity \( I(\lambda) \) along a path \( dl \) is described by

\[
dI(\lambda) = dI_a(\lambda) + dI_{se}(\lambda) + dI_{sc}(\lambda) =
\]
\[ \begin{aligned} &\quad = -n_i \frac{B_{ij}h}{\lambda} I(\lambda) dl + n_j \frac{B_{ji}h}{\lambda} I(\lambda) dl + n_j \frac{A_{ji}hc}{4\pi\lambda} dl \\ &\text{Figure 4.6: The BrO absorption cross section recorded at 298 K. The upper plot shows} \\
&\text{the absorption cross section in the wavelength range from 280 - 380 nm with several} \\
&\text{vibrational transitions. In the lower plot, a zoom on the line at 339 nm (red box in the} \\
&\text{upper plot) shows several rotational transitions. Data taken from Wilmouth et al. (1999).} \\
\end{aligned} \]

The indices in the first line denote absorption (a), induced emission (ie) and stimulated emission (se). The additional factor \( \frac{c}{4\pi} \) with the vacuum speed of light \( c \) is due to the isotropic character of spontaneous emission. In addition to the electronic transitions avail-

able to atoms, molecules can also undergo rotational and vibrational transitions. In the spectral range from 300 nm to 700 nm, molecular absorption spectra consist mainly of rotational-vibrational transitions of different electronic states.

These transitions show as spectral lines in an absorption spectrum. The depth or height of such a line is defined by the probability for this specific transition. The natural width of each line is determined by the lifetime of the excited state.
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Under atmospheric conditions the thermal motion of atoms and molecules has to be accounted for. Doppler broadening and pressure broadening increase the natural line width. Both broadening effects can be accounted for by a Voigt profile.

Inherently all rotational-vibrational and electronic transitions are strongly dependent on the atom or molecule’s mass and the electronic configuration. These characteristic differences between chemical species allow them to be identified using spectroscopic measurements.

Summarizing this chapter, the equation for the Radiative Transfer (RT) accounting for possible extinction and emission events is:

\[
dI_\lambda = dI_{\lambda,R-} + dI_{\lambda,R+} + dI_{\lambda,M-} + dI_{\lambda,M+} + dI_{Abs} + dI_{Em} \quad (4.14)
\]

including Rayleigh and Mie Scattering out (-) and into beam direction (+) as well as absorption (Abs) and emission (Em) of the observed volume.
Part II.

Methods and Tools
5. Radiative Transfer Modelling

Radiative Transfer Models (RTM) are used to calculate how light propagates through the atmosphere following the descriptions given in the previous chapter. The radiation transfers of the direct sunlight observations are calculated using the programme DAMF (Schulte 1996). The calculations for the radiative transfer of limb measurements of scattered skylight are more complicated. The scattering of light in the atmosphere for limb measurements is calculated using the Monte Carlo Atmospheric Radiative Transfer Inversion Model (McArtim) (Deutschmann et al. 2010).

5.1. DAMF

Assuming a spherical geometry of the atmosphere and pressure- and temperature-dependent refraction, the ray tracing programme DAMF calculates the light path from the Sun to the balloon. The atmosphere is divided into n spherical layers with constant pressure, temperature and trace gas concentration. The layering can be chosen by the user within reasonable limits. The conditions of the atmosphere are measured using small probes and the various sensors aboard the balloon gondola. The measurements can be completed by model data from sources like the European Centre for Medium-Range Weather Forecasts (ECMWF)\(^1\).

The pressure and temperature are required to calculate the refractive index. The other necessary parameters are the time and location of the measurements and the location of the Sun in the sky. For direct Sun observations the light path does not depend on the trace gas profile to be retrieved and is only given by geometrical considerations.

For each of the n discrete layers in the simulated atmosphere, DAMF calculates the elements of the \( K \) matrix. These elements represent the length of the light path in the respective box. Therefore they are called weighting factors or box air mass factors (BoxAMF). This Weighting Matrix \( K \) is then used in the trace gas profile retrieval (see Chapter 7). The DAMF programme has been used and validated in several studies (e.g., Harder et al. 1998, Ferlemann et al. 2000, Dorf et al. 2006 and Butz et al. 2009).

5.2. McArtim

The radiative transfer model used for the calculations of the limb measurements is the RTM McArtim. The programme is designed for simulating radiative transfer in the

\(^1\)European Centre for Medium-Range Weather Forecasts webpage: http://www.ecmwf.int/
UV/vis/NIR spectral range. McArtim simulates the monochromatic radiative transfer equation by modelling the physical processes that a single photon at a given wavelength undergoes in a simulated atmosphere. The simulated light starts at the detector of the instrument not at the Sun (backward RTM). McArtim operates with a statistical Monte Carlo approach, assigning probability distributions to each light extinction and scattering process. Through repeated random sampling in a simulated atmosphere, the derivatives can be modelled for each measured quantity (e.g., SCDs or radiances). Using a backward approach, every simulated photon contributes to the light path distribution, instead of only the tiny fraction which would reach the instrument in a forward approach. The performance of McArtim was successfully compared to other RTMs (Wagner et al. 2007, Wagner et al. 2009) and validated with measurements (Deutschmann 2008, Deutschmann et al. 2010).

The main parameters characterising the simulated atmosphere in the RTM are the vertical discretisation grid; the vertical profiles of temperature, pressure, and humidity; the ground albedo; the vertical distribution of the concentrations of trace gases; absorption cross sections associated to those trace gases; optical properties of aerosol and cloud particles, along with their vertical distribution; and, of course, the position of the instrument, its viewing direction and its field of view.

McArtim accounts for the scattering particles, clouds and aerosols in the form of Aerosol Extinction Profiles (AEP). Each scatterer is defined in a class with certain properties like single scattering albedo $ssa$ and asymmetry parameter $g$ (see (Marshak and Davis 2010)). Then an AEP is defined for the class by the user. The AEP is normally based on data from probes and satellites about cloud coverage and aerosol extinctions. The impact of these parameters and the sensitivity of the model is further discussed in Section 12.2.

Once the user has defined all the atmospheric parameters, the RT in the true 3-D atmosphere is simulated in a 1-D modelled atmosphere divided into concentric spherical cells, defined by the vertical grid. The atmospheric condition in each of these vertical layers is horizontally homogeneous and remains constant for the duration of the measurements. While the atmosphere remains constant, geometric conditions are defined for each measurement. The viewing geometry of each measurement is defined by: the field of view and altitude of the detector, the solar zenith and solar relative azimuth angle, the latitude and longitude, as well as the elevation angle of the telescope relative to the horizon.

For each of the $n$ discrete layers with a height $h_n$ in the simulated atmosphere, McArtim calculates the elements of the $K$ matrix. Besides BoxAMF, McArtim is able to calculate other physical quantities such as radiances and SCDs, which can then be compared to the measurements. This is an important tool for calibration and validation of the light path calculations. Details and applications of these quantities are given in (Deutschmann et al. 2010).

The calculated BoxAMFs are then used in a Matlab (Meister and Voemel 2011) programme to calculate the trace gas concentration profiles of the scattered skylight measurements (see Section 12.4).

Figure 5.1 shows a distribution of scattering events using the PathView routine of McArtim. As an example a viewing geometry of the sunrise limb measurements of scattered
skylight of the balloon flight on September 7th 2009 was chosen. The detector is at an altitude of 31 km and is oriented downward at a 4.88° angle. The solar zenith angle is 80° and the azimuth angle of the instrument is 90°. In this picture the ground scattering events can be seen, because the detector is positioned below the surface looking slightly upwards. The viewing direction of the detector is also indicated by the coordinate system in the upper-right. For this plot the instrument is looking from the left side to the right. Each point in this plot is a scattering event in the atmosphere or on the ground which resulted in the photon reaching the detector. These plots are used to check the field of view of the calculations and overall distribution of scattering events. Figure 5.2 shows the same distribution, rotated 90° around the altitude axis. The detector is now facing the PathView camera.

Figure 5.1.: This plot shows the scattering events of McArtim calculations visualised PathView, a sub-routine of McArtim. The events are colour coded: red for Rayleigh-scattering, green for Mie-scattering and blue for surface scattering events. A coordinate system is indicated in blue.

Figure 5.2.: This plot shows the same distribution of scattering events as Figure 5.1 but from a different viewing point. This plot is rotated 90° around the altitude-axis compared with Figure 5.1. The coordinate system is indicated in the upper-right corner.
6. DOAS Principle

The Differential Optical Absorption Spectroscopy (DOAS) principle developed by Ulrich Platt in 1979 is extensively described in Platt and Stutz (2008). Only a few crucial points are noted here.

As mentioned above, each element and chemical compound has characteristic absorption lines that can be combined in an absorption cross section.

As light passes through a medium, the wavelength-dependent change in intensity is described by the Lambert-Beer law.

\[ I(\lambda) = I_0(\lambda) e^{(-\tau(\lambda))} \]  \hfill (6.1)

where \( I_0 \) is the initial intensity and \( \tau(\lambda) \) is the optical density of the medium. \( \tau(\lambda) \) can be described in terms of the absorption and scattering coefficients, \( k_A(\lambda) \) and \( k_S(\lambda) \).

\[ \tau(\lambda) = \ln \frac{I_0(\lambda)}{I(\lambda)} = \int_L (k_A(\lambda) + k_S(\lambda)) \, dl \]  \hfill (6.2)

Assuming N types of different absorbing molecules labelled by the index \( i \) and the molecular absorption cross sections \( \sigma_i(\lambda) \), the first part of the integral can be written as

\[ \tau(\lambda) = \int_L k_A(\lambda) \, ds = \int_L \left( \sum_{i=1}^{N} \sigma_i(\lambda) n_i \right) \, dl, \]  \hfill (6.3)

where \( n_i \) represents the number density of absorbers of type \( i \) along the light path \( L \).

Both processes - scattering and absorption - cause a decrease in intensity. However, they are distinguished by an important characteristic: their wavelength dependence. Scattering depends strongly on the wavelength (Rayleigh \( \lambda^4 \); Mie \( \lambda^2 \)), as described in e.g., Section 4.2. Conversely, many atomic or molecular absorption cross sections exhibit narrow band features. DOAS uses this fact and splits the absorption cross section \( \sigma \):

\[ \sigma_i = \sigma_{i,b} + \sigma_{i}' \]  \hfill (6.4)

into a broad band component \( \sigma_{i,b} \) and a narrow band component \( \sigma_{i}' \) in the UV/vis spectral range. This means that Equation 6.3 can be divided into broad band and narrow band terms.

\[ \tau(\lambda) = \tau_b(\lambda) + \tau'(\lambda) = \int_L \left( \sum_{i=1}^{N} \sigma_{i,b}(\lambda) n_i + k_S(\lambda) \right) \, dl + \int_L \left( \sum_{i=1}^{N} \sigma_{i}'(\lambda) n_i \right) \, dl \]  \hfill (6.5)
Now that the Lambert-Beer law can be divided, we focus on the second part in Equation

$$I(\lambda) = I_0(\lambda) e^{(-\tau(\lambda))}$$  \hspace{1cm} (6.6)

A requirement for Equation 6.6 above is that the optical density be smaller than 1 ($\tau(\lambda) \ll 1$). The differential optical densities encountered in atmospheric absorption spectra are usually small ($10^{-3}$ to $10^{-1}$) and this approximation is justified.

Taking all that into account, Equation 6.2 can be written as

$$\tau(\lambda) = \sum_i \sigma'_i(\lambda) \cdot \int_L n_i \, dl = \sum_i \sigma'_i(\lambda) \cdot SCD_i$$  \hspace{1cm} (6.7)

where the SCD is the Slant Column Density. The SCD is the path integral along the light path over the absorber concentration. Because the SCD is calculated from $\frac{I}{I_0}$, the result is always relative to the reference spectrum $I_0$. However, these reference spectra $I_0$ are usually recorded inside the atmosphere and are not a TOA spectrum. As a result, the reference still includes small amounts of the target species. The output of the DOAS retrieval still needs to be corrected for such an offset, which is described in Section 6.2. Unless the SCDs are corrected for this offset, the correct notation would be differential slant column densities (dSCDs).

Two approximations were made in Equation 6.7: that the molecular absorption cross sections are independent of both temperature and pressure. Since the pressure dependence of the cross section is only minor under atmospheric conditions, the second approximation can be justified. Trace gases have the same temperature as the surrounding air, which can vary significantly. This means that the targeted trace gas might have absorption features of different temperatures. To account for these temperature differences, multiple absorption cross sections of the same trace gas recorded at different temperatures are fitted in a retrieval. The fitting routines and their implementation have been described in Rodgers (2000), Bösch et al. (2001), Dufour et al. (2005) and no detailed discussion is given here. The spectral retrievals presented here are calculated using the WinDOAS.
6.1. Shortcomings and Errors

6.1.1. Correlations of Retrieval Parameters

Systematic errors may arise from correlations of retrieval parameters such as the absorption cross sections included in the fit and from correlations of retrieval parameters with the fitting polynomial. In general, these correlations decrease with the number of pixels of the selected fitting range, and increase with the degrees of freedom of the fit, e.g., with the number of absorption cross sections included in the fit and with the polynomial degree.

6.1.2. Solar $I_0$ Effect

The high-resolution cross sections that are used for the DOAS retrieval are recorded in laboratories using a light source that is almost flat compared to the highly structured solar reference spectrum containing Fraunhofer lines. This difference has to be accounted for.

In DOAS sunlight spectroscopy, the Fraunhofer structures are removed by forming the log ratio of a spectrum to a reference spectrum with minimal absorptions (pseudo-TOA-spectrum). This ensures the absorption features of atmospheric trace gases are retained.

Since both spectra forming the ratio are measured using the same instrument and are thus both filtered by the instrument slit function, complete removal of the Fraunhofer structures is not possible. Discarding absorption, a reference spectrum $I_{ref}$ is defined as:

$$ I_{ref}(\lambda) = I_0(\lambda) \otimes g(\lambda) = \int I_0(\lambda') g(\lambda')d\lambda' $$

where $I_0$ is a TOA spectrum and $g$ is the normalised instrument function. Accordingly, a measurement spectrum $I_{spec}$, containing absorption with the optical density $\tau$, is defined:

$$ I_{spec}(\lambda) = \int I_0(\lambda')e^{-\tau(\lambda')} g(\lambda') d\lambda' $$

The logarithm of the ratio of the two spectra $\ln(I_{spec}/I_{ref})$ does not completely remove the term $I_0$ unless the $I_{ref}$ is constant over the integral range $d\lambda$. While approximate continuity can be assumed for broadly structured absorption cross sections like O$_4$ and O$_3$ in the Chappuis bands, this is not the case for NO$_2$, BrO and O$_3$ in the Huggins bands. Figure 6.2 shows a comparison between the uncorrected and $I_0$ corrected cross sections. These restrictions can be avoided by using $I_0$ corrections for the cross sections in question. The $I_0$ correction for a cross section can be calculated using the following term:

$$ \sigma_{corr}(\lambda) = -\frac{1}{SCD} \ln \left[ \frac{I_{spec}}{I_{ref}} \right] $$
\[ = -\frac{1}{SCD} \ln \left( \frac{(I_0(\lambda')e^{-\sigma(\lambda)SCD}) \otimes g(\lambda')}{I_0(\lambda) \otimes g(\lambda')} \right) \]  

(6.10)

Figure 6.2: \(I_0\) correction for the BrO and \(O_3\) cross sections for the BrO retrieval in the 346 - 359 nm wavelength range of the Huggins bands. The normal uncorrected cross section is plotted in black, the \(I_0\) corrected cross section is plotted in red and the difference in percent is plotted in blue.
6.1.3. Instrumental Stray Light

Spectrometer stray light is caused by light from higher orders reflected by the grating or simply reflections of unblackened material inside the spectrograph. The stray light occurs as an offset added to the measured intensity, an effect which can change the optical densities of the Fraunhofer lines and molecular absorption lines significantly. This stray light can be reduced but not totally suppressed by using optical spectral filters, light traps for higher orders of the grating and by blackening the inside of the spectrograph. By including an additional intensity offset in the spectral analysis, the remaining instrumental stray light can be accounted for in the fitting procedure.

6.1.4. Ring Effect

In addition to elastic scattering processes, inelastic Raman scattering occurs in the Earth’s atmosphere, see Section 4.2.3. Raman scattering can be observed in the spectra of scattered skylight as a filling in of Fraunhofer lines. This is the so-called Ring effect. In direct Sun spectra the contribution from inelastically scattered light is negligible (Bauer 1997, Pundt et al. 1998). Therefore, a correction of the Ring effect is used only for sensitivity tests.

However, for measurements of scattered skylight this effect is important. It is accounted for by including an additional pseudo-Ring-absorber in the DOAS retrieval. Employing a first order expansion series, the Ring cross section is given by Chance and Spurr (1997):

$$\sigma_{\text{Ring}} = \frac{I_{\text{Raman}}}{I_{\text{Rayleigh}}} \approx \frac{I_{\text{Raman}}}{I}$$

(6.11)

where \(I_{\text{Raman}}\) is the Raman scattered intensity, \(I_{\text{Rayleigh}}\) the Rayleigh scattered intensity, and \(I = I_{\text{Rayleigh}} + I_{\text{Raman}}\) the total intensity. The Ring cross section can be calculated using the DOAS tools MFC (Gomer et al. 1995), DOASIS (Kraus 2006) and WinDOAS. The Ring cross sections used here were calculated with DOASIS and included in WinDOAS for the retrieval. In DOASIS, the Raman spectrum cannot be calculated separately. The Ring tool calculates \(\sigma_{\text{Ring}}\) directly from a measured spectrum. This is discussed further in Section 12.1.3.

6.2. Langley Plot

As mentioned above, the values returned by the DOAS retrieval are all relative to the concentration of the reference spectra. The total atmospheric SCD is given by the sum of the dSCD retrieved by the DOAS fit and the amount of absorber in the reference spectrum. This amount is usually obtained for direct sunlight measurements by a Langley Plot. Assuming a constant mixing ratio (VMR) above balloon float altitude, the SCDs obtained for balloon float for SZA < 90° can be written as

$$SCD = AMF \cdot VCD_{\text{Air}} \cdot VMR - SCD_{\text{Fraunh}}$$

(6.12)
with the air mass factor AMF, the vertical column density for air \( VCD_{Air} \) and the slant column density in the Fraunhofer spectrum \( SCD_{Fraunh} \). If Equation 6.12 is plotted with the x-axis being the Air Mass and the y-axis the target species \( dSCD \), the point of interception with the y-axis yields the amount of the absorber in the Fraunhofer reference spectrum, called the *Fraunhofer Offset*.

Figure 6.3 shows a typical Langley plot for the balloon flight at Kiruna on September 7th 2009. The Langley plot and the corresponding fit is done for each target species and the retrieved values are added as an offset to the dSCDs to get the *true SCDs*. A necessary prerequisite for a Langley plot is a constant concentration of the trace gas above the balloon float level for the duration of the measurement. Although balloon float altitude was already reached at \( SZA = 87.09^\circ \), the first spectra are not used for the Langley plot since they are near the detection limit for all three species and scatter around zero. These values could lead to an unrealistic result in the regression line. The error of the offset is calculated and added according to Gaussian error propagation.
7. Profile Inversion

The previous section discussed the retrieval of slant column densities (SCDs) from the measured spectra. In the next step these measurements are converted into concentration profiles, with concentration as a function of altitude. Only then can they be compared to the measurements and results of other measurements, e.g., Chapter 14. The profile retrieval is based on a concept from Rodgers (2000). The equations given here follow the notation of Rodgers (2000), along with the variables used in the inversion script. The inversion is based on three methods of retrieving a trace gas concentration profile:

- Singular Value Decomposition (SVD)
- Maximum A Posteriori (MAP)
- Onion Peeling

While the Singular Value Decomposition and the Maximum A Posteriori approach can be used for a balloon ascent and solar occultation events, the onion peeling method can be used only for an ascent.

If the measurements or SCDs are represented by $y$ and the profile they are based on is $x$, their transformation can be accounted for by a function $F$

$$y = F(x, b) + \epsilon$$

(7.1)

There are $m$ measurements and we want to retrieve a profile with $n$ layers of the atmosphere. The model function $F$ uses the observation geometry and describes the path of the light through the atmosphere for each spectrum. Equation 7.1 can be written in linear form

$$y - F(x_0) = \frac{\partial F(x)}{\partial x} (x - x_0) + \epsilon = K(x - x_0) + \epsilon$$

(7.2)

with $K$ being an $m \times n$ matrix. The radiative transfer and the Weighting Matrix $K$ of the direct sunlight measurements is calculated using the programme DAMF (see Section 5.1). The radiative transfer calculations for limb measurements of scattered skylight are more complex and can not be calculated by geometrical means only. The RTM McArtim is used to calculate the light paths and the $K$ Matrix for limb measurements of scattered skylight. This is described in Section 5.2.

Equation 7.2 can be expanded using the covariance matrix:

$$S_x = \mathbf{1} \left( (x - x_a)(x - x_a)^T \right)$$

(7.3)
given an a priori \( x_a \). Equation 7.2 can then be rewritten:

\[
\hat{x} = x_a + \left(K^T S_e^{-1} + S_a^{-1}\right)^{-1} K^T S_e^{-1} (y - K x_a)
\] (7.4)

\( S_e \) is the measurement error covariance matrix. The term containing the error covariance matrix is also called the Gain Matrix:

\[
G = (K^T S_e^{-1} + S_a^{-1})^{-1} K^T S_e^{-1}
\] (7.5)

Using the Gain Matrix, Equation 7.4 can be written as:

\[
\hat{x} - x_a = G(y - K x_a) = G[K(x - x_a) + \epsilon]
\] (7.6)

\( G \) is a description of the information content of the measurement. The Gain Matrix is the contribution function matrix which characterises the sensitivity of the retrieval method to the measurement and the measurement error. In other words, it shows whether the information is a priori or comes from a measurement. If \( G \) is multiplied with the \( K \) matrix:

\[
A = G \cdot K = \frac{\partial \hat{x}}{\partial x}
\] (7.7)

the result is the Averaging Kernel Matrix \( A \).

A single row of the Averaging Kernel Matrix is called the averaging kernel of the corresponding retrieval altitude segment. The averaging kernels are used as diagnostics of the quality of the profile retrieval. To solve Equation 7.3, the user must decide if an a priori is available and should be used.

### 7.1. Maximum A Posteriori

The Maximum A Posteriori solution (MAP) to Equation 7.1 is based on the Bayesian approach. It relies on the probability density functions of the involved quantities \( y \), \( x \) and \( x_a \). Assuming that all the probability density functions are Gaussian, the expectation value \( \hat{x} \) of the retrieved profile is given by

\[
\hat{x} = x_a + \left(K^T S_e^{-1} + S_a^{-1}\right)^{-1} K^T S_e^{-1} (y - K x_a)
\] (7.8)

and the Averaging Kernel Matrix is

\[
A = S_a K^T (K^T S_e^{-1} + S_a^{-1})^{-1} K
\] (7.9)

The MAP approach weighs the information from the a priori and the measurement to combine the two. If there is only little or no measurement information, the a priori will dominate the returned profile. The weight of the measurements is characterised by the observation geometry, represented by \( K \), and the measurement error covariance \( S_e \). The
weight of the a priori information is determined by its covariance $S_a$. If the latter is large, the a priori will only have a minor impact on the retrieved profile. Therefore, it is normal to assume a large error in order to keep the influence of the a priori as small as possible.

In the case of an occultation event, the downward boundary of the measurement is the tangent point ($\sim 12$ km) and the upward boundary is the float altitude above which no profile information can be retrieved. In this case the weighting functions are unfavourable for retrieving profile information and the a priori has significant impact on the retrieved profile.

In addition to the previous definitions, $G_y = \frac{\partial R}{\partial y}$ is the sensitivity of the retrieval to the measurement and $A = G_y K_x = \frac{\partial \hat{x}}{\partial x}$ is the sensitivity of the retrieval to the true state.

$$\hat{x} - x_a = R(F(x_a, \hat{b}), \hat{b}, x_a, c) - x_a \quad \text{... bias}$$

$$+ A(x - x_a) \quad \text{... smoothing}$$

$$+ G_y \epsilon_y \quad \text{... retrieval error} \quad (7.10)$$

By rearranging the components this can be rewritten as

$$\hat{x} - x = (A - 1)(x - x_a) \quad \text{... smoothing error}$$

$$+ G_y K_b (b - \hat{b}) \quad \text{... model parameter error}$$

$$+ G_y \Delta F(x, b) \quad \text{... forward model error}$$

$$+ G_y \epsilon \quad \text{... retrieval noise} \quad (7.11)$$

For our purposes, only retrieval noise and smoothing error are important. These are the dominant error sources. The accuracy of the measurements means that the error of the auxiliary parameters, measurement location, temperature and pressure can all be ignored. The measurement location and time are recorded by two GPS modules. The pressure and temperature data which is required for the calculation of the refractive index of the altitude layer is recorded with an accuracy of $\pm 0.2$ mbar and $\pm 0.2$ K. The resulting errors are an order of magnitude smaller than the retrieval noise.

The first term on the right side in Equation 7.10 represents the smoothing error. In analogy to Equation 7.3, it can be quantified by the smoothing error covariance matrix $S_s = (A-1) S_a (A-1)^T$. $S_a$ is the a priori covariance matrix which, in our case, is chosen diagonal such that the elements are the variances of the a priori trace gas concentrations. The second and third terms are neglected. The last term in Equation 7.11 is a result of measurement error and can be represented by the retrieval noise covariance $S_m = G_y S_e G_y^T$, where $S_e$ is the measurement error covariance. Assuming that the measurements are independent, $S_e$ is a diagonal matrix with the squares of the SCD errors as elements. The total covariance of the retrieved profile $\hat{S}$ is the sum of $S_s$ and $S_m$:

$$\hat{S} = S_s + S_m \quad (7.12)$$

As noted above, the MAP solution represents a weighted average between the measurements and an a priori profile. The weight of the measurements in the returned profile is
defined by the observation geometry \( K \) and the correlation between the measurements, defined by the measurement error covariance matrix \( S_e \). The weight of the a priori information is also defined by the covariance of the profile \( S_a \). To keep the influence of the a priori as small as possible, the value of \( S_a \) should be large. The goal in an a priori approach should always be a retrieved profile unaffected by the a priori information in the core altitude range between the lowest tangent heights covered and balloon float altitude. At the boundaries of this range, where only information from the measurements can contribute, the a priori has significant impact on the retrieved profile. The error of the retrieved profile

\[
\hat{S} = (K^T S_e^{-1} K + S_a^{-1})^{-1}
\]

includes the smoothing error and the measurement error. The error attributed to the retrieved profile values is given by the square roots of the diagonal elements of \( \hat{S} \).

### 7.2. Singular Value Decomposition

The second method used for retrieving a profile is the Singular Value Decomposition (SVD). Any matrix \( K \) with the dimensions \( m \times n \) can be written as the product of an orthogonal \( m \times n \) matrix \( U \), a diagonal \( m \times n \) matrix \( \Lambda \) and an orthogonal \( n \otimes n \) matrix \( V^T \),

\[
K = U \Lambda V^T
\]

\( \Lambda \) is the diagonal matrix with the singular values \( \lambda_i \) of the matrix \( K \). The matrices \( U \) and \( V^T \) are constructed from the singular vectors of \( K \). By utilising the following conditions

\[
(V \Lambda^{-1} U^T)(U \Lambda V^T) = 1
\]

\[
K^* = V \Lambda^{-1} U^T
\]

Equation 7.4 can be rewritten using the pseudo-inverse of \( K \)

\[
\hat{x} = K^* y = V \Lambda^{-1} U^T y
\]

Unfortunately this very direct approach will often return an unsatisfying result. Typically what happens is that noise induced high-frequency components belonging to small singular values obscure the solution. To suppress these contributions, a smoothness requirement on the reconstruction is introduced. This is referred to as regularisation, because the obtained solutions are regularised. Here the two methods used in this study are presented:

- The truncated SVD method (tSVD)
- The Tikhonov regularisation

Both work by having the user select a regularisation parameter that controls a trade-off between fidelity to the data and smoothness of the returned profile. The effect of the
Figure 7.1.: These are the two regularisation approaches. The left panel shows the truncated SVD approach and the right panel shows a Tikhonov approach. \( k \) and \( \lambda \) are the regularisation parameters for the two methods respectively. The picture shows how choosing the correct regularisation parameter can have a large impact on the retrieved profile. Adopted from Jørgensen (2009).

Implementation of a regularisation can be seen in Figure 7.1.

For the tSVD method, Equation 7.17 can be written as

\[
\hat{x} = K_t^*y = V_t\Lambda_t^{-1}U_t^Ty
\]  

(7.18)

The subscript \( t \) indicates truncation. Only the largest singular values and their corresponding vectors are retained. Values which are equal to zero or smaller than a threshold are discarded. The threshold is chosen in terms of a maximum condition number, which is the ratio of the largest to the smallest non-zero singular value. If \( y \) is replaced with \((Kx+\epsilon)\) in Equation 7.18, the result is:

\[
\hat{x} = V_t\Lambda_t^{-1}U_t^T(Kx + \epsilon) = V_tV_t^T+ V_t\Lambda_t^{-1}U_t^T\epsilon
\]  

(7.19)

This approach is used when retrieving a profile of the direct sunlight measurements. The maximum condition number \( k \) can be allocated as a parameter in the programme DAMF by the user. The Averaging Kernel Matrix reads

\[
A = V_tV_t^T
\]  

(7.20)

which is not the Identity Matrix after truncation. This demonstrates an important point; truncation is a trade-off between reducing the contributions from measurement error and adjusting the altitude resolution of the retrieval to the resolution of the actual observation. Otherwise small singular values produce large contributions to the retrieved state from measurement error and render the retrieved profile unrealistic. For truncation, the inverse of those singular values should be set to zero, since they contribute more to the error than to the actual profile (Rodgers 2000).

For the limb measurements of scattered skylight the distinction between smaller and larger
eigenvalues of the $K$ matrix is more complicated. Therefore, the Tikhonov regularisation method is used (Tikhonov et al. 1977).

In this approach $\lambda$ is the regularisation parameter that determines the relative importance of the two terms: the fidelity to the data $\|Ax - y\|_2$ and the solution smoothness $\|x\|_2$ (Hansen 1994, Calvetti et al. 2000). Equation 7.5 is expanded by a term $\lambda H$:

$$\hat{x} = (K^T S_e^{-1} K + \lambda H)^{-1} K^T S_e^{-1} y$$  \hspace{1cm} (7.21)

The term $H = L^T L$ is the smoothing constraint and $\lambda$ is the weighting factor. $H$ is calculated from the second derivative operator and takes the form shown in Table 7.1. The Averaging Kernel Matrix derived from Equation 7.21 reads

$$A = (K^T S_e^{-1} K + \lambda H)^{-1} K^T S_e^{-1} K$$  \hspace{1cm} (7.22)

<table>
<thead>
<tr>
<th>Table 7.1: The smoothing constraint $H$ for a ten point grid.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1  -2  1  0  0  0  0  0  0  0</td>
</tr>
<tr>
<td>-2  5  -4  1  0  0  0  0  0  0</td>
</tr>
<tr>
<td>1  -4  6  -4  1  0  0  0  0  0</td>
</tr>
<tr>
<td>0  1  -4  6  -4  1  0  0  0  0</td>
</tr>
<tr>
<td>0  0  1  -4  6  -4  1  0  0  0</td>
</tr>
<tr>
<td>0  0  0  1  -4  6  -4  1  0  0</td>
</tr>
<tr>
<td>0  0  0  0  1  -4  6  -4  1  0</td>
</tr>
<tr>
<td>0  0  0  0  0  1  -4  5  -2  0</td>
</tr>
<tr>
<td>0  0  0  0  0  0  1  -2  1  0</td>
</tr>
</tbody>
</table>

The SVD approach does not use a priori information and is constrained only by the measurements, their covariance and the smoothing constraints. These constraints are imposed in the form of a truncation or a regularisation. This lack of a priori information means that the SVD can be used to check the influence of a priori information in a MAP approach. According to Equation 7.12, the error of the retrieved profile is equal to the contribution of the retrieval noise.

$$\hat{S} = (V^T A^{-1} U^T) S_e^{-1} (V A^{-1} U^T)$$  \hspace{1cm} (7.23)

However, the choice of the truncation threshold has to be considered as a kind of a priori information that also impacts the SVD retrieval method. The lack of additional information at the boundaries of the altitude grid can lead to artificial oscillations on the profile, while at the same time an overzealous regularisation can obscure the true state of the profile.

Neither tSVD nor the Tikhonov regularisation address the problem of how to choose the
right regularisation parameter. While the discrepancy principle is a good start, we cannot hope to solve \( Kx = y \) exactly, because the measurement contains an error. The goal is to achieve a residual error of \( \|Kx - y\|_2 \approx \|x\|_2 \). The \textit{L-curve} method is a more reliable approach than the discrepancy principle (Hansen 1992, Hanke 1996).

### 7.3. The L-curve Method

This approach does not require a priori knowledge of the error. We are looking for a retrieval that sticks to the fidelity of the data while being smoother than the naive SVD approach. Given a reconstruction for \( \hat{x} \), we can choose to measure the fidelity to the data by the residual norm \( \|Kx - y\|_2 \) and the smoothness by the solution norm \( \|x\|_2 \).

Those two quantities, plotted for a series of regularisation parameters, produce the L-curve. In a double logarithmic plot the graph tends to be shaped like a capital L, hence the name. Figure 7.2 shows the L-curve calculated for the O\textsubscript{3} sunrise measurements. Both values should be as small as possible, so the optimal regularisation parameter is in the corner of the L, the value closest to zero.

![L-curve plot](image.png)

Figure 7.2.: L-curve plot. The minimum indicates the regularisation parameter that offers a smooth profile using the measurement data while discarding only values with little influence, which would otherwise obscure a clear signal. The regularisation parameters are listed in the table on the right. In this case the best value for the regularisation of the profile is parameter number 24: \( 5 \cdot 10^{-20} \).
8. Photochemical Modelling

In this chapter the basics of the photochemical model used in this study are listed, following the description given by Butz (2006).

The accuracy of chemical models used to calculate the evolution of trace gases over time is a very good benchmark for checking if our knowledge is sufficient to describe processes in the atmosphere. The model output will only coincide with the measurements if all abundances and rate coefficients for the important reactions are correctly determined. Here all the knowledge about atmospheric composition and the interactions and transformations between the different species is combined. Reliable predictions for future scenarios are only possible if every process is understood and correctly implemented.

Mathematical models of the atmosphere can be divided into different types according to the products they calculate and the range in which they operate. In this work the three-dimensional (3-D) chemical transport model (CTM) SLIMCAT (Chipperfield et al. 2005; Chipperfield 2006) and the chemical box model Labmos are used to interpret the observations and to test model formulations.

SLIMCAT is a 3-D off-line chemical transport model. It uses wind and temperature data from the European Centre for Medium-Range Weather Forecasts (ECMWF) to calculate the atmospheric transport and the concentration changes of different species in both the troposphere and the stratosphere (Uppala 2005). SLIMCAT includes all relevant photochemical and dynamical processes and the model range extends from the ground up to an altitude of approximately 55 km on 32 potential temperature levels. In the horizontal direction SLIMCAT uses a $1^\circ \times 1^\circ$ (latitude \times longitude) grid.

SLIMCAT’s and Labmos’ chemical schemata have been updated and correspond to the recommendations given by the JPL-2011 report on Chemical Kinetics and Photochemical Data (Sander et al. 2011).

Labmos is a 1-D chemistry model, designed for studies of stratospheric photochemistry. It comprises a comprehensive set of gas phase and heterogeneous reactions. However, Labmos does not include dynamical processes per se, although it may be combined with air mass trajectories for a full 3-D formulation. Typically, Labmos is initialised with SLIMCAT output that can be refined using higher accuracy measurements. The version used here is an update of the model used in (Bösch et al. 2003), (Butz 2006) and (Kritten 2009). The stratospheric photochemistry is modelled on 19 potential temperature levels between $\Theta = 336$ K ($\approx 10$ km) and $\Theta = 1520$ K ($\approx 42$ km). The photochemistry is modelled along pre-calculated air mass trajectories in steps of 150 seconds.

The notation used here follows Finlayson-Pitts and Pitts (1986), Finlayson-Pitts and J. N. Pitts (1999) and (Sander et al. 2011).
Figure 8.1.: Model output for the diurnal variation of NO$_2$ for the atmospheric conditions in Kiruna for the time around the balloon flight for a 24 hour window. The colour coding described in the colour map on the right side represents the concentration of NO$_2$.

Rate coefficients are used to calculate the concentration changes for the different species modelled. Reactions involving two educts and two products

$$B + C \rightarrow D + E$$

(8.1)

are called bimolecular reactions. The corresponding rate coefficient $k_{B+C}$ is defined through

$$k_{B+C} [B] [C] = -\frac{d[B]}{dt} = -\frac{d[C]}{dt} = \frac{d[D]}{dt} = \frac{d[E]}{dt}$$

(8.2)

where [B] represents the concentration of a species B. According to the definition of $k_{B+C}$, the temporal evolution of the concentration of species B is given by

$$[B](t) = [B]_0 e^{-k_{B+C}[C] t}$$

(8.3)

provided a constant concentration of C can be assumed. The index zero in Equation 8.3 denotes the initial or starting concentration of species B. If the rate coefficient $k$ is changing with the surrounding temperature, a temperature dependence can be considered by Arrhenius’ law

$$k(T) = A(T) e^{-E/R T}$$

(8.4)
where $T$ is the temperature, $E/R$ defines the activation temperature, and $A(T)$ is the Arrhenius factor (see Sander et al. (2011)).

For termolecular reactions the rate coefficients can be calculated from tabulated low- and high-pressure limits and correction terms for temperature dependencies. In contrast to Reaction 8.1, three-body-collision reactions are pressure dependent, because the third body ($M$) is most likely an ambient $N_2$ or $O_2$ molecule. They involve three steps:

$$
B + C \rightarrow (BC)^* \quad \text{association with } k_f
$$

$$
(BC)^* + M \rightarrow B + C \quad \text{unimolecular decay with } k_r
$$

$$
(BC)^* + M \rightarrow (BC) + M^* \quad \text{stabilisation with } k_s
$$

The actual rate coefficient $k_3$ of the three-body-collision reactions is only the fraction of the process which results in a stable ($BC$). This is according to Troe’s formula (Troe 1979):

$$
k_3 = k_f / 1 + \frac{k_r}{k_s[M]} \quad (8.6)
$$

For low pressure ($k_r \gg k_s[M]$), this means that $k_3 = (k_f \cdot k_s/k_r) \cdot [M]$ and the reaction rate depends on the presence of a third body ($M$) (Troe 1977, Gilbert et al. 1983). For high pressure, when $k_r \ll k_s[M]$, the following can be deduced: $k_3 = k_f = k_\infty$ (Cobos and Troe 1985). Therefore, the temperature dependent low-pressure rate coefficient is described by:

$$
k_{00}(T) = k_{300}^0 \left( \frac{T}{300} \right)^{-n} \left[ \frac{\text{cm}^6}{\text{molec}^2 \text{s}} \right] \quad (8.7)
$$

The temperature dependent high-pressure rate coefficient is described by:

$$
k_{\infty}(T) = k_{300}^\infty \left( \frac{T}{300} \right)^{-m} \left[ \frac{\text{cm}^3}{\text{molec} \text{s}} \right] \quad (8.8)
$$

The rate coefficients $k_{300}^0$ and $k_{300}^\infty$ for all reactions that have been measured and their corresponding parameters $n$ and $m$ are listed in the JPL compilations, which are updated on a regular basis. The most recent version is Sander et al. (2011).

For reactions like the BrONO$_2$ photolysis (Reaction 3.54), which depend on the presence of electro-magnetic radiation:

$$
B + h\nu \rightarrow C + D \quad (8.9)
$$

the photolysis frequency $J$ can be calculated from the solar zenith angle (SZA) and atmospheric conditions by integration over the product of the actinic flux $F(\lambda)$, the absorption cross section $\sigma(\lambda)$ and the quantum yield $q(\lambda)$ with respect to the wavelength.

$$
J_B = \int F(\lambda) \cdot \sigma(\lambda) \cdot q(\lambda) \, d\lambda \quad (8.10)
$$
Besides termolecular reactions and photolysis, Labmos can also calculate heterogeneous reactions between gaseous and condensed materials. Such reactions imply adsorption of gaseous species on the surface of liquid or solid particles into the liquid particles. Heterogeneous reactions can be described in the same manner as gas phase reactions, using a the rate coefficient \( k_{het} \). The rate coefficient \( k_{het} \) is proportional to the uptake coefficient \( \gamma \), the aerosol surface area density \( A \) and the mean thermal velocity \( \vec{v} \) of the reactants (Finlayson-Pitts and Pitts 1986). The uptake coefficient \( \gamma \) is the fraction of surface collisions that lead to an irreversible chemical change in the gaseous educt (Zellner et al. 2001).

\[
k_{het} = \frac{\gamma \cdot A \cdot \vec{v}}{4} \tag{8.11}
\]

An example for a heterogeneous reaction is the hydrolysis of BrONO\(_2\) (Reaction 3.50).
9. Instrumentation

In this chapter a short overview is given of the instruments used in the course of this thesis based on the more detailed description given by Bauer (1997), Dorf (2005) and Simmes (2007).

High flying research balloons are the main method used to directly probe the stratosphere and perform in situ measurements. Planes can only reach up to a maximum altitude of 20 km while sounding rockets can only measure within a very short time frame in the stratosphere. Depending on wind patterns and other constraints, a research balloon can carry a gondola to an altitude of 30 to 40 km and remain there for several hours performing measurements.

Two instruments are used to take measurements for the present thesis, both based on the DOAS measuring technique. They have different specifications, advantages and disadvantages, however:

- The DOAS balloon instrument (BigDOAS) was designed for direct sun observations
- The miniDOAS instrument is a smaller, lighter and more compact version of the direct sunlight instrument. It is used for measuring scattered skylight in limb direction

The DOAS balloon instrument is only operated on board the LPMA/DOAS gondola, as described in Section 9.1. The miniDOAS instrument can be used on different, azimuth stabilised balloon platforms (see Figure 9.9).

9.1. The LPMA/DOAS Balloon Payload

LPMA stands for Limb Profile Monitor of the Atmosphere. The technology is based on a gondola for astronomical observations operated by the Observatoire de Genéve. The LPMA/DOAS gondola was modified and optimized for atmospheric measurements by Camy-Peyret in 1993 (Camy-Peyret et al. 1993). Its task is to carry the LPMA Fourier transform Interferometer (FTIR) and the DOAS balloon instrument into the stratosphere and perform direct sunlight observations. The schematics of the gondola are shown in Figure 9.1. The gondola has a mass of approximately 500 kg. Depending on the maximum altitude level, the gondola is carried by a helium balloon with a volume between 100,000 m$^3$ and 400,000 m$^3$. 
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9.1.1. The LPMA Fourier Transform Interferometer

This French instrument is based on a commercial BOMEM DA2.01 Michelson type interferometer and is optimised for balloon measurements (Camy-Peyret et al. 1995). The setup allows for the recording of interferograms in the infrared spectral range every 50 s. The spectral resolution of 0.02 cm$^{-1}$ is restricted by the maximum path difference of the movable mirror of 50 cm. The commercial detector optics have been replaced by a lab-built optical setup that allows two detectors to be used at the same time. This enables the instrument to record in different spectral ranges simultaneously. The detectors are placed in Dewar containers which are cooled by liquid nitrogen.

Depending on the exact configuration of spectral filters, beamsplitters and detectors used during a flight the instrument can measure a large variety of trace gases, which all absorb in the infrared spectrum, such as $\text{O}_3$, $\text{NO}_2$, NO, $\text{HNO}_3$, $\text{N}_2\text{O}_5$, $\text{N}_2\text{O}$, $\text{CH}_4$, $\text{ClONO}_2$, $\text{HCl}$, $\text{H}_2\text{O}$, CO, CO$_2$, COF$_2$, HF, CF$_2$Cl$_2$ and C$_2$H$_6$ (Camy-Peyret et al. 1995, Jeseck 1995, Butz 2006).

A pivot system is used to keep the gondola’s front facing the Sun. In addition, a sun-tracker with a moveable mirror allows for optimal light intake. The light collected by the sun-tracker is pointed directly at the interferometer. BigDOAS’s two telescopes are mounted between the sun-tracker’s folding mirror and the entrance window of the interferometer, as shown in Figure 9.1. This ensures that the two instruments probe the same air masses and prevents the need for an additional tracker.

![Figure 9.1: Schematic drawing of the LPMA/DOAS balloon gondola. Sunlight is directed into the gondola by a sun-tracker and is subsequently analysed by the FTIR and the DOAS instrument. Adopted from Ferlemann et al. (2000).](image-url)
9.1.2. The DOAS Balloon Instrument for Direct Sunlight Observations

The DOAS balloon instrument (BigDOAS) was developed at the Institute of Environmental Physics at the University of Heidelberg (Ferlemann et al. 2000). It is designed for measuring atmospheric trace gases using direct sunlight spectroscopy. Two holographic grating spectrometers are combined to cover both the UV and the visible spectral range. The entire instrument is configured for balloon-borne observations requiring the following specifications:

- Low mass (∼ 45 kg)
- Low power consumption (∼ 6 W)
- Insensitivity to changes in ambient temperature and pressure, preventing a drift in the optical setup
- High structural integrity

The direct sunlight collected by the sun-tracker is aimed at the two telescopes for separate light uptake into the system. The space availability inside the gondola was one of the main specifications for the telescopes, as well as:

- Signal maximisation in the stratosphere with respect to the minimum readout time of the detector to guarantee a high signal-to-noise ratio
- Minimisation of atmospheric stray light and the necessity of observing the entire Sun disk, to prevent effects of centre-to-limb darkening
- Compliance with the holographic grating’s f-number

The two telescopes were redesigned to better withstand changing atmospheric conditions and corrosion. At the same time, the spectrograph’s light intake was maximised to optimise the signal to noise ratio (Kreycy 2007). Both telescopes hold a number of optical elements to ensure that all photons from the observed spectral range reach the detector while all other radiation is minimised (see Figure 9.2). Just as with the spectrograph itself, the telescopes need to be unaffected by thermal expansion or contraction to prevent damage to the glass lenses or filters. The telescopes are blackened on the inside to prevent light scattering. Quartz fibre bundles are attached to the telescopes to guide the light into the spectrographs.

A metal housing 536 mm deep and 290 mm in diameter contains all the remaining parts: the gratings of the two spectrograph setups, as well as the detectors and the corresponding electronics. From a rectangular slit at the end of the fibre bundle the light falls onto a holographic grating and is reflected to a photodiode.

The width of the entrance slits is chosen to fulfil the empirical sampling criteria given by e.g., Roscoe et al. (1996). Both spectrometers use a 1024 pixel diode. The UV spectrometer has a FWHM of 0.55 nm or 5.5 pixel, covering the spectral range from 316.5 - 417 nm.
The vis spectrometer has a FWHM of 1.47 nm or 5.7 pixel and covers a spectral range from 400 - 653 nm.

The aluminium housing is evacuated and thermally stabilised by a surrounding carbon fibre vessel filled with an ice water mixture. This means an additional weight, but it keeps the entire setup stable at 0°C. This is essential since the temperature gradient of the atmosphere could cause a shift in the optical system during a balloon ascent or descent. Evacuating the spectrometer prevents water vapour from condensing inside the instrument.

The photodiodes themselves are cooled by Peltier elements. They are kept stable at (-10°C) to minimise the dark current and enhance the signal-to-noise ratio. A cooling circle...
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keeps all the optical parts, the electronics and the warm side of the Peltiers temperature-stable by transporting the produced heat outwards. The inside of the spectrometer housing is blackened to minimise spectrometer stray light. In addition to that, light traps are installed to prevent maxima of zero, second and higher orders from reaching the detector. A schematic of the spectrograph housing is shown in Figure 9.3.

A separate computer unit holds the electronics for controlling the spectrometers and storing the measured spectra to allow for easier excess and handling. This is connected via multiple cables that control the instrument as well as the cooling pumps and temperature sensors.

A more detailed description of the spectrograph can be found in Ferlemann et al. (2000) and Bauer (1997). The original setup has since been modified for improvement or repairs. Major adjustments include:

- Replacement of the original steel housing with an aluminium housing, reducing the weight by 6 kg
- Replacement of a contaminated holographic UV grating (Jobin Yvon 52300080)
- Readjustment of the vis grating to cover the spectral range from 400 - 653 nm (previously 417 - 671 nm) to include the OClO absorption band
- Replacement of damaged fibre bundles with 150 µm fibres for better sampling
- Reconfiguration of the telescopes for signal optimisation

![Observation geometry of the LPMA/DOAS balloon payload.](image)

Figure 9.4.: Observation geometry of the LPMA/DOAS balloon payload. Direct sunlight is measured during balloon ascent (left panel), balloon float and solar occultation (right panel). Adopted from Ferlemann et al. (2000).

With the sun-tracker system the instrument has two different observation geometries, shown in Figure 9.4. The first is the balloon ascent. The position of the Sun changes marginally as the balloon ascends through the atmosphere. Since the light pathes traverse different parts of the atmosphere, a trace gas concentration profile can be retrieved
(see Figure 9.4). The gondola is normally launched in the early afternoon and ascends to a float altitude of between 30 - 40 km. This takes around 2.5 hours, and the balloon then remains at float altitude until sunset. The solar occultation is the second observation geometry. Now the balloon position changes marginally and the position of the Sun changes to a great extent. Based on the different light paths indicated in the right plot in Figure 9.4, an additional profile can be retrieved. Given this possibility, the balloon remains afloat during the night and an additional profile can be recorded during sunrise.

The DOAS balloon instrument is capable of measuring in a spectral range from 320 - 650 nm where species such as O$_3$, BrO, NO$_2$, OCIO, HONO, HCHO and O$_4$ in the UV and O$_3$, NO$_2$, H$_2$O, O$_4$, NO$_3$, OCIO, IO and OIO in the visual range have absorption features (see Ferlemann et al. 1998, Harder et al. 1998, Harder et al. 2000, Fitzenberger et al. 2000, Pfeilsticker et al. 2000, Bösch et al. 2003, Butz et al. 2006, Dorf et al. 2006, Dorf et al. 2008 and Butz et al. 2009).

9.1.3. The miniDOAS Instrument for Limb Observations of Scattered Skylight

The miniDOAS instrument is a miniaturised version of the BigDOAS instrument, hence the name. The miniDOAS instrument is designed for measuring scattered skylight in limb direction, instead of observing direct sunlight. The limb observation enables measurements of profiles during the entire day and not just during balloon ascent and solar occultation events. Omitting the sun-tracker makes the miniDOAS very compact and light compared to the direct sunlight instrument. The instrument has its own battery power supply and needs no information or command module connection to the gondola. It is set up to be a completely autonomous unit. Before each flight, a measurement routine is developed for given flight parameters such as: ascent time, float altitude, time at float level and SZA (see Figure 9.5). This allows the instrument to fly piggyback on several different azimuth stabilised balloon gondolas. Most stratospheric balloon payloads are specifically designed to carry certain instruments, e.g., the LPMA/DOAS gondola (Section 9.1), but are able

![Figure 9.5: Viewing geometry of balloon-borne limb scattered skylight measurements during balloon ascent (left panel) and during float (right panel). Adopted from Kritten (2009).](image)
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to carry additional small and light instruments. A list of recent deployments is given in Figure 9.9.
As mentioned above, the miniDOAS instruments are independent from solar occultation events. However, since they are looking to the horizon instead of the Sun, scattered skylight instruments observe much lower intensities. Accordingly, more time is required to record a single spectrum. Observations of scattered skylight also involve more complex radiative transfer calculations and offer a lower overall sensitivity. However, due to the limb observation geometry longer light paths at each altitude level are observed compared with the direct sunlight observations of the BigDOAS instrument.
Currently two miniDOAS instruments are in use for balloon-borne measurements:

- One built and deployed by Frank Weidner (Weidner et al. 2005)
- One described in Simmes (2007) and used in this study. It is referred to as miniDOAS (Oscar).

Originally the miniDOAS (Oscar) instrument was designed for aircraft deployments, but the high versatility of the miniDOAS instruments also allows for its use on board azimuth stabilised balloon gondolas. The instrument has the same components as the BigDOAS instrument:

- Two telescopes mounted on stepper-motors to allow for vertical scanning of the atmosphere once the balloon float level is reached
- Fibre bundles for light intake
- Spectrograph unit
- Computer controlling unit

These parts can all be identified in Figure 9.8. Each part can be replaced or adapted for a specific application. While the spectrometers of the BigDOAS instrument were specifically designed and assembled in the laboratory, the miniDOAS instruments use commercial parts. Oscar has an Ocean Optics USB2000 spectrometer (USB) covering the 408 - 532 nm visible range and an Ocean Optics QE65000 (QE) covering the 320 - 398 nm UV spectral range. The USB and QE are comprised of the same parts as the BigDOAS instrument. Schematic of the Ocean optics spectrometers are shown in Figure 9.6.
Figure 9.6: Sketch of the two commercial miniDOAS spectrometers from Ocean Optics. The USB2000 is on the left and the QE65000 is on the right. (1) SMA 905 connector, (2) entrance slit, (3) longpass absorbing filter (optional), (4) collimating mirror, (5) grating, (6) focusing mirror, (7) collection lenses, (8) detector, (9) longpass orders-sorting filter (optional), (10) UV2 or UV4 detector upgrades (optional). Adopted from OceanOptics (2012).

Table 9.1: Summary of the most important characteristics of the miniDOAS instrument.

<table>
<thead>
<tr>
<th></th>
<th>USB2000</th>
<th>QE65000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength range (nm)</td>
<td>408-532</td>
<td>320-398</td>
</tr>
<tr>
<td>Detector type</td>
<td>Sony ILX511, 1-D array</td>
<td>Hamamatsu S7031, 2-D array</td>
</tr>
<tr>
<td>Num. pixels</td>
<td>2048</td>
<td>1024</td>
</tr>
<tr>
<td>Well-depth (e−)</td>
<td>62.5·10^3 /pixel</td>
<td>1.5·10^6 /column</td>
</tr>
<tr>
<td>A/D resolution (bit)</td>
<td>12</td>
<td>16</td>
</tr>
<tr>
<td>Num. counts (fall sat.)</td>
<td>4096</td>
<td>65000</td>
</tr>
<tr>
<td>photo-e− count</td>
<td>15.3</td>
<td>23.1</td>
</tr>
<tr>
<td>Quantum effiency (at 400nm)</td>
<td>0.1</td>
<td>0.5</td>
</tr>
<tr>
<td>Total num. photons</td>
<td>625·10^3 /pixel</td>
<td>3·10^6 /column</td>
</tr>
<tr>
<td>Slit entrance (width, µm)</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>Dispersion (nm/pixel)</td>
<td>0.105</td>
<td>0.08</td>
</tr>
<tr>
<td>FWHM</td>
<td>6.2 pixels</td>
<td>4.75 pixels</td>
</tr>
</tbody>
</table>

Just as with the BigDOAS, both spectrometers are kept in an aluminium housing. This metal case is surrounded by a resin housing allowing ice water to keep the setup temperature stable at 0°C. Like the BigDOAS, the spectrograph is evacuated. The entire setup in the configuration for the flight on September 7th 2009 can be seen in Figure 9.8. The integration of the instrument into the gondola depends on the space available. The LPMA/DOAS gondola is designed for direct Sun observations and is oriented towards the Sun. The telescopes of the miniDOAS instrument are aligned to scan 90° to the side of the direct Sun instruments, as shown in Figure 9.7.
Figure 9.7.: Picture showing the rear of the LPMA/DOAS gondola, while the miniDOAS telescopes are being calibrated. The LPMA and BigDOAS instruments look toward the Sun (red arrow), while the miniDOAS instrument Oscar looks 90° to the side (blue arrow).

Figure 9.8.: Complete setup of the Oscar miniDOAS instrument before integration on board the LPMA/DOAS gondola. On the left is the stepper-motor controlling unit (grey) for the telescopes. The computer unit (black) is in the middle. The spectrograph housing is on the right. The two telescopes with the stepper-motor can be seen in the front. Adopted from Werner (2009).
9.1.4. The STAC Instrument

The STAC (Stratospheric and Tropospheric Aerosols Counter) is an aerosol particle counter for in situ measurements (Renard 2008). It was developed for taking aerosol size distribution measurements from the middle troposphere up to the middle stratosphere. Initially developed by the Laboratoire de Météorologie Dynamique (LMD), Paris, STAC has been kept under the technical and scientific responsibility of the Laboratoire de Physique et Chimie de l’Environnement et de l’Espace (LPC2E), Orléans since 2005. STAC provides concentration profiles of liquid particles for diameters greater than 0.35 µm and of solid particles for diameters greater than 1 µm. It is commonly implemented on board various gondolas, in particular ELHYSA, SPIRALE, SALOMON-N2 and the LPMA/DOAS gondola.

A nozzle is used to collect ambient air and create an airflow through a measurement chamber. A laser diode illuminates the air flowing through the chamber. Aerosols in the collected air scatter light from the original beam direction onto a photodiode. The amount of aerosols is then calculated based on the intensity of the scattered light. A schematic of the instrument is shown in Figure 9.11. A more detailed description of the principle is given by Renard et al. (2010).
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Figure 9.10.: Photograph of the STAC instrument. The picture clearly shows the nozzle used to pump air through the measurement chamber. The small lightweight instrument was designed to be operated on multiple balloon gondolas without much integration effort. Adopted from Drouin (2012).

Figure 9.11.: Schematic drawing of the STAC instrument. Aerosols dragged into the instrument through the inlet scatter light from the laser diode. Concentrations are received based on the intensity of the light measured by the photodiode at the characteristic angle of 15°. Adopted from Renard et al. (2010).
Part III.

Measurements
10. StraPolÉté Campaign

The StraPolÉté Campaign took place in Kiruna, Sweden in late summer 2009. The name is a combination of three French terms that describe the scientific background of the campaign: Stratosphérique (stratospheric), polaire (polar), été (summer). Over the last two decades extensive research has been carried out into ozone depletion during winter months. As a result it is quite well understood. In contrast, scientific understanding of the dynamics and chemistry of the stratosphere during summer months still has several unresolved issues. For this reason the StraPolÉté campaign was launched. The overall goals of the campaign were:

- Research into the dynamical state of the stratosphere and its development
- Tests of photochemical and transport models to discover whether they can simulate these mechanisms properly

The French space agency CNES (Centre National d’Études Spatiales) set up the campaign from the Esrange space center near Kiruna in northern Sweden (67.9°N, 22.1°E). From July to September 2009 several research balloons were launched to probe the high latitude stratosphere. This campaign demonstrates the effort and value of creating integrated measurement campaigns, where modelers are part of a campaign to validate their work, in this case the annual evolution of the polar stratosphere, e.g., (Thieblemont et al. 2010). More than 30 scientists from seven different research institutes and the CNES ”Nacelles pointées” team were on site during the campaign to prepare and operate the payloads. The campaign goals were divided according to the different work packages

1. Dynamical investigations
2. Stratospheric aerosol characterisation
3. Bromine budget investigations
4. Reference state of the polar summer atmosphere
The ELHYSA, SPIRALE, SWIR, SALOMON-N2 and LPMA gondolas measure long-lived species relevant for climate change. For the first time, several measurements of BrO from various instruments (SALOMON-N2, BigDOAS, miniDOAS) were taken in order to determine the bromine content of the stratosphere.

A primary goal of the campaign was to establish the first reference state of the polar summer stratosphere from 9 km to 37 km in terms of reactive chemistry, tracer fields and aerosols.

Model calculations for dynamical and chemical evolution of the polar stratosphere were begun in January 2009, while the scientific measurement campaign started in August 2nd 2009 with the launch of the ELHYSA balloon payload. Six more research balloons were launched in August. The last of the eight flights was the LPMA/DOAS flight on September 7th.

10.1. The LPMA/DOAS Flight

The launch of the LPMA/DOAS payload was originally planned for August 26th, but was delayed due to bad weather conditions on the ground and unfavourable wind patterns in the lower stratosphere. The ground winds finally calmed, however, and on September 7th at 14:51 UT the payload was launched. The balloon ascended to float altitude very quickly. Two hours after the launch, at 16:45 UT, an altitude of 33.9 km was reached, at which the balloon remained during the sunset. Solar occultation was completed at 18:20 UT. The balloon descended slowly to approximately 29 km as the helium cooled down during the night. After the sunrise on September 8th at 02:25 UT the balloon expanded due to the warming of the helium and slowly ascended to an altitude of 31 km. At 06:01 UT, three and a half hours after sunrise and after a total flight time of 16 hours, the payload was separated from the balloon and landed close to the Finnish-Russian border. This relatively short trajectory for a flight duration of 16 hours was possible due to the very low wind speeds at float altitude. The trajectory is superimposed on a map for a better visualisation in Figure fig:BallonFlugStrapolt. Figure 10.3 shows the altitude profile for the flight. The last Figure in this section (Figure 10.4) shows the azimuth orientation of the gondola for the ascent and the sunset. Unfortunately, the LPMA/DOAS gondola does not have an absolute position transducer. Therefore, the stability of the gondola has to be deduced by other means. The azimuth orientation is the first indication for the stability of the gondola. This is discussed further in Section 12.2. While the balloon flight covered the afternoon and evening of September 7th 2009 and the morning of September 8th, it is only referred to as the flight on September 7th 2009 unless specifically the measurements during sunrise are discussed.
10.1. The LPMA/DOAS Flight

Figure 10.2.: The balloon trajectory (red) after the launch from Esrange Space Station in northern Sweden until the payload landed in Finland 16 hours later. This was the longest recorded flight for the LPMA/DOAS payload and direct sunlight measurements to retrieve three trace gas profile sets (ascent, sunset and sunrise), not including the miniDOAS measurements, were recorded.

Figure 10.3.: The altitude profile of the LPMA/DOAS flight is plotted in black. Indicated are the time frames for the ascent (grey), the sunset (blue) and sunrise (light blue) measurements of the miniDOAS instrument. The red line indicates the SZA for a given time. Note that the timeline is interrupted during the night.
Figure 10.4.: The upper plot shows the azimuth orientation of the gondola during the ascent and sunset. The oscillation and shaking of the gondola during the ascent can be derived from this data. Once the balloon reached float altitude, the gondola oscillation faded due to low wind activity at this altitude. This is very important, because persistent gondola movement can broaden the field of view of the telescopes. The lower plot contains the altitude plotted for that time, along with the time of arrival at float altitude (red), the SZA = 90° (green) and the final disappearance of the Sun behind the horizon at 18:23 UT (blue).
10.2. State of the Atmosphere

Several computer models (e.g., FLEXPART \cite{Stohl2005}, MIMOSA \cite{Hauchecorne2002}) were used to predict and analyse the atmospheric conditions before, during and after the balloon measurements of the StraPolÉté Campaign. In Section 2.1.1, it is noted that during the summer to winter circulation transition stratospheric winds at high latitudes are very weak (\sim some \frac{m}{s}). However, on September 7th, remnants of such an intrusion could be detected over eastern Scandinavia. The MIMOSA potential vorticity (PV) maps show a mid-latitude airmass intrusion before the LPMA/DOAS flight (see Figure 10.5). A detailed description of the MIMOSA model is given in \textit{Hauchecorne et al.} (2002).

Besides the satellite coverage, the Esrange team launches small probes on a daily basis and additional ones prior to each balloon flight to get an accurate picture of the atmospheric conditions. These are used in combination with the various sensors on board the gondola to ascertain the complete condition of the atmosphere before and during the balloon flight. Pressure and temperature data from the gondola, the balloon, the ozone soundings and the European Centre for Medium-Range Weather Forecasts (ECMWF) are compared and put together with humidity levels and cloud coverage. This information is very important for the trace gas retrievals and radiative transfer, e.g., the cross sections of the different trace gases are temperature dependant and the temperature and pressure data is necessary to calculate the refractive index of the atmosphere (see Sections 5.2 and 11.1). The combined analysis of the atmosphere during the balloon ascent is plotted in Figure 10.7.
Figure 10.5.: MIMOSA model output for the PV over the northern hemisphere on September 7th 2009 at 12:00 UT at different potential temperature levels. A mid-latitude air mass intrusion can be seen at 475 K and 550 K over eastern Scandinavia. Such events are rare, since the PV surfaces are normally aligned with the latitude bands, like at 675 K and 950 K. Adopted from (Poulet and Huret 2011).
10.2. State of the Atmosphere

Figure 10.6.: Same plots as in Figure 10.5 for September 8th 2009 at 12:00 UT. The remnants of the mid-latitude air mass intrusion at 475 K and 550 K moves eastwards towards Russia and starts to dissipate. Adopted from (Poulet and Huret 2011).
Figure 10.7.: State of the atmosphere for the balloon ascent of the LPMA/DOAS balloon gondola. The data is compiled from two probes launched during the flight, as well as the various on board sensors and satellites.
11. Direct Sunlight Measurements

11.1. Inferred Slant Column Densities

The recorded direct sunlight measurements from the flight on September 7th 2009 can be divided into three datasets: ascent, sunset and sunrise. For all three datasets slant column densities (SCDs) are calculated according to the details given in Sections 11.1.1 - 11.1.3.

The miniDOAS instrument for limb observations of scattered skylight covers a slightly smaller wavelength range and uses different fitting windows for the DOAS analysis in the visible range. Therefore, the O$_3$ and NO$_2$ retrieval are discussed in both the direct sunlight and scattered skylight limb measurement chapters. However, both instruments use the same wavelength range for the spectral retrieval of BrO, so a detailed discussion is given only for the miniDOAS instrument in Section 12.1.3.

The first dataset, the ascent, starts with the tracking of the Sun at 15:05 UT and ends at 16:34 UT on September 7th 2009. Since an in-flight sun-tracker test was performed when the balloon reached the float altitude, the ascent data is evaluated against a Fraunhofer reference spectrum recorded before this sun-tracker test.

The second dataset is from the sunset, which is evaluated against a Fraunhofer reference spectrum recorded after the sun-tracker test. This dataset starts at 17:03 UT and ends at 18:21 UT with the complete occultation of the Sun.

The final dataset is the sunrise. The Sun was first tracked at 02:26 UT on September 8th 2009, and at 04:39 UT a sun-tracker test was performed. A Fraunhofer reference spectrum recorded before this test is used to evaluate the sunrise spectra.

The retrieval of O$_3$ and NO$_2$ dSCDs from the spectra from the direct sunlight observations is based on the studies of Bösch (2002) and Butz (2006). Only slight changes are made in order to account for changing atmospheric conditions. All high resolution absorption cross sections used here are from the Mainzer Spektral Atlas $^1$ and are corrected for the solar I$_0$ effect, see Section 6.1.2.

11.1.1. O$_3$ Spectral Retrieval

The O$_3$ spectral retrieval is performed in the Chappuis band (545 - 615 nm). The absorption cross section was measured in the laboratory at 221 K (Kreycy 2007) and subsequently wavelength aligned with respect to the convolved absorption cross sections from Voigt et al. (2001) measured at 223 K.

Interfering differential absorption from NO$_2$ is handled by simultaneously fitting two ab-

$^1$http://www.atmosphere.mpg.de
Table 11.1.: Characteristics of the BigDOAS retrieval of O₃ and NO₂ direct sunlight measurements.

<table>
<thead>
<tr>
<th>Species:</th>
<th>O₃</th>
<th>NO₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instrument:</td>
<td>vis</td>
<td>vis</td>
</tr>
<tr>
<td>Wavelength range:</td>
<td>545 nm to 615 nm</td>
<td>435 nm to 485 nm</td>
</tr>
<tr>
<td>Cross section:</td>
<td>Lab, fitted to Voigt et al. (2001)</td>
<td>Lab, fitted to Voigt et al. (2002)</td>
</tr>
<tr>
<td>Interfering species:</td>
<td>NO₂ at T = 223 K (Voigt et al. 2002)</td>
<td>O₃ at T = 223 K (Voigt et al. 2001)</td>
</tr>
<tr>
<td></td>
<td>NO₂ at T = 246 K (Voigt et al. 2002)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>O₄ (Herman et al. 1999)</td>
<td>O₄ (Herman et al. 1999)</td>
</tr>
<tr>
<td></td>
<td>H₂O (Hitran database)</td>
<td>H₂O (Hitran database)</td>
</tr>
<tr>
<td>Broad band polynomial:</td>
<td>3rd order</td>
<td>3rd order</td>
</tr>
<tr>
<td>Stray light correction:</td>
<td>1st order</td>
<td>1st order</td>
</tr>
</tbody>
</table>

Sorption cross sections corresponding to T = 223 K and T = 246 K, which were measured in the laboratory (Kreycy 2007) and subsequently wavelength aligned with respect to convolved cross sections from Voigt et al. (2002). The two NO₂ cross sections were orthogonalised with respect to each other. Even though the temperatures are stable, two absorption cross sections are used to minimise remnants of NO₂ features in the residual spectrum. Despite this effort there are still NO₂ features in the residual. However, due to their very low optical density (0.01 of the ozone feature) and narrow band nature compared to the O₃ cross section, they do not influence the retrieval. The absorption of O₄ is accounted for by the absorption cross section measured by Herman et al. (1999). The H₂O cross section is taken from the Hitran database² and convolved with a mercury line at 546 nm. A 3rd order polynomial is used to account for the broad band extinction processes and a 1st order additive polynomial for instrumental stray light. For the spectrum a 1st shift and 1st degree stretch is allowed to account for changes in atmospheric conditions. As recommended in the work of Stutz and Platt (1996) and Butz (2006), in order to account for systematic residual features the errors of the retrieved O₃ dSCDs given by the fitting routine are multiplied by three. Polynomials of different degrees (up to 5th) are tested for the retrieval to account for broad band features and no polynomial larger than 3rd order should be used due to possible correlations with the O₃ cross section. The Fraunhofer offset, which is added to the dSCDs, and its respective error were treated through Gaussian error propagation. An exemplary DOAS fit for O₃ is shown in Figure 11.1.

²http://www.cfa.harvard.edu/hitran/ Version of Fall 2009 was used for all spectral fits.
Figure 11.1.: $O_3$ DOAS evaluation of a visible spectrum recorded during sunrise at 02:46 UT (SZA=93.1°) September 8th 2009. The upper panel shows the normalised reference (black line) and measured spectrum (red line). In the panels below, the retrieved trace gas absorptions of $O_3$, NO$_2$, $O_4$ and H$_2$O are shown. The red lines indicate the differential spectral absorption and the black lines the sum of the spectral absorption and the residual. The lowest panel shows the remaining residual of the spectral fitting procedure.
11.1.2. NO$_2$ Spectral Retrieval

The NO$_2$ dSCDs are retrieved in the 435 - 485 nm spectral range to avoid the prominent center-to-limb (CLD) structures at 434 nm and 486 nm. This means that the correction term for the CLD effect described in (Bösch 2002) can be neglected.

The NO$_2$ absorption cross section was measured in the laboratory for temperatures ranging between 200 K and 280 K (Kreycy 2007). Subsequently, the lab-measured absorption cross section measured at $T = 226$ K, which is inherently convolved by the instrument function, was wavelength aligned to the data of Voigt et al. (2002) recorded at 223 K. In the 435 - 485 nm range interferences from O$_3$, O$_4$ and H$_2$O must be considered. O$_3$ is accounted for by including a absorption cross section recorded in the laboratory at $T = 223$ K with the direct sunlight instrument. The cross section is wavelength aligned to the convolved reference of Voigt et al. (2001). The cross section of the O$_4$ oxygen collision complex is taken from Herman et al. (1999). Broad band extinction and instrumental stray light is considered via a 3$^{rd}$ order multiplicative and a 1$^{st}$ order additive polynomial in the spectral fitting routine. For the spectrum a 1$^{st}$ degree shift and a 1$^{st}$ degree stretch is allowed.

The errors given by the fitting routine are multiplied by a factor of two as recommended in the study of Butz (2006). An exemplary DOAS fit for NO$_2$ is shown in Figure 11.2.
11.1. Inferred Slant Column Densities

Figure 11.2.: NO$_2$ DOAS evaluation in the visible spectral range for a spectrum measured at sunrise at 02:46 UT (SZA=93.1°) September 8$^{th}$ 2009. The upper panel shows the normalised reference (black line) and measured spectrum (red line). In the panels below, the retrieved trace gas absorptions of NO$_2$, O$_3$, O$_4$ and H$_2$O are shown. The red lines indicate the differential spectral absorption and the black lines the sum of the differential spectral absorption and the residual. The lowest panel shows the remaining residual of the spectral fitting procedure.
11. Direct Sunlight Measurements

11.1.3. BrO Spectral Retrieval

The DOAS retrieval for BrO is more complicated than for O$_3$ and NO$_2$. The lower concentrations result in smaller optical densities. Another problem is that the absorption lines of the different species are closer together compared to the O$_3$ and NO$_2$ retrieval in the visible range. Hence, it is more difficult to separate them. Figure 11.3 shows the absorption cross sections for the spectral retrieval of BrO. An incorrectly calculated SCD for O$_3$ or NO$_2$ would lead to an incorrect SCD of BrO. This effect would not necessarily show up in the residual.

The BrO DOAS retrieval is based on the work of Dorf (2005) and follows the recommendations of Aliwell et al. (2002), who did a comprehensive comparison study of the parameters of a DOAS BrO retrieval. Several parameters are analysed: fitting window, high resolution cross sections employed and other parameters such as the shift of the different cross sections.

The fitting range is 346 - 359 nm. The BrO absorption cross section is taken from Wahner et al. (1988), measured at 228 K and convolved with the instrument function. Two O$_3$ absorption cross sections, measured at $T = 250$ K and $T = 210$ K using the direct sunlight instrument by Dorf (2005), are included to account for absorption features of O$_3$. Because the cross sections were recorded with the instrument, they are inherently convolved with the instrument function.

The NO$_2$ absorption cross section was also measured with the instrument by Dorf (2005).

Figure 11.3.: The absorption cross sections for the BrO retrieval.

Wahner et al. (1988), measured at 228 K and convolved with the instrument function. Two O$_3$ absorption cross sections, measured at $T = 250$ K and $T = 210$ K using the direct sunlight instrument by Dorf (2005), are included to account for absorption features of O$_3$. Because the cross sections were recorded with the instrument, they are inherently convolved with the instrument function.
11.2. Profile Retrieval of the Direct Sunlight Measurements

Table 11.2.: Characteristics of the DOAS retrieval of BrO.

<table>
<thead>
<tr>
<th>Species:</th>
<th>BrO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instrument:</td>
<td>UV</td>
</tr>
<tr>
<td>Wavelength range:</td>
<td>346 nm to 359 nm</td>
</tr>
<tr>
<td>Cross section:</td>
<td>(Wahner et al. 1988)</td>
</tr>
<tr>
<td>Interfering species:</td>
<td>O₃ at T = 210 K (Dorf 2005)</td>
</tr>
<tr>
<td></td>
<td>O₃ at T = 250 K (Dorf 2005)</td>
</tr>
<tr>
<td></td>
<td>NO₂ at T = 230 K (Harder et al. 1997)</td>
</tr>
<tr>
<td></td>
<td>O₄ (Herman et al. 1999)</td>
</tr>
<tr>
<td>Broad band polynomial:</td>
<td>2nd order</td>
</tr>
<tr>
<td>Stray light correction:</td>
<td>2nd order</td>
</tr>
</tbody>
</table>

and adapted to fit the cross section measured by Harder et al. (1997). The absorption cross section for O₄ is taken from Herman et al. (1999) and convolved with the instrument function. The broad band structures are accounted for by a 2nd order multiplicative polynomial and an additional 2nd order additive polynomial for the stray light correction. For the spectrum a 1st degree shift and a 1st degree stretch is allowed.

The BrO DOAS evaluation follows the same recommendations for the direct sunlight and the miniDOAS instruments for limb measurements of scattered skylight and is discussed further in Section 12.1.3.

11.2. Profile Retrieval of the Direct Sunlight Measurements

The profile retrieval is based on the work of (Rodgers 2000). The altitude-based concentration profiles are retrieved because only then can the inferred concentrations be compared to other measurements and results.

The retrieved profiles of the direct sunlight measurements are used for different purposes. A major aim of the StraPolÉtÉ campaign was to get a comprehensive survey of the stratospheric polar summer stratosphere in order to establish a detailed reference state as stated above. Beyond that, there are several important uses for these measurements. The BrO measurements are important for studying the trend of Brᵧ species in the stratosphere. Based on the development of the Brᵧ trend, predictions are made regarding the recovery of the ozone hole (WMO 2011).

The retrieval of concentration profiles from direct sunlight measurements is more basic than retrieval of scattered skylight measurements from the miniDOAS instrument due to the simpler radiative transfer. This is because only geometric calculations for the raytracing including refraction have to be considered in the profile retrieval. Furthermore, the signal-to-noise ratio is much higher for direct sunlight measurements than limb scans of scattered skylight. The DAMF software calculates the Weighting Matrix $K$ for the given
retrieval grid and returns a profile using a given retrieval approach. The error of the returned profile is dominated by the noise error of the measured dSCDs and uncertainty of the Fraunhofer offset. The SVD approach is used for the retrieval of direct sunlight measurements, with a MAP approach being used only to check the results. Figure 11.4 shows a comparison between the two approaches for the NO₂ balloon ascent measurements. The Averaging Kernel Matrix of the MAP profiles is plotted in the right panel of Figure 11.4. The Averaging Kernel Matrices of Figures 11.4 and 11.5 show that in both cases the retrieved profile between 12 and 32 km is based predominantly on information obtained from measurements of the respective altitude segment. The retrieved high accuracy profiles of the direct sunlight measurements are important for the miniDOAS profile retrieval, because they can be used as a priori information for the inversion of the scattered skylight measurements. Figure 11.6 compiles the profiles retrieved from the direct sunlight O₃ and
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Figure 11.6.: Concentration profiles retrieved from the three datasets: ascent, sunset and sunrise. The left panels shows the retrieved O$_3$ profiles and the right panel the NO$_2$ profiles. The colour coding is the same for both plots.

NO$_2$ measurements.
The retrieved profiles are also important for satellite validation, which is discussed in Chapter 14.
12. Limb Measurements of Scattered Skylight

12.1. Inferred Slant Column Densities

Like the direct sunlight measurements recorded during the StraPolÉté balloon flight, the retrieved data of the miniDOAS instrument comprises the three parts marked in Figure 10.3: the balloon ascent, the sunset and the sunrise. The evaluation of the different trace gases follows the details given in Sections 12.1.1 - 12.1.3. The sunset limb scans started at 17:00 UT at float altitude and lasted until the sunset at 18:23 UT September 7th 2009. Due to the faster decrease of the observed radiance in the UV compared to the visible wavelength, only three limb scans can be used to evaluate BrO during sunset. For evaluating O₃ and NO₂, which are analysed in the visible wavelength range, four limb scans are used.

The sunrise on September 8th occurred at 02:26 UT. However, due to the very low temperatures during the night, the stepper-motor mechanics apparently froze and did not start the scanning sequence. The recorded data does not allow to deduce where the telescopes were pointing. Therefore, these early measurements are discarded.

The first measurements are from a limb scan starting at 03:53 UT. At this point the stepper-motor started moving again. Seven limb scans were performed before the gondola was separated from the balloon at 06:04 UT. Because no cross sections were recorded with the miniDOAS instrument itself, high resolution absorption cross sections taken from the Mainzer Spektral Atlas¹ are convolved with a spectral line recorded with the miniDOAS instrument.

12.1.1. O₃ Spectral Retrieval

The miniDOAS instrument covers a smaller wavelength range then the direct sunlight instrument (see Section 9.1.3). Hence, a different fitting window is used in the O₃ analysis. The ozone retrieval is based on the analysis developed by Weidner (2005). An important difference is the expansion of the fitting window from 490 - 520 nm to 475 - 515 nm (see Figure 12.1). Expanding the fitting window for the O₃ retrieval minimises the interference between the O₃ absorption cross section and the offset polynomial.

An O₃ absorption cross section measured at 223 K from Voigt et al. (2001) is chosen for the retrieval. An NO₂ absorption cross section from Voigt et al. (2002) recorded at 223 K

¹http://www.atmosphere.mpg.de
Figure 12.1.: New fitting window for the DOAS O$_3$ retrieval compared to the recommendation of Weidner (2005). The window was expanded to a second absorption band as this retrieval proved to be more stable.

is included in the fit to account for NO$_2$ and the absorption cross section measured by Herman et al. (1999) for O$_4$. The H$_2$O absorption cross section is taken from the Hitran Database (Rothman et al. 2003 version of October 2009).

All high resolution cross sections were convolved with a cadmium emission line at 467 nm recorded prior to the balloon flight. A pseudo-Ring-absorber calculated with DOASIS is included in the retrieval to account for the Ring effect (see Section 6.1.4). A 2$^{nd}$ degree polynomial is used to account for broad band structures and an additive 1$^{st}$ degree polynomial for stray light. An example for a typical DOAS fit of O$_3$ is shown in Figure 12.2.
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Figure 12.2.: $O_3$ DOAS retrieval for a visible spectrum recorded during the ascent of the gondola at 16:10 UT (SZA = 82.4°) September 7th 2009. The upper panel shows the normalised reference spectra (red line) and the measured spectrum (black line). In the panels below, the retrieved trace gas absorptions of $O_3$, NO$_2$, O$_4$, the pseudo-Ring-absorber and H$_2$O are shown. The red lines indicate the differential spectral absorption and the black lines show the sum of the spectral absorption and the residual. The lowest panel shows the remaining residual of the fitting procedure.
12.1.2. NO\textsubscript{2} Spectral Retrieval

The NO\textsubscript{2} evaluation is also based on the recommendations of Weidner (2005). It is performed in the wavelength range of 435 - 460 nm. An NO\textsubscript{2} absorption cross section from Voigt et al. (2002), recorded at 223 K is used for the spectral fit. An O\textsubscript{3} absorption cross section measured at 223 K also taken from Voigt et al. (2001) is included in the fit to account for the ozone absorption features. The O\textsubscript{4} cross section is taken from Herman et al. (1999). The H\textsubscript{2}O cross section is taken from the Hitran database (Rothman et al. 2003) version of October 2009). As in the O\textsubscript{3} retrieval, a pseudo-Ring-absorber calculated with DOASIS is included to account for the Ring effect. A 2\textsuperscript{nd} degree polynomial was used to account for broad band structures and an additive 1\textsuperscript{st} degree polynomial for stray light. A DOAS spectral fit for NO\textsubscript{2} is shown in Figure 12.3.
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Figure 12.3.: NO$_2$ DOAS retrieval for a visible spectrum recorded during the ascent of the gondola at 16:10 UT (SZA = 82.4°). The upper panel shows the normalised reference (red line) and the measured spectrum (black line). In the panels below, the retrieved trace gas absorptions of NO$_2$, O$_3$, the pseudo-Ring-absorber, O$_4$ and H$_2$O are shown. The absorption of water in this wavelength range is only important at the beginning of the ascent and by this point has faded out. The red lines indicate the differential spectral absorption and the black lines the sum of the spectral absorption and the residual. The lowermost panel shows the remaining residual of the fitting procedure.
12.1.3. BrO Spectral Retrieval

As mentioned in Section 11.1.3, the retrieval of BrO is more difficult due to the lower optical density of BrO and the fact that the BrO signal in a DOAS retrieval has to be separated from much stronger O$_3$, NO$_2$ and Ring features. The retrieval follows the recommendations of Aliwell et al. (2002).

The BrO cross section is taken from Wahner et al. (1988) and wavelength shifted by +0.17 nm according to Aliwell et al. (2002). The O$_3$ cross section is taken from Burrows et al. (1999) and shifted by +0.03 nm. Interference NO$_2$ absorption features are accounted for via an absorption cross section measured by Vandaele et al. (1998). The O$_4$ cross section is taken from Herman et al. (1999). All cross section are convolved with a cadmium emission line at 340 nm recorded with the miniDOAS instrument prior to the balloon flight.

Unfortunately, as can be seen in Figure 12.4, a strong signal remained in the residual spectrum, rendering a BrO DOAS evaluation impossible.

The retrieval for the scattered skylight measurements from the balloon flight on September 7th and 8th 2009 posed a challenge. The fibre bundles were not mounted in an optimal configuration on the spectrograph resulting in an asymmetric instrument function. Figure 12.5 shows a comparison between the cadmium emission line recorded during the StraPolÉtÉ campaign 2009 and a cadmium emission line recorded during the ENRICHED$^2$ campaign in 2011 with an optimised mounting. Asymmetry can cause difficulties not only for the convolution of the high resolution absorption cross sections, but also for the spectral retrieval. In DOASIS the convolution kernel is defined by the user and a Gauss fit is applied. In the WinDOAS software the centre of the convolution kernel is defined by the user. The DOASIS approach can lead to a shift in wavelength of the convolved cross section (see Figure 12.6). While a simple shift in intensity such as in the 353 - 359 nm range of the Harder et al. (1997) absorption cross section poses no problem for the DOAS retrieval, a distortion like the one in the 349 - 352 nm range can lead to false NO$_2$ and BrO concentrations (see Figure 12.7). Aliwell et al. (2002) recommends using the absorption cross section of Vandaele et al. (1998) instead of the NO$_2$ absorption cross section recorded by Harder et al. (1997). For a symmetric instrument function neither should cause problems, but for an asymmetric instrument function the lower signal-to-noise ratio of the Harder et al. (1997) absorption cross section can lead to a distortion in the convolution.

However, even with these corrections the strong residual features shown in Figure 12.4 cannot be removed. A similar residual feature is found in the BrO retrieval of the preliminary analysis of the 2011 ENRICHED data (see Figure 12.8). The observation parameters of the later balloon campaign are similar to the measurements of the StraPolÉtÉ balloon flight. This indicates a systematic problem in the BrO analysis.

The structure is identified as being a remnant of an incorrectly removed Ring feature (see Section 6.1.4).

$^2$The European collaboration for Research on stratospheric CHEmistry and Dynamics (ENRICHED) campaign took place in Kiruna in spring 2011.
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Figure 12.4: Residual of 20 consecutive spectra recorded during the ascent of the gondola for a BrO DOAS fit following the recommendations of Aliwell et al. (2002) in the 346 - 359 nm retrieval window. A remaining structure clearly dominates the residual and the expected random noise can only be seen as a small oscillation on top of the signal. The mean values for the 20 spectra are plotted in black. In the lower plot this mean value is subtracted from the individual spectra and the random noise remains. The colour coding is the same for both plots.
Figure 12.5.: Instrument function of the QE65000 (UV). The cadmium line in the left panel was recorded during the 2009 campaign and the one in the right panel during the 2011 ENRICHED campaign with an optimal fibre bundle configuration.

Figure 12.6.: Convolution of the high resolution cross sections used for the BrO retrieval calculated using DOASIS and WinDOAS. The comparison of the two BrO cross sections shows small differences due to the different convolution kernels. The colour coding holds for all 4 panels.
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Figure 12.7.: Comparison of the high resolution and convolved cross sections of Harder et al. (1997) and Vandaele et al. (1998). For a better comparison a factor of $0.5 \cdot 10^{-19}$ was subtracted from the convolved Vandaele cross section to achieve an overlay with the cross section measured by Harder.

Figure 12.8.: Comparison of residual structures from the 2009 StraPolÉtè and 2011 EN-RICHED campaign.
A detailed analysis of the UV data shows that, for a balloon ascent from the ground up to an altitude of approximately 35 km, a single pseudo-Ring-absorber cannot effectively account for the Ring features in the spectra. Due to the pressure and temperature gradients, the ratio between Rayleigh and Raman scattering changes during a balloon ascent and there is a relative increase in the Ring Effect (see Figure 12.9). The residual structure can only be completely removed by using the two separate pseudo-Ring-absorber cross sections. As noted in Section 6.1.4, the pseudo-Ring-absorber is calculated directly from the recorded spectra. Hence, only spectra with little or no absorber features may be used for the calculations of the pseudo-Ring-absorber, otherwise the calculated pseudo-Ring-absorber may contain absorption features of the trace gases. In a DOAS fit this pseudo-Ring-absorber would then account for trace gas concentration features resulting in wrongly inferred dSCDs for these respective trace gases. Therefore, a spectrum recorded directly after the launch (2.5 km altitude) and one at the top of the ascent (33 km altitude) are chosen to calculate the pseudo-Ring-absorber. At this altitude the absorption of trace gases is minimal during the balloon ascent.

It is only necessary to use two different pseudo-Ring-absorbers for the spectral analysis of the balloon ascent data. Only one pseudo-Ring-absorber is used for the DOAS retrieval of the limb scans at float altitude.

In previous evaluations, the Ring spectrum for limb scans was calculated from the Fraun-
hofer reference spectra of the analysis (Weidner et al. 2005, Kritten et al. 2010). The Fraunhofer reference spectrum is typically the spectrum with the highest elevation angle of the telescopes and the smallest absorption features. Analyses showed that the pseudo-Ring-absorber calculated from the spectrum recorded at 2.5 km altitude can better account for the Ring effect. This can be seen in Figure 12.10. It shows a DOAS fit using a pseudo-Ring-absorber calculated from the reference spectrum. Since the Ring effect is not correctly removed, the other absorber dSCDs can also not be retrieved correctly. This is most obvious for O$_4$, where the fit returns negative SCDs. On the right side of Figure 12.10, a BrO DOAS retrieval using the pseudo-Ring-absorber calculated from the spectrum recorded at 2.5 km altitude is shown. As a consequence of the incorrect Ring fit, BrO is overestimated.
Figure 12.10.: DOAS fit of a limb spectrum recorded during sunrise at 04:55 UT (SZA = 79.8°). On the left side a pseudo-Ring-absorber calculated from the Fraunhofer reference spectra is used while on the right side one from an atmospheric spectrum recorded at the beginning of the ascent of the balloon is used. The inferred dSCDs are shown in blue for each absorber and the residual.
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**Application of Shift and Stretch**

An important detail of the DOAS analysis is correct wavelength alignment of the absorption cross sections. The convolution of the high resolution absorption cross sections can lead to a shift in wavelength, as shown in Figure 12.6. As stated by Platt and Stutz (2008), a shift and stretch might be necessary due to optical instabilities induced by changing ambient conditions (temperature and pressure) during the measurement, particularly during the balloon ascent. Therefore, the absorption cross sections are allowed to shift in a preliminary DOAS evaluation. The resulting shifts are analysed and fixed values for a shift are implemented in the final DOAS evaluation. The shifts for an evaluation are oriented on the strongest absorbers, namely O$_3$ and NO$_2$.

This procedure of checking and implementing shift and stretch values is performed for all trace gas analyses and all datasets.

For the optical densities of O$_3$ and NO$_2$ the application of a shift might be necessary, but has only minor influence on the resulting dSCDs. For BrO and other trace gases with lower optical densities, the correct choice becomes more important. An incorrectly applied shift or stretch for the different cross sections can significantly change the BrO dSCDs. Figure 12.11 shows the inferred wavelength shift of the NO$_2$ and O$_3$ absorption cross section for the balloon ascent measurements. The NO$_2$ and O$_3$ absorption cross sections are only allowed to shift together in the preliminary DOAS analysis. The first points are slightly higher, but the measurements in the troposphere returned very low optical densities for NO$_2$ and O$_3$. Hence, the wavelength shift can vary. After 16:30 UT, when the concentration maxima of both O$_3$ and NO$_2$ are passed, the optical densities decrease again and the shift starts to scatter. For this dataset the shift is fixed to 2.80 pixels (0.24 nm). This result fits very well to the observations of the wavelength shift in the convolution of all high resolution absorption cross sections (see Figure 12.6).
Figure 12.11.: Shift of the NO\textsubscript{2} and O\textsubscript{3} cross section for the balloon ascent measurement. The red line indicates the shift, which is used in the final DOAS evaluation.

As an example of how the wavelength shift propagates into the spectral retrieval, Figure 12.12 shows the wavelength shift analysed for the sunrise limb measurements. Because the telescopes look upwards, the optical densities are very low, meaning the wavelength shift is ill-defined. As soon as the elevation angles decrease, the optical densities increase and the shift returns to the expected value found for the ascent measurements. This ascertained shift was adapted for all other trace gas cross sections in the DOAS analysis. The lower panel in Figure 12.12 shows the difference between the two DOAS retrievals with and without wavelength shift correction.
12.1. Inferred Slant Column Densities

Figure 12.12.: The shift for the NO$_2$ and O$_3$ cross section for the sunrise limb measurements is plotted (black dots) in the upper panel. The elevation angle of the telescopes is indicated by red triangles. The lower panel shows inferred BrO dSCDs.
12. Radiances

The first step towards retrieving a concentration profile is to compare the measured and modelled relative radiances. This is done in order to test the exact elevation angles of the telescopes. The telescopes are fixed to the balloon gondola structure and calibrated for a zero elevation angle. This calibration is done just before the launch when all instruments were integrated into the gondola and the final balancing has been done.

If a constant roll or pitch was not recognised during the balancing of the gondola, then this offset must be accounted for. An offset due to a constant roll can be determined by comparing the measured and modelled radiances after a flight.

The radiance of skylight in the UV/vis spectral range near the horizon is very sensitive to tangent height and shows a wavelength dependent maximum in the lowermost stratosphere (Sioris et al. 2004, Weidner 2005). Figure 12.13 shows modelled radiance gradients for scattered skylight observations. The gradient was calculated at each altitude level for 450, 559 and 569 nm. Using the radiance gradient of the horizon, the absolute elevation angle of the viewing geometry can be determined.

Section 5.2 describes how the McArtim RT model calculates photon trajectories in the atmosphere. For a given viewing geometry and a certain number of photons, McArtim calculates BoxAMFs and radiances. The number of simulated photons is defined by the parameter number of quadrature trajectories (NQT) which is specified by the user. Usually, 5,000 to 15,000 photon trajectories are calculated for each given viewing geometry (Kritten 2009). However, a present application study revealed that this number might be too low (see Section 12.2.1). Formerly, the modelled radiances of a single limb scan sequence, calculated by McArtim, were compared with the measured radiances of that particular scan sequence. However, during the analysis of the radiance data it was found that, for an NQT below 10,000, a good agreement between the measured and the modelled radiances of a single scan can be achieved by coincidence. This should be avoided.

12.2.1. Sensitivity Studies for the Number of Photon Trajectories

The calculations of the programme McArtim’s are based on random sampling. The accuracy is based on the NQT. A sensitivity study is performed to determine the variability of the calculated radiances.

For the atmospheric conditions of the LPMA/DOAS flight on September 8th 2009, a viewing geometry is chosen and repeatedly calculated while increasing the NQT. The resulting radiances of this test are shown in Figures 12.14 and 12.15.

It was found that the NQT should be increased to 30,000 to reduce the variance of the model (see Figure 12.16) while keeping the computational time acceptable. In addition to the increased NQT, the radiances of several different scans should be compared with respect to their measured and modelled values.

Until now the measured radiances of a single limb scan have been compared with the radiances modelled using McArtim. The difference in the radiance gradient originating from an incorrect elevation angle calibration could then be accounted for by an elevation
Figure 12.13: Modelled radiances gradients of the horizon for scattered skylight measurements at different altitude levels. The panels on the left side show absolute radiances for three different wavelengths. The panels in the middle show the simulated radiances distribution for all wavelengths. The panels on the right side show a simulated webcam picture representing how the human eye would see the overall radiances distribution. Adopted from Deutschman (2011).
offset, as noted above. However, a simple offset could not correct the differences in the measured radiances and the model output for the balloon flight on September 7th 2009. The McArtim output for the modelled radiances are normalised with respect to the solar irradiance. In order to compare the measured and the modelled radiances relative values are calculated:

- For the balloon ascent, all the radiances are determined relative to the final radiance measured.
- For the limb scans, each value is calculated relative to the largest elevation angle of that particular scan.

Figure 12.17 shows a comparison between the measured and modelled radiances of the sunrise scans at 450 nm.

From Figure 12.17 it can be deduced that, in order to achieve a good agreement in the gradient of the measured radiances, an elevation offset larger than 0.5° is required. However, for an offset larger than 0.5° the total increase in radiance from the largest elevation angle to the most downward elevation angle is too large.

Figure 12.14: Modelled radiances at 495 nm using McArtim for six model runs with varying NQT. The number of calculated trajectories is noted in each diagram. The red lines represent the mean value of the model run. The radiances are normalised with respect to the solar irradiance.
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Figure 12.15.: The statistical distribution for each of the six model runs. The accuracy significantly improves for increasing trajectory numbers, as seen in Figure 12.16. The radiances are normalised with respect to the solar irradiance.

Figure 12.16.: Variance of the six model runs from Figure 12.14. The variance decreases exponentially, while the computing time increases linearly. Based on these findings, an NQT of 30,000 is recommended to ensure a reasonable duration for radiative transfer calculations.
Figure 12.17.: Comparison of relative radiances for the sunrise limb scans at 450 nm. The 105 radiances measurements from the seven scans are plotted as connected black dots. The radiance of each spectrum is relative to the first value of the corresponding scan. The McArtim model output is plotted in different colours for several elevation angle offsets. Again, the radiances are relative to the first value of each scan. In the right plot a zoom into the sixth scan is shown for better visualisation of the differences between the measured and modelled values.

Two possible explanations for this discrepancy are considered. A smoother radiance gradient for a scan over the horizon can be achieved by introducing a dimming effect or by using a larger field of view for the telescopes. A dimming effect can arise from optical constituents such as aerosols and clouds. These are very important for tropospheric measurements, but barely influence the radiance distribution in the stratosphere. Large volcanic eruptions are an exception; these can penetrate the stratosphere and deposit large amounts of soot and other aerosol particles in higher altitude ranges.

12.2.2. Aerosol Extinction

On June 12th 2009 the Sarychev Peak, a stratovolcano covering almost the entirety of Matua Island in the Kuril Islands, Russia, erupted and injected large amounts of soot and SO₂ into the atmosphere. The extent of its influence on the radiance measurements can be derived from the measurements of the STAC instrument. Preliminary results from the STAC instrument indicated an additional aerosol load at the float altitude of the balloon from 29 to 34 km. Unfortunately, the STAC instrument only counts particle numbers and does not measure aerosol optical properties. Based on the first reports of the eruption, a combination of soot
and sulphuric acid droplets are assumed for particle composition. Measurements from the SAGE III satellite instrument are used to initialise a sensitivity analysis of the impact of aerosol dimming on the modelled radiances. The SAGE III instrument provides altitude-based aerosol extinction profiles (AEP) for different wavelengths (Thomason and Taha 2003). For the UV/vis measurements of the miniDOAS instrument, three channels of the SAGE III measurement range are of interest: 384 nm, 448 nm and 520 nm. Unfortunately, the SAGE III instrument was not operative in September 2009. Hence, data for similar atmospheric conditions was identified and used as a starting point. These AEPs were selected based on the following parameters: location, season, temperature and pressure profile. For all three channels, several AEP were chosen and averaged (see Figure 12.21). In order to consolidate the initial AEP of the SAGE III

![Figure 12.18.](image_url)

Figure 12.18.: Photograph of the Sarychev Peak eruption on June 12th 2009, three months prior to the LPMA/DOAS balloon flight. Adopted from NASA (2012a).

![Figure 12.19.](image_url)

Figure 12.19.: SAGE III aerosol optical density profiles. Multiple profiles which matched the atmospheric conditions of the 2009 campaign atmosphere were used to create mean values for a profile. An example for the 448 nm channel is shown in the left plot. In the right plot the mean values for all three channels are shown. Data was taken from the SAGE III Data site (NASA 2012b).
instrument, the direct sunlight data was consulted. Gurlit et al. (2005) and Butz (2006) developed a method by which the direct sunlight instrument can retrieve aerosol optical density information from the direct sunlight spectra. The measured intensity of a spectrum is compared to the intensity of the reference spectrum at a certain wavelength. Based on the Lambert-Beer law:

$$I = I_0 e^{(-\tau)} = I_0 e^{(-\tau_{\text{absorber}} - \tau_{\text{Rayleigh}} - \tau_{\text{aerosol}})}$$  \hspace{1cm} (12.1)$$

the decrease in intensity is described by trace gas absorption, Rayleigh scattering and an aerosol component. With

$$\ln \left( \frac{I}{I_0} \right) + \tau_{\text{absorber}} + \tau_{\text{Rayleigh}} = -\tau_{\text{aerosol}}$$  \hspace{1cm} (12.2)$$

a parameter $\tau_{\text{aerosol}}$ is calculated for different wavelengths. Following the retrieved dSCDs of the different trace gases for the spectrum, the decrease in intensity due to absorption is calculated. The decrease due to Rayleigh scattering is approximated by Equation 4.5 as explained in Section 4.2.1. The remaining difference is then attributed to the $\tau_{\text{aerosol}}$ component. These calculated $\tau_{\text{aerosol}}$ values are then treated as normal trace gas dSCDs in a DAMF inversion. The calculated profile is the AEP shown in Figure 12.21. The intensity of the initial AEP is increased stepwise to create a radiance gradient for the atmosphere similar to the measured data. In addition, a combination of several different classes of scatterers is tested to account for the different properties of soot and other aerosol types. Soot particles mainly absorb radiation, while SO$_2$ particles will predominantly scatter radiation leading to different results regarding radiance distribution. Table 12.1 shows several of the different scattering classes used in this study and their properties.

The analysis of the aerosol extinction profiles showed that only an AEP with highly un-
Figure 12.21.: In the left panel aerosol extinction profiles are combined from the three channels of the SAGE III instrument (blue) and several aerosol extinction profiles retrieved from the direct sunlight measurements. While these profiles cannot be assumed to be of high accuracy, they confirm the expected order of magnitude and shape of the profile. In the right plot the same profile from the SAGE III data (blue) is shown, along with a profile (red) that shows an attempt to achieve the dimmed atmosphere to explain the miniDOAS radiances.

Table 12.1.: Different classes of scatterers used in the McArtim simulations, characterised by the single scattering albedo ($\text{ssa}$) and the asymmetry parameter $g$.

<table>
<thead>
<tr>
<th></th>
<th>urban</th>
<th>soot</th>
<th>aerosol</th>
<th>cloud</th>
</tr>
</thead>
<tbody>
<tr>
<td>ssa</td>
<td>0.99</td>
<td>0.2</td>
<td>0.9982</td>
<td>1.0</td>
</tr>
<tr>
<td>g</td>
<td>0.85</td>
<td>0.35</td>
<td>0.68</td>
<td>0.82</td>
</tr>
</tbody>
</table>

realistic extinction values could produce the desired atmospheric dimming effect. Further analysis of the preliminary STAC instrument data proved that the signal around float altitude is a result of a contaminated measurement chamber. Using transport model calculations and measurements from the SPIRARE instrument, Krysztofiak (2011) showed that only traces of the additional aerosol load of the Sarychev eruption were present during the measurements in Kiruna in September 2009. These concentrations were too low to create significant changes in the radiative transfer. Due to these results, the SAGE III profile, confirmed by the direct sunlight retrieval, is used in the McArtim calculations.

Restrictions on the AEP

The comparison of the modelled and measured radiances shows that the miniDOAS limb measurements can also be used to retrieve an AEP (see Figure 12.22). However, without an initial estimation of the AEP the inversion is rather difficult. Unfortunately, the AEP does not allow for conclusions about the specific type of aerosol, only its general properties. The miniDOAS measurements are generally sensitive to extinction values larger than $2\times10^{-4}$. 

The sensitivity is highly dependent on the observed altitude, balloon float level and field of view of the instrument. For this flight, the AEP can be restricted by using the miniDOAS measurements to the uncertainty given by the grey colour in Figure 12.22. Above float level the uncertainty quickly increases as there are no measurements to determine limitations. A more comprehensive study into using miniDOAS instruments for the retrieval of AEP in the troposphere was performed by Yilmaz (2011). Another investigation by Vogel (2011) tested early detection abilities of DOAS instruments regarding volcanic plumes and ash clouds.

The second possible reason for a decreased overall radiance gradient during a limb scan is that the size of the field of view might be wider than initially calculated. Even a slight misalignment of the telescopes and the fibre bundles has a large impact on the field of view of the miniDOAS instrument.

![Figure 12.22: AEP used for the radiative transfer calculations in the McArtim simulations and the two corresponding uncertainties. The blue area indicates the uncertainty estimated from the SAGE III observations and the grey shaded area the restrictions resulting from the miniDOAS measurements.](image)

**12.2.3. Field of View**

The theoretical Field Of View (FOV) of the miniDOAS instrument is derived from the size of the entrance slit and the focal length of the lens used in the telescope:

\[
FOV = \tan \left( \frac{\text{slitwidth}}{\text{focal length}} \right) = \tan \left( \frac{100 \mu m}{30 mm} \right) = 0.19^\circ
\]

(12.3)

for the USB spectrograph in the visual range. This theoretical FOV can be achieved by a perfectly fixed telescope. The QE spectrograph (UV spectral range) has a FOV of 0.382°. However, analysis showed that if the fibre bundle is not exactly at the focal point of the
lens in the telescope, the FOV broadens immediately and takes a Gaussian shape. The FOV of the miniDOAS instrument is reexamined in light of these findings. In the laboratory, the telescopes scan over a lamp behind a slit and the resulting intensity distribution is compared to the theoretical values. This procedure is repeated for different fibre bundle positions, with respect to the focal distance of the lens in the telescope. The FOV of the configuration of the flight on September 7th is then used as input for McArtim. For the configuration of the balloon flight on September 7th, it is necessary to use a simple Gaussian shape for the FOV. The FOV of the vis telescope can be seen in Figure 12.23. This broadening of the FOV naturally leads to a loss in altitude resolution for the limb measurements. The balloon ascent measurements are less affected by a change in the FOV (see Figure 12.24). The BoxAMFs of the theoretical and actual FOV are shown in the panels on the left side of Figure 12.25. The loss in sensitivity for the limb measurements is about 50% between 17 and 30 km for elevation angles smaller than -0.97° for the QE. At the same time, the broadening of the FOV increases sensitivity in other altitude regions, because more light is collected. This is shown in the lower right panel of Figure 12.25. Figures 12.26 and 12.27 show the same comparison for $\lambda = 450$ nm and $\lambda = 495$ nm of the USB spectrometer.

Formerly a single elevation scan was used to determine the elevation offset of the gondola during a flight. However, to increase the certainty of an accurate fit, the entire dataset of radiances for all evaluated wavelengths (350 nm for the BrO retrieval; 450 nm for the NO$_2$ retrieval and 495 nm for the O$_3$ retrieval) is compared to the modelled values for a certain configuration. The result of the analysis is shown in Figure 12.28. The comparison between the measured radiances and the modelled radiances resulting from this new FOV show a very
Figure 12.24.: Comparison of BoxAMFS of the $O_3$ retrieval with the theoretical rectangular FOV and a comparison of the actual FOV with a Gaussian shape. The colour coding is only used to make the lines distinguishable.

Figure 12.25.: Effect of FOV broadening on the sensitivity of the QE spectrograph at 350 nm. The panels on the left side show the BoxAMFs: panel (a) for the theoretical FOV and panel (c) for the actual FOV. Panel (b) shows the loss in sensitivity in percent based on the BoxAMFs of the theoretical and actual FOV. Panel (d) shows the overall change in sensitivity. The colour coding given in panel (c) holds for all four panels.
Figure 12.26.: Effect of FOV broadening on the sensitivity of the USB spectrograph at 450 nm. The panels on the left side show the BoxAMFs: panel (a) for the theoretical FOV and panel (c) for the actual FOV. Panel (b) shows the loss in sensitivity in percent based on the BoxAMFs of the theoretical and actual FOV. Panel (d) the overall change in sensitivity. The colour coding given in panel (c) holds for all four panels.
Figure 12.27: Effect of FOV broadening on the sensitivity of the USB spectrograph at 495 nm. The panels on the left side show the BoxAMFs: panel (a) for the theoretical FOV and panel (c) for the actual FOV. Panel (b) shows the loss in sensitivity in percent based on the BoxAMFs of the theoretical and actual FOV. Panel (d) the overall change in sensitivity. The colour coding given in panel (c) holds for all four panels.
good agreement. The offset with the smallest difference from the actual measurement is

Figure 12.28.: Comparison between the measured and modelled radiances for different wavelengths for balloon ascent, sunset and sunrise limb profiling mode. The upper panel is for $\lambda = 350$ nm, the middle panel is for $\lambda = 450$ nm and the lower panel is for $\lambda = 495$ nm. The measurements are plotted in black and the modelled radiances in red.

then added to the elevation sequence and the resulting viewing geometry is used as final input for the radiative transfer calculations.

The first limb scan sequence during sunrise at 03:53 UT is examined further. As mentioned above, the stepper-motor was frozen during the night and only started the scanning sequence after warming by solar heating. Therefore, it cannot be assumed that all the elevation angles were reached correctly during the first scanning sequence. Because of this
uncertainty, the measurements of the first limb scan were calibrated against the calculated radiance gradient (Figure 12.29).

This is only possible because the gondola did not oscillate during the sunrise measurements. Due to very low wind speeds at float level, the balloon gondola was almost completely stable during this time and the azimuth angle fluctuation of the gondola did not exceed 0.3°. The oscillations of the gondola during the ascent were much stronger and higher frequencies occurred. Therefore, the radiance values from the ascent cannot be calibrated using the radiance gradient method. Figure 12.30 shows the azimuth alignment of the gondola. While there are still oscillations during the ascent, the sunset and sunrise are free of perturbations. Only after sunset at 18:25 UT did the gondola start turning when the automated azimuth stabiliser was turned off.

Figure 12.29.: Radiance calibration for the first limb scan at sunrise. The modelled radiances are calculated for the corrected offset angles and then simultaneously compared to the measured radiances for all three wavelengths. Measured values are plotted in black, values using the original elevation angles in red and values for the newly calibrated elevation angles for the 15 spectra of the first limb scan are in blue.
Still, the sensitivity to changes in the azimuth alignment have to be evaluated, if the radiance distribution is to be used to calibrate the elevation. Figure 12.30 shows a test of an azimuth based sensitivity analysis. For positive angles, the radiance does not change considerably turning away from the sun. Scattering becomes more intermittent, however, which can be seen in the wider spread of the retrieved radiances. It must be noted that an azimuth variation exceeding $8^\circ$ occurred only at 15:12 UT, when the tropopause was passed. For the sunset and sunrise measurements, the azimuth variance is smaller than $0.3^\circ$ due to the very low wind speeds. Major azimuth variations can only be seen during the balloon ascent in the troposphere and after sunset when the automated azimuth stabiliser was turned off.
Figure 12.30: Radiance variation as a function of change in the azimuth alignment. The x-axis shows the change of the azimuth angle, zero being a viewing direction of 90° to the Sun. Negative values indicate an angle smaller than 90°. At these angles the radiances start to rapidly increase. The 1-σ envelope is indicated in red. In the lower plot the azimuth is shown for the balloon ascent and the sunset. The 8° limits are indicated in red.
12.2. Radiances

An important fact was discovered during the analysis of the radiance data of the 2009 flight. For the 2009 StraPolÉté campaign, the miniDOAS instrument was operated for the first time with the MS-DOAS software (Frieß 2009). MS-DOAS was specially developed as a control software for instruments containing several spectrometers.

A single spectrum normally comprises several readouts or scans during a predetermined integration time. In the spectrometers’ normal measurement mode, either a total integration time or a specific number of scans is given by the measurement protocol. The operating software, DOASIS or in this case MS-DOAS, automatically calculates the exposure time of the scans or the number of scans being added to a single spectrum to achieve an 80% saturation for each spectrum. Based on the achieved saturation of a spectrum, exposure time or number of scans per spectrum should be adjusted for the subsequent spectrum. However, it was found that small changes in the saturation level were not accounted for and the required changes in exposure time or number of scans were not calculated. In the MS-DOAS software a user defined variable for the percentage difference in saturation of two consecutive spectra controls if the exposure time or number of scans per spectrum is changed. Figure 12.31 shows the change in exposure time (TExp) and the number of scans (NumScans) per spectrum for the sunrise measurements. For the USB (450 nm, 495 nm), the adjustment for a change in intensity levels or radiance is handled correctly as shown in the visible wavelength range. For the QE (350 nm) the radiance only changes by a small amount for the last spectra of each scan and the number of scans is no longer adjusted.

During the ENRICHED campaign in 2011, a similar effect was observed. However, for this flight the adjustment of the QE performed as expected, while the adjustment of the USB showed the same characteristics as the QE in 2009.

To account for this, the adjustment parameter has been lowered to a 2% change in intensity for both spectrometers.
Figure 12.31.: The three graphs show the exposure time (TExp) in black, the number of scans (NumScans) in red and the measured radiance in blue for the sunrise measurements on September the 8\textsuperscript{th} 2009. Though the radiance still increased, in the UV the number of scans was not automatically adjusted for the last four spectra during an elevation scan sequence.
Figure 12.32: The three graphs show the exposure time (Texp) in black, the number of scans (NumScans) in red and the measured radiance in blue for the sunrise measurements on March, 31st 2011 during the ENRICHED Campaign. During this flight the automated adjustment worked correctly in the UV but not in the vis range. Though the radiance changed, the number of scans was not automatically adapted for the last spectra in an elevation scan sequence.
12.3. The Balloon Ascent Measurements

All dSCDs measured during the balloon ascent still show an oscillation from 15:50 UT to 16:20 UT (see Figures 12.33 - 12.35). This is probably due to the gondola oscillations or a pendulum movement of the gondola. These oscillations caused the otherwise fixed telescopes to scan over the horizon. The LPMA gondola has no absolute position recording which would allow the tilt of the gondola to be inferred.

The oscillations of the measured radiances can only show the undulation of the gondola for time frames longer than one minute. Since the radiances are integrated over 60 seconds, they do not account for higher frequencies. Therefore, the exact direction faced cannot be determined. In a spectral retrieval these scattered observations cause severe perturbations and have to be discarded. In order to consolidate the data, the measured and modelled radiances are compared and only values within the 1σ deviation are used for the profile inversion. The radiances in Figures 12.33 - 12.35 are taken from the centre of the respective DOAS fit windows i.e. 495 nm for O₃, 450 nm for NO₂ and 350 nm for BrO. The oscillations faded out once the balloon reached the float altitude. This is due to reduced wind shears at this altitudes.

Figure 12.33.: The O₃ dSCDs are plotted as red circles. The blue line shows the relative difference between the measured and modelled radiances at 495 nm (see also Section 12.2). All values within the 1σ range (grey line) are used for the profile retrieval (black dots). The other values are discarded.
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Figure 12.34.: The NO$_2$ dSCDs are plotted as red circles. The blue line shows the relative difference between the measured and modelled radiances at 450 nm. All values within the 1$\sigma$ range (grey line) are used for the profile retrieval (black dots). The other values are discarded.

Figure 12.35.: The BrO dSCDs are plotted as red circles. All values within the 1$\sigma$ range (grey line) are used for the profile retrieval (black dots). The other values are discarded. The radiances are evaluated at 350 nm.
12.4. Profile Retrieval of the Limb Measurements of Scattered Skylight

The profile retrieval of the miniDOAS data follows the description given in Section 7. Several important points are discussed for one trace gas, but the process is the same for all targeted species.

The scattered skylight measurements observe lower radiances than the direct Sun measurements. Less light reaches the detector and it takes more time to record a spectrum of equal saturation. For the retrieval of the direct sunlight ascent profile 480 spectra are used. For the miniDOAS retrieval only 80 spectra can be used. In addition, the light path for scattered skylight limb measurements is more complex and cannot be determined through geometrical calculations alone. Unlike the retrieval of the direct sunlight measurements, the Weighting Matrix $K$ is not calculated using the inversion programme. Instead, the BoxAMFs are calculated by McArtim and implemented in a Matlab programme. Figure 12.37 shows the BoxAMFs calculated for the O$_3$ ascent limb measurements.

The lower information content and the reduced accuracy regarding the light path makes the profile inversion of scattered skylight limb measurements more susceptible to viewing direction perturbations than the solar occultation measurements. Because of this, some parameters such as altitude retrieval grid selection and a priori information influence must be critically tested. These same parameters are of minor importance for direct sunlight measurements.

As well as creating altitude-based trace gas concentration profiles, the profile inversion
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![BoxAMFs for the O₃ ascent measurements at 495 nm. They are calculated for the centre wavelength of the DOAS evaluation of the respective trace gas (475 - 515 nm for O₃). The colour coding is only used to make the lines distinguishable.](image)

Figure 12.37.: BoxAMFs for the O₃ ascent measurements at 495 nm. They are calculated for the centre wavelength of the DOAS evaluation of the respective trace gas (475 - 515 nm for O₃). The colour coding is only used to make the lines distinguishable.

...can also be reversed to calculate SCDs from the a priori concentration profiles. These modelled SCDs can be compared to the measured SCDs of the spectral retrieval to check for differences. An example of this is shown in Figure 12.44. A comparison between measured and modelled SCDs has a smaller uncertainty than compared concentration profiles, because the modelled SCDs omit the uncertainty arising from the profile inversion. Instead, the uncertainty of the modelled SCD is based solely on K and the a priori profile. The retrieval of direct sunlight measurements is based on the SVD approach and uses the MAP inversion to check the results.

Both inversion methods are used for the scattered skylight measurements of the miniDOAS instrument. The results of the two approaches are then compared to each other and combined into a single profile.

First, a MAP approach is used. The use of an a priori profile prevents unrealistic values in the part of the altitude retrieval grid where little or no information is available. It also suppresses oscillations resulting from this lack of information. The MAP approach ensures that a reasonable profile for the entire retrieval grid is returned. However, because a priori information is used, the shape of the resulting profile will certainly be influenced. Therefore, the second approach is used: SVD. As described in Equation 7.5, the Gain Matrix G can clarify where the a priori influences the retrieval. The Averaging Kernel Matrix A shows how much the information gained from the measurements contributes to the result. However, only a comparison with a retrieval performed without a priori information can exactly illustrate how the retrieval is influenced by the a priori profile. An SVD retrieval can be compared with the profile retrieved through a MAP approach...
12. Limb Measurements of Scattered Skylight

to check for differences (see Section 12.4.4).

12.4.1. Impact of the A Priori Error

The measurements from the direct sunlight instrument are used as a priori information. The a priori profile in Figure 12.38 is from the ascent measurements from the direct sunlight instrument. The error is increased so that the miniDOAS measurements are not restricted by the a priori profile in the inversion (see Figure 12.38).

Figure 12.38 illustrates an important point of the retrieval: the influence of the a priori error. While the error should not constrain the measurement, an overestimation of the error can introduce artificial oscillations into the profile. The profile retrieval was initialised with the error of the direct sunlight profile and then stepwise increased to check for changes in the solution. The maximum error at a certain altitude is limited to the concentration value in that respective altitude segment. This is necessary to prevent negative solutions of the inversion. The final error should not restrain the measurement, but should minimise artificial perturbations. However, the ability to identify artificial remnants in the solution would imply knowledge of the true state of the solution. In order to do that, the SVD approach can be used (see Section 12.4.4).
Figure 12.38: Influence of the a priori error. The upper left panel shows the a priori in black and a stepwise increased error. The original error (red) was increased by a factor of two (green), three (blue) and four (magenta). The error is limited to the a priori value itself to prevent negative values. In the upper right plot the measured SCDs and SCDs modelled from the a priori are shown. The a priori error in this plot is taken from the factor four expansion. The lower plot shows the retrieved profiles using the MAP approach for the different a priori errors. It can be seen that the expansion of the error enhances oscillations. The focus is on the shape of the profile and no errors are plotted.
12.4.2. Adaptation of A Priori Ascent Profiles

The ascent of the balloon gondola up to float altitude takes almost two hours. During that time the concentration of BrO changes with increasing SZA. Figure 12.39 shows the modelled decrease of the BrO concentrations over the time of the ascent, calculated with Labmos. For the miniDOAS ascent measurements, the majority of the information for a single given spectrum is derived from the current balloon altitude (see Figure 12.37). For this reason, the a priori profile is divided into six parts. The concentration in each of these parts is corrected for the time or SZA during which the balloon was passing through that altitude range. The resulting a priori profile and the corresponding uncertainty is shown in the right panel of Figure 12.39. This a priori profile is used in the inversion of the BrO ascent profile shown in Figure 12.45.

![Figure 12.39](image)

Figure 12.39.: Adaptation of ascent a priori profile. The left panel shows the modelled evolution of the BrO concentration for the duration of the ascent, indicated by the SZA. The a priori profile in the right panel is divided into six parts, each of which is then corrected for the corresponding SZA during which the balloon crossed that altitude segment.

12.4.3. Impact of the Regularisation Parameter

The SVD is independent of a priori information and can be used as a reference to check for artificial remnants in the MAP approach’s returned profile. It must still be remembered that, when using a regularisation, a strong regularisation parameter can obscure true irregularities or oscillations of a profile. Section 7.3 describes the L-curve method, which is used to determine the regularisation parameter $\lambda$. The parameter $\lambda$ is used for the regularisation of the SVD retrieval. It is slightly varied to check the impact of the regularisation on the retrieved profile (see Figure 12.40). The L-curve is calculated for 50 different values. The plot shows a zoom into the values 39 - 49 at the edge of the L-curve. A larger $\lambda$ would lead to a smoother solution at the cost of reduced fidelity to the measurements. A smaller $\lambda$ would mean increased confidence in the measurements but also the possibility of stronger artificial perturbations. The best value according to the L-curve method is between $1 \cdot 10^{-23}$ and $5 \cdot 10^{-24}$. The profiles are shown in Figure 12.40.
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Figure 12.40: In the upper plot the retrieved profiles for different regularisation parameters $\lambda$ are shown. As a reference, the profile returned by the MAP approach is plotted in black. The L-curve for the $O_3$ ascent measurements is shown in the lower plot. The error for the different profiles is not plotted here for reasons of clarity. Comparison with the MAP inversion shows that the remaining bends in the profile derive from the measurements and not from artificial perturbations. The focus is on the changes in the shape of the profile and no errors are plotted.

12.4.4. Comparison of MAP and SVD Inversion

Figure 12.41 shows the NO$_2$ ascent profiles returned by the MAP and SVD inversion. As in Figure 12.40, the returned SVD profile becomes erratic and diverges at the edges of the retrieval grid. However, in the altitude range between 12 and 35 km the two retrieval methods agree very well within the returned error values. Both retrieval methods can be used to check each other in the core of the retrieval grid. At the edges of the grid only the values of the MAP retrieval should be used. Nevertheless, it is important to keep in mind that these values depend primarily on the a priori profile and only to a small degree on the information gained from the measurements.
Figure 12.41: The left panel shows the NO$_2$ ascent profiles for the two retrieval methods MAP (in black) and SVD (in blue). At the edges of the retrieval grid, where only scant information is available, the profile returned by the SVD method starts to deviate and the errors increase significantly. This is also shown in the Averaging Kernel (AK) plotted in the right panel, which starts to broaden below the tropopause and around float altitude. Therefore, the grid points of the SVD retrieval below 7 km and above 34 km are discarded. The colour coding in the AK Matrix plot is used only to make the lines distinguishable.

12.4.5. Fraunhofer Offset for Scattered Skylight Limb Measurements

As mentioned in Section 6, the dSCDs returned by the DOAS retrieval of the miniDOAS instrument are all relative to the reference spectrum. Unlike the direct sunlight measurements, a Langley plot cannot be performed for the scattered skylight measurements. The remaining trace gas concentration in the reference spectrum, or Fraunhofer offset, has to be obtained by other means.

For the scattered skylight measurements the Fraunhofer offset is determined by multiplying the BoxAMF of the reference spectrum with the a priori concentration profile (see Figure 12.42). Unfortunately, this approach is problematic, because it requires an a priori profile representing the true state. Without this, the MAP inversion cannot return a correct profile. The miniDOAS reference spectrum is taken at an altitude of approximately 33 km with a slightly upwards looking viewing geometry. This causes another problem, because at this altitude only a small amount of information from the direct sunlight measurements can be used to deduce an accurate a priori profile. This is why information from the satellite measurements and chemical models are combined to obtain as much information as possible.

Luckily the target trace gases, O$_3$ and especially BrO, have very low concentrations at this altitude and the Fraunhofer offset is most likely small compared to the measured dSCDs. Only NO$_2$ has significant concentrations for the Fraunhofer offset calculations in the altitude range from 30 up to 40 km (see Figure 12.42).

The ascent spectra are evaluated against the last spectrum of the ascent and the calculated dSCDs converge towards zero. Therefore, the last of the measured and modelled SCDs should overlap. An incorrect Fraunhofer offset would show as a general offset between measured and modelled SCDs in the retrieval programme (see Figure 12.44).
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Figure 12.42.: Fraunhofer offset for the NO\textsubscript{2} ascent measurements. The BoxAMFs, plotted in black, are calculated at a wavelength of 450 nm. They are multiplied by a factor of 10\textsuperscript{6}. This value corresponds to the light path in centimetres. The product of the NO\textsubscript{2} concentration, plotted in red, and the light path is the amount of NO\textsubscript{2} that should be seen for a given viewing geometry. Both BoxAMFs and concentration are discretely distributed on a 1 km altitude grid, meaning no integral is necessary.

Figure 12.43.: Fraunhofer offset for the BrO ascent measurements. The product of the BrO concentration, plotted in red, and the light path is the amount of BrO that should be seen for a given viewing geometry. The BrO concentration is already rather low in the altitude range with the highest BoxAMFs values.
12.4.6. Impact of the Retrieval Grid

The next important point concerning profile retrieval is the choice of the retrieval grid. As stated in Section 7, the regularisation is introduced to suppress oscillations from parts of the retrieval grid with little information. This could also be done by using an adaptive retrieval grid with boxes of different sizes. However, if an adaptive grid is chosen, it might be necessary to interpolate from one grid to the next in order to compare the evolution of the targeted trace gas at a certain altitude. All profile inversions shown so far are calculated using a 1 km altitude grid for the inversion. Given the decreased altitude resolution of the measurements, the grid can be changed to a 2 km or even 3 km grid. The effect of such a change is shown in Figure 12.45. While the profile itself does not change at altitudes above 10 km, the error of each profile point decreases, because more information is available for each altitude segment. This is illustrated by the increased averaging kernels. Below 10 km, little information is available in both cases and the returned values for the profile are negative. They are therefore discarded.
12.4.7. Test of Interfering Trace Gases

An additional method for affirming the retrieved BrO SCDs is to check if the returned interfering SCDs, in particular O$_3$ and NO$_2$, are of the expected magnitude. The light paths in the UV are different from those in the visible wavelength range. Therefore, the SCDs calculated by the DOAS fit cannot be compared directly to the results in Section 12.1.1 and 12.1.2. Nevertheless, the SCDs can be used in an inversion to check the returned profile against the results in the visible wavelength range. Figure 12.46 shows that the calculated SCDs for O$_3$ and NO$_2$ are in the expected range.
12.4.8. Retrieved Profiles of the Scattered Skylight Limb Measurements

The final inversions for O₃, NO₂ and BrO are initialised, using the configurations derived in the previous sections. For the retrieval of the balloon ascent profiles of O₃ and NO₂ a 1 km grid was chosen. A 2 km grid was chosen for the retrieval of the BrO ascent measurements, due to their reduced information content. The retrieval of all limb measurements is also calculated on a 2 km grid for all three species. For each data set an exemplary AK matrix of the retrieval is plotted. Figures 12.48 - 12.49 show the retrieved ascent profiles for O₃ and NO₂. The retrieved ascent profile for BrO has been shown already in the lower panel of Figure 12.45. Figures 12.50 and 12.52 show the results of the inversion for the O₃ limb measurements for both sunset and sunrise the next morning. Figures 12.50 - 12.53 show the results of the inversion for the NO₂ limb measurements at sunset and sunrise the next morning.

The O₃ and NO₂ measurements are in good agreement with the a priori profiles. However, the BrO SCDs calculated from the photochemically modelled a priori profiles for the limb
scans are too low compared to the measurements (see Figure 12.47). The uppermost panel in Figure 12.47 shows a comparison between the measured and modelled BrO SCDs of the sunset limb measurements of scattered skylight. The second panel shows the comparison between the measured and modelled BrO SCDs of the sunrise limb measurements of scattered skylight. The two last panels show as an example the good agreement of O$_3$ and NO$_2$ SCDs of the sunrise limb measurements of scattered skylight. The Fraunhofer offset of the BrO limb measurements of scattered skylight was apparently calculated correctly, because the first measurements of each scan are in agreement. These differences between the measured and modelled BrO SCDs are discussed in Chapter 13. However, the BrO concentration profiles that are retrieved following the analysis of the discrepancy between measured and modelled SCDs are already shown here with the other retrieved profiles for comparability.
Figure 12.47: The uppermost panel shows a comparison of the BrO SCDs measured during sunset and modelled SCDs. The three panels below show the comparison between measured and modelled SCDs for BrO, O₃ and NO₂. Comparison of the measured SCDs during sunrise and the modelled SCDs from the Labmos model. While O₃ and NO₂ measurements are in good agreement with the model data, the measured BrO SCDs are higher than the modelled SCDs for each scan, which means the photochemical model estimates for BrO concentrations are too low.
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Figure 12.48.: The $O_3$ ascent profile is plotted in the left panel. The right panel shows the corresponding AK matrix of the SVD retrieval. The colour coding of the AK matrix plot is used only to make the lines distinguishable.

Figure 12.49.: The $NO_2$ ascent profile is plotted in the left panel. The right panel shows the corresponding AK matrix of the SVD retrieval. The colour coding of the AK matrix plot is used only to make the lines distinguishable.
Figure 12.50: \( O_3 \) sunset profiles. In the upper right plot the AK matrix of the SVD retrieval of the first scan is plotted as an example.

Figure 12.51: \( NO_2 \) sunset profiles. In the upper right plot the AK matrix of the SVD retrieval of the first scan is plotted as an example.
Figure 12.52.: $O_3$ sunrise profiles. In the upper right plot the AK matrix of the SVD retrieval of the last scan is plotted as an example.
Figure 12.53: NO$_2$ sunrise profiles. In the upper right plot the AK matrix of the SVD retrieval of the last scan is plotted as an example.
Figure 12.54: BrO sunrise profiles inferred from the seven limb scans recorded after sunrise on September 8th 2009. The upper right plot shows the Averaging Kernel Matrix of the SVD retrieval of the last scan. The degrees of freedom for this observation geometry are noted in the Averaging Kernel Matrix plot.
Part IV.

Results
13. Investigation of the Stratospheric Bromine Chemistry

Figure 12.47 in the previous chapter showed that there is a discrepancy between the measured and modelled BrO SCDs inferred from the miniDOAS limb observations of scattered skylight during sunset and sunrise. Since the first SCDs of each elevation scan are in agreement, the difference must arise from incorrectly modelled BrO concentrations below balloon float altitude. The a priori profiles used to derive the modelled SCDs were calculated using the photochemical model Labmos. Figure 13.1 shows the modelled diurnal evolution of the three bromine species for the atmospheric conditions of the balloon flight on September 7th 2009: BrO, BrONO\(_2\) and HOBr. During daytime BrO is the most abundant species. BrO and NO\(_2\) produce BrONO\(_2\) via Reaction 3.46. During the night the BrONO\(_2\) concentration increases in the absence of sunlight driving the photolysis of BrONO\(_2\) (Reaction 3.54). HOBr is produced during the night through hydrolysis of BrONO\(_2\) (Reaction 3.47). Both night-time reservoirs BrONO\(_2\) and HOBr are photolysed during sunrise. The subsequent increase in BrO in the morning is observed in both the direct sunlight measurements and the limb measurements of scattered skylight. The dashed red lines in Figure 13.1 indicate the time when the direct sunlight measurements probe the stratosphere below balloon float altitude for an SZA 95\(^\circ\) - 90\(^\circ\) in the morning and 90\(^\circ\) - 95\(^\circ\) in the evening. The solid red lines indicate the time when the limb measurements of scattered skylight are recorded (SZA = 86\(^\circ\) - 75\(^\circ\) in the morning and 85\(^\circ\) - 95\(^\circ\) in the evening).

HOBr concentrations are negligible for the duration of the limb measurements of scattered skylight in the evening, since the increase in HOBr starts after sunset following the build up of BrONO\(_2\). In the morning HOBr is quickly photolysed before the limb measurements of scattered skylight are recorded (SZA = 86\(^\circ\)). Therefore, the decrease of BrO in the evening and subsequent increase of BrO in the morning observed by the limb measurements (SZA = 86\(^\circ\) - 75\(^\circ\)) must be due to the formation and photolysis of BrONO\(_2\).
Figure 13.1.: Labmos model output for a 24 hour window and the atmospheric conditions of the balloon flight on September 7th, 2009. The upper panel shows the diurnal evolution of BrO. The middle panel shows the diurnal evolution of BrONO$_2$. The lowest panel shows the concentration evolution of HOBr. The red lines indicate the time during which limb measurements of scattered skylight were performed for an SZA of 86$^\circ$ - 75$^\circ$ in the morning and 85$^\circ$ - 95$^\circ$ in the evening. The dashed red lines indicate the time frame when the direct sunlight measurements were recorded during solar occultation in the morning (SZA = 95$^\circ$ - 90$^\circ$) and the evening (SZA = 90$^\circ$ - 95$^\circ$). All three plots show the same time and altitude range. In the upper and lower plot the time is represented by the UT time, in the middle plot by the SZA in degrees. The colour codes denote the respective concentrations.

### 13.1. Sensitivity Study

The simulations of the photochemical model Labmos are analysed with the focus on these reactions:

1. The formation process of BrONO$_2$ (Reaction 3.46) depending on the rate coefficient $k_{[BrO][NO_2]}$

2. The photolysis of BrONO$_2$ (Reaction 3.54) depending on $J_{BrONO_2}$

Several simulations are made to gauge the effect and sensitivity of the model for the following parameters:
• The rate coefficient $k_{\text{BrO}[\text{NO}_2]}$ of the formation process of BrONO$_2$. 
  *Sander et al. (2011)* lists the low-pressure rate coefficient as $1.4 \times 10^{-30} \text{ cm}^6 \text{molec}^{-2} \text{s}^{-1}$ at 220 K. The 1σ uncertainty is stated to be a factor of 1.465 at 220 K.

• The photolysis rate $J_{\text{BrONO}_2}$, which is calculated using the BrONO$_2$ absorption cross section, the actinic flux and the quantum yield (see Reaction 8.10). *Sander et al. (2011)* lists the uncertainty of the photolysis rate as a factor of 1.4.

• The total bromine load of the stratosphere of 20.3 ppt with an uncertainty of 2.5 ppt (*WMO* 2011).

The comparison between measured and modelled SCDs in Figure 12.47 shows that the concentrations calculated from the photochemical model Labmos are too low. Therefore, either the rate coefficient of the formation $k_{\text{BrO}[\text{NO}_2]}$ is too high or the photolysis rate $J_{\text{BrONO}_2}$ is too low.

Given the uncertainty factors of the two parameters $k_{\text{BrO}[\text{NO}_2]}$ and $J_{\text{BrONO}_2}$, simulations are made for the following range:

- $k_{\text{mod}}/k_{\text{JPL}} = [0.60 .. 1.10]$ in steps of 0.05
- $J_{\text{mod}}/J_{\text{JPL}} = [0.90 .. 1.50]$ in steps of 0.10

$k_{\text{mod}}$ denotes the rate coefficient used in the model. $k_{\text{JPL}}$ denotes the value recommended by *Sander et al. (2011)*. $J_{\text{mod}}$ denotes the photolysis rate used in the model and $J_{\text{JPL}}$ is the recommendation of *Sander et al. (2011)*.

Additional tests are performed on the direct sunlight measurements recorded during sunrise to determine their sensitivity to HOBr photochemistry. Figure 13.1 shows that only the direct sunlight measurements are sensitive to changes in HOBr photochemistry, since all HOBr is photolysed before the limb observations of scattered skylight start at 03:50 UT (SZA = 86°). The two parameters used to test the HOBr photochemistry are:

- The formation of HOBr, based on the hydrolysis of BrONO$_2$ during the night. The rate coefficient of the heterogeneous reaction is based on the uptake coefficient $\gamma$, which *Sander et al. (2011)* states to be 0.8 with an uncertainty factor of 1.5.

- The photolysis rate $J_{\text{HOBr}}$, which is calculated using the HOBr absorption cross section. The HOBr absorption cross section is also subject to large uncertainties (*Ingham et al. 1998*). *Sander et al. (2011)* states the uncertainty of the HOBr photolysis for wavelengths larger than 350 nm to be a factor of 10.

Using the miniDOAS limb measurements of scattered skylight to monitor BrO only allows for conclusions regarding the ratio $J_{\text{BrONO}_2}/k_{\text{BrO}[\text{NO}_2]}$. This is because formation and photolysis of BrONO$_2$ occur at the same time and cannot be independently analysed. In order to test different reaction rates for the formation of BrONO$_2$, only the rate coefficient $k_{\text{BrO}[\text{NO}_2]}$ needs to be varied. Changing the photolysis rate requires a further step.
The photolysis rate $J$ is defined in Equation 8.10 as the integral of the product of the actinic flux $F(\lambda)$, the absorption cross section $\sigma(\lambda)$ and the quantum yield $q(\lambda)$. However, the comparison between the measured and modelled radiances, showed that $F(\lambda)$ is correctly calculated (see Figure 12.28). The quantum yield $q(\lambda)$ can be assumed to be 1 (Soller et al. (2002), Sander et al. (2011)). As already stated in Section 3.3.1, when BrONO$_2$ is photolysed (Reactions 3.54 - 3.56) BrO and NO$_2$ are produced either directly or almost immediately via secondary reactions. Therefore, the BrONO$_2$ absorption cross section $\sigma(\lambda)$ is the parameter to focus on. The importance of exactly determined photolysis and reaction rates are already outlined by Trentmann et al. (2003) and Kawa et al. (2009).

13.1.1. The BrONO$_2$ Absorption Cross Section

The BrONO$_2$ absorption cross section was measured by Spencer and Rowland (1998), Burkholder et al. (1995) and Deters et al. (1998). It should be noted that the absorption cross section decreases over four orders of magnitude from 200 to 500 nm, see Figure 13.2.

Figure 13.2 shows the absorption cross section of BrONO$_2$ measured by Burkholder et al. (1995) on which the recommendation of Sander et al. (2011) is based. Figure 10.7 shows that the temperature in the entire lower stratosphere was 220 K for the time of the balloon flight on September 7th 2009. Therefore, the absorption cross section is corrected for 220 K following the recommendations of Burkholder et al. (1995). The temperature corrected absorption cross section of BrONO$_2$ is used for all calculations shown here.

On the right side of Figure 13.2 the absorption cross section is multiplied with the actinic flux. The product can be divided into two parts: the UV part $s_1$ from 200 - 268 nm and the visible range part $s_2$ from 268 - 500 nm. The actinic flux is simulated for the atmospheric condition of the balloon flight on September 7th 2009 and an altitude of 18 km using the RT model McArtim. At this altitude the BrONO$_2$ concentration profile is at its maximum.

Figure 13.3 shows the product of the actinic flux and the BrONO$_2$ absorption cross section. The product is calculated for an SZA of 86°, the time when the first miniDOAS limb measurements of scattered skylight are evaluated during sunrise on September 8th 2009. The final miniDOAS limb measurements of scattered skylight during the sunrise are recorded at an SZA of 75°, for which the second curve in Figure 13.3 is calculated.
13.1. Sensitivity Study

Figure 13.2.: The left panel shows the BrONO₂ absorption cross section measured by Burkholder et al. (1995) at 296 K and the temperature corrected (220 K) absorption cross section. The uncertainty is plotted in grey and the distinction between the two parts $s_1$ and $s_2$ is indicated. The product of the actinic flux and the cross section is plotted for both 296 K and 220 K in the right panel.

Figure 13.3.: Product of the actinic flux and the BrONO₂ cross section. The actinic flux is calculated for two SZAs and the atmospheric condition of the flight on September 7th 2009. Both fluxes are simulated using the RT model McArtim for an altitude of 18 km. At this altitude the BrONO₂ concentration profile is at its maximum.
13.2. Labmos Model Initialisation

As stated in Chapter 8, the Labmos model is initialised using the output of the SLIMCAT model. The balloon ascent profiles from the direct sunlight instrument are used to further constrain the Labmos input for the model initialisation. CH\(_4\) and N\(_2\)O profiles measured by the LPMA instrument are compared with the output of SLIMCAT before the data is implemented in the Labmos model. The comparison between SLIMCAT model data and the long-lived tracer profiles measured by the LPMA instrument is used to test the dynamic of the SLIMCAT model. The comparison is shown in Figure 13.4. Due to the difference between the two datasets, the SLIMCAT output is shifted 2 km upwards. This difference between measured and modelled data is most likely due to diabatic heating. Several test runs are made applying an offset of between 1 and 3 km in steps of 0.5 km. An offset of 2 km provided the best agreement.

The SLIMCAT output also shows a discontinuity at an altitude of approximately 12 km, which is a known boundary problem of the SLIMCAT model near the tropopause. Figure 13.5 shows how this is handled in the Labmos input: the Br\(_Y\) mixing ratio is shifted upwards by two kilometres and the discontinuity is smoothed.

![Figure 13.4](image)
13.2. Labmos Model Initialisation

Figure 13.5.: This graph shows the SLIMCAT output for the total Br\textsubscript{y} in black and the corrected version for the Labmos input in blue. The SLIMCAT model makes calculations on 32 altitude levels, while the Labmos uses only 19 altitude levels, starting above the tropopause.

13.2.1. Sunrise Initialisation

Figure 13.6.: Comparison between the O\textsubscript{3} sunrise profile of the direct sunlight measurements (cyan) and the Labmos model output (SZA = 90°irc) for the sunrise initialisation (black). The Labmos profile of the ascent/sunset initialisation is plotted in red as a reference. The grey area indicates the altitude range of the mid-latitude intrusion based on the MIMOSA calculations and the deviations of the direct sunlight profiles. The right panel shows the same comparison for the NO\textsubscript{2} profiles.

During the balloon ascent and sunset measurements the direct sunlight instrument faced north-west towards the setting Sun. The next morning the gondola turned eastwards towards the sunrise. Therefore, it is likely that the evening and morning measurements probed different air masses. With this eastwards viewing direction the instruments apparently probed a mid-latitude air mass intrusion near the Finnish-Russian border (see
Figure 10.5). This can also be seen in the direct sunlight profiles retrieved from the sunrise measurements, shown in Figure 13.6. Therefore, a separate Labmos initialisation for the sunrise measurements was used. The O$_3$ and NO$_2$ initialisation profiles of the Labmos model are adapted to match the concentrations during sunrise. Figure 13.6 shows a comparison between the measured direct sunlight profiles retrieved from the solar occultation observations during sunrise and the Labmos model output for the separate initialisations for ascent/sunset and sunrise.

### 13.3. Comparison between Measured and Modelled Limb Observations of Scattered Skylight

For a direct comparison between the measured and modelled data, the SCDs are plotted on the x- and y-axis. In the case of a good agreement, the resulting points should scatter around the 1:1 axis.

Changes in the photolysis rate are realised with changes in the absorption cross section of BrONO$_2$. The two parts of the absorption cross section $s_1$ and $s_2$ are increased in steps of 10% (see Section 13.1.1). However, changes of the absorption cross section in the UV range $s_1$ had no impact on the concentration evolution over the modelled period. The BrO and BrONO$_2$ concentration maxima are below the O$_3$ concentration maximum. Since the overhead O$_3$ absorbs the photons in the relevant wavelength range ($<320$ nm), the intensity of UV radiation is rather low and the photolysis of BrONO$_2$ is predominantly driven by the radiation in the visible wavelength range. The rate coefficient $k_{[\text{BrO}][\text{NO}_2]}$ is changed in steps of 5%.

Figure 13.7 shows the comparison between the measured and modelled SCDs for the O$_3$ limb measurements of scattered skylight. Figure 13.8 shows the comparison between the modelled and measured SCDs for the NO$_2$ limb measurements of scattered skylight. The good agreement between measured and modelled SCDs shows that the model is correctly initialised for the dynamics, for which O$_3$ is a proxy and the NO$_X$ photochemistry.

Figure 13.9 shows an increase of the measured SCDs compared to the modelled SCDs for the lower observation angles. However, if the photolysis rate is increased, more Br$_Y$ exists in the form of BrO, since more BrONO$_2$ is photolysed.
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Figure 13.7: Comparison between the measured O$_3$ SCDs from the sunset and sunrise limb scans and SCDs calculated from the Labmos model.

Figure 13.8: The left panel shows the comparison between measured and modelled NO$_2$ SCDs. The right panel is a zoom into the area indicated by the red square in the left plot, showing the SCDs retrieved from the sunrise limb measurements of scattered skylight.
Figure 13.9.: Comparison between the measured and calculated SCDs from the concentration profiles of the Labmos model. For reasons of clarity only the error bars of the five smallest and largest SCDs are plotted. The dashed lines indicate the uncertainty range resulting from the model parameters given by Sander et al. (2011). The ratio of measured SCDs / modelled SCDs = 1.183 ± 0.045, which is still within the uncertainty range given by Sander et al. (2011).
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13.3.1. J - k Dependence

The sensitivity of the Labmos model is first tested in respect to two parameters. As stated before, an increase in the photolysis rate $J_{BrONO_2}$ is not the only explanation for the measured BrO SCDs; a decreased formation rate of BrONO$_2$ could also be responsible. The model runs, which resulted in the best agreement are shown in Figure 13.10.

For each model run, the measured SCDs are plotted against the SCDs calculated with the photochemical Labmos model and a linear fit through zero is performed. The slope of the fit is indicated in each panel in Figure 13.10. The results of the comparisons are discussed in Section 13.5 following in the analysis of the $Br_Y$ parameter and the comparison of the direct sunlight measurements recorded during sunset.

Figure 13.10.: Comparison of several model runs using different sets of $J_{BrONO_2}$ and $k_{BrO[NO_2]}$, indicated in each panel in the upper left corner. The slope of the linear fit is listed in the lower right corner of each panel. For reasons of clarity only the error bars of the five smallest and largest SCDs are plotted.
13.3.2. BrY Dependence

The mixing ratio of BrY is the third parameter tested. A BrY mixing ratio of $(20.3 \pm 2.5)$ ppt was inferred from the direct sunlight measurements of the LPMA/DOAS flight on September 7th 2009 (WMO 2011). Two test runs for mixing ratios of 18 ppt and 23 ppt are performed. These are the uncertainty limits of the mixing ratio. The results from both runs, shown in Figure 13.11, deviate from the expected 1:1 line and the simulations using these BrY parameters cannot explain the measurements.

![Figure 13.11. Different model runs with 18 ppt and 23 ppt mixing ratio above 24 km.](image)

13.4. Comparison between Measured and Modelled Direct Sunlight Observations

As already stated only the balloon ascent and sunset BrO measurements of the direct sunlight instrument can be compared to the limb observations of scattered skylight. The direct sunlight measurements recorded during sunrise are sensitive to HOBr photolysis and are discussed separately. In Figure 13.12, the BrO concentration profile inferred from the balloon ascent measurements is compared with the output of several Labmos model runs. A comparison between the inferred balloon ascent profile with the direct sunlight instrument indicates a better agreement for BrO with a profile calculated with $J_{mod}/J_{JPL} = 1.4$ than the standard photolysis rate $J_{mod}/J_{JPL} = 1$.

BrO SCDs are retrieved for all three datasets of the direct sunlight measurements: ascent, sunset and sunrise. However, the profiles are only inverted for the balloon ascent measurements. During solar occultation the BrO concentration changes very quickly (see Figure 13.13). Thus, an additional concentration profile would not generate more information than the ascent profile, because the values would be based to a large degree on
the photochemical correction (Dorf 2005).

However, it is possible to compare the measured SCDs of the direct sunlight instrument directly with modelled SCDs from the chemical model. Harder et al. (2000) and Dorf (2005) used direct sunlight measurements recorded during solar occultation to analyse the bromine photochemistry of the stratosphere.

An important aspect of the direct sunlight measurements is indicated in Figure 13.13. In principle, each point along the light path of a direct sunlight viewing geometry can be identified by a unique local SZA and hence unique insolation and local photochemical conditions. The observed spectrum is a composite of all photochemical conditions along the light path. Figure 13.13 is a sort of folded perspective of the light path. The black lines indicate the light path of the direct sunlight measurements for observations during sunset. Normally the Earth would be plotted as a sphere and the light path as a straight line. Here the Earth’s atmosphere (or the concentration distribution of BrO to be precise) is plotted on a straight altitude grid and the light paths travelling from the Sun towards the instrument as a curve.

This is important for photochemically active species. If the BrO SCDs are calculated for given viewing geometries, the local SZAs of each point along the light path have to be taken into account in order to determine the BrO concentration at that point. These calculations are done by the DAMF programme using the Labmos model output.

Figure 13.13 also illustrates one failing of the direct sunlight measurements of BrO recorded during solar occultation events. Altitude levels below the balloon float altitude are only probed for SZAs (at the location of the balloon gondola) larger than 90°. For these time frames, the concentrations of BrO are already significantly decreased in the case of sunset observations, or still significantly decreased in the case of sunrise observa-

Figure 13.12: Comparison between the retrieved BrO balloon ascent profile with the direct sunlight measurements for different photolysis rates. The BrONO$_2$ absorption cross section is increased stepwise from 1.0 to 1.4 in steps of 0.1.
The BrO concentration is plotted against the altitude during solar occultation in the evening. For SZAs larger than 90° the light path probes altitudes below the balloon altitude at a tangent point around a local SZA of 90°. The black lines indicate the light path of a single direct sunlight spectrum through the atmosphere, starting at the corresponding point of the trajectory towards the Sun.

Therefore, they are less sensitive to changes in the BrO concentrations than the limb measurements of scattered skylight. In addition to that the light path probes altitudes below the balloon altitude per definition at a tangent point around a local SZA of 90°, which means every viewing geometry resembles the same photochemical condition. This makes the direct sunlight observations less suited for monitoring the concentration changes of BrO. The limb measurements continue to probe the altitude below balloon float level with elevation scans for SZAs from 86° - 95° during sunset and 86° - 75° during sunrise.

The concentration profiles of O_3 and NO_2 are used to constrain the Labmos model input. Therefore, modelled SCDs will return only the used measured SCDs. However, the comparison can be used to test the sensitivity and check for discrepancies. The comparison between the measured and modelled SCDs for the O_3 and NO_2 solar occultation measurements of the direct sunlight observations show a good agreement (see Figure 13.14).

Figure 13.15 shows the comparison between measured and modelled BrO SCDs for the direct sunlight measurements recorded during sunset. The standard model run uses a $k_{mod}/k_{JPL} = 1$ and $J_{mod}/J_{JPL} = 1$. Unlike the limb measurements of the miniDOAS instrument, only one scan through the atmosphere is performed for direct sunlight measurements.

Several simulations are performed using different parameters for the photolysis $J_{BrONO_2}$ and rate coefficient $k_{[BrO][NO_2]}$. This is done to find pairs of the parameters that result in a good agreement between measured and modelled SCDs. Figure 13.16 shows the results for the comparison with the best agreement.

Figure 13.17 shows the measured and modelled BrO direct sunlight SCDs over time for the sunset observations.
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Figure 13.14.: The comparison between measured and modelled direct sunlight O$_3$ SCDs for the sunset and sunrise measurements is shown in the left panel. The right panel shows the comparison between measured and modelled direct sunlight NO$_2$ SCDs. The local SZA is indicated on the left side of the corresponding SCD. The values above the 1:1 line with a frame denote the local SZA for the sunset measurements. The values below the 1:1 line without a frame are the corresponding SZAs of the sunrise SCDs.

Figure 13.15.: Comparison between BrO SCDs calculated using the standard model ($k_{\text{mod}}/k_{\text{JPL}} = 1$ and $J_{\text{mod}}/J_{\text{JPL}} = 1$) and the measured SCDs of the direct sunlight sunset observations.
Figure 13.16: Comparison between different sets of $J_{\text{BrONO}_2}$ and $k_{\text{[BrO][NO_2]}}$ for direct sunlight measurements made during sunset. The specific parameters are listed in the upper left corner of each panel.
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Figure 13.17: Comparison between the measured direct sunlight BrO SCDs and SCDs calculated from several different model runs. The values for the two parameters $J_{\text{mod}}/J_{\text{JPL}}$ and $k_{\text{mod}}/k_{\text{JPL}}$ used in the calculations for each model run are indicated in the legend as $J$ and $k$. 

[Graph showing comparison between measured and modelled BrO SCDs with various model runs indicated]
13.4.1. Sunrise Observations

As shown in Figure 13.1, the photolysis of HOBr is a dominant factor of the increase in BrO for the time of the direct sunlight measurements during sunrise (SZA = 95° - 90°). Figure 13.18 shows a comparison between the measured and modelled BrO SCDs for the JPL-2011 recommendations (Sander et al. 2011) and a model run with adapted parameters. Specifically, the hydrolysis of BrONO₂ is increased to produce more HOBr during the night for the adapted model run. The uptake coefficient $\gamma$ of the heterogeneous rate coefficient $k_{het}$ of the BrONO₂ hydrolysis, is increased by a factor of 1.25 (resulting in a $\gamma = 1$). The absorption cross section of HOBr was reduced by a factor of 10 in accordance with the uncertainty estimate of the photolysis rate (Sander et al. 2011). This corresponds with the modification of the photolysis rate of BrONO₂.

The increase of the rate coefficient of the direct production of HOBr through BrO and HO₂ (Reaction 3.47) is also tested (Bedjanian et al. 2001). The rate coefficient $k_{[\text{BrO}]\ [\text{HO}_2]}$ was increased by a factor of 1.15 in accordance with the uncertainty stated by Sander et al. (2011). However, this modification only had a marginal effect on the change in BrO SCDs. Figure 13.18 shows that the measured BrO SCDs can be reproduced by the model within the uncertainty range given by the JPL-2011 recommendations (Sander et al. 2011).

Figure 13.18: Comparison between measured and modelled BrO SCDs of the direct sunlight measurements during sunrise on September 8th 2009 for a model run with the JPL-2011 recommendations and a model with reduced absorption cross section of HOBr (factor of 10) and an increased uptake coefficient (factor of 1.25) of the BrONO₂ hydrolysis.
13.5. Discussion of Results

As stated in Section 13.1, model runs are performed for the $k_{\text{mod}}/k_{\text{JPL}} = [0.60 .. 1.10]$ and $J_{\text{mod}}/J_{\text{JPL}} = [0.90 .. 1.50]$ range. The SCDs of the limb measurements of scattered skylight are plotted against the SCDs calculated with the photochemical Labmos model and a linear fit through zero is performed. The resulting slope of this fit is plotted in Figure 13.19 using the colour code indicated on the right side of the plot. A value of 1.00 indicates a good agreement between measured and modelled SCDs. Different $J_{\text{BrONO}_2}$ and $k_{[\text{BrO][NO}_2]}$ values are tested until a good agreement with the measured BrO SCDs of the limb measurements of scattered skylight is found.

The four examples for a good agreement between measured and modelled BrO SCDs shown in Figure 13.10 are indicated by the black dots in Figure 13.19. The black stars indicate the best agreement for direct sunlight measurements recorded during sunset (see Section 13.4).

Figure 13.19 shows that a good agreement between measured and modelled SCDs can only be reached with a combination of a decreased $k_{[\text{BrO][NO}_2]}$ and an increased $J_{\text{BrONO}_2}$ (e.g., $k_{\text{mod}}/k_{\text{JPL}} = 0.85$ and $J_{\text{mod}}/J_{\text{JPL}} = 1.4$).

Averaging the $J_{\text{mod}}/J_{\text{JPL}}$ and $k_{\text{mod}}/k_{\text{JPL}}$ pairs that result in the best agreement between the measured and modelled BrO SCDs of the limb measurements of scattered skylight

![Figure 13.19: Agreement of measured and modelled BrO SCDs. The x-axis represents a multiplicative factor for the rate coefficient $k_{\text{mod}}/k_{\text{JPL}}$ and the y-axis for the photolysis $J_{\text{mod}}/J_{\text{JPL}}$. The 1σ-uncertainty range of Sander et al. (2011) is indicated in white. The black dots indicate the best agreement for the miniDOAS limb measurements. The black stars indicate the best agreement for sunlight measurements recorded during sunset (see Section 13.4). The colour code indicates the slope of the linear fit of the correlation plot (sunset and sunrise). A value of 1.00 indicates best results for the agreement of measured of modelled SCDs. The value is highlighted by the black box (BA).](image-url)
(black dots in Figure 13.19) results in a mean value:

\[
\frac{J_{\text{mod}}}{J_{\text{JPL}}} / \frac{k_{\text{mod}}}{k_{\text{JPL}}} = 1.69 \pm 0.04
\]  

(13.1)

The direct sunlight measurements recorded during balloon ascent and sunset support the need for an offset of the \(J_{\text{BrONO}_2}/k_{[\text{BrO][NO}_2]}\) ratio. However, the mean value for the direct sunlight measurements which provide the best agreement between measured and modelled BrO SCDs (black stars in figure 13.19) \([J_{\text{mod}}/J_{\text{JPL}}] / [k_{\text{mod}}/k_{\text{JPL}}]\) is lower. The determined value for the direct sunlight measurements is \((1.35 \pm 0.04)\). However, as already mentioned in Section 13.4, the direct sunlight measurements are less sensitive to the targeted change in BrO concentrations.

The change in the \(J_{\text{BrONO}_2}/k_{[\text{BrO][NO}_2]}\) ratio inherently leads to a change in the BrO/BrONO\(_2\) and BrO/BrY ratio.

Figure 13.20 shows the change in concentration at 28 km for the time of the miniDOAS limb measurements of scattered skylight during sunrise. For the \(J_{\text{BrONO}_2}\) and \(k_{[\text{BrO][NO}_2]}\) values determined in Figure 13.10 at an SZA = \(80^\circ\), the ratios of both BrO and BrONO\(_2\)
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are changed from:

\[
\begin{aligned}
&\left[ \frac{\text{BrO}}{\text{Br}_Y} = 0.59 \frac{\text{BrONO}_2}{\text{Br}_Y} = 0.28 \right]_{\text{JPL}} \Leftrightarrow \left[ \frac{\text{BrO}}{\text{Br}_Y} = 0.66 \frac{\text{BrONO}_2}{\text{Br}_Y} = 0.21 \right]_{\text{Observations}}
\end{aligned}
\]

with respect to the total stratospheric BrY. From the comparison between measurements and model the following conclusions regarding stratospheric BrY budget and photochemistry can be made:

- Using the revised \( J_{\text{BrONO}_2}/k_{[\text{BrO][NO}_2]} \) ratio and the changed BrO/BrY ratio, the total stratospheric BrY is likely to be 1.4 ppt smaller than previously estimated. This would bring the total stratospheric bromine inferred from ground-based measurements of organic source gases (CH\(_3\)Br, CH\(_2\)Br\(_2\), CHBr\(_3\), halons, etc.) into closer agreement with estimates based on balloon-borne measurements of BrO (update of Dorf et al. 2006, (Dorf et al. 2008), Hossaini et al. 2012, Brinckmann et al. 2012).

- The consequences for stratospheric ozone as a result of this revision of \( J_{[\text{BrONO}_2]}/k_{[\text{BrO][NO}_2]} \) are minor to negligible. A corrected \( J_{\text{BrONO}_2}/k_{[\text{BrO][NO}_2]} \) may cause a somewhat small, but close to negligible, increase in the bromine mediated ozone loss in the stratosphere, because ozone loss by BrONO\(_2\) and its product is small. An overestimated stratospheric BrY due to an incorrect \( J_{\text{BrONO}_2}/k_{[\text{BrO][NO}_2]} \) ratio would be compensated for in the photochemical models when active bromine is calculated (Salawitch et al. 2005, Sinnhuber et al. 2009).

- In the troposphere, where high NO\(_X\) meets reactive bromine released by the degradation of organic bromine compounds, a diminished formation of BrONO\(_2\) may lead to a longer life-time of ozone destroying BrO (Yang et al. 2005). As a consequence, the revised \( J_{\text{BrONO}_2}/k_{[\text{BrO][NO}_2]} \) ratio may cause more ozone destruction and a more efficient degradation of organic molecules by their reaction with Br. At the same time, the change in reaction speed may hinder the activation of reactive bromine tied to the aerosol or in salt deposits (von Glasow et al. 2004, Salawitch 2006). Accordingly, the consequences of our findings for ozone, and the atmospheric oxidation capacity, may largely depend on the specific conditions.

- The rapid increase of BrO for a local SZA > 90° is apparently due to the photolysis of HOBr. This can be seen in Figure 13.1. The measured BrO SCDs can be modelled if the photolysis rate of HOBr is reduced by a factor of 10 (\( J_{\text{mod}}/J_{\text{JPL}} \)) and the preceding hydrolysis of BrONO\(_2\) is enhanced via an increase of the uptake coefficient \( \gamma \) (by a factor of 1.25). The analysis of the direct sunlight measurements of BrO recorded during sunrise, the HOBr photolysis rate and the night-time build up via the hydrolysis of BrONO\(_2\) will be the focus of a future study including a more detailed analysis of the HOBr photochemistry (Hanson and Ravishankara 1995, Erle et al. 1998, Hanson 2003). A similar difference between modelled and measured BrO SCDs immediately after sunrise (SZA > 90°) was also observed in 2008 during a balloon deployment in the tropics in Teresina, northern Brazil. The details of this
LPMA/DOAS balloon deployment are listed in Figure 14.3. The atmospheric conditions of this balloon flight in the tropics in June 2008 make the dataset much more suited, since in the tropical lower stratosphere (below 25 km) the bromine photochemistry is likely to be dominated by cross reactions of the HO\textsubscript{X} and Br\textsubscript{X} families, leading to a predominant formation of HOBr (Bedjanian et al. 2001). Hence, the photolysis of HOBr during early dawn (SZA > 90°) can be studied in detail. The HOBr absorption cross section is subject to large uncertainties (Ingham et al. 1998). Sander et al. (2011) states the uncertainty of the HOBr photolysis for wavelengths larger than 350 nm to be a factor of 10. A changed hydrolysis of BrONO\textsubscript{2} (Reaction 3.50) during the night would increase the HOBr concentrations in the morning (Hanson and Ravishankara 1995, Hanson 2003) and thereby influence the rapid release of BrO via the photolysis of HOBr for SZAs > 90°. An analysis of the impact of a reduced HOBr photolysis is shown in Figure 13.18.
14. Satellite Validation

The high accuracy balloon-borne direct sunlight measurements are also used to validate satellite measurements of the SCIAMACHY\(^1\) instrument on board the Envisat satellite (Dehn 2010).

14.1. The SCIAMACHY Instrument

SCIAMACHY was a passive remote sensing spectrometer observing backscattered, reflected, transmitted or emitted radiation from the atmosphere and Earth’s surface. The SCIAMACHY viewing geometry is shown in Figure 14.1. SCIAMACHY covered a wavelength range between 240 and 2380 nm. This large wavelength range not only allowed the instrument to cover a larger number of trace gases, but it also enabled the determination of aerosol extinction profiles (Section 12.2.2) and cloud coverage. A detailed description of the instrument and the retrieved products is given in Bovensmann et al. (1999) and Gottwald (2010). The instrument is on board the Envisat satellite which was launched on March 1\(^{st}\) 2002 and was operated until April 8\(^{th}\) 2012, when contact with the satellite was lost. The SCIAMACHY instrument was able to observe the entire Earth within three days. However, the use of a high altitude, fast moving instrument means a loss in altitude resolution and accuracy of the measurements.

The ENVIVAL-LIFE (ENVIsat VALidation) project was founded to validate the satellite measurements and make improvements of the retrieval algorithms possible. During this project high accuracy balloon-borne measurements were compared to satellite measurements. The balloon-borne measurements are only point measurements compared to the satellite measurements and make improvements of the retrieval algorithms possible. During this project high accuracy balloon-borne measurements were compared to satellite measurements. The balloon-borne measurements are only point measurements compared to the satellite measurements.

\(^1\)SCIAMACHY stands for SCanning Imaging Absorption spectroMeter for Atmospheric CartograpHY
global coverage of a satellite instrument. However, approximately 50 times more spectra with a better signal-to-noise ratio are used to retrieve a profile from a balloon ascent compared to a satellite overpass. Combined with the simple geometric considerations for balloon-borne observations, this explains why the balloon-borne profiles are of much higher accuracy. This is confirmed by a comparison of the SCIAMACHY averaging kernel matrix for limb observations with the balloon direct sunlight observations in Figure 11.4 and 14.2. Balloon-borne measurements are inherently restricted by different operational constraints, limiting their flexibility in satellite validation. These operational constraints, such as higher altitude wind regimes, ground wind and other weather conditions, inevitably lead to a temporal and spatial mismatch between satellite and balloon-borne observations.

14.2. Validation Approach

A detailed description of the validation method of the measurements of the SCIAMACHY instrument is given in Butz (2006) and Butz et al. (2006), hence only a short outline based on that work is given here.

To find the best coincidences between air masses probed by the balloon and the satellite instrument, air mass trajectory calculations are used (Grunow 2009). Based on the operational analysis of the ECMWF, the movement of air parcels probed by the balloon instrument is calculated on 25 isentropic levels by Katja Grunow. The movement of these parcels is calculated in 10 minute time steps and the resulting trajectory is stored in one hour time steps for a 48 hour time frame. These 48 hours of time calculations are then used to find the best satellite coincidence for comparison.
The actual geo-locations of SCIAMACHY observations are taken from the SCIAMACHY Operational Support Team (SOST) on their website\(^2\). The overpass time, the geo-location and detailed measurement specifications (e.g., swath, measurement duration, ground pixel size) are downloaded for the SCIAMACHY limb and for the SCIAMACHY nadir mode for each Envisat orbit.

This information is used to find satellite measurements which probed the same air masses.

### Table 14.3

<table>
<thead>
<tr>
<th>Date</th>
<th>Location</th>
<th>Geophysical condition</th>
<th>Available datasets</th>
<th>Satellite coincidence orbit, date, time/UT</th>
<th>Altitude range/km</th>
<th>Time delay/h</th>
<th>Spatial distance/km</th>
</tr>
</thead>
<tbody>
<tr>
<td>04 Mar 2003</td>
<td>Kiruna</td>
<td>High-latitude winter</td>
<td>BA, DOAS</td>
<td>5271, 4 Mar., 11:05</td>
<td>16-30</td>
<td>-5.1</td>
<td>369-496</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5285, 5 Mar., 07:17</td>
<td></td>
<td>+15.3</td>
<td></td>
</tr>
<tr>
<td>23 Mar 2003</td>
<td>Tarang</td>
<td>High-latitude winter</td>
<td>BA, DOAS</td>
<td>5545, 23 Mar., 14:07</td>
<td>16-30</td>
<td>-5.2</td>
<td>268-496</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5558, 24 Mar., 09:01</td>
<td></td>
<td>+17.4</td>
<td></td>
</tr>
<tr>
<td>9 Oct 2003</td>
<td>Air-sur-l’Adour</td>
<td>High-latitude winter</td>
<td>BA, DOAS</td>
<td>6207, 9 Oct., 10:51</td>
<td>17-31</td>
<td>-6.5</td>
<td>738-988</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6421, 10 Oct., 09:20</td>
<td></td>
<td>+17.2</td>
<td></td>
</tr>
<tr>
<td>24 Mar 2004</td>
<td>Kiruna</td>
<td>High-latitude winter</td>
<td>BA, DOAS</td>
<td>10798, 24 Mar., 10:35</td>
<td>12-33</td>
<td>-5.4</td>
<td>371-499</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10812, 25 Mar., 10:04</td>
<td>6-36</td>
<td>+15.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10798, 24 Mar., 10:35</td>
<td>10-33</td>
<td>-6.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10812, 25 Mar., 10:04</td>
<td>10-20</td>
<td>+16.7</td>
<td></td>
</tr>
<tr>
<td>17 June 2005</td>
<td>Teresina</td>
<td>Tropical winter</td>
<td>BA, DOAS</td>
<td>17249, 17 June, 11:53</td>
<td>25-30</td>
<td>-0.1</td>
<td>382-493</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>17255, 18 June, 13:02</td>
<td>5-33</td>
<td>+10.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>17255, 18 June, 13:02</td>
<td>8-53</td>
<td>+16.2</td>
<td></td>
</tr>
<tr>
<td>27 June 2008</td>
<td>Teresina</td>
<td>Tropical winter</td>
<td>BA, DOAS</td>
<td>13908, 26 June, 11:04</td>
<td>10-30</td>
<td>-19.9</td>
<td>416-589</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>13907, 27 June, 12:32</td>
<td>12-55</td>
<td>+3.9</td>
<td></td>
</tr>
<tr>
<td>7/8 Sep. 2009</td>
<td>Kiruna</td>
<td>High-latitude summer</td>
<td>LPMA/DOAS</td>
<td>19326, 7 Sept., 09:57</td>
<td>21.34</td>
<td>-6.9</td>
<td>418-497</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>19326, 7 Sept., 09:57</td>
<td>5.64</td>
<td>-6.8</td>
<td></td>
</tr>
<tr>
<td>23 Apr 2011</td>
<td>Kiruna</td>
<td>High-latitude spring</td>
<td>BA, DOAS</td>
<td>19340, 8 Sept., 09:25</td>
<td>10-34</td>
<td>+16.1</td>
<td>59-382</td>
</tr>
</tbody>
</table>

Figure 14.3: The upper panel shows the list of deployments of the LPMA/DOAS gondola during the ENVIVAL project. The lower panel shows measurement sites of the LPMA/DOAS balloon flights. Based on Graphics (2012).

\(^2\)(http://atmos.af.op.dlr.de/projects/scops)
as the balloon-borne instruments within a given match radius and time. The trajectory of the air parcels is then used to calculate the photochemical evolution of the probed air masses following the scheme outlined in Figure 14.4. The photochemically corrected concentration profiles are then compared to the retrieved profiles of that satellite orbit. The SCIAMACHY retrievals are provided by Alexei Rozanov from the IUP Bremen.

The table of the balloon validation flights performed during the ENVIVAL-LIFE project in Figure 14.3 also lists the coinciding satellite orbits. The retrieved profiles of the balloon flights in 2003 and 2004 were evaluated and compared to the satellite observations by Butz et al. (2006) for O$_3$ and NO$_2$ and by Dorf et al. (2006) for BrO. During the course of this thesis the balloon flights of 2008 and 2009 are analysed and the retrieved profiles compared with the corresponding satellite observations. While not shown here, the comparison of the retrieved profiles of the balloon flight in Teresina in 2008 and the coinciding satellite retrievals are published in Dorf (2009) and Kreycy (2009). The comparison of the balloon-borne O$_3$ measurements of the flight on September 7$^{th}$ 2009 and the coinciding satellite observations is shown in Figures 14.6. The satellite profiles used for the comparison are based on the version 2.1 O$_3$ SCIAMACHY retrieval. The comparison of the balloon-borne measurements of the flight on September 7$^{th}$ 2009 and coinciding satellite observations of NO$_2$ uses the version 3.1 NO$_2$ SCIAMACHY retrieval (Figure 14.7). The comparison of the balloon-borne measurements of the flight on September 7$^{th}$ 2009 and coinciding satellite observations of BrO is shown in Figure 14.8. The version 3.2 BrO SCIAMACHY retrieval is used here.
14.2. Validation Approach

Figure 14.5: Two day backward trajectory calculations for the balloon ascent on September 7th 2009. There are two profiles measured by the SCIAMACHY instrument in range. The altitude of the air mass trajectories are identified below. Katja Grunow, 2009 (FU Berlin).
Figure 14.6.: Comparison of the $O_3$ profile retrieved for the ascent and sunset measurements on September 7th 2009, with the satellite orbit indicated in Figure 14.5 at 09:57 UT that morning. The altitude range in which the same air masses are probed (21 - 34 km) is marked in grey. The satellite profiles used for the comparison are based on the version 2.1 $O_3$ SCIAMACHY retrieval.

Figure 14.7.: Comparison of the $NO_2$ profile retrieved from the direct sunlight measurements during sunrise on September 8th 2009 compared to the satellite orbit at 09:25 UT that morning. The altitude range in which the same air masses are probed (9 - 34 km) is marked in grey. The satellite profiles used for the comparison are based on the version 3.1 $NO_2$ SCIAMACHY retrieval.
Figure 14.8.: Comparison of the BrO profile retrieved from the balloon ascent and the satellite orbit at 09:57 UT that morning. The satellite data is evaluated by different institutes using different retrievals, currently at version 3.2, see color coding in the plot. The lower plot shows a comparison for the balloon ascent profile with the satellite orbit at 09:25 UT the next morning. Adopted from Rozanov et al. (2010).
14.2.1. Summary

As stated above the goal of the ENVIVAL-LIFE project is an improvement of the satellite retrievals and a better agreement with the high accuracy balloon profiles. Therefore, all balloon-borne profiles listed in Figure 14.3 are compared to the newest satellite retrievals. Figures 14.9 and 14.10 are an update of the plots shown in Butz et al. (2006) using more recent versions of the satellite retrievals (see below).

The profiles used for the O₃ comparison are based on the version 2.1 O₃ SCIAMACHY retrieval. As shown in Figure 14.9 a good agreement between the balloon-borne O₃ measurements and the O₃ measurements of the SCIAMACHY instrument is reached within a 20% range. Below 18 km the sensitivity of the SCIAMACHY instrument is significantly reduced (see 14.2) and the SCIAMACHY O₃ profiles underestimate the balloon-borne data in most cases. This is due to the fact that the satellite retrievals cannot reproduce the frequently highly filamented O₃ profiles observed at high-latitudes during winter, as shown by Butz et al. (2006). With regard to the comparison shown in (Butz et al. 2006) a bias of +4.8% between the two data sets in the core altitude (20 - 31 km) has been removed. The mean deviation is now 9.7% and has been improved by 1%.

The comparison of the balloon-borne NO₂ measurements and the coinciding satellite observations are based on the version 3.1 NO₂ SCIAMACHY retrieval. As shown in Figure 14.10 for the high- and mid-latitude measurements between 20 km to 30 km altitude the agreement between the balloon-borne NO₂ profiles and the satellite observations is on the order of 30%. However, there are still systematic discrepancies between the balloon and satellite-borne data for tropical latitudes in the core altitude range between 20 km and 31 km. Beyond that, the agreement between the entire two datasets below 20 km is still variable. With regard to the comparison shown in (Butz et al. 2006) a bias of +1.8% between the two data sets in the core altitude (20 - 31 km) has been removed. The mean deviation has not changed.

The profiles for the BrO comparison are based on the SCIAMACHY retrieval version 3.2. As shown in Figure 14.11 an agreement between balloon and satellite-borne data is reached within a 30% range, while SCIAMACHY retrievals tend to underestimate the BrO concentrations in the altitude range between 22 - 30 km.
14.2. Validation Approach

**Figure 14.9.:** Comparison of O$_3$ measurements of the balloon-borne direct sunlight instrument and SCIAMACHY observations for the measurements listed in Figure 14.3. The (ratio - 1) is plotted against the altitude for the different flights listed in Figure 14.3. The plot shows a good agreement within 20% in an altitude range between 32 and 18 km. Below this altitude where satellite resolution and accuracy is significantly lower the values start to scatter.

**Figure 14.10.:** Comparison of NO$_2$ measurements from the BigDOAS instrument and SCIAMACHY observations for the measurements listed in Figure 14.3. The (ratio - 1) is plotted against the altitude for the different flights. The plot shows a good agreement within 30% in an altitude range between 32 and 18 km, except for the 2008 flight in Teresina. Below 18 km the satellite accuracy decreases and the values start to scatter.
Figure 14.11.: Comparison of balloon-borne and satellite-borne BrO profiles. The altitude is plotted against the (ratio - 1) for the different flights listed in Figure 14.3. The compared measurements agree within a 30% range down to an altitude of 15 km.
15. Conclusion and Outlook

For the first time direct sunlight measurements and limb measurements of scattered skylight are combined to test the stratospheric bromine chemistry in high latitudes during fall circulation turn-over in a high NO\textsubscript{X} environment. Within the StraPoliÉt\textsuperscript{e} balloon campaign of 2009 the LPMA/DOAS balloon gondola was deployed, carrying the DOAS balloon instrument for direct sunlight measurements (Ferlemann et al. 2000) and the miniDOAS instrument for limb measurements of scattered skylight (Weidner et al. 2005). The recorded data is analysed using the DOAS technique introduced by Platt et al. (1979). A rigorous study is performed regarding the accuracy of the radiative transfer calculations of the RTM McArtim (Deutschmann et al. 2010) as well as their sensitivity towards aerosol extinction. The retrieved slant column densities of O\textsubscript{3}, NO\textsubscript{2} and BrO are inverted into trace gas concentration profiles. Simulations of the 1-D chemical model Labmos are initialised with output of the 3-D chemical transport model SLIMCAT (Chipperfield 2006) and further constrained by the LPMA/DOAS direct sunlight observations of O\textsubscript{3}, NO\textsubscript{2}, N\textsubscript{2}O, and CH\textsubscript{4}. These simulations are compared with the measurements of the two DOAS instruments.

The following key results regarding the stratospheric photochemistry of bromine are obtained:

1. The comparison between measurements and model simulations showed that apparently the ratio of the photolysis rate \( J_{\text{BrONO}_2} \) and the rate coefficient \( k_{[\text{BrO][NO}_2]} \) of the formation reaction of BrONO\textsubscript{2} deviates from the recommendation of (Sander et al. 2011). Such a discrepancy inherently changes the ratio between BrO and BrONO\textsubscript{2}. The revised \( J_{\text{BrONO}_2}/k_{[\text{BrO][NO}_2]} \) ratio is determined to be \( [J_{\text{mod}}/J_{\text{JPL}}] / [k_{\text{mod}}/k_{\text{JPL}}] = (1.69 \pm 0.04) \). This value is larger, but still falls within the uncertainties given by Sander et al. (2011) for the two parameters.

2. The direct sunlight measurements recorded during sunrise are sensitive to the photolysis of HOBr, for which the best agreement between measurements and model simulations is found for \( [J_{\text{mod}}/ J_{\text{JPL}}] = 0.10 \), a much slower rate than recommended by e.g., (Ingham et al. 1998). However, this values also falls within the uncertainty of the recommendations given by (Sander et al. 2011). Future studies should analyse the existing direct sunlight data recorded in the tropics in 2008 during sunrise, because the stratospheric bromine photochemistry system is even more sensitive to \( J_{\text{HOBr}} \) for this balloon flight.
The revised $J_{\text{BrONO}_2}/k_{[\text{BrO],[NO}_2]}$ ratio has the following consequences for the budget of stratospheric bromine, stratospheric ozone loss and the oxidation capacity of the troposphere:

1. The revised $J_{\text{BrONO}_2}/k_{[\text{BrO],[NO}_2]}$ ratio has adverse effects on the assessment of total stratospheric bromine using the inorganic method, since it largely determines the BrO/Br$\gamma$ ratio, where Br$\gamma$ is the total amount of stratospheric bromine. For late summer 2009, Br$\gamma$ was determined to be $(20.3 \pm 2.5)$ ppt (update of Dorf et al. (2006) in WMO (2011)), using the JPL-2011 recommendations (Sander et al. 2011) for $J_{\text{BrONO}_2}$ and $k_{[\text{BrO],[NO}_2]}$. Using the revised $J_{\text{BrONO}_2}/k_{[\text{BrO],[NO}_2]}$ ratio, the total stratospheric Br$\gamma$ is 1.4 ppt smaller than previously estimated. However, this revised lower estimate of Br$\gamma$ is in better agreement with Br$\gamma$ estimates based on the organic method (e.g., Montzka et al. (2008), WMO (2011), Brinckmann et al. (2012)).

2. The consequences for stratospheric ozone due to the revised $J_{\text{BrONO}_2}/k_{[\text{BrO],[NO}_2]}$ ratio is however minor or negligible, since (1) the overcorrection for the BrO/Br$\gamma$ ratio leads to an apparent overestimation of stratospheric Br$\gamma$, which (2) is back-corrected when reactive bromine is calculated using the inorganic method (Salawitch et al. (2005), Sinnhuber et al. (2009)).

3. In the troposphere, where high NO$_X$ meets reactive bromine released by the degradation of organic bromine compounds, a reduced formation of BrONO$_2$ may lead to a longer life-time of ozone-destroying BrO (Yang et al. 2005). As a consequence, the revised $J_{\text{BrONO}_2}/k_{[\text{BrO],[NO}_2]}$ ratio may cause an elevated oxidation capacity, i.e. more efficient ozone destruction and a more efficient degradation of organic molecules by their reaction with Br. At the same time, the reduced formation of BrONO$_2$ may reduce the activation of reactive bromine tied to aerosols or in salt deposits (von Glasow et al. (2004), Salawitch (2006)). Accordingly, the consequences of these findings for ozone and the atmospheric oxidation capacity may largely depend on the specific conditions.

**Outlook**

Although within the present thesis major achievements have been made regarding the photochemistry and the budget of stratospheric bromine, it is highly recommended to further use existing spectroscopic data taken by our group during past balloon flights, in order to:

1. Rule out remaining uncertainties in the understanding of bromine photochemistry, in particular suspected for the ternary reaction of BrO with NO$_2$. For this, an important step might come through the analysis of the limb measurements data gathered during the ENRICHED campaign in 2011. During this balloon flight the miniDOAS instrument was deployed on board the MIPAS balloon gondola, which
is capable of measuring BrONO₂, and with the Limb measurement of BrO and NO₂ all three educts and products involved in the reaction were monitored.

2. Confirm the findings for \( J_{\text{HOBr}} \). Here a detailed analysis of early sunrise (SZA > 90°) data obtained over Teresina, Brazil in June 2008 may help to unravel the HOBr photolysis rate, since in the tropical lower stratosphere (below 25 km) the bromine photochemistry is likely to be dominated by cross reactions of the HO\(_X\) and Br\(_X\) families, leading to a predominant formation of HOBr.

3. Improve the estimated total stratospheric Br\(_Y\) based on inorganic method (e.g., Dorf et al. (2006), WMO (2011), McLinden (2010), Brinckmann et al. (2012), Millán et al. (2012)).

Inferred from past experiences, the following technical improvements of the method are also highly recommended:

- Regarding McArtim, the previously used number of quadrature trajectories (NQT) should be increased to an NQT of 30,000 in order to improve the accuracy.

- The analysis of the UV limb measurements of the balloon ascent showed that a single pseudo-Ring-absorber might not be sufficient to account for the Ring effect during a balloon ascent. The investigation of limb scans in the UV also showed that a pseudo-Ring-absorber without absorption features from a low altitude might be better suited to account for Ring features in a DOAS fit for high altitude balloon-borne limb measurements of scattered skylight and should be used if available.

- The analysis of the radiance data of the limb scans of the miniDOAS instrument showed that they are well suited to put restrictions on an a priori aerosol extinction profile. Future versions of the retrieval should include a script for the automated retrieval of an aerosol extinction profile using McArtim.
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A. J-k Plots

Here are all the plots listed, which are used to calculated the slope of the linear fit plotted in Figure 13.19.

Figure A.1: J-k Plots for a $k_{\text{mod}}/k_{\text{JPL}} = 0.60$
Figure A.2: J-k Plots for a $k_{\text{mod}}/k_{\text{JPL}} = 0.65$
Figure A.3.: J-k Plots for a \( k_{\text{mod}}/k_{\text{JPL}} = 0.70 \)
Figure A.4: J-k Plots for a $k_{\text{mod}}/k_{\text{JPL}} = 0.75$
Figure A.5: J-k Plots for a $k_{\text{mod}}/k_{\text{JPL}} = 0.80$
Figure A.6: J-k Plots for a $k_{\text{mod}}/k_{\text{JPL}} = 0.85$
Figure A.7.: \( J \)-k Plots for a \( k_{\text{mod}}/k_{\text{JPL}} = 0.90 \)
Figure A.8: J-k Plots for a $k_{\text{mod}}/k_{\text{JPL}} = 0.95$
Figure A.9.: J-k Plots for a $k_{\text{mod}}/k_{\text{JPL}} = 1.00$
Figure A.10: J-k Plots for a $k_{mod}/k_{JPL} = 1.05$
Figure A.11.: $J$-$k$ Plots for a $k_{\text{mod}}/k_{\text{JPL}} = 1.10$
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