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Summary

This thesis investigates the nature and validity of complex problem solving (CPS). The main focus lies on analyses of three research questions dealing with CPS’ (1) internal structure, its (2) structural stability combined with comparisons of performance differences across groups, and its (3) construct validity. In previous research, results on CPS’ (1) internal factor structure have been solely based on samples with high cognitive performance, (2) structural stability of CPS across groups has not been tested yet, and analyses of performance differences across groups have been rather scarce. Further, results on (3) construct validity dealing with the relation of CPS to other measures of cognitive performance are inconsistent.

By applying a multiple task approach called MicroDYN to measure CPS, (1) internal factor structure is tested in groups of high school students, university students, and blue-collar workers, varying considerably in age and cognitive performance. Thereby, the interplay of theoretically derived CPS dimensions (use of strategies, knowledge acquisition, knowledge application) and their relation to characteristics of CPS tasks is analyzed in-depth. Further, for the first time in CPS research, (2) structural stability of CPS across groups is evaluated before performance differences are compared. Finally, (3) construct validity of CPS is investigated focusing on CPS’ incremental validity beyond reasoning in explaining school performance. In summary, the present work addresses several gaps in existing research.

In chapter 1, the construct CPS and the measurement approach MicroDYN are introduced. Subsequently, previous results on internal structure, structural stability, performance differences, and construct validity are reported and followed by a brief description of the four empirical papers that are the main body of this thesis. The full papers are located in chapters 2 to 5. Whereas the first two papers are already in press after having successfully passed peer-review, the latter two papers are currently under revision.
Furthermore, chapter 1 and chapter 6 refer to other papers including supplementary contributions of the author of this thesis on CPS research, which are listed as “additional papers” on page 10.

The first empirical paper included in this thesis analysed internal structure and construct validity of CPS using data from a sample of university students. A 2-dimensional structure comprising the dimensions of knowledge acquisition and knowledge application fitted the data best and use of strategies as third dimension did not yield important information on CPS performance beyond knowledge acquisition. Further, CPS showed incremental validity beyond reasoning in explaining variance in school grades (cf. chapter 2).

The second paper investigated structural stability and performance differences in CPS across high school students of different ages in a Hungarian sample and related performance in CPS to reasoning and parental education. Measurement invariance analyses based on structural equation models confirmed structural stability of CPS across groups and revealed that CPS performance increased with higher age. Further, CPS showed incremental validity beyond reasoning in analyses based on manifest variables. Moreover, parental education predicted performance in CPS (cf. chapter 3).

The third contribution expands analyses of the second paper by comparing the structure of CPS across samples of high school students, university students, and blue-collar workers varying considerably in age and cognitive performance. As expected, CPS was measured invariant and participants in the academic track (university students, senior high school students) performed significantly better than participants in a non-academic track (blue-collar workers, junior high school students; cf. chapter 4).

The fourth paper investigated structural stability across gender and nationality by comparing German and Hungarian high school student samples. CPS was measured invariant and analyses on performance differences showed that Germans outperformed Hungarians and
males outperformed females. However, subsequent analyses revealed that performance differences could be partly explained by Hungarian females making less use of an efficient strategy (i.e., vary-one-thing-at-a-time) to generate knowledge. Further, influence of use of strategies as prerequisite for performance in CPS is discussed (cf. chapter 5).

Chapter 6 provides a general discussion of this research. Papers consistently yielded a 2-dimensional internal structure of CPS comprising the dimensions knowledge acquisition and knowledge application. CPS was measured invariant across samples varying in age, gender, and nationality, which is a prerequisite for comparing competency across groups. Analyses of performance differences not only showed that participants with higher education performed better in CPS, but also deepened the understanding of the influence of use of strategies as prerequisite of CPS performance. Further, encouraging results on incremental validity of CPS beyond reasoning were found. After this summary of results, strengths of the papers are outlined and shortcomings combined with an outlook for future research are provided. In this respect, five issues are tackled: the operationalization of CPS, its convergent and criterion validity, relation of CPS to general mental ability, use of process data, and trainability of CPS. In summary, this thesis advances knowledge about CPS and emphasizes its usefulness as an indicator of cognitive performance in addition to traditional measures.
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Introduction
1.1 Introduction

_Tell me and I forget,_

_Teach me and I remember,_

_Involve me and I learn._

_Benjamin Franklin (1706 – 1790)_

Acquiring and applying knowledge is a key competency for being successful in life. However, it is not only existing factual knowledge that helps to cope with daily problems that are encountered, but also the ability of a person to actively engage with a problem situation to generate new knowledge necessary to solve a problem (Funke, 2003; Raven, 2000). This competency of acquiring and applying knowledge while interacting with a problem situation is captured in the construct of Complex Problem Solving (CPS; Funke, 2001). Currently, CPS competency draws a lot of attention by educationalists and is regarded as an important key qualification that students should obtain during school education. In the framework of the Programme for International Student Assessment (PISA) developed by the Organisation for Economic Co-operation and Development (OECD), in which CPS competency was measured worldwide in the 2012 cycle, it is stated that “the acquisition of increased levels of problem solving competency provides a basis for future learning, for effective participation in society and for conducting personal activities.” (OECD, 2010, p.7)

Despite the awakening public interest, several important aspects about the nature and validity of CPS are yet to be addressed. As will be outlined, (1) the internal factor structure of CPS has only been tested in samples with high cognitive performance, that is, university students (e.g., Bühner, Kröner, & Ziegler, 2008), high school students attending tracks preparing for university (e.g., Kröner, Plass, & Leutner, 2005), or trainees for management positions (Wagener, 2001). However, internal structure has not been tested using several

---

1 In the framework, the term _interactive problem solving_ is used instead of complex problem solving. However, both labels refer to the same theoretical background (cf. OECD, 2010, p. 43).
heterogeneous samples varying considerably in cognitive performance. Further, (2) structural
stability of CPS across samples varying in gender, age, or nationality has never been
investigated and findings on performance differences across these groups are rather scarce. (3)
Finally, results on incremental validity of CPS beyond other measures of general mental
ability are inconsistent.

Thus, in this thesis, the following research questions are addressed by adapting an
existent CPS test for application to various large samples consisting of junior and senior high
school students, university students, and blue-collar workers:

Ad (1) Internal structure: Can the internal factor structure of CPS found in samples with
high cognitive performance also be replicated in samples with less cognitive performance?
And how are CPS dimensions interrelated?

Ad (2) Structural stability and performance differences: Can the construct CPS be
measured equally well across different groups varying in gender, age, or nationality? How
does performance in CPS differ across these groups? And, if there are differences, what are
the reasons?

Ad (3) Construct Validity: How is CPS empirically related to other constructs,
especially to other measures of general mental ability such as reasoning? Does CPS explain
additional variance beyond other indicators of general mental ability in important criteria of
life success?

All aspects are incorporated in the empirical papers (chapters 2 to 5). Prior to that, the
construct CPS and measurement approaches to assess CPS competency are presented in
section 1.2. Afterwards, the MicroDYN approach (Greiff, 2012) aimed at measuring CPS is
introduced along with modifications conducted for applying MicroDYN in samples with
fewer cognitive abilities in section 1.3. Preceding results and remaining questions on internal
structure, structural stability, performance differences, and construct validity are reported in section 1.4 followed by a brief description of the empirical papers in section 1.5.

1.2 CPS and its measurement

Imagine you have just bought your first ebook reader and you have no experience with such a device. If you do not want to read the manual, you will try to find out how it works by merely toggling through various menus, thereby generating knowledge about the menus’ structure. After having explored the reader for a while, you will be able to intentionally adjust the settings (e.g., change fonts; add books to your virtual library, etc.). This is a typical situation considered as a complex problem involving dynamic interaction with a yet unknown system.

In such CPS tasks, no obvious method of solution is available and barriers between the initial state (e.g., ebook reader is turned off) and the goal state (e.g., reading a certain book) have to be reduced by applying non-routine cognitive activities (Funke, 2012; Mayer, 1992; Mayer & Wittrock, 2006). Although "the major problem of current research [on CPS] is the lack of a firm theory about dealing with complex problems” (Funke, 2012, p.685), it is widely acknowledged that problem solvers face two main demands: the need to generate knowledge about the systems’ structure, knowledge acquisition, and the need to reach a certain goal by applying knowledge gathered beforehand, knowledge application (Funke, 2001). While acquiring and applying knowledge in a CPS task, problem solvers build a problem representation and derive a problem solution, which are the two major components of the problem solving process accountable to all kinds of problem solving (Mayer, 2003; Mayer & Wittrock, 2006; Novick & Bassok, 2005).

In contrast to simple static problems, CPS tasks usually contain many variables (aspect: complexity) that are highly interrelated (connectivity) and change dynamically (dynamics). There can be multiple, eventually contradicting goal states (polytelic situation) and the
problems’ structure is opaque to participants (intransparency) (Funke, 2010). The task characteristics (1) complexity, (2) connectivity, (3) dynamics, (4) polytelic situations, and (5) intransparency can be allocated to competencies required by the problem solver. According to Funke (2001), (2) connectivity and (3) dynamics can be directly related to the competency of knowledge acquisition and knowledge application. That is, interrelated variables as indicators of connectivity require building an adequate mental model in knowledge acquisition and dynamics strongly influence system control attributed to knowledge application, but dynamics also have to be considered while acquiring knowledge about the systems’ structure.

The other characteristics of a CPS task, (1) complexity, (4) polytelic situation, and (5) intransparency, can be allocated to competencies that may be considered as subdimensions of knowledge acquisition and knowledge application. (1) Complexity requires participants to reduce information by focussing only on important variables captured in the dimension information reduction and (4) polytelic situations call for the ability to weight and coordinate different goals measured in the dimension evaluation (Fischer, Greiff, & Funke, 2012; Funke, 2001). Information reduction may occur during knowledge acquisition and knowledge application as choosing relevant variables is important for both aspects, whereas evaluation can be assigned to knowledge application, because goal coordination and priority setting is more relevant when actually trying to reach goals than in generating knowledge. Information reduction and evaluation were mostly investigated from an experimental perspective (Blech & Funke, 2010; Haider & Frensch, 1996). An attempt to assess these dimensions psychometrically is currently under development and theoretically described by Fischer et al. (2012), but not part of this thesis.

Due to (5) intransparency, participants have to search for information to acquire knowledge. Funke (2001) stated that the ability of implementing appropriate strategies while searching for information may yield additional information on participants’ cognitive
activities. This part of CPS competency is subsequently referred to as \textit{use of strategies}, which is regarded as a predictor for \textit{knowledge acquisition} in research on CPS, although sometimes labelled differently (e.g., information retrieval in Greiff, Wüstenberg, & Funke, 2012; rule identification in Kröner et al., 2005). It has to be noted that within this thesis, the dimension \textit{use of strategies} solely captures the competency of implementing useful strategies to \textit{acquire} knowledge, which can be distinguished from strategies that are used to \textit{apply} knowledge already gathered (Schoppek, 2004). The latter kind of strategy is not considered in this thesis, but provides an interesting venue for future research (cf. chapter 6).

In summary, the focus of this thesis lies on the measurement of \textit{use of strategies} (i.e., strategies to \textit{acquire} knowledge), \textit{knowledge acquisition} and \textit{knowledge application}. For more information on theoretical aspects of problem solving refer to Funke (2003, 2012) as well as Mayer and Wittrock (2006).

1.2.1 Measurement of CPS

Within CPS research, two different measurement approaches can be distinguished that are based on either semantically rich scenarios, or formally constructed artificial tasks (Funke, 2010). Semantically rich scenarios were used to simulate the complexity of the real world as exactly as possible by implementing a huge amount of interconnected variables (Funke & Frensch, 2007). Examples are the CPS task \textit{Tailorshop}, in which participants have to maximize the company value of a tailor manufactory (Funke, 2001), or \textit{Moro}, which models the living conditions of a semi-nomad tribe (Strohschneider & Güss, 1999).

Semantically rich scenarios “represent a compromise between experimental control and realism” (Gonzalez, Vanyukov, & Martin, 2005, p. 274), posing two serious problems: (1) Due to the realistic context, genuine CPS competency is confounded with prior knowledge. The more prior knowledge a participant has (e.g., about managing a company), the less genuine CPS competency has to be applied to solve the respective task. For instance,
participants will not have to search for information to acquire new knowledge, if they already know the problem’s structure. Consequently, participants’ competency in use of strategies cannot be adequately measured. Thus, in semantically rich scenarios, performance is not clearly attributable to CPS competency, but to a mixture of CPS competency and prior knowledge (Süß, 1996). The influence of prior knowledge on problem solving performance is well-known and vividly illustrated in research on experts and novices (e.g., Sweller, 1988) and in experiments solely based on novices (Funke, 1992). In a recent study, Greiff, Holt, Wüstenberg, Goldhammer, and Funke (submitted) also showed that participants performed significantly worse in a task including relations between variables that did not match reality, than others who solved an otherwise identical task with variable relations corresponding to real world experiences. In summary, to measure genuine problem solving competency, the influence of prior knowledge on performance in a CPS task has to be reduced (cf. Paper 1).

(2) The second problem associated with semantically rich scenarios is related to the fact that in most scenarios one task with a specific system configuration is used to determine performance, leading to dependent indicators (cf. Paper 1). For instance, in Tailorshop, participants first explore the Tailorshop scenario for several months (i.e., rounds) to acquire knowledge, before they have to apply that knowledge in a control task lasting 12 months, in which the aim is to increase company value. In earlier research on Tailorshop, the total company value acquired at the end of the last control round was proposed as the indicator (cf. Funke, 1983). However, rounds within Tailorshop are not experimentally independent, because each action in a given round influences the status of the company value in the next round, which violates the assumption of uncorrelated errors (Danner, Hagemann, Holt, Hager, Schankin, Wüstenberg, & Funke, 2011). Recently, Sager, Barth, Diedam, Engelhart, and Funke (2011) provided a mathematical optimization model that expresses the best possible solution for each subsequent round given the decisions a participant already made before. Thus, participants’ actions in each round can be compared to the optimal solution that is still
possible considering the previous interventions (Sager et al., 2011). Although applying this procedure leads to a more objective evaluation of participants' performance gained by the comparison with mathematically optimal solutions, the core problem is not solved. The performance in each Tailorshop round is dependent on the knowledge that the participant acquired beforehand while exploring the scenario (as well as from prior knowledge gathered outside the test situation). In other words, although it is possible to quantify the quality of knowledge application within a given round, these measures are dependent on the same knowledge acquisition phase. This type of problem is referred to as one-item-testing (e.g., Paper 1).

In summary, the problems described can be solved by minimizing influence of prior knowledge and by measuring CPS competency with multiple, independent tasks that all include knowledge acquisition and knowledge application phases. Suitable formalisms to integrate both aspects are artificially constructed CPS tasks based on either finite state automata (FSA) including qualitative relations between variables (e.g., modelling a ticket vending machine), or linear structural equations (LSE) incorporating quantitative relations (e.g., different amount of training related to the properties of a handball team). For a detailed description of LSE and FSA see Funke (2001). However, in most scenarios based on FSA (e.g., Space Shuttle, Wirth & Funke, 2005) and LSE (e.g., MultiFlux, Kröner et al., 2005) only single tasks were applied. Multiple tasks with varying causal structure were only used in between-subjects designs and not in within-subjects designs (e.g., ColorSIM, Kluge, 2008).

Only recently has an ambitious approach labelled MicroDYN (Greiff, 2012) emerged. This approach (1) minimizes the influence of prior knowledge and (2) uses multiple, independent LSE tasks. The semantic embedding used in MicroDYN includes variables that are labelled either fictitiously or without any deep semantic meaning (e.g., Training A, B, C for different sorts of training). This implies that tasks can be solved without domain-specific
prior knowledge about the semantic embedding allowing an unconfounded assessment of CPS competency (Funke, 2001; cf. Paper 1). Further, multiple independent tasks with only few time-on-task (i.e., about 5 minutes in total) are applied to enable a psychometrically adequate assessment of CPS with independent indicators of performance (Greiff, 2012; Sonnleitner et al., 2012).

This thesis was part of a project, in which the main focus was to develop and expand MicroDYN in a way that performance in CPS can be measured in a reliable and valid manner across different target populations. These target populations vary in cognitive abilities, allowing researchers to test the main research questions on internal structure, structural stability, performance differences, and construct validity of CPS. Therefore, in the next section, the first version of MicroDYN as well as preliminary empirical results are described and followed by a summary of changes that were conducted to achieve the project goals.

1.3 MicroDYN

MicroDYN is based on minimal complex LSE-tasks (see Figure 1), extending the DYNAMIS approach (Funke, 1993) by incorporating multiple tasks.

*Figure 1. Example of the structure of a typical MicroDYN system displaying input variables (X₁, X₂, X₃) and output variables (Y₁, Y₂, Y₃).*
Although MicroDYN has passed through several iterations during its development, the general procedure remains the same. While working on MicroDYN, problem solvers are confronted with two different phases: First, they have to apply appropriate strategies (dimension: use of strategies) to find out how input variables are related to output variables. Within this process, they generate knowledge about the causal structure of the task, which they have to represent in sort of causal diagrams in a situational model (dimension: knowledge acquisition). Second, participants have to reach certain target values for the output variables by applying the knowledge acquired beforehand (dimension: knowledge application).

The first version of MicroDYN was based on a set of tasks using a scenario of a chemistry laboratory (see Figure 2).

![Figure 2. Screenshot of an early MicroDYN-task with four input variables A, B, C, and D, and four output variables W, X, Y, and Z.](image)
Within the first phase of this task, participants have to find out how four input variables (labelled A, B, C, D) are related to four output variables (labelled W, X, Y, Z) by using appropriate strategies. Thereby, participants vary input variables by inserting numerical values (e.g., value “10” for variable A; see Figure 2). After clicking Next Round, system states change according to participants’ actions and dynamics inherent in the system. By interpreting changes in the numerical values of the four output variables, participants acquire knowledge about variable interrelations. This knowledge has to be transferred into a situational model by drawing paths between variables and by inserting corresponding path weights. In the second phase, the correct model is presented to participants and they have to reach given target values at the output variables by correctly manipulating input variables. For use of strategies, participants’ use of efficient strategies such as vary-one-thing-at-a-time strategy (VOTAT; cf. Greiff, 2012; Rollett, 2008) is evaluated to identify causal relations. For knowledge acquisition, the correctness of the situational model is scored and for knowledge application, the extent to which target goals are reached. A detailed description of the first version of MicroDYN including scoring procedures can be found in Greiff (2012) and Greiff et al. (2012).

In CPS research, it is theoretically assumed that the CPS dimensions use of strategies, knowledge acquisition, and knowledge application are empirically distinguishable, and that use of strategies is a prerequisite for successful knowledge acquisition, which in turn predicts performance in knowledge application (e.g., Kröner et al., 2005). Empirical results based on the first version of MicroDYN revealed that the dimensions are significantly related and that a 3-dimensional structure fitted well and even better than a 2-dimensional model or a 1-dimensional model ($N=114$; Greiff, 2012). This result could be replicated on another sample in a cross-validation study, in which the author of this thesis was involved ($N=140$; Greiff et al., 2012). Additionally, performance in knowledge acquisition and knowledge application in MicroDYN significantly predicted performance in knowledge acquisition and knowledge acquisition.
application in the CPS task *Space Shuttle* \( (R^2 = .43-.45, p < .01; \text{Greiff et al., 2012}) \), which requires participants to control a space shuttle and a space vessel (Wirth & Funke, 2005). Thus, MicroDYN showed convergent validity to *Space Shuttle* that was also used in the German national extension of PISA 2000 (Wirth & Klieme, 2003). Finally, *knowledge acquisition* in MicroDYN was significantly related to school grades \( (R^2 = .24, p < .01) \), providing first results on concurrent validity.

In summary, although being preliminary, reported results imply that MicroDYN provides a fruitful approach to assess CPS competency. However, the specific test used in Greiff (2012) and Greiff et al. (2012) was designed for university students. In order to also capture CPS competency of test takers with lower cognitive performance, several adjustments on MicroDYN had to be carried out that are reported in section 1.3.1.

### 1.3.1 Adaptations of MicroDYN

In the previous version of MicroDYN, items were a bit too difficult even for university students, indicated by low relative frequencies of correct solutions in *knowledge acquisition* \( (p = .07-.67) \) and *knowledge application* \( (p = .04-.69) \) (Greiff et al., 2012). Several changes were introduced to make MicroDYN suitable for a broad range of participants varying in cognitive performance (see Table 1). Therefore, task difficulty and the user interface were adapted. As recommended by Greiff (2012), task difficulty was decreased by adjusting (1) task configuration. Thus, the number of effects between variables was lowered and only few tasks with indirect effects were used. According to Greiff (2012), an effect is labelled as indirect effect if either one output variable influences another output variable (also labelled side effect), or an output variable influences itself (also labelled eigendynamic). Further, identical path weights were applied across tasks and the number of input and output variables were decreased (cf. Table 1). The latter change also reduces time pressure, because fewer variables have to be considered while working on tasks.
Table 1

Overview of Differences between the Previous and the Current Version of MicroDYN

<table>
<thead>
<tr>
<th>Aspects changed</th>
<th>Previous Version of MicroDYN</th>
<th>Current version of MicroDYN with reduced task difficulty (applied in this thesis)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Task configuration</td>
<td>More tasks with indirect effects than tasks with only direct effects</td>
<td>More tasks with only direct effects than tasks with indirect effects</td>
</tr>
<tr>
<td></td>
<td>High number of tasks with at least four effects between variables</td>
<td>Low number of tasks with at least four effects between variables</td>
</tr>
<tr>
<td></td>
<td>Only tasks with 4 input variables and 4 output variables</td>
<td>Tasks with up to 3 input variables and up to 3 output variables</td>
</tr>
<tr>
<td></td>
<td>Varying path weights across tasks</td>
<td>Identical path weights across tasks: Input variable on output variable ($\beta=2.0$) Output variable to another output variable ($\beta=0.2$) Output variable on itself ($\beta=1.33$)</td>
</tr>
<tr>
<td>(2) Range of possible input values</td>
<td>Numerical values ranging from -100 to +100</td>
<td>Slider with 5 options ranging from -- (hidden value -2) to ++ (hidden value +2)</td>
</tr>
<tr>
<td>(3) Causal model</td>
<td>Participants insert paths and path weights of relations</td>
<td>Participants insert only paths between variables without path weights</td>
</tr>
<tr>
<td>(4) Display of output variables</td>
<td>Numerically</td>
<td>Numerically and graphically</td>
</tr>
<tr>
<td>(5) Coverstories</td>
<td>One coverstory per test</td>
<td>One coverstory per task</td>
</tr>
</tbody>
</table>

Moreover, (2) the range of possible input values was restricted. Instead of inserting numerical values for the input variables, participants have to move sliders ranging from "--" to "++" (see Table 1 and Figure 3), which decreases the variety of possible interactions with the task environment and the possibility that participants use inappropriate input values leading to developments that cannot be adjusted for.

In the current version, participants only have to draw arrows between variables in the (3) causal model if they think they are related, but they do not have to implement concrete path weights. For instance, if participants think "Norilan" and "Fresh" are related, they only have to draw an arrow between both variables (see bottom of Figure 3), but do not have to enter the
concrete path weight (e.g., value "+2") as realized in the previous version (cf. Greiff, 2012). This modification decreases the influence of mathematical abilities on performance in knowledge acquisition. For the same reason, (4) input and output variables were displayed both numerically and graphically instead of only numerically. Finally, in order to enhance motivation of participants, (5) different coverstories were applied (e.g., perfume displayed in Figure 3; Handball training displayed in Paper 1).

Figure 3. Screenshot of a new MicroDYN-task (Perfume) with three input variables Norilan, Miral, and Carumin, and three output variables Fresh, Fruity, and Flowery.
1.4 Previous empirical results on internal structure, structural stability, and construct validity of CPS

In the subsequent sections, previous empirical results on CPS’ internal structure, structural stability, and construct validity based on other approaches are summarized and complemented with findings based on the first version of MicroDYN.

1.4.1 Internal structure of CPS

In nearly all empirical studies on CPS, the dimensions knowledge acquisition and knowledge application were significantly related (Bühner et al., 2008; Greiff et al., 2012; Kluge, 2008; Süß, 1996; Wittmann & Hattrup, 2004). Opposite results were only found if participants were forced to control a CPS task immediately without having the time to acquire knowledge about relations between variables beforehand (Berry & Broadbent, 1995; for further details see Kröner et al., 2005; Vollmeyer & Burns, 1996).

However, the most fundamental shortcoming of all studies reporting data on internal factor structure is non-representativeness of participants who were either university students (e.g., Bühner et al., 2008; Greiff et al., 2012; Kluge, 2008), senior high school students (e.g., Kröner et al., 2005; Süß, 1996), or trainees aspiring to management positions (Wagener, 2001), all having high cognitive abilities. Studies based on employees showing a broader range of cognitive performance did not mention results on the internal structure of CPS (e.g., Danner, Hagemann, Schankin, Hager, & Funke, 2011; Danner, Hagemann, Holt, Hager, Schankin, Wüstenberg, & Funke, 2011). In this respect, it has yet to be tested if the internal structure comprising the dimensions knowledge acquisition and knowledge application also holds in samples with lower cognitive abilities, such as high school students attending different school tracks or blue-collar workers. Replicating the internal structure in
heterogeneous samples is a requirement for evaluating structural stability and analysing mean differences, as will be outlined in section 1.4.2.

In addition to analyses on knowledge acquisition and knowledge application, some authors recommend to also analyze process data that can be used to score the dimension use of strategies obtaining more information on how participants interact with a CPS task (e.g., Funke, 2001; Kröner et al., 2005). Use of strategies is either investigated from an experimental perspective (Vollmeyer & Burns, 1996; Vollmeyer, Burns, & Holyoak, 1996), or by modeling it psychometrically as a separate dimension (Greiff, 2012; Greiff et al., 2012; Kröner et al., 2005). Kröner et al. (2005) were the first showing that three dimensions could be empirically distinguished on a latent level. However, their data relied on only one single CPS task, implying a dependency of indicators, which lead to a violation of test theoretical assumptions (cf. Paper 1). Despite this psychometrical shortcoming, the assumptions of three dimensions as proposed by Kröner et al. (2005) seem to be valuable to gain further information on the relation between use of strategies, knowledge acquisition, and knowledge application. As already outlined, first empirical results using the multiple-task approach MicroDYN in its first version also revealed that a 3-dimensional model with the dimensions use of strategies, knowledge acquisition and knowledge application fitted well (Greiff et al., 2012). However, due to several changes applied to MicroDYN (cf. section 1.3.1), results on internal structure cannot be adopted and analyses have to be done repeatedly. For instance, more mathematical ability was needed to solve MicroDYN tasks in the first version, in which path weights between input and output variables differed within and across tasks. This may have had different influences on knowledge acquisition and knowledge application. In knowledge acquisition, participants can interpret path weights subsequently to derive knowledge about the causal model, whereas in knowledge application, paths with differing path weights on the same output variable have to be considered simultaneously to reach target goals at output variables. Consequently, differing influence of mathematical ability (which is
Introduction

needed more in *knowledge application* may underestimate correlations between *knowledge acquisition* and *knowledge application* in the first version, influencing dimensionality of the construct. Nevertheless, both dimensions should be empirically distinguishable as they measure different aspects of CPS competency.

In going beyond previous research, this thesis not only relates the influence of *use of strategies on knowledge acquisition* and *knowledge application* (cf. Paper 1) and tests dimensionality of CPS, but also analyses reasons and prerequisites of results obtained and discusses generalizability (cf. Paper 4; chapter 6).

1.4.2 Structural stability and performance differences in CPS

As already mentioned, studies on CPS were conducted on high school students, university students, or employees, but studies combining all of these groups are non-existent. Thus, unlike research on other constructs (e.g., Wechsler Intelligence Scale for Children; Chen, Keith, Weiss, Zhu, & Li, 2010), the question if a measurement device assesses CPS competency equally well across different groups with varying demographical background has never been tested before. Measurement equivalence holds if the structure of the construct does not change across groups, which is usually evaluated by analysing measurement invariance (cf. Byrne & Stewart, 2006). Within this thesis, measurement invariance is tested across participants of different age groups (Paper 2; Paper 3), nationalities (Paper 4), and gender (Paper 4).

Evaluating measurement invariance has two advantages: First, it helps to answer important theoretical questions about the applied measurement device (i.e., the CPS test used). For instance, in MicroDYN, some coverstories that are embedded in a more male-oriented context (e.g., mixing chemical elements) were used and others include a more female context (e.g., mixing a perfume; cf. Figure 3). If measurement invariance holds, item difficulties are identical for both males and females, implying that a specific coverstory does not reward a
certain gender group. The same applies to differences across countries. By testing measurement invariance, cross-national differences in the structure of the construct can be revealed as well as errors occurring when tasks are translated from one language to another (Chen, 2008).

Second, only if measurement invariance holds, implying that the construct CPS does not change across groups, performance differences across these groups can be interpreted meaningfully (Byrne & Stewart, 2006). In the last few decades, analyses of performance differences in cognitive abilities across students (e.g., OECD, 2009) and adults (e.g., OECD, 2012) have increased substantially (McGehee & Griffith, 2001). In CPS research, however, studies on cross-cultural differences (Güss, Tuason, & Gerhard, 2010; Strohschneider & Güss, 1999) or gender differences (Wittmann & Hattrup, 2004) have been rather scarce and mostly more experimentally than psychometrically oriented (cf. Paper 4). To the best of the authors’ knowledge, comparisons across age are non-existent (cf. Paper 2; Paper 3).

1.4.3 Construct validity of CPS

Research on CPS started because scientists such as Dörner (1986) criticized that traditional measures of general mental ability do not assess the competency to solve complex problems in real life, although they are often used as predictors of performance in different domains (e.g., Schmidt & Hunter, 2004). Although CPS and measures of general mental ability such as reasoning have some aspects in common, there are substantial differences (Raven, 2000; cf. Paper 1). For instance, CPS tasks require the ability of actively generating knowledge while interacting with a dynamic system (Raven, 2000; Funke, 2001), which is not measured in static tasks commonly used to assess general mental ability.

The predominant question is therefore how CPS is empirically related to well-established indicators of general mental ability. Due to parsimony reasons, separating the construct CPS from other measures of general mental ability is only meaningful if CPS
includes unique aspects contributing to the explanation of real world performance. This can be proven by investigating incremental validity of CPS in important performance criteria such as problem solving performance in daily life, or performance at work, or in school. If incremental validity of CPS could not be shown, the advantage of CPS as construct would be limited. Thus, this thesis investigates how CPS is related to a measure of general mental ability, analyses incremental validity beyond it and discusses how CPS can be integrated in the current state-of-the-art theory of general mental ability, Carroll’s (1993, 2003) three stratum theory of intelligence (cf. Paper 1). In this theory, a latent factor of general mental ability is located at the third stratum, which captures common aspects of a few broad factors assumed to be at the second stratum (e.g., fluid and crystallized intelligence). Factors on Stratum 2 can be further divided into narrower aspects on the first stratum. As outlined in Paper 1, reliable and valid CPS tasks did not exist at the time Carroll conducted his analyses of empirical studies dealing with cognitive performance that were the foundation of his theory.

Empirical results on the additional value of CPS beyond existing measures of general mental ability were rather inconsistent. Whereas Süß (1996) as well as Wittmann and Hattrup (2004) stated that performance in CPS measured by the Tailorshop could be sufficiently explained by prior knowledge and measures of general mental ability (Berlin Intelligence Structure Test – BIS-K; Jäger, Süß, & Beauducel, 1997), Danner, Hagemann, Schankin, Hager, and Funke (2011) showed that CPS assessed by a latent CPS factor based on Tailorshop and the Advanced Progressive Matrices (APM; Raven, 1958) explained variance in supervisory ratings even beyond measures of general mental ability. As outlined in section 1.3, prior knowledge that is helpful in semantically rich scenarios may deteriorate genuine CPS performance, explaining some of the inconsistencies mentioned.

Finally, this thesis also investigates influence of parental education on both CPS and traditional measures of general mental ability in an exploratory analysis. Parental education is
considered the most important socioeconomic factor related to school performance (Myrberg & Rosen, 2008). Whereas small influences of parental education to g have already been found (Rindermann, Flores-Mendoza, & Mansur-Alves, 2010), relations of parental education and performance in CPS has never been investigated before. Good education helps parents to provide appropriate learning environments and cognitive stimulation for their children (Davis-Kean, 2005). Thus, children of well-educated parents may often be confronted with interactive situations, which are fundamental to acquiring and applying new knowledge, leading to significant relations between parental education and CPS. The younger the children are, the stronger the influence of parental education on childrens’ cognitive development (Alexander, Entwisle, & Bedinger, 1994; Davis-Kean, 2005). Thus, as it includes samples of junior high school students aged 11 to 19 years, this thesis is suitable for exploring the relation of parental education and CPS (cf. Paper 2).

1.5 Main data collection and preview of papers

The papers included in this thesis are based on five large data collections (cf. Table 2) consisting of university student samples (collected in summer and autumn 2010), Hungarian students (collected at Hungarian schools by our colleagues at the University of Szeged in spring 2011), German junior high school students (spring 2011), German senior high school students (summer 2011), and blue-collar workers (collected at a big car manufacturer in winter 2011). Data collections are partly combined in the papers of this thesis as shown in Table 2, because one main research aim is to evaluate structural stability of CPS measured by MicroDYN across groups varying in age, gender, and nationality, and to compare their performance.

MicroDYN tasks used in the different samples are almost identical (cf. linear structural equations in Appendices of Paper 1 to Paper 4). When comparing performance across
different samples, only tasks that are completely identical for all groups are included in the analyses.

Table 2

Overview of the Five Data Collections Containing University Students, Hungarian High School Students, German Junior and Senior High School Students, and Blue-Collar Workers, and their Appearance in the Papers

<table>
<thead>
<tr>
<th></th>
<th>University students</th>
<th>Hungarian high school students</th>
<th>German junior high school students</th>
<th>German senior high school students</th>
<th>Blue-Collar Workers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paper 1 (Chapter 2)</td>
<td>N=222</td>
<td>N=855</td>
<td>N=309</td>
<td>N=484</td>
<td>N=181</td>
</tr>
<tr>
<td>Paper 2 (Chapter 3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paper 3 (Chapter 4)</td>
<td>N=222</td>
<td>N=309</td>
<td>N=484</td>
<td>N=181</td>
<td></td>
</tr>
<tr>
<td>Paper 4 (Chapter 5)</td>
<td>Only grades 8 to 11 N=479</td>
<td>Only grade 11 N=102*</td>
<td>Combined to one sample with grades 8 to 11 N=411</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* In Paper 4, only Grade 11 was chosen from the German senior high school sample to match samples collected in Germany and Hungary regarding grades. The German senior high school sample (N=102) used for these analyses was drawn from the same school as the German junior high school student sample.

The first paper investigates internal structure and construct validity. The main focus lies on incremental validity of CPS measured by MicroDYN beyond reasoning in predicting school grades. The second paper analyses structural stability and performance differences across high school students of different age in a Hungarian sample, and broadens analyses on
construct validity including the relation between CPS, reasoning, and parental education. The third paper expands analyses of the second paper by comparing the structure of CPS across samples varying considerably in age and cognitive performance. Finally, the fourth paper compares CPS performance of Hungarian and German students and investigates potential gender effects. Furthermore, the role of applying appropriate strategies while exploring a MicroDYN task is discussed in this last work.

1.5.1 Preview of Paper 1

Can three dimensions of CPS be empirically distinguished when using a new version of MicroDYN? Is CPS separable from reasoning, and, if so, does CPS explain additional variance in school grades beyond reasoning? These are the main questions this paper aims to address. Previous studies by Kröner et al. (2005) who used a CPS task based on linear structural equations similar to MicroDYN, showed that CPS can be modelled by a 3-dimensional structure and that CPS and reasoning are related. Concerning incremental validity, Danner, Hagemann, Schankin, Hager, and Funke (2011) reported that CPS measured by a semantically rich scenario Tailorshop (Funke, 2001), incrementally predicted supervisor ratings in a sample of employees even beyond measures of reasoning.

However, the present paper goes beyond the work of Kröner et al. (2005) and Danner, Hagemann, Schankin, Hager, and Funke (2011), because analyses on CPS are based on a multiple-task approach, having several psychometrical advantages such as independent indicators of performance (cf. Paper 1). Furthermore, research on CPS based on LSE tasks, in which genuine problem solving competency is not confounded with prior knowledge, has never investigated incremental validity of CPS beyond reasoning.

To enable readers to closely follow differences between this paper and the work of Kröner et al. (2005), dimensions of CPS in Paper 1 are named similar to Kröner et al. (2005) who chose to label use of strategies as rule identification, knowledge acquisition as rule
knowledge and knowledge application as rule application.² Whereas the terms used by Kröner et al. (2005) can also be found in research on inductive reasoning (cf. Babcock, 2002), knowledge acquisition while building a problem representation and knowledge application to derive a problem solution are unique to problem solving research (Funke, 2001; Novick & Bassok, 2005). The labels used within problem solving research and those applied by Kröner et al. (2005) include slightly different meanings. For instance, acquiring rule knowledge may be considered only as one part of knowledge acquisition, because the latter may also include other aspects such as acquisition of content knowledge. Nevertheless, the labels can be treated as synonyms within this thesis, because knowledge acquisition in problem solving research using LSE-tasks such as MicroDYN is commonly assessed by measuring acquisition of rules (Bühner et al., 2008; Greiff et al., 2012; Kluge, 2008; Kröner et al., 2005).

1.5.2 Preview of Paper 2

Can the construct CPS be measured equally well across Hungarian high school students attending different grades and how does performance differ across these grades? Besides dealing with these questions, this paper investigates incremental validity of MicroDYN in predicting school grades beyond reasoning, expanding research on construct validity in Paper 1 to a sample of high school students. Furthermore, the influence of parental education on performance in CPS is investigated.

As outlined before, evaluating structural stability is a prerequisite for comparing mean differences across groups, a common practice for evaluating psychometric properties of measurement devices assessing intelligence (Chen, 2008), but never applied to measurement devices of CPS. It is expected that students in higher grades outperform students in lower grades. Although sounding trivial, this kind of analyses gives important information on how

² The use of the labels rule identification, rule knowledge, and rule application solely applies to Paper 1. In Paper 2 to 4, the CPS dimensions are labelled use of strategies, knowledge acquisition, and knowledge application.
CPS dimensions develop across age, though acknowledging that longitudinal studies have to be conducted to prove and consolidate findings.

Regarding construct validity, it is expected that parental education affects performance in CPS (cf. section 1.4.3). Furthermore, a confirmation of incremental validity of CPS in a sample of high school students would be another indicator of the usefulness of CPS as a predictor of important real world performance outcomes.

1.5.3 Preview of Paper 3

This paper expands research of the second work by comparing results on MicroDYN across samples varying considerably in age as well as in educational background. Does the structure of CPS change across subsamples of junior high school students, senior high school students, university students, and blue-collar workers? And how do their performances differ? CPS tests have never been applied in such a cross-sectional study, making this research rather explorative. Nevertheless, it is expected that senior high school students and university students outperform students in junior high school and blue-collar workers, because performance in CPS is associated with cognitive performance in general. However, it is open to question if work and life experience of older people may compensate for shortcomings in cognitive performance in CPS tasks and how effective this compensation may be.

1.5.4 Preview of Paper 4

The last contribution investigates structural stability and measures performance differences in CPS across gender and nationality by comparing Hungarian and German high school students. Are females or males, and accordingly, Germans or Hungarians, considerably disadvantaged in specific MicroDYN tasks? How does performance in CPS differ across gender and nationality? And if performance differences exist, what are their reasons?
Previous research on CPS differences across gender or nationality usually focussed on analysing mean differences in performance (e.g., Wittmann & Hattrup, 2004) or in *use of strategies* (e.g., Strohschneider & Güß, 1999). However, equality of the measurement device across groups has never been tested before. Thus, it is unclear if differences in performance are based on flaws in the measurement device or real differences in the underlying construct. This paper combines psychometrical analyses of measurement equality across groups with examination of latent mean differences in CPS performance, allowing a sound evaluation of causes of potential differences in performance. Furthermore, the role of *use of strategies* as determinant of performance in MicroDYN is discussed and an outlook for future developments of MicroDYN as well as of other approaches to measure CPS is given.
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A B S T R A C T

This study investigates the internal structure and construct validity of Complex Problem Solving (CPS), which is measured by a Multiple-Item-Approach. It is tested, if (a) three facets of CPS—rule identification (adequateness of strategies), rule knowledge (generated knowledge) and rule application (ability to control a system)—can be empirically distinguished, how (b) reasoning is related to these CPS-facets and if (c) CPS shows incremental validity in predicting school grade point average (GPA) beyond reasoning. N=222 university students completed MicroDYN, a computer-based CPS test and Ravens Advanced Progressive Matrices. Analysis including structural equation models showed that a 2-dimensional model of CPS including rule knowledge and rule application fitted the data best. Furthermore, reasoning predicted performance in rule application only indirectly through its influence on rule knowledge indicating that learning during system exploration is a prerequisite for controlling a system successfully. Finally, CPS explained variance in GPA even beyond reasoning, showing incremental validity of CPS. Thus, CPS measures important aspects of academic performance not assessed by reasoning and should be considered when predicting real life criteria such as GPA.

© 2011 Elsevier Inc. All rights reserved.

General intelligence is one of the most prevalent constructs among psychologists as well as non-psychologists (Sternberg, Conway, Ketron, & Bernstein, 1981) and frequently used as predictor of cognitive performance in many different domains, e.g., in predicting school success (Jensen, 1998a), life satisfaction (Eysenck, 2000; Sternberg, Grigorenko, & Bundy, 2001) or job performance (Schmidt & Hunter, 2004). However, considerable amount of variance in these criteria remains unexplained by general intelligence (Neisser et al., 1996). Therefore, Rigas, Carling, and Brehmer (2002) suggested the use of microworlds (i.e., computer-based complex problem solving scenarios) to increase the predictability of job related success. Within complex problem solving (CPS) tasks, people actively interact with an unknown system consisting of many highly interrelated variables and are asked to actively generate knowledge to achieve certain goals (e.g., managing a Tailorshop; Funke, 2001). In this paper, we argue that previously used measurement devices of CPS suffer from a methodological point of view. Using a newly developed approach, we investigate (1) the internal structure of CPS, (2) how CPS is related to reasoning — which is seen as an excellent marker of general intelligence (Jensen, 1998b) — and (3) if CPS shows incremental validity even beyond reasoning.

1. Introduction

Reasoning can be broadly defined as the process of drawing conclusions in order to achieve goals, thus informing problem-solving and decision-making behavior (Leighton, 2004). For instance, reasoning tasks like the Culture Fair Test (CFT-20-R; Weiss, 2006) or Ravens Advanced Progressive Matrices (APM; Raven, 1958) require participants to identify and acquire rules, apply them and coordinate two or more rules in order to complete a problem based on visual patterns (Babcock, 2002). Test performance on APM has been suggested to be dependent on executive control processes that allow a subject to analyze complex problems, assemble solution strategies, monitor performance and adapt behavior as
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However, the skills linked to executive control processes within reasoning and CPS are often tagged with the same labels: Also in CPS, acquiring and applying knowledge and monitoring behavior are seen as important skills in order to solve a problem (Funke, 2001), e.g., while dealing with a new type of mobile phone. For instance, if a person wants to send a text message for the first time, he or she will press buttons in order to navigate through menus and get feedback. Based on the feedback he or she persists in or changes behavior according to how successful the previous actions have been. This type of mobile phone can be seen as a CPS-task: The problem solver does not know how several variables in a given system (e.g., mobile phone) are connected with each other. His or her task is to gather information (e.g., by pressing buttons to toggle between menus) and to generate knowledge about the system's structure (e.g., the functionality of certain buttons) in order to reach a given goal state (e.g., sending a text message). Thus, elaborating and using appropriate strategies in order to solve a problem is needed in CPS and as well in reasoning tasks like APM (Babcock, 2002), so that Wiley et al. (2011) name APM a visuospatial reasoning and problem solving task.

However, are the underlying processes while solving static tasks like APM really identical to complex and interactive problems, like in the mobile phone example? And does reasoning assess performance in dealing with such problems? Raven (2000) denies that and points towards different demands upon the problem solver while dealing with problem solving tasks as compared to reasoning tasks.

...It [Problem solving] involves initiating, usually on the basis of hunches or feelings, experimental interactions with the environment to clarify the nature of a problem and potential solutions. [...] In this way they [the problem solvers] can learn more about the nature of the problem and the effectiveness of their strategies. [...] They can then modify their behaviour and launch a further round of experimental interactions with the environment (Raven, 2000, p. 479).

Raven (2000) separates CPS from reasoning assessed by APM. He focuses on dynamic interactions necessary in CPS for revealing and incorporating previously unknown information as well as achieving a goal using subsequent steps which depend upon each other. This is in line with Buchner's understanding (1995) of complex problem solving (CPS) tasks:

Complex problem solving (CPS) is the successful interaction with task environments that are dynamic (i.e., change as a function of user's intervention and/or as a function of time) and in which some, if not all, of the environment's regularities can only be revealed by successful exploration and integration of the information gained in that process (Buchner, 1995, p. 14).

The main differences between reasoning tasks and CPS tasks are that in the latter case (1) not all information necessary to solve the problem is given at the outset, (2) the problem solver is required to actively generate information via applying adequate strategies, and (3) procedural abilities have to be used in order to control a given system, such as when using feedback in order to persist or change behavior or to counteract unwanted developments initiated by the system (Funke, 2001). Based on these different demands upon the problem solver, Funke (2010) emphasized that CPS requires not only a sequence of simple cognitive operations, but complex cognition, i.e., a series of different cognitive operations like action planning, strategic development, knowledge acquisition and evaluation, which all have to be coordinated to reach a certain goal.

In summary, on a conceptual level, reasoning and CPS both assess cognitive abilities necessary to generate and apply rules, which should yield in correlations between both constructs. Nevertheless, according to the different task characteristics and cognitive processes outlined above, CPS should also show divergent validity to reasoning.

1.1. Psychometrical considerations for measuring CPS

Numerous attempts have been made to discover the relationship between CPS and reasoning empirically (for an overview see, e.g., Beckmann, 1994; Beckmann & Guthke, 1995; Funke, 1992; Süß, 1996; Wirth, Leutner, & Klieme, 2005).

Earlier CPS-research in particular reported zero-correlations (e.g., Joslyn & Hunt, 1998; Putz-Osterloh, 1981), while more recent studies revealed moderate to high correlations between CPS and reasoning (e.g., Wittmann & Hattrup, 2004; Wittmann & Süß, 1999). For instance, Gonzalez, Thomas, and Vanyukov (2005) showed that performance in the CPS-scenarios Water Purification Plant (0.333, p<0.05) and Firechief (0.605; p<0.05) were moderately to highly correlated with APM.

In order to explain the incongruity observed, Kröner, Plass, and Leutner (2005) summarized criticisms of various authors on CPS research (e.g., Funke, 1992; Süß, 1996) and stated, that the relationship between CPS and reasoning scenarios could only be evaluated meaningfully if three general conditions were fulfilled.

1.1.1. Condition (A): Compliance with requirements of test theory

Early CPS work (Putz-Osterloh, 1981) suffered particularly from a lack of reliable CPS-indicators, leading to low correlations of CPS and reasoning (Funke, 1992; Süß, 1996). If reliable indicators were used, correlations between reasoning and CPS increased significantly (Süß, Kersting, & Oberauer, 1993) and CPS even predicted supervisor ratings (Danner et al., 2011). Nevertheless, all studies mentioned above used scenarios in which problem solving performance may be confounded with prior knowledge leading to condition (B).

1.1.2. Condition (B): No influence of simulation-specific knowledge acquired under uncontrolled conditions

Prior knowledge may inhibit genuine problem solving processes and, hence, negatively affect the validity of CPS. For instance, this applies to the studies of Wittmann and Süß (1999), who claimed CPS to be a conglomerate of knowledge and intelligence. In their study, they assessed reasoning (subscale processing capacity of the Berlin Intelligence Structure Test — BIS-K; Jäger, Süß, & Beauducel, 1997) and measured CPS by three different tasks (Tailorshop, PowerPlant, Learn). Performance between these CPS tasks was correlated.
However, correlations vanished when system-specific knowledge and reasoning were partialled out. The authors’ conclusion of CPS being only a conglomerate is questionable, because the more prior knowledge is helpful in a CPS task, the more this knowledge will suppress genuine problem solving processes like searching for relevant information, integrating knowledge or controlling a system (Funke, 2001). In order to avoid these uncontrolled effects, CPS scenarios which do not rely on domain-specific knowledge ought to be used.

1.1.3. Condition (C): Need for an evaluation-free exploration phase

An exploration phase for identifying the causal connections between variables should not contain any target values to be reached in order to allow participants to have an equal opportunity to use their knowledge-acquisition abilities under standardized conditions (Kröner et al., 2005).

Consequently, Kröner et al. (2005) designed a CPS scenario based on linear structural equation systems (Funke, 2001) called MultiFlux and incorporated the three suggestions outlined. Within MultiFlux, participants first explore the task and their generated knowledge is assessed. Participants then are presented the correct model of the causal structure and asked to reach given target values. Finally, three different facets of CPS are assessed – the use of adequate strategies (rule identification), the knowledge generated (rule knowledge) and the ability to control the system (rule application). Results showed that reasoning (measured by BIS-K) predicted each facet (rule identification: \( r = 0.48 \); rule knowledge \( r = 0.55 \); rule application \( r = 0.48 \)) and the prediction of rule application by reasoning was even stronger than the prediction of rule application by rule knowledge (\( r = 0.37 \)). In a more recent study using MultiFlux, Bühner, Kröner, and Ziegler (2008) extended the findings of Kröner et al. (2005). They showed that in a model containing working memory (measured by a spatial coordination task; Oberauer, Schulze, Wilhelm, & Süß, 2005), CPS and intelligence (measured by Intelligence Structure Test 2000 R; Amthauer, Brocke, Liepmann, & Beauducel, 2001), intelligence predicted each CPS-facet (rule knowledge \( r = 0.26 \); rule application \( r = 0.24 \); rule identification was not assessed), while the prediction of rule application by rule knowledge was not significant (\( p > 0.05 \)). In both studies, reasoning predicted rule application more strongly than rule knowledge did. Thus, the authors concluded that MultiFlux can be used as a measurement device for the assessment of intelligence, because each facet of CPS can be directly predicted by intelligence (Kröner et al., 2005).

In summary, Kröner et al. (2005) pointed towards the necessity of measuring CPS in a test-theoretical sound way and developed a promising approach based on three conditions. Nevertheless, some additional methodological issues that may influence the relationship between reasoning and CPS were not sufficiently regarded.

1.2. Prerequisite – Multiple-item-testing

MultiFlux, as well as all other CPS scenarios previously mentioned may be considered One-Item-Tests (Greiff, in press). These scenarios generally consist of one specific system configuration (i.e., variables as well as relations between them remain the same during test execution). Thus, all indicators assessing rule knowledge gained during system exploration are related to the very same system structure and consequently depend on each other. This also accounts for indicators of rule application: Although participants work on a series of independent rule application tasks with different target goals, these tasks also depend on the very same underlying system structure. Consequently, basic test theoretical assumptions are violated making CPS scenarios comparable to an intelligence test with one single item, but with multiple questions on it. The dimensionality of the CPS construct cannot be properly tested, because indicators within each of the dimensions rule knowledge and rule application are dependent on each other. Thus, One-Item-Testing inhibits a sound testing of the dimensionality of CPS.

There are two different ways to assess rule application in CPS tasks, either by implementing (a) only one control round or (b) multiple control rounds. Using (a) only one control round enhances the influence of reasoning on rule application. For instance, within MultiFlux (Bühner et al., 2008; Kröner et al., 2005), rule application is assessed by participants’ ability to properly set controls in all input variables in order to achieve given target values of output variables within one control round. During these tasks, no feedback is given to participants. Thus, procedural aspects of rule application like using feedback in order to adjust behavior or counteract system changes not directly controllable by the problem solver are not assessed. Because of this lack of interaction between problem solver and problem, rule application in MultiFlux assesses primarily cognitive efforts in applying rules also partly measured in reasoning tasks — and less procedural aspects genuine to CPS. Additionally, within MultiFlux, rule knowledge tasks are also similar to rule application tasks, because knowledge is assessed by predicting values of a subsequent round given that input variables were in a specific configuration at the round before. This kind of knowledge assessment requires not only knowledge about rules, but also the ability to apply rules in order to make a prediction. Consequently, rule knowledge and rule application as well as reasoning and rule application were strongly correlated (\( r = 0.77 \) and \( r = 0.51 \), respectively; Kröner et al., 2005). However, if intelligence was added as a predictor of both rule knowledge and rule application, the path between rule knowledge and rule application was significantly lowered (\( r = 0.37 \); Kröner et al., 2005) or even insignificant (Bühner et al., 2008). This shows that rule application assessed by one-step control rounds measures similar aspects of CPS as rule knowledge — and these aspects depend on reasoning to a comparable extent, reducing the validity of the construct CPS. Thus, multiple control rounds have to be used in order to also allow the assessment of CPS abilities like using and incorporating feedback in rule application.

However, using (b) multiple control rounds does not solve the problem within One-Item-Testing, because that would lead to confounded indicators of rule application: As long as rule application tasks are based on the same system structure, participants may use given feedback and gather additional knowledge (improved rule knowledge) during subsequently administered rule application tasks. Consequently, within rule application, not only the ability to control a system would be measured, but also the ability to gain further knowledge about its structure (Bühner et al., 2008).
Thus, the only way to assess CPS properly, enabling direct interaction and inhibiting confounded variables, is by adding a prerequisite (D) – the use of multiple items differing in system configuration – to the three conditions (A–C) Kröner et al. (2005) mentioned for a proper assessment of CPS. In a Multiple-Item-Approach, multiple (but limited) control rounds can be used, because additional knowledge that is eventually gained during rule application does not support participants in the following item based on a completely different structure.

Besides using a Multiple-Item-Approach, we also want to include external criteria of cognitive performance (e.g., school grade) in order to check construct validity of CPS. Research that has done so far mostly tested exclusively the predictive validity of system control, i.e. rule application (e.g., Gonzalez, Vanyukov, & Martin, 2005). This is surprising, because according to Buchner’s (1995) definition as well as Raven’s (2000), the aspects of actively using information (rule identification) in order to generate knowledge (rule knowledge) also determine the difference between reasoning and CPS – and not only the application of rules. Consequently, predictive and incremental validity of all relevant CPS facets should be investigated.

In summary, the aim of this study is to re-evaluate as well as to extend some questions raised by Kröner et al. (2005):

1. Can the three facets of CPS still be empirically separated within a Multiple-Item-Approach? Thus, the dimensionality of the construct CPS will be under study, including a comparison between a multi- and a unidimensional (and more parsimonious) model, which has not been done yet.

2. Is CPS only another measure of reasoning? This question includes the analysis of which CPS facets can be predicted by reasoning and how they are related.

3. Can CPS be validated by external criteria? This question targets the predictive and incremental validity of each CPS facet.

1.3. The MicroDYN-approach

The MicroDYN-approach, aimed at capturing CPS, incorporates the prerequisites mentioned above (see Greiff, in press). In contrast to other CPS scenarios, MicroDYN uses multiple and independent items to assess CPS ability. A complete test set contains 8 to 10 minimal but sufficiently complex items, each lasting about 5 min, in their sum a total testing time of less than 1 h including instruction. MicroDYN-items consist of up to 3 input variables (denoted by A, B and C), which can be related to up to 3 output variables (denoted by X, Y and Z; see Fig. 1).

Input variables influence output variables, where only the former can be actively manipulated by the problem solver. There are two kinds of connections between variables: Input variables which influence output variables and output variables which influence themselves. The latter may occur if different output variables are related (side effect; see Fig. 1: Y to Z) or if an output variable influences itself (autoregressive process; see Fig. 1: X to X).

MicroDYN-tasks can be fully described by linear structural equations (for an overview see Funke, 2001), which have

\[ X_{t+1} = a_1 \times A_t + a_2 \times X_t \]  
\[ Y_{t+1} = a_3 \times B_t + Y_t \]  
\[ Z_{t+1} = a_4 \times B_t + a_5 \times C_t + a_6 \times Y_t + Z_t \]  

with \( t \) = discrete time steps, \( a_i \) = path coefficients, \( a_i \neq 0 \), and \( a_2 \neq 1 \).

Within each MicroDYN-item, the path coefficients are fixed to a certain value (e.g., \( a_1 = +1 \)) and participants may vary variable A, B and C. Although Fig. 1 may look like a path diagram and the linear equations shown above may look like a regression model, both illustrations only show how inputs and outputs are connected within a given system.

Different cover stories were implemented for each item in MicroDYN (e.g. feeding a cat, planting pumpkins or driving a moped). In order to avoid uncontrolled influences of prior knowledge, variables were either labeled without deep semantic meaning (e.g., button A) or fictitiously (e.g., sungrass as name for a flower). For instance, in the item “handball” (see Fig. 2; for linear structural equations see Appendix A), different kinds of training labeled training A, B and C served as input variables whereas different team characteristics labeled motivation, power of throw, and exhaustion served as output variables.

While working on MicroDYN, participants face three different tasks that are directly related to the three facets of problem solving ability considered by Kröner et al. (2005). In the exploration phase, participants freely explore the system and are asked to discover the relationships between the variables involved. Here, the adequateness of their strategies is assessed (facet rule identification). For instance, in the handball training item, participants may vary solely the value of training A in round 1 by manipulating a slider (e.g., from “0” to “+++”). After clicking on the “apply”-button,
they will see how the output variables change (e.g., value on motivation increases).

Simultaneously, (2) participants have to draw lines between variables in a causal model as they suppose them to be, indicating the amount of generated knowledge (facet rule knowledge). For instance, participants may draw a line between training A and motivation by merely clicking on both variable names (see model at the bottom of Fig. 2). Afterwards, in the control phase, (3) participants are asked to reach given target goals in the output variables within 4 steps (facet rule application). For instance, participants have to increase the value of motivation and power of the throw, but minimize exhaustion (not displayed in Fig. 2). In order to disentangle rule knowledge and rule application, the correct model is given to the participants during rule application. Within each item, the exploration phase assessing rule identification and rule knowledge lasts about 180 s and the control phase lasts about 120 s.

1.4. The present study

1.4.1. Research question (1): Dimensionality

Kröner et al. (2005) showed that three different facets of CPS ability, rule identification, rule knowledge and rule application can be empirically distinguished. However, all indicators derived are based on one single item, leading to dependencies of indicators incompatible with psychometrical standards. Thus, the dimensionality of CPS has to be tested in a Multiple-Item-Approach with independent performance indicators.

**Hypothesis (1).** The indicators of rule identification, rule knowledge and rule application load on three corresponding factors. A good fit of the 3-dimensional model in confirmatory factor analysis (CFA) is expected. Comparisons with less dimensional (and more parsimonious) models confirm that these models fit significantly worse.

1.4.2. Research question (2): CPS and reasoning

According to the theoretical considerations raised in the Introduction, reasoning and CPS facets should be empirically related. In order to gain more specific insights about this connection, we assume that the process oriented model shown in Fig. 3 is appropriate to describe the relationship between reasoning and different facets of CPS.

In line with Kröner et al. (2005), we expect rule identification to predict rule knowledge (path a), since adequate use of strategies yields better knowledge of causal relations. Rule knowledge predicts rule application (path b), since knowledge about causal relations leads to better performance in controlling a system. Furthermore, reasoning should predict performance in rule identification (path c) and rule knowledge (path d), because more intelligent persons are expected to better explore any given system and to acquire more system knowledge. However, we disagree with Kröner et al. (2005) in our...
predictions that reasoning directly predicts performance in rule application. In their results, the direct path (e) indicated that irrespectively of the amount of rule knowledge acquired beforehand, more intelligent persons used the correct model given in the control phase to outperform less intelligent ones in rule application. We assume that this result is due to the way rule application was assessed in MultiFlux. Participants had to reach certain target values as output variables within one single round. Thus, procedural abilities (e.g., using feedback in order to adjust behavior during system control) were not necessary and rule application solely captured abilities also assessed by reasoning. This leads to a significant path (e) and reduced the impact of path (b) (Bühner et al., 2008; Kröner et al., 2005). As outlined above, using multiple control rounds within a One-Item-Approach leads to confounded variables of rule knowledge and rule application. A Multiple-Item-Approach, however, allows multiple independent control rounds forcing participants to use procedural abilities (not assessed by reasoning) in order to control the system.

Consequently, learning to handle the system during exploration is essential and analysis of the correct model given in the control phase is not sufficient for system control. Thus, more intelligent participants should only be able to outperform less intelligent ones in rule application, because they have gained more system knowledge and have better procedural abilities necessary for rule application. Reasoning should predict performance in rule application, however, only indirectly via its influence on rule identification and rule knowledge (indicated by an insignificant direct effect in path e).

**Hypothesis (2).** The theoretical process model (shown in Fig. 3) is empirically supported, indicating that rule identification and rule knowledge fully mediate the relationship between reasoning and rule application.

### 1.4.3. Research question (3): Predictive and incremental validity of CPS

Finally, we assume that CPS facets predict performance in important external criteria like school grade point average (GPA) even beyond reasoning indicating the incremental validity of CPS. The ability to identify causal relations and to gain knowledge when confronted with unknown systems is frequently demanded in different school subjects (OECD, 2004). For instance, tasks in physics require analyzing elementary particles and their interactions in order to understand the properties of a specific matter or element. However, actively controlling a system by using procedural abilities is less conventional at school. Consequently, a significant prediction of GPA by rule identification and rule knowledge is expected, whereas rule application should be a less important predictor.

**Hypothesis (3).** CPS ability measured by the CPS facets rule identification and rule knowledge significantly predict GPA beyond reasoning, whereas there is no increment in prediction for rule application.

### 2. Method

#### 2.1. Participants

Participants were 222 undergraduate and graduate students (154 female, 66 male, 2 missing sex; age: M = 22.8; SD = 4.0), mainly from social sciences (69%, thereof 43% studying psychology) followed by natural sciences (14%) and other disciplines (17%). Most of the students were undergraduates (n = 208). Students received partial course credit for participation and an additional 5 € (approx. 3.5 US $) if they worked conscientious. A problem solver was treated as working not conscientiously, if more than 50% data were missing on APM and if the mean of the exploration rounds in MicroDYN was less than three rounds. Within MicroDYN, at least three rounds are needed to identify all causal relations in an item. We excluded participants from the analyses either because they were not working conscientiously (n = 4) or because of missing data occurring due to software problems (e.g., data was not saved properly; n = 12). Finally, data for 222 students were available for the analyses. The study took place at the Department of Psychology at the University of Heidelberg, Germany.

#### 2.2. Materials

##### 2.2.1. MicroDYN

Testing of CPS was entirely computer-based. Firstly, participants were provided with a detailed instruction including two items in which they actively explored the surface of the program and were informed about what they were expected to do: gain information about the system structure (rule identification), draw a model (rule knowledge) and finally control the system (rule application). Subsequently, participants dealt with 8 MicroDYN items. The task characteristics (e.g., number of effects) were varied in order to produce items across a broad range of difficulty (Greiff & Funke, 2010; see section on MicroDYN approach and also Appendix A for equations).

##### 2.2.2. Reasoning

Additionally, participants’ reasoning ability was assessed using a computer adapted version of the Advanced Progressive Matrices (APM, Raven, 1958). This test has been extensively standardized for a population of university students and is seen as a valid indicator of fluid intelligence (Raven, Raven, & Court, 1998).
2.2.3. GPA

Participants provided demographical data and their GPA in self-reports.

3. Design

Test execution was divided into two sessions, each lasting approximately 50 min. In session 1, participants worked on MicroDYN. In session 2, APM was administered first and participants provided demographical data afterwards. Time between sessions varied between 1 and 7 days ($M=4.2$, $SD=3.2$).

3.1. Dependent variables

In MicroDYN, ordinal indicators were used for each facet. This is in line with Kröner et al. (2005), but not with other research on CPS that uses indicators strongly depending on single system characteristics (Goode & Beckmann, 2011; Klieme, Funke, Leutner, Reimann, & Wirth, 2001). However, ordinal indicators can be used to measure interval-scaled latent variables within structural equation modeling approach (SEM; Bollen, 1989), and also allow analyses of all items within item response theory (IRT; Embretson & Reise, 2000).

For rule identification, full credit was given if participants showed a consistent use of VOTAT (i.e., vary one thing at a time; Vollmeyer & Rheinberg, 1999) for all variables. The use of VOTAT enables the participants to identify the isolated effect of one input variable on the output variables (Fig. 1). Participants were assumed to have mastered VOTAT when they applied it to each input variable at least once during exploration. VOTAT is seen as the best strategy to identify causal relations within linear structural equation systems (Tscharig, 1980) and frequently used in CPS research as indicator of an adequate application of strategies (e.g., Burns & Vollmeyer, 2002; Vollmeyer, Burns, & Holoyko, 1996). Another possible operationalization of rule identification is to assess self-regulation abilities of problem solvers as introduced by Wirth (2004) and Wirth and Leutner (2008) using the scenario Space Shuttle. Their indicator is based on the relation of generating and integrating information while exploring the system. Generating information means to perform an action for the first time, whereas integrating information means to perform the same actions that had previously been done once again to check whether the relationships of input and output variables had been understood correctly. An appropriate self-regulation process is indicated by focussing on generating new information in the first rounds of an exploration phase and by focussing on integrating information in the latter rounds. However, this kind of operationalization is more efficient in tasks, in which working memory limits the ability to keep all necessary information in mind. Within MicroDYN, participants are allowed to simultaneously track the generated information by drawing a model, rendering the process of integrating information less essential. Thus, we only used VOTAT as an indicator of rule identification.

For rule knowledge, full credit was given if the model drawn was completely correct and in case of rule application, if target areas of all variables were reached. A more detailed scoring did not yield any better results on psychometrics. Regarding APM, correct answers in Set II were scored dichotomously, accordingly to the recommendation in the manual (Raven et al., 1998).

3.2. Statistical analysis

To analyze data we ran CFA within the structural equation modeling approach (SEM; Bollen, 1989) and Rasch analysis within item response theory (IRT). We used the software MPlus 5.0 (Muthén & Muthén, 2007a) for SEM calculations and Conquest 3.1 for Rasch analysis (Wu, Adams, & Haldane, 2005). Descriptive statistics and demographical data were analyzed using SPSS 18.

4. Results

4.1. Descriptives

Frequencies for all three dimensions are summarized in Table 1. Analyses for dimension 1, rule identification, showed that a few participants learned the use of VOTAT to a certain degree during the first three items. Such learning or acquisition phases can only be observed if multiple items are used. However, if all items are considered, rule identification was largely constant throughout testing (see Table 2; $SD=0.06$). Regarding dimension 2, rule knowledge, items with side effects or autoregressive processes (items 6–8) were much more difficult to understand than items without such effects (items 1–5) and thus, performance depended strongly on system structure. However, this classification did not fully account for rule application. Items were generally more difficult if participants had to control side effects or autoregressive processes (items 6–7) or items in which values of some variables had to be increased while others had to be decreased, respectively (items 2 and 4).

Internal consistencies as well as Rasch reliability estimates of MicroDYN were good to acceptable (Table 2). Not surprisingly, these estimates were, due to a Multiple-Item-Approach, somewhat lower than in other CPS scenarios. One-Item-Testing typically leads to dependencies of performance indicators likely to inflate internal consistencies. Cronbach’s $\alpha$ of APM ($\alpha=0.85$) as well as participants’ raw score distribution on APM ($M=25.67$, $SD=5.69$) were comparable to the original scaling sample of university students ($\alpha=0.82$; $M=25.19$, $SD=5.25$; Raven et al., 1998). The range of participants’ GPA was restricted, indicating that

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative frequencies for the dimensions rule identification, rule knowledge and rule application ($n=222$).</td>
</tr>
<tr>
<td>Dimension 1: Rule identification</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>0 no VOTAT</td>
</tr>
<tr>
<td>Item1</td>
</tr>
<tr>
<td>Item2</td>
</tr>
<tr>
<td>Item3</td>
</tr>
<tr>
<td>Item4</td>
</tr>
<tr>
<td>Item5</td>
</tr>
<tr>
<td>Item6</td>
</tr>
<tr>
<td>Item7</td>
</tr>
<tr>
<td>Item8</td>
</tr>
</tbody>
</table>

Note. VOTAT (Vary One Thing At A Time) describes use of the optimal strategy.
participants were mostly well above average performance (M = 1.7, s = 0.7; 1 = best performance, 6 = insufficient).

4.2. Measurement model for reasoning

To derive a measurement for reasoning, we divided APM scores in three parcels each consisting of 12 APM Set II-items. Using the item-to-construct balance recommended by Little, Cunningham, Shhabar, and Widaman (2002), the highest three factor loadings were chosen as anchors of the parcels. Subsequently, we repeatedly added the three items with the next highest factor loadings to the anchors in inverted order, followed by the subsequent three items with highest factor loadings in normal order and so on. Mean difficulty of the three parcels did not differ significantly (M₁ = 0.74; M₂ = 0.67; M₃ = 0.73; F₁, 33 = 0.31; p > 0.05).

4.3. Hypothesis 1: Measurement model of CPS

4.3.1. CFA

We ran a CFA to determine the internal structure of CPS. The assumed 3-dimensional model showed a good global model fit (Table 3), indicated by a Comparative Fit Index (CFI) and a Tucker Lewis Index (TLI) value above 0.95 and a Root Mean Square Error of Approximation (RMSEA) just within the limit of 0.06 recommended by Hu and Bentler (1999). However, Yu (2002) showed that RMSEA is too conservative in small samples.

Surprisingly, in the 3-dimensional model rule identification and rule knowledge were highly correlated on a latent level (r = 0.97). Thus, students who used VOTAT also drew appropriate conclusions, yielding in better rule knowledge scores. A descriptive analyses of the data showed that the probability to build a correct model without using VOTAT was 3.4% on average, excluding the first and easiest item which had a probability of 80%. Thus, the latent correlation between rule identification and rule knowledge based on empirical data was higher than theoretically assumed.

Concerning the internal structure of MicroDYN, a χ²-difference test carried out subsequently (using Weighted Least Squares Mean and Variance adjusted — WLSMV estimator for ordinal variables, Muthén & Muthén, 2007b) showed that a more parsimonious 2-dimensional model with an aggregated facet of rule knowledge and rule identification on one factor and rule application on another factor did not fit significantly worse than the presumed 3-dimensional model (χ² = 0.821; df = 2; p > 0.05), but better than a 1-dimensional model with all indicators combined on one factor (χ² = 17.299; df = 1; p < 0.001). This indicated that, empirically, there was no difference between the facets rule identification and rule knowledge. Therefore, we decided to use only indicators of rule knowledge and not those of rule identification, because rule knowledge is more closely related to rule application in the process model (Kröner et al., 2005) as well as more frequently used in CPS literature as an indicator for generating information than rule identification (Funke, 2001; Kluge, 2008). It would also have been possible to use a 2-dimensional model with rule identification and rule knowledge combined under one factor and rule application under the other one. However, this model is less parsimonious (more parameters to be estimated) and the global model fit did not significantly increase.

Thus, for further analyses, the 2-dimensional model with only rule knowledge and rule application was used. This model fit was better than a g-factor model with rule knowledge and rule application combined (χ²-difference test = 15.696, df = 1; p < 0.001). This indicated that, empirically, there was no difference between the facets rule identification and rule knowledge. Therefore, we decided to use only indicators of rule knowledge and not those of rule identification, because rule knowledge is more closely related to rule application in the process model (Kröner et al., 2005) as well as more frequently used in CPS literature as an indicator for generating information than rule identification (Funke, 2001; Kluge, 2008). It would also have been possible to use a 2-dimensional model with rule identification and rule knowledge combined under one factor and rule application under the other one. However, this model is less parsimonious (more parameters to be estimated) and the global model fit did not significantly increase.

Thus, for further analyses, the 2-dimensional model with only rule knowledge and rule application was used. This model fit was better than a g-factor model with rule knowledge and rule application combined (χ²-difference test = 15.696, df = 1; p < 0.001). This indicated that, empirically, there was no difference between the facets rule identification and rule knowledge. Therefore, we decided to use only indicators of rule knowledge and not those of rule identification, because rule knowledge is more closely related to rule application in the process model (Kröner et al., 2005) as well as more frequently used in CPS literature as an indicator for generating information than rule identification (Funke, 2001; Kluge, 2008). It would also have been possible to use a 2-dimensional model with rule identification and rule knowledge combined under one factor and rule application under the other one. However, this model is less parsimonious (more parameters to be estimated) and the global model fit did not significantly increase.

4.3.2. IRT

After evaluating CFA results, we ran a multidimensional Rasch analysis on the 3-dimensional model, thereby forcing factor loadings to be equal, and changing the linear link function in CFA to a logarithmic one in IRT. Comparable to the results on CFA, rule identification and rule knowledge were highly correlated (r = 0.95), supporting the decision to focus on a 2-dimensional model. This model showed a significantly better fit than a 1-dimensional model including both facets (χ² = 34; df = 2; p < 0.001), when a difference test of the final deviances as recommended by Wu, Adams, Wilson, and Haldane (2007) is used. Item fit indices (MNSQ) were within the endorsed boundaries from 0.75 to 1.33 (Bond & Fox, 2001), except for item 6 concerning rule application. Because item 6 fit well within rule knowledge, however, it was not excluded from further analyses.

Table 2
Item statistics and reliability estimates for rule identification, rule knowledge and rule application (n = 222).

<table>
<thead>
<tr>
<th>Item statistics</th>
<th>Reliability estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
</tr>
<tr>
<td>Rule identification</td>
<td>0.85</td>
</tr>
<tr>
<td>Rule knowledge</td>
<td>0.60</td>
</tr>
<tr>
<td>Rule application</td>
<td>0.60</td>
</tr>
</tbody>
</table>

Note. M = mean; SD = standard deviation; Rasch = EA/IV reliability estimate within the Rasch model (1PL model); α = Cronbach’s α; range for rule identification, rule knowledge and rule application: 0 to 1.

Table 3
Goodness of Fit indices for measurement models including rule identification (RI), rule knowledge (RK) and rule application (RA) (n = 222).

<table>
<thead>
<tr>
<th>MicroDYN Internal Structure</th>
<th>χ²</th>
<th>df</th>
<th>p</th>
<th>χ²/df</th>
<th>CFI</th>
<th>TLI</th>
<th>RMSEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>RI + RK + RA (3-dimensional)</td>
<td>82.777</td>
<td>46</td>
<td>0.001</td>
<td>1.80</td>
<td>0.989</td>
<td>0.991</td>
<td>0.060</td>
</tr>
<tr>
<td>RI &amp; RK + RA (2-dimensional)</td>
<td>81.851</td>
<td>46</td>
<td>0.001</td>
<td>1.78</td>
<td>0.989</td>
<td>0.992</td>
<td>0.059</td>
</tr>
<tr>
<td>RI &amp; RK &amp; RA (1-dimensional)</td>
<td>101.449</td>
<td>46</td>
<td>0.001</td>
<td>2.20</td>
<td>0.983</td>
<td>0.987</td>
<td>0.074</td>
</tr>
<tr>
<td>RK &amp; RA (1-dimensional)</td>
<td>78.003</td>
<td>41</td>
<td>0.001</td>
<td>1.90</td>
<td>0.964</td>
<td>0.971</td>
<td>0.064</td>
</tr>
<tr>
<td>RI + RA (2-dimensional)</td>
<td>61.661</td>
<td>41</td>
<td>0.020</td>
<td>1.50</td>
<td>0.980</td>
<td>0.984</td>
<td>0.048</td>
</tr>
</tbody>
</table>

Note. df = degrees of freedom; CFI = Comparative Fit Index; TLI = Tucker Lewis Index; RMSEA = Root Mean Square Error of Approximation; χ² and df are estimated by WLSMV. _α_ = Facets constitute one dimension; _+_ = Facets constitute separate dimensions. The final model is marked in bold.
Generally, both CFA and IRT results suggested that rule application can be separated from rule knowledge and rule identification while a distinction between the latter two could not be supported empirically. In summary, hypothesis 1 was only partially supported.

4.4. Hypothesis 2: Reasoning and CPS

We assumed that rule knowledge mediated the relationship between reasoning and rule application. In order to check mediation, it was expected that reasoning predicted rule knowledge and rule application, whereas prediction of rule application should no longer be significant if a direct path from rule knowledge to rule application was added.

Although a considerable amount of variance remained unexplained, reasoning predicted both facets as expected (rule knowledge: $\beta = 0.63; p < 0.001; R^2 = 0.39$; rule application: $\beta = 0.56; p < 0.001; R^2 = 0.31$), showing a good overall model fit (model (a) in Table 4). Thus, more intelligent persons performed better than less intelligent ones in rule knowledge and rule application.

However, if a direct path from rule knowledge to rule application was added (see path (c) in Fig. 4), the direct prediction of rule application by APM (path b) was no longer significant ($p = 0.52$), shown as an insignificant path (b) in Fig. 4. Consequently, more intelligent persons outperformed less intelligent ones in rule knowledge beforehand. Thus, learning rule knowledge is a prerequisite for rule application.

Results were unchanged if a 3-dimensional model including rule identification was used. Thus, Hypothesis 2 was supported.

4.5. Hypothesis 3: Predictive and incremental validity of CPS

We claimed that CPS predicted performance in GPA beyond reasoning. In order to test this assumption, first we checked predictive validity of each construct separately and then added all constructs combined in another model to test incremental validity (please note: stepwise latent regression is not supported by MPlus; Muthén & Muthén, 2007b). Reasoning significantly predicted GPA ($\beta = 0.35, p < 0.001$) and explained about 12% of variance in a bivariate latent regression showing a good model fit (model b in Table 4). If only CPS-facets were included in the analysis, rule knowledge predicted GPA ($\beta = 0.31, p < 0.001$) and explained about 10% of variance, whereas rule application had no influence on GPA. This model also fitted well (model c in Table 4). If reasoning and the CPS-facets were added simultaneously in a model (model d in Table 4), 18% of GPA-variance was explained, indicating that 6% of variance is additionally explained in comparison to the model with only reasoning as predictor of GPA (model b). However, the CPS facets and reasoning were correlated ($r_{\text{RK,RA}} = 0.56$; $r_{\text{RK,RK}} = 0.63$). Thus, covariances between reasoning and CPS might also have influenced the estimates of the path coefficient of CPS, so that the influence which is solely attributable to CPS is not evidently shown within this model. Thus, we decided to run another analysis and investigate incremental validity of CPS by using only one single model. Within this model (shown in Fig. 5), rule knowledge and rule application were regressed on reasoning. The residuals of this regression, $\text{RK}_{\text{res}}$ and $\text{RA}_{\text{res}}$, as well as reasoning itself, were used to predict performance in GPA.

Results of this final model showed that reasoning predicted GPA, but the residual of rule knowledge $\text{RK}_{\text{res}}$ explained additional variance in GPA beyond reasoning. $\text{RA}_{\text{res}}$ yielded no significant path. Although this model is statistically identical to model (d), the significant path coefficient of $\text{RK}_{\text{res}}$ showed incremental validity of CPS beyond reasoning more evidently, because $\text{RK}_{\text{res}}$ and $\text{RA}_{\text{res}}$ were modeled as independent from reasoning. In summary, $\text{RK}_{\text{res}}$ involved aspects of CPS not measured by reasoning, but could predict performance in GPA beyond it. Thus, hypothesis 3 was supported.

5. Discussion

We extended criticisms by Kröner et al. (2005) on CPS research and tested a Multiple-Item-Approach to measure CPS. We claimed that (1) three different facets of CPS can be separated, (2) rule knowledge fully mediates the relationship between reasoning and rule application and (3) CPS shows

Table 4

Goodness of Fit indices for structural models including reasoning, CPS and GPA ($n = 222$).

<table>
<thead>
<tr>
<th>Hyp.</th>
<th>$\chi^2$</th>
<th>df</th>
<th>$p$</th>
<th>$\chi^2$/df</th>
<th>CFI</th>
<th>TLI</th>
<th>RMSEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Reasoning → CPS</td>
<td>2</td>
<td>79.554</td>
<td>50</td>
<td>0.005</td>
<td>1.59</td>
<td>0.967</td>
<td>0.979</td>
</tr>
<tr>
<td>(b) Reasoning → GPA</td>
<td>3</td>
<td>3.173</td>
<td>2</td>
<td>0.205</td>
<td>1.59</td>
<td>0.986</td>
<td>0.988</td>
</tr>
<tr>
<td>(c) CPS → GPA</td>
<td>3</td>
<td>69.181</td>
<td>46</td>
<td>0.015</td>
<td>1.50</td>
<td>0.977</td>
<td>0.982</td>
</tr>
<tr>
<td>(d) Reasoning &amp; CPS → GPA</td>
<td>3</td>
<td>82.481</td>
<td>54</td>
<td>0.007</td>
<td>1.53</td>
<td>0.969</td>
<td>0.979</td>
</tr>
</tbody>
</table>

Note. df = degrees of freedom; CFI = Comparative Fit Index; TLI = Tucker Lewis Index; RMSEA = Root Mean Square Error of Approximation; $\chi^2$ and df are estimated by WLSMV.
incremental validity beyond reasoning. Generally, our findings suggest that CPS can be established as a valid construct and can be empirically separated from reasoning.

5.1. Ad (1) Internal structure

A three-dimensional model with the facets rule identification, rule knowledge and rule application was not supported (Hypothesis 1). Although rule identification and rule knowledge are theoretically distinguishable processes (Buchner, 1995), empirically there was no difference between them \((r=0.97)\). These findings differ considerably from results reported by Kröner et al. (2005), who conducted the only study including the measurement of rule identification as a CPS-facet in a process model of CPS. They reported a small, but significant path coefficient between both facets \((r=0.22)\) based on a sample of German high school students. However, theirs as well as our results might be influenced by methodological aspects. The low correlation between rule identification and rule knowledge found by Kröner et al. (2005) could be a result of assessing rule knowledge by forcing participants to predict values of a subsequent round and not only to assess mere knowledge about the system structure. Thus, rule knowledge is more similar to rule application \(i.e.,\) applying rules in order to reach goals, lowering correlations with rule identification \(i.e.,\) implementing appropriate strategies in order to identify relationships between variables. In contrast, in MicroDYN, the correlation may be overestimated, because the sample consisted of university students with above average cognitive performance. If these students used adequate strategies, they also drew correct conclusions leading to better performance in rule knowledge. The transfer from rule identification to rule knowledge may be erroneous in a heterogeneous sample covering a broader range of cognitive ability. This may lead to an empirical separation of the two facets, which would either result if a considerable amount of students using VOTAT failed to draw correct conclusions about the systems’ structure or students not using VOTAT succeeded in generating knowledge. Both were not the case in this study. Thus, it has to be tested if rule identification and rule knowledge can be empirically separated – as it is theoretically assumed – by using a representative sample and fully assessing participants’ internal representation without forcing them to apply the rules at the same time.

However, results indicated that the operationalization of rule identification (VOTAT) was quite sufficient. According to the model depicted in Fig. 3, high rule identification scores should yield in good rule knowledge – and a strong relationship between both facets cannot be expected if indicators are not adequately chosen. Consequently, from a developmental point of view, it would be straightforward to teach an appropriate use of VOTAT to improve performance in rule knowledge. Within cognitive psychology, Chen and Klahr (1999) have made great endeavors to show that pupils can be trained to acquire VOTAT\(^{1}\) in order to design unconfounded experiments \(i.e.,\) experiments that allow valid, causal inferences. In one experiment using hands-on material, pupils had to find out how different characteristics of a spring \(e.g.,\) length, width, and wire size\) influenced how far it stretched. Trained pupils performed better than untrained ones in using VOTAT as well as in generalizing the knowledge gained across various contexts. Triona and Klahr (2003) and Klahr, Triona, and Williams (2007) extended this research and showed that using virtual material is also an effective method to train VOTAT within science education. Thus, domain unspecific CPS-skills assessed by MicroDYN and the skills taught in science education to discover physical laws experimentally seem to be very similar, so that the developmental implications of using MicroDYN as a training tool for domain-unspecific knowledge acquisition skills in school should be thoroughly investigated. We strongly encourage a comparison of these research fields in order to generalize contributions of CPS.

In summary, the ability of applying strategies – rule identification – can be theoretically distinguished from the ability of deriving rule knowledge. However, based on the results of Chen and Klahr (1999, p.1098) used the term control of variables strategy (COS). COS is a method for creating experiments in which a single contrast is made between experimental conditions and involves VOTAT.

---

\(^{1}\) Chen and Klahr (1999)
this study, it is unclear if rule identification and rule knowledge can be empirically separated, although VOTAT was an appropriate operationalization of rule identification for the items used within linear structural equation systems. If items based on other approaches are used, other indicators for rule identification may be more appropriate. Finally, data suggests a clear distinction between rule knowledge and rule application also supported by previous research, even though within One-Item-Testing (Beckmann & Guthke, 1995; Funke, 2001; Kröner et al., 2005).

5.2. Ad (2) CPS and reasoning

In a bivariate model, reasoning predicted both rule knowledge and rule application. However, 60% of variance in rule knowledge and 65% of variance in rule application remained unexplained, suggesting that parts of the facets are determined by other constructs than reasoning. Furthermore, in a process model of CPS, rule knowledge mediated the relationship between reasoning and rule application, whereas the direct influence of reasoning was not significant. The insignificant direct path from reasoning to rule application indicated that more intelligent persons showed better rule application performance than less intelligent ones not directly because of their intelligence, but because they used their abilities to acquire more rule knowledge beforehand.

These results are contrary to Kröner et al. (2005), who reported a direct prediction of rule application by reasoning. This indicates that a lack of rule knowledge could be partly compensated by reasoning abilities (p. 364), which was not the case in the present study, although participants were allowed to use the model showing the correct system structure. However, their result might be due to rule application measured as one-step control round without giving feedback. Thus, the ability to counteract unwanted developments based on dynamic system changes as well as using feedback is not assessed and important cognitive operations allocated to CPS tasks like evaluating ones own decisions and adapting action plans are not measured (Funke, 2001). Consequently, rule application depends significantly more on reasoning (Kröner et al., 2005).

In summary, reasoning is directly related to the CPS-process of generating knowledge. However, a considerable amount of CPS variance remained unexplained. In order to actively reach certain targets in a system, sufficient rule knowledge is a prerequisite for rule application.

5.3. Ad (3) Construct validity

Using data from the German national extension study in PISA 2000, Wirth et al. (2005) showed that performance in CPS (measured by Space Shuttle) is correlated with PISA-test performance in school subjects like maths, reading and sciences ($r = 0.25–0.48$). In the present study, this finding was extended by showing for the first time that CPS predicts performance in GPA even beyond reasoning. This result shows the potential of CPS as a predictor of cognitive performance. It also emphasizes that it is important to measure different problem solving facets, and not rule application exclusively as indicator of CPS performance as occasionally has been done (Gonzalez, Thomas, & Vanyukov, 2005), because residual parts of rule knowledge $R_{K_{res}}$ explained variance in GPA beyond reasoning while $R_{A_{res}}$ did not. Thus, rule knowledge – the ability to draw conclusions in order to generate knowledge – was more closely connected to GPA than rule application – the ability to use knowledge in order to control a system. This is not surprising, because acquiring knowledge is more frequently demanded in school subjects than using information in order to actively control a system (Lynch & Macbeth, 1998; OECD, 2009). For rule application, however, criteria for assessing predictive validity are yet to be found. For instance, measuring employees’ abilities in handling machines in a manufactory might be considered, because workers are used to getting feedback about actions immediately (e.g., a machine stops working) and have to incorporate this information in order to actively control the machine (e.g., take steps to repair it).

Several shortcomings in this study need consideration: (1) The non-representative sample entails a reduced generalizability (Brennan, 1983). A homogenous sample may lead to reduced correlations between facets of CPS, which in turn may result in more factorial solutions in SEM. Consequently, the 2-dimensional model of CPS has to be regarded as a tentative result. Additionally, a homogenous sample may lead to lower correlations between reasoning and CPS (Rost, 2009). However, APM was designed for assessing performance in samples with above average performance (Raven, 1958). Participants’ raw score distribution in this study was comparable to the original scaling sample of university students (Raven et al., 1998) and variance in APM and also in MicroDYN was sufficient. The selection process of the university itself considered only students’ GPA. Thus, variance on GPA was restricted, but even for this restricted criterion CPS showed incremental validity beyond reasoning. Furthermore, in studies using more representative samples, residual variances of CPS facets like rule application also remained unexplained by reasoning (93% of unexplained variance in Bühner et al., 2008; 64% of unexplained variance in Kröner et al., 2005) indicating the potential increment of CPS beyond reasoning. Nevertheless, an extension of research using a more heterogeneous sample with a broad range of achievement potential is needed.

(2) Moreover, it could be remarked that by measuring reasoning we tested a rather narrow aspect of intelligence. However, reasoning is considered to be at the core of intelligence (Carroll, 1993) and the APM is one of the most frequently used as well as broadly accepted measurement devices in studies investigating the relationship between CPS and intelligence (Gonzalez, Thomas, & Vanyukov, 2005; Goode & Beckmann, 2011). Nevertheless, in a follow-up experiment, a broader operationalization of intelligence may be useful. The question of which measurement device of intelligence is preferable is closely related to the question of how CPS and intelligence are related on a conceptual level. Within Carrolls’ three stratum theory of intelligence (1993, 2003), an overarching ability factor is assumed on the highest level (stratum 3), which explains correlations between eight mental abilities located at the second stratum, namely fluid and crystallized intelligence, detection speed, visual or auditory perception, general memory and learning, retrieval ability, cognitive speediness and processing speed. These factors explain performance in 64 specific, but correlated abilities (located on stratum 1). Due to empirical results of the last
two decades which have reported correlations between intelligence and reliable CPS tests, researchers in the field would probably agree that performance on CPS tasks is influenced by general mental ability (stratum 3). But how exactly is CPS connected to factors on stratum 2 that are usually measured in classical intelligence tests? Is CPS a part of the eight strata mentioned by Carroll (1993), or is it an ability that cannot be subsumed within stratum 2? Considering our results on incremental validity, CPS ability may constitute at least some aspects of general mental ability divergent from reasoning. This assumption is also supported by Danner, Hagemann, Schankin, Hager, and Funke (2011), who showed that CPS (measured by Space Shuttle and Tailorshop) predicted supervisors’ ratings even beyond reasoning (measured by subscale processing capacity of the Berlin Intelligence Structure Test and by Advanced Progressive Matrices, APM).

Concerning another factor on stratum 2, working memory, Bühner et al. (2008) showed that controlling for it reduced all paths between intelligence (measured by figural subtests of Intelligence Structure Test 2000 R, Amthauer et al., 2001), rule knowledge, and rule application (both measured by MultiFlux) to insignificance. Thus, they concluded that working memory is important for computer-simulated problem-solving scenarios. However, regarding rule application, working memory is more necessary if problem solvers have only one control round in order to achieve goals as realized within MultiFlux, because they have to incorporate effects of multiple variables (i.e., controls) simultaneously. Contrarily, if CPS tasks consist of multiple control rounds, problem solvers may use the feedback given, which is less demanding for working memory. Consequently, the influence of working memory on CPS tasks may at least partly depend on the operationalization used.

Empirical findings on the relationship of CPS to other factors mentioned on the second stratum by Carroll (2003) are yet to be found. However, all these factors are measured by static tasks that do not assess participants’ ability to actively generate and integrate information (Funke, 2001; Greiff, in press), although tests exist, which include feedback that participants may use in order to adjust behavior. These tests are commonly aimed to measure learning ability (e.g., in reasoning tasks) as captured in the facet long-term storage and retrieval (Glr; Carroll, 2003). Participants may either be allowed to use feedback to answer future questions (e.g., Snijders-Oomen non-verbal intelligence test — SON-R, Tellegen, Laros, & Petermann, 2007) or to answer the very same question once again (e.g., Adaptive Computer supported Intelligence Learning test battery — ACIL; Guthke, Beckmann, Stein, Rittner, & Vahle, 1995). The latter approach is most similar to CPS. However, Glr is often not included in the “core set” of traditional intelligence tests and the tasks used do not contain several characteristics of complex problems that are assessed in MicroDYN, e.g., connectedness of variables or intransparency. These characteristics require from the problem solver to actively generate information, to build a mental model and to reach certain goals. Nevertheless, a comparison of MicroDYN and tests including feedback should be conducted in order to provide more information on how closely CPS and learning tests are related.

In summary, as CPS captures dynamic and interactive aspects, it can be assumed that it constitutes a part of general mental ability usually not assessed by classical intelligence tests covering the second stratum factors of Carroll (2003). Research on CPS at a sound psychometrical level started only about a decade ago and, thus, adequate instruments for CPS have not been available for Carrolls’ analyses involving factor analysis for a huge amount of studies that were done before the 90s.

Independently of where exactly CPS should be located within Carrolls’ 3 strata, as a construct it contributes considerably to the prediction of human performance in dealing with unknown situations that people encounter almost anywhere in daily life — a fact that has been partially denied by researchers. It should not be.
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Appendix A

The 8 items in this study were mainly varied regarding two system attributes proved to have the most influence on item difficulty (see Greiff, in press): the number of effects between the variables and the quality of effects (i.e., with or without side effects/autoregressive processes). All other variables are held constant (e.g., strength of effects, number of inputs necessary for optimal solutions, etc.).

<table>
<thead>
<tr>
<th>Item</th>
<th>Linear structural equations</th>
<th>System size</th>
<th>Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Item 1</td>
<td>(X_t + 1 = 1 \times X_t + 0 \times A_t + 2 \times B_t)</td>
<td>(2 \times 2)</td>
<td>Only direct</td>
</tr>
<tr>
<td>Item 2</td>
<td>(Y_t + 1 = 1 \times Y_t + 0 \times A_t + 2 \times B_t)</td>
<td>System</td>
<td>-</td>
</tr>
<tr>
<td>Item 3</td>
<td>(X_t + 1 = 1 \times X_t + 2 \times A_t + 2 \times B_t + 0 \times C_t)</td>
<td>(2 \times 3)</td>
<td>Only direct</td>
</tr>
<tr>
<td>Item 4</td>
<td>(Y_t + 1 = 1 \times Y_t + 0 \times A_t + 2 \times B_t + 0 \times C_t)</td>
<td>System</td>
<td>-</td>
</tr>
<tr>
<td>Item 5</td>
<td>(Z_t + 1 = 1 \times Z_t + 2 \times A_t + 0 \times B_t + 2 \times C_t)</td>
<td>System</td>
<td>-</td>
</tr>
<tr>
<td>Item 6</td>
<td>(X_t + 1 = 1 \times X_t + 2 \times A_t + 0 \times B_t + 0 \times C_t)</td>
<td>System</td>
<td>-</td>
</tr>
<tr>
<td>Item 7</td>
<td>(Y_t + 1 = 1 \times Y_t + 0 \times A_t + 2 \times B_t + 2 \times C_t)</td>
<td>(3 \times 3)</td>
<td>Only direct</td>
</tr>
<tr>
<td>Item 8</td>
<td>(Z_t + 1 = 1 \times Z_t + 0 \times A_t + 0 \times B_t + 2 \times C_t)</td>
<td>System</td>
<td>-</td>
</tr>
</tbody>
</table>

Note. \(X_t\), \(Y_t\), and \(Z_t\) denote the values of the output variables, and \(A_t\), \(B_t\), and \(C_t\) denote the values of the input variables during the present trial, while \(X_{t+1}\), \(Y_{t+1}\), and \(Z_{t+1}\) denote the values of the output variables in the subsequent trial.
Appendix B

Table: Rule loadings and communalities for rule identification, rule knowledge and rule application (n = 222).

<table>
<thead>
<tr>
<th>Rule identification</th>
<th>Rule knowledge</th>
<th>Rule application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Item 1</td>
<td>0.70</td>
<td>0.49</td>
</tr>
<tr>
<td>Item 2</td>
<td>0.90</td>
<td>0.81</td>
</tr>
<tr>
<td>Item 3</td>
<td>0.92</td>
<td>0.85</td>
</tr>
<tr>
<td>Item 4</td>
<td>0.99</td>
<td>0.98</td>
</tr>
<tr>
<td>Item 5</td>
<td>0.99</td>
<td>0.98</td>
</tr>
<tr>
<td>Item 6</td>
<td>0.90</td>
<td>0.85</td>
</tr>
<tr>
<td>Item 7</td>
<td>0.90</td>
<td>0.70</td>
</tr>
<tr>
<td>Item 8</td>
<td>0.90</td>
<td>0.46</td>
</tr>
</tbody>
</table>

Note. All loadings are significant at p < 0.01.
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Abstract

Innovative assessments of cross-curricular competencies such as complex problem solving (CPS) have currently received considerable attention in large-scale educational studies. This study investigates the nature of CPS by applying a state-of-the-art approach to assess CPS in high school. We analyzed whether two processes derived from cognitive psychology, knowledge acquisition and knowledge application, could be measured equally well across grades and how these processes differed between grades. Further, relations between CPS, general mental ability (g), academic achievement, and parental education were explored. N = 855 Hungarian high school students in Grades 5 to 11 completed MicroDYN, which is a computer-based CPS test, and the Culture Fair Test 20-R as a measure of g. Results based on structural equation models showed that empirical modeling of CPS was in line with theories from cognitive psychology such that the two dimensions identified above were found in all grades, and that there was some development of CPS in school although the Grade-9 students deviated from the general pattern of development. Finally, path analysis showed that CPS was a relevant predictor of academic achievement over and above g. Overall, results of the current study provide support for an understanding of CPS as a cross-curricular skill that is accessible through computer-based assessment and that yields substantial relations to school performance. Thus, the increasing attention CPS has currently received on an international level seems warranted given its high relevance for educational psychologists.
Complex Problem Solving in Educational Contexts—Something Beyond g: Concept, Assessment, Measurement Invariance, and Construct Validity

Improving students’ minds is considered a major challenge in education. One way to achieve this is by enhancing students’ problem-solving skills (Mayer & Wittrock, 2006), which are captured in their ability to solve novel problems. The importance of problem solving for success in life is also reflected in the Programme for International Student Assessment (PISA) conducted by the Organisation for Economic Co-operation and Development (OECD), which is allegedly the most comprehensive and important international large-scale assessment in existence today (e.g., OECD, 2004; 2010). The PISA studies aim to evaluate educational systems worldwide by assessing 15-year-olds’ competencies in the key subjects reading, mathematics, and science, and also to evaluate more complex cross-curricular skills such as complex problem solving (e.g., OECD, 2010).

Specifically, cross-curricular complex problem solving (CPS) was assessed in more than half a million students in over 70 countries (e.g., OECD, 2009) in the current PISA 2012 cycle.¹ As an example of a typical CPS task in PISA 2012, imagine that you just bought your first mobile phone ever, you have never worked with such a device, and now you want to send a text message. Essentially, there are two things you need to do: (a) press buttons in order to navigate through menus and to get feedback on your actions and (b) apply this knowledge to reach your goal, that is, to send a text message. These aspects of CPS are also reflected in Buchner’s (1995) definition:

Complex Problem Solving is the successful interaction with task environments that are dynamic (i.e., change as a function of user’s intervention and/or as a function of time) and in which some, if not all, of the environment’s

¹ In PISA, the term interactive problem solving (OECD, 2010) is used. Other labels referring to the same construct are dynamic problem solving, which focuses on the aspect of systems to change dynamically (e.g., Greiff, Wüstenberg, & Funke, 2012) and complex problem solving (Dörner, 1986, 1990), which emphasizes the aspect of the underlying system’s complexity. In the present paper, we use the term complex problem solving (CPS), which is most established in research.
regularities can only be revealed by successful exploration and integration of the information gained in that process. (p. 14)

Funke (2010) and Raven (2000) concluded that CPS requires a series of complex cognitive operations such as planning and implementing actions, model building, or self-regulation. Enhancing these cognitive operations is the goal of any educational system, or, as Mayer and Wittrock (2006) put it: “One of educational psychology’s greatest challenges [is to help] students become better problem solvers” (p. 299). However, CPS research that combines assessment and theory is rather scarce. The present study contributes to research on the nature and validity of CPS by applying a state-of-the-art approach to assess CPS in high school students.

**Complex Problem Solving and g**

Research on general mental ability, now often referred to as psychometric g, was also initially educationally motivated. That is, when Alfred Binet and Théodore Simon (1905) developed the first psychometric tests of g, their starting point was to objectively identify students with learning disabilities who were in need of specially tailored education. Ever since then, no other construct has been as extensively and continuously validated in educational contexts. Specifically, based on the assorted existing empirical evidence, Reeve and Hakel (2002) concluded that there is a common mechanism underlying human mental processes labelled psychometric g. Only a few researchers have recently challenged this view by questioning the importance of g or by introducing alternative concepts such as practical intelligence (e.g., Lievens & Chan, 2010), social intelligence (e.g., Kihlstrom & Cantor, 2011), or emotional intelligence (e.g., Goleman, 1995). That is, the overwhelming conceptual and empirical evidence has supported the educational importance of g concerning manifold external criteria. The most impressive accumulation of evidence was provided by Ree and Carretta (2002) who related skills, personality, creativity, health, occupational status, and income to measures of g.
Theoretically, g is bolstered by the Cattell-Horn-Carroll (CHC) theory, which assumes that g is on a general level of cognitive ability (Stratum III), which in turn influences about 10 broad cognitive abilities on the second level (Stratum II). Narrow cognitive abilities are located on the lowest level (Stratum I; McGrew, 2009). CHC theory is considered particularly relevant to school psychologists and other practitioners for educational assessment and has received considerable attention in the educational arena. On a measurement level, strict requirements such as structural stability have been frequently shown to hold for tests of g (e.g., Taub & McGrew, 2004). Structural stability indicates that the construct does not change across groups and that test scores do not depend on the group to which the test is administered (Byrne & Stewart, 2006). This is a prerequisite for interpreting differences in mean performance (Cheung & Rensvold, 2002). In light of the overall empirical and theoretical evidence, it is not surprising that Reeve and Hakel (2002) consider g to be crucial in any educational context.

However, the predominant role of g in education has not been entirely undisputed. Whereas Sternberg (1984, 2009) proposed a triarchic theory of intelligence composed of an analytical, a practical, and a creative component, Diaz and Heining-Boynton (1995) noted the relevance of alternative concepts such as CPS for students’ education; thus, going beyond the idea that a single mental construct underlies cognitive performance and including more complex processes. The general rationale behind this idea is that despite the well-established predictive power of g, many questions about its nature remain unsolved (e.g., genetic endowment, environmental influence, different forms of intelligence; Neisser et al., 1996). In fact, g’s ability to predict nonacademic performance is considerable but far from perfect even after controlling for measurement error; thus, variance that may be accounted for by CPS is left unexplained (e.g., Rigas, Carling, & Brehmer, 2002). In this context, some studies on the relation between measures of CPS and g have yielded low relations. For example, Putz-Osterloh (1981) reported zero correlations between performance in the CPS scenario...
Tailorshop and the Advanced Progressive Matrices (Raven, 1962). Even though methodological issues might have caused this result, current findings have supported the distinction between g and CPS and have demonstrated the added value of CPS beyond g in different contexts (e.g., Danner, Hagemann, Schankin, Hager, & Funke, 2011; Wüstenberg, Greiff, & Funke, 2012).

Even during the early stages of CPS research, Dörner (1986) criticized the focus on the speed and accuracy of the capacity for basic information processing in measures of g (e.g., Raven, 2000) and suggested that a stronger emphasis be placed on the strategic and processing aspects of the mental processes involved in CPS. He proposed measuring complex cognitive processes in CPS to overcome the “out-of-touch-with-reality” issue that traditional intelligence tests suffer from (Dörner & Kreuzig, 1983). The broad conception of mental ability in CPS connects directly to the understanding of learning in the classroom. Mayer and Wittrock (2006) stated that a deep understanding of the nature of problem solving is needed if meaningful learning is to be fostered. Thus, going beyond current conceptualizations of g, meaningful learning and problem solving are closely related (Sternberg, 2000), and they are of great importance to both predict and understand complex learning processes in classrooms (Mayer & Wittrock, 2006). Similar to Sternberg and his conception of intelligence (1984, 2009), the line of research on CPS that emerged around Dörner (1986) does not seriously object to the use of measures of g, but suggests complementing them with additional measures such as CPS and its defining cognitive processes.

Complex Problem Solving in Cognitive Science

Mayer (2003) defined problem solving in general as transforming a given state into a goal state when no obvious method of solution is available. According to Funke and Frensch (2007), a problem solver has to overcome barriers by applying operators and tools to solve a problem. However, problem solving may take place in different educationally relevant domains, and a large body of research has been conducted in domain-specific areas such as
mathematical, scientific, or technical problem solving (Sugrue, 1995). Besides these domain-specific approaches, the idea of domain-general processes generally involved in problem solving was taken up by the European line of research on complex problem solving mentioned above (e.g., Dörner, 1986; Funke, 2001; Funke & Frensch, 2007).

This line of research assumes that domain-general processes are crucial when participants deal with an unknown and highly interrelated system (i.e., a complex problem) for the first time, although when dealing with the same problem repeatedly, domain-specific knowledge may be increasingly involved. That is, CPS research acknowledges that previous experiences or the problem context may influence CPS, but these aspects are not of elementary concern, and problems are designed to be solvable without prior knowledge. In the tradition of Newell and Simon (1972), who described problem-solving behavior uncontaminated by domain-specific knowledge, CPS research aims to uncover general cognitive processes before a considerable amount of prior knowledge is gathered and, thus, before problem solvers switch to more specialized strategies.

Generally, two main demands specify a problem solver’s performance within the realm of CPS: knowledge acquisition and knowledge application (Funke, 2001). For instance, dealing with an entirely new mobile phone as outlined previously describes a specific situation that is typically considered to be a complex problem involving dynamic interaction with a yet-unknown system in order to (a) acquire knowledge and (b) use this knowledge for one’s own purposes. This delineation into two main cognitive processes is not only logical and has been widely applied when assessing CPS (e.g., Fischer, Greiff, & Funke, 2012; Funke, 2001; Kröner, Plass, & Leutner 2005), but it also connects to general research on (a) problem representation and (b) the generation of problem solutions.

Regarding problem representation, the Gestalt psychologist Duncker (1945) was the first to emphasize the importance of a sound problem representation, and Markman (1999) has further elaborated on this concept. According to Markman’s elaboration, a representation
begins with a description of the elements of a complex problem, the \textit{represented world}, and a set of operators that can be used to relate these elements to each other, the \textit{representing world}. Represented and representing worlds are usually predefined in CPS research, that is, the problems are well defined (represented world), and the set of operators available is limited and can be used only within given constraints (representing world; this setup is often found in educational contexts; Mayer & Wittrock, 2006). The elements of a complex problem (represented world) and the set of operators (representing world) are subsequently connected by a set of rules that are established while the problem solver attempts to penetrate the problem. This kind of task is often required of students in school and is at the core of the solver’s task in CPS. It describes the process of building a problem representation. In the example above, a description of the problem (i.e., sending a text message) and the set of elements (i.e., inputs and outputs of the mobile phone) are predefined, but the connections between them are yet to be built. Finally, this needs to lead into a process that uses the representation that was established before the problem solution (Markman, 1999). It is this representational function that gives meaning to the representation (Novick & Bassok, 2005) and that constitutes the link between the problem representation (i.e., knowledge acquisition) and generating a problem solution (i.e., knowledge application).

Regarding the generation of a problem solution, algorithmic and heuristic strategies represent a common distinction between different types of solutions. Whereas algorithms are guaranteed to yield a solution, heuristics are usually applied when an exhaustive check of all possible moves is not efficient (Novick & Bassok, 2005). As this exhaustive check is scarcely possible in complex problems, it is safe to assume that the process of solving them is largely guided by heuristics such as a mean-ends analysis (Newell & Simon, 1972). In fact, Greeno and Simon (1988) stated that problem solvers tend to prefer a mean-ends analysis as the solution method when faced with novel problems that are relatively free of prior knowledge and in which well-defined goals are given. Often, when students face transfer problems in
Educational contexts, it is under exactly the condition that prior factual knowledge is of limited help in solving the problem at hand and that the available operators are clearly defined (Mayer & Wittrock, 2006).

Obviously, knowledge acquisition and knowledge application are closely entangled because a good representation is to a certain degree a necessary condition for establishing specific goals and for deducing interventions to solve a problem (Novick & Bassok, 2005). Thus, researchers in both of the two aforementioned fields have emphasized the importance of the respective aspect: Newell and Simon (1972) introduced the concept of a problem space in which the problem, its rules, and its states are represented, focusing on aspects of knowledge acquisition. By contrast, Markman (1999) considered the use of information essential and, thus, the process of knowledge application. Novick and Bassok (2005) stated that “although it is possible to focus one’s research on one or the other of these components, a full understanding of problem solving requires an integration of the two” (p. 344). As it is widely acknowledged that representation and solutions interact with each other, the neglect of concrete efforts to converge these two lines of research has been surprising.

### Measurement Approaches to Complex Problem Solving

A comprehensive assessment of the CPS dimension knowledge acquisition requires the active exploration of an unknown system, and assessment of knowledge application requires the immediate adaption to actions initiated by the system. Thus, by definition, the assessment of CPS is always computer-based as the task changes interactively by itself or due to the user’s intervention (Funke & Frensch, 2007), which cannot be assessed on a paper-pencil basis (Funke, 2001).

Consequently, computer-based microworlds (e.g., Gardner & Berry, 1995) were developed to reliably measure CPS performance. However, most efforts were overshadowed by severe measurement issues (cf. Greiff, Wüstenberg, & Funke, 2012; Kröner et al., 2005). It was only recently that multiple complex systems were introduced as another advance in the
assessment of CPS (Greiff et al., 2012). In a multiple complex systems approach, time on each task is significantly reduced and tasks are directly scaled with regard to their difficulty (Greiff, 2012). Hence, in one testing session, problem solvers work on several independent tasks and are confronted with an entire battery of CPS tasks. In this manner, a wide range of tasks with varying difficulty can be employed, leading to increased reliability. Thus, the theoretically derived internal structure of CPS with its distinction between knowledge acquisition and knowledge application was able to be psychometrically confirmed for the first time with the advent of multiple complex systems (e.g., Greiff et al., 2012). The difference between measures of g and CPS in terms of discriminant and predictive validity could also be accounted for (Sonnleitner et al., 2012; Wüstenberg et al., 2012).

**Multiple Complex Systems within the MicroDYN Approach**

*MicroDYN* is an example of a test battery that is based on multiple complex systems within the linear structural equation (LSE) framework (Funke, 2001). In LSE tasks, the relations between input variables and output variables are described by linear structural equations. However, in MicroDYN, time per task is considerably shorter than for classical LSE tasks (Funke, 2001), thus allowing for a sufficient number of problems to be attended to in order to achieve acceptable measurement. Problem solvers face seven to nine tasks, each lasting about a maximum of 5 min, which sums to an overall testing time of approximately 45 min including instruction. MicroDYN tasks consist of up to three input variables (denoted by A, B, and C), which are related to up to three output variables (denoted by X, Y, and Z; see Figure 1), but only the former can be directly manipulated by the problem solver (Greiff, 2012; Wüstenberg et al., 2012).

Input and output variables can be related to each other in different ways, however, these relations are not apparent to the problem solver. Causal relations between input variables and output variables are called *direct effects*, whereas effects originating and ending with output
variables are called *indirect effects*. The latter involve side effects (see Figure 1: Y to Z) when output variables influence each other and eigendynamics (see Figure 1: X to X) when output variables influence themselves. Problem solvers cannot influence these two effects directly, however, the effects are detectable through the adequate use of strategy. All tasks have different cover stories, and the names of input and output variables are labelled either fictitiously (e.g., Brekon as a name for a specific cat food) or without deep semantic meaning (e.g., red butterfly as the name of a butterfly species). For instance, in the task *game night* (see Figure 2), different kinds of chips labelled blue, green, or red chip serve as input variables, whereas different kinds of playing cards labelled Royal, Grande, or Nobilis serve as output variables.

While working on a MicroDYN task, a problem solver faces two different phases. In Phase 1, problem solvers can freely explore the system by entering values for the input variables (e.g., varying the amount of blue, green, and red chips in Figure 2). This is considered an evaluation-free exploration, which allows problem solvers to engage with the system and to use their knowledge acquisition ability under standardized conditions without controlling the system (Kröner et al., 2005). During this Phase 1, problem solvers are asked to draw the connections between variables onscreen (see bottom of Figure 2), thereby producing data reflecting the knowledge acquired (3 min for Phase 1). Mayer (2003) calls this a situational external representation of a problem. In this first phase, the amount and correctness of explicit knowledge gathered during exploration is measured and expressed in a mental model as the final external problem representation (Funke, 2001). In Phase 2, problem solvers are asked to reach given target values on the output variables (e.g., card piles Royal, Grande, and Nobilis in Figure 2) by entering correct values for the input variables, thereby producing data reflecting the application of their knowledge (1.5 min for Phase 2). In this second phase, the goal-oriented use of knowledge is assessed.
These two phases are directly linked to the concepts of knowledge acquisition (i.e., representation) and knowledge application (i.e., generating and acting out a solution; Novick & Bassok, 2005). More detailed information on both the underlying formalism and the MicroDYN approach can be found in Funke (2001), Greiff et al. (2012), and Wüstenberg et al. (2012).

Multiple complex systems as implemented in MicroDYN were used internationally to assess the CPS ability of 15-year-old students in the 2012 cycle of PISA. Clearly, the necessary steps toward computer-based assessment in large-scale assessments comes along with great potential (Kyllonen, 2009), yet many questions about the nature of CPS and its measurement characteristics remain unanswered.

**Purpose of Study and Hypotheses**

The present article is aimed at advancing knowledge of CPS, its assessment, and its use in educational contexts. Specifically, the accuracy, precision, and usefulness of test scores derived for educational purposes depend on theoretical support and good psychometric properties (American Educational Research Association, American Psychological Association, & National Council on Measurement in Education, 1999; Benson, Hulac, & Kranzler, 2010). That is, if one wants to adequately interpret students’ CPS scores, a sound assessment device is needed. This has not been sufficiently established for CPS and is just beginning to emerge in the form of multiple complex systems. The purpose of this study was fourfold and was aimed at elaborating the construct of CPS and its operationalization as defined above in a representative sample of Hungarian students. Specifically, we tested (1) the underlying dimensionality, assuming a measurement model with two different CPS processes (i.e., knowledge application and knowledge acquisition), (2) the structural stability of the CPS construct across different grade levels of high school students aged 11 to 17, (3) latent mean comparisons between these grade levels if measurement invariance was sufficiently met, and
(4) structural relations between CPS, fluid intelligence as a proximal measure of g, GPA, and parental education across these groups to assess construct validity.

(1) With regard to the dimensionality of CPS, a large body of conceptual literature has suggested that the two CPS processes, knowledge acquisition and knowledge application, are related and yet somewhat distinct aspects of an overarching CPS process, but empirically this has been shown only for very selective samples (e.g., Kröner et al., 2005; Wüstenberg et al., 2012) and not yet for high school students. As part of assessing structural validity, we adhered to the question of whether there is an adequate construct representation of CPS by testing a measurement model that was closely aligned with the idea of partially separate mechanisms for problem representation and problem solution and assumed a 2-dimensional model composed of the dimensions knowledge acquisition and knowledge application.

Hypothesis (1): We expected CPS to be composed of two different processes, knowledge application and knowledge acquisition. Thus, a 2-dimensional model was expected to show the best fit and to fit significantly better than a 1-dimensional model with the two processes combined under one first-order factor.

(2) The structural stability of CPS pertains to the exact nature of the construct assessed. That is, the structure of the construct was not expected to change across different grade levels, indicating that the interpretation of test scores does not depend on the specific group the test is administered to (Byrne & Stewart, 2006). This was tested by evaluating measurement invariance. Only to the extent that measurement invariance exists, between-group differences of grade levels are unambiguous and can be interpreted as true and not as psychometric differences in latent ability (Cheung & Rensvold, 2002, cf. Results section). For instance, it may be that due to cognitive development that occurs during adolescence, the construct of CPS changes. Analyses of measurement invariance would show that tasks behave differently in groups in different grade levels just as self-ratings on questionnaires may change their meaning when questions are translated from one culture to another (Chen, 2008).
Hypothesis (2): We expected CPS to show measurement invariance across different school grades.

The aspect of measurement invariance led directly to (3) latent mean comparisons of different grade levels or, in other words, to the question of level stability. For those parts of the measurement model that are identified as invariant, latent factor means can be compared, thus providing important insights into the effects of schooling and environment on CPS.

Hypothesis (3): If measurement invariance was sufficiently met, we expected latent mean differences between groups to indicate that students in higher grades perform significantly better in knowledge acquisition and knowledge application than students in lower grades.

In addition to establishing the validity of the internal structure, another important step is (4) establishing construct validity in terms of divergent and convergent relations to other constructs. To this end, we assessed how CPS was related to a measure of g, GPA, and parental education. Whereas GPA is an excellent marker of academic achievement, parental education reflects one of the most important socioeconomic variables with a strong impact on school performance and educational outcomes (Myrberg & Rosen, 2008).

Hypothesis (4): Concerning construct validity, we expected that (a) g would predict performance on CPS tasks. However, a considerable amount of CPS variance was expected to remain unexplained suggesting that parts of CPS are independent from g and that (b) CPS predicted GPA beyond g as indicated by conceptual considerations and previous research. Furthermore, we expected that (c) parental education would predict performance in CPS and in g.

The field of CPS lags behind the field of intelligence testing, in which a broad range of well established and extensively validated assessment procedures exist, some of which are even specifically tailored to educational demands (e.g., Wechsler, 2008). Considering the current educational interest in the assessment of CPS and the associated implications for
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Researchers as well as practitioners such as educators and policy makers, this is particularly troublesome. By addressing the four research questions above, we aimed to make the measurement of CPS more evidence-based, thereby helping the field of CPS to catch up.

Method

Participants

Our sample (N = 855) was a subsample of a larger and representative study (N > 4,000) conducted in Hungary. Participants were randomly drawn from Grades 5 to 11 in Hungarian elementary (Grades 5 to 8) and secondary schools (Grades 9 to 12).

Some software problems occurred during online testing, resulting in data loss. However, data were missing completely at random. Participants who were missing more than 50% of their data on MicroDYN or any other measure were excluded from all analyses (only about 5% of participants provided less than 80% data); other missing data were excluded on a pairwise basis.

Finally, data from 855 students were available for the analyses of Hypotheses 1 to 3 (age M = 14.11; SD = 1.83; 46% male). However, all analyses including g (Hypotheses 4a and 4b) were based on a smaller subsample of students who completed both tests of CPS and g (N = 486; age: M = 14.36; SD = 1.16; 45% male). Data were missing by design because g was not assessed in Grades 5, 6, and 11, and only a small number of missing values occurred due to drop-out (e.g., illness of students).

Design

CPS. MicroDYN was administered on computers. At the beginning, participants were instructed how to complete a trial task, in which they learned how the interface of the program could be controlled and which two tasks they were expected to solve: Participants explored unknown systems and drew their conclusions about how variables were interconnected in a situational model (cf. bottom of Figure 2; Mayer, 2003). This situational model was seen as an appropriate way of representing gathered information and allowed
participants to visualize their mental model (knowledge acquisition; Funke, 2001).

Subsequently, they controlled the system by reaching given target values (knowledge application). After having finished the instruction phase, participants were given eight consecutive MicroDYN tasks. One task had to be excluded from analyses due to low communality \((r^2 = .03)\) caused by an extreme item difficulty on knowledge acquisition \((P = .03)\). All subsequent analyses were based on seven tasks. The task characteristics of all tasks (e.g., number of effects) were varied to produce tasks with an appropriate difficulty for high school students (cf. Greiff et al., 2012; see Appendix for equations).

The Culture Fair Test 20-R (CFT) consists of four subscales that measure fluid intelligence, which is seen as an excellent marker of g (Weiß, 2006) and is assumed to be at the core of intelligence (Carroll, 2003).

**Dependent Variables and Scoring**

**CPS.** Both MicroDYN dimensions, knowledge acquisition and knowledge application, were scored dichotomously, which is an appropriate way to score CPS performance (see Greiff, et al., 2012; Kröner et al., 2005; Wüstenberg et al., 2012). For knowledge application, users’ models were evaluated and credit was given for a completely correct model, whereas no credit was given when a model contained at least one mistake. Knowledge application was scored as correct when all target values of the output variables were reached.

**g.** All items of the CFT were scored dichotomously according to the recommendations in the manual (Weiß, 2006).

**GPA and Parental Education.** Participants self-reported their GPA from the previous school year and the educational levels of their parents. GPA ranged from 1 (*insufficient*) to 5 (*best performance*). Parental educational level for both mothers and fathers was scored on an ordinal scale (1 = no elementary school graduation; 2 = elementary school; 3 = secondary school; 4 = university-entrance diploma; 5 = lower level university; 6 = normal university; 7 = PhD).
Procedure

Test execution took place in the computer rooms of the participating Hungarian schools and lasted approximately 90 min. Participants worked on MicroDYN first, and the CFT was administered afterwards. Finally, participants provided demographic information. MicroDYN was delivered through the online platform *Testing Assisté par Ordinateur* (computer-based testing). Testing sessions were supervised either by research assistants or by teachers who had been trained in test administration.

Results

Descriptive Statistics

Analyses of manifest variables showed that the internal consistencies of MicroDYN as measures of CPS were acceptable (knowledge acquisition: $\alpha = .75$; knowledge application: $\alpha = .74$) and Cronbach’s $\alpha$ for the CFT ($\alpha = .88$) was good. Participants’ raw score distributions on the CFT ($M_7 = 39.84, SD = 9.13; M_8 = 41.36, SD = 7.54; M_9 = 36.97, SD = 7.20; M_{10} = 38.37, SD = 8.02$) differed slightly compared to the original scaling sample of students attending the same grades ($M_7 = 34.98, SD = 6.63; M_8 = 36.37, SD = 6.56; M_9 = 38.42, SD = 6.43; M_{10} = 39.31, SD = 6.90$; Weiß, 2006). Further, participants’ GPA showed a sufficient range ($M_7 = 4.00, SD = 0.80; M_8 = 3.95, SD = 0.83; M_9 = 3.64, SD = 1.05; M_{10} = 3.77, SD = 0.74; M_{11} = 3.64, SD = 0.71$; 1 = insufficient, 5 = best performance), and so did mothers’ and fathers’ education scores ($M_{Mother} = 3.85, SD = 1.09; M_{Father} = 3.75, SD = 1.10$; 1 = no elementary school graduation, 7 = PhD).

Statistical Analyses and Data Transformation

The analyses on the dimensionality of CPS (Hypothesis 1), measurement invariance (Hypothesis 2), latent mean differences (Hypothesis 3), and construct validity including only CPS and $g$ (Hypothesis 4a) were based on latent models using structural equation modeling (SEM; Bollen, 1989). SEM analyses using latent variables require larger sample sizes than traditional statistics based on manifest variables. On this matter, Ullman (2007) recommended
that the number of estimated parameters should be no more than one fifth of $N$. To meet this guideline, we merged Grades 5 and 6, 7 and 8, as well as 10 and 11, to grade levels 5/6, 7/8, and 10/11, so that sufficient data were provided to test measurement models separately within each group or grade level, respectively. We kept Grade 9 as a single grade level because the transition from elementary to secondary school takes place after Grade 8 in the Hungarian school system. This transition is known to affect cognitive performance and to be associated with a general loss in achievement (e.g., Alspaugh & Harting, 1995; Smith, 2006). Specifically, Molnár and Csapó (2007) reported a drop in problem solving performance in Grade 9 test scores in Hungary. Even though we did not pose any hypotheses about the performance pattern in Grade 9, we did not merge these students in order to be able to detect effects of the transition. All other analyses including GPA, CPS, g, and parental education (Hypothesis 4b and 4c) were based on manifest (observed) data (cf. results on Hypotheses 4b and 4c). Mplus 5.0 was used for all analyses (Muthén & Muthén, 2010).

**Hypothesis 1: Dimensionality of CPS**

We used confirmatory factor analyses within SEM to test the underlying measurement model of CPS with the two different CPS processes knowledge acquisition and knowledge application (Hypothesis 1). Table 1 shows the dimensionality results.

The 2-dimensional model fit well in the overall sample compared to cut-off values recommended by Hu and Bentler (1999), who stated that Comparative Fit Index and Tucker Lewis Index (TLI) values above .95 and a Root Mean Square Error of Approximation (RMSEA) below .06 indicate a good global model fit. Within the 2-dimensional model, the measures of knowledge acquisition and application were significantly correlated on a latent level ($r = .74, p < .001$; manifest correlation: $r = .52, p > .001$). When estimating this and all subsequent models, we used the preferred estimator for categorical variables: the Weighted Least Squares Mean and Variance adjusted estimator (WLSMV; Muthén & Muthén, 2010).
We also tested a 1-dimensional model with all indicators combined under one general factor; however, the fit indices decreased considerably. In order to compare the 2-dimensional and 1-dimensional model, $\chi^2$ values in Table 1 cannot be directly subtracted to compare them because computing the differences of $\chi^2$ values and $df$ between models is not appropriate if WLSMV estimation is applied (Muthén & Muthén, 2010, p. 435). Thus, we carried out a $\chi^2$ difference test in Mplus (Muthén & Muthén, 2010), which showed that the 2-dimensional model fit significantly better than the 1-dimensional model ($\chi^2 = 86.121; df = 1; p < .001$). After this, the 2-dimensional model was applied to each grade level (i.e., grade levels 5/6, 7/8, 9, and 10/11) separately, also showing a very good fit (Table 1).

In summary, the 2-dimensional model fit well in the overall sample and for each grade level. Thus, the processes knowledge acquisition and knowledge application were empirically distinguished, supporting Hypothesis 1.

**Measurement Model of g**

As a prerequisite for all analyses involving g, we had to test a measurement model for the CFT. Because the CFT contains 56 items, we decided to use the item-to-construct balance recommended by Little, Cunningham, Shahar, and Widaman (2002) to assign items to four parcels. Each parcel consisted of 14 CFT items to reduce the number of parameters to be estimated. The mean difficulty of the parcels did not differ significantly ($M_1 = .72; M_2 = .75; M_3 = .71; M_4 = .66; F_{3.56} = 0.52; p > .05$) and the parcels’ factor loadings were also comparable ($\beta_1 = .82, \beta_1 = .78, \beta_1 = .80, \beta_1 = .78, F_{3.56} = 0.33; p > .05$). The measurement model with g based on four parcels showed a very good fit for the overall sample ($N = 486; \chi^2 = .717; df = 2; p > .05; CFI = .999; TLI = .999; RMSEA = .001$), as well as for the different grade levels (CFI = .991-.999; TLI = .991-.999; RMSEA = .001-.002).
Hypothesis 2: Measurement Invariance

Measurement invariance was tested by multigroup analyses using the means and covariance structure (MACS) approach within SEM. The general procedure of testing measurement invariance is explained in detail by Byrne and Stewart (2006). They describe a series of hierarchical steps that have to be carried out such that each step imposes an increasingly greater number of restrictions to model parameters to test invariance. Thereby, four different models of invariance are distinguished: configural invariance, weak factorial invariance, strong factorial invariance, and strict factorial invariance. In general, measurement invariance is met if restrictions of model parameters in one model do not generate a substantially worse model fit in comparison to an unrestricted model. The model fit can be evaluated by either a practical perspective, reflected in a drop in fit indices such as the CFI (CFI < .01; Cheung & Rensvold, 2002), or by a stricter traditional approach, indicated by a significant $\chi^2$ difference test. Only if at least strong factorial invariance is established can latent mean comparisons (Hypothesis 3) be meaningfully interpreted. Otherwise, between-group differences may reflect psychometric properties of the items and not true differences (Byrne & Stewart, 2006).

CPS. To test the measurement invariance of MicroDYN, we applied a procedure that is slightly different from the typical one recommended by Byrne and Stewart (2006). MicroDYN data were based on categorical variables and, thus, constraints on model parameters differed in comparison to invariance tests based on continuous variables (Muthén & Muthén, 2010, p. 433).

Indices of global model fit for all analyses on measurement invariance are shown in Table 2. Based on the 2-dimensional model derived in Hypothesis 1, this multigroup model testing configural invariance of CPS fit well. In this model, thresholds $^2$ and factor loadings were not constrained across groups, factor means were fixed to zero in all groups, and

$^2$ In models containing categorical variables, thresholds are used instead of intercepts.
residual variances were fixed to one in all groups (as recommended by Muthén & Muthén, 2010, p. 434) instead of freely estimating residuals as it is done with continuous outcomes.

Please insert Table 2 about here

Weak factorial invariance was not tested because it is not recommended when the WLSMV estimator for categorical outcomes is used (Muthén & Muthén, 2010, p. 433). Thus, the next step was to test for strong factorial invariance, in which thresholds and factor loadings were constrained to be equal across groups, residual variances were fixed to one, and factor means were fixed to zero in one group (i.e., grade level 5/6), whereas there were no constraints specified in any other group (Muthén & Muthén, 2010, p. 343). The strong factorial invariance model did not show a decrease in model fit based on the practical perspective (ΔCFI < .01) or based on the stricter traditional perspective (nonsignificant $\chi^2$ difference test, Table 2) compared to the configural invariance model. Finally, we evaluated strict factorial invariance, in which, in addition to the restrictions realized in strong factorial invariance, all residual variances were fixed to one in all groups. Results from Table 2 showed that MicroDYN was also invariant in a strict sense, even though strict factorial invariance is not a prerequisite for group comparisons of latent factor means and variances (see Byrne & Stewart, 2006).

Although invariance was found for MicroDYN, suggesting an identical factor structure across grade levels, single path coefficients can differ without compromising the invariance of the overall model. This would account for correlations between measures of knowledge acquisition and knowledge application, which varied across the different grade levels ($r_{5/6} = .82, SE = .05$; $r_{7/8} = .68, SE = .05$; $r_{9} = .94, SE = .06$; $r_{10/11} = .72, SE = .05$). The two dimensions correlated significantly higher in grade level 9 than in grade level 5/6 (based on z-statistics), which in turn showed a significantly higher correlation than grade levels 10/11 and 7/8, whereas the latter two did not differ significantly ($10/11 = 7/8 < 5/6 < 9$). These findings
raised some concerns about the pattern of results for Grade 9; these will be discussed later on in more detail.

In summary, MicroDYN showed measurement invariance so that latent mean differences could be interpreted as true differences in the construct being measured (Byrne & Stewart, 2006). Consequently, Hypothesis 2 was supported.

g. As a prerequisite for Hypothesis 4, we tested for construct validity between CPS, g, and external criteria. At this stage, we also checked for the measurement invariance of the CFT as described in the Method section (and recommended by Byrne & Stewart, 2006). We used Maximum Likelihood estimation for continuous variables for all models because CFT data were parceled and could be considered continuous. The CFT was invariant in a strict sense as indicated by a nonsignificant $\chi^2$ difference ($p > .10$) between the models of strict factorial invariance ($\chi^2 = 25.546$, $df = 26$; CFI = .999, TLI = .999, RMSEA = .001) and configural invariance ($\chi^2 = 3.908$, $df = 6$; CFI = .999, TLI = .999, RMSEA = .001).

**Hypothesis 3: Latent Mean Comparisons**

CPS. As a prerequisite for comparing means across groups, the MicroDYN scale had to be fixed to a user-specified level by setting the latent means of a reference group to zero in both dimensions (e.g., grade level 5/6), whereas the latent means of all other groups were freely estimated and subsequently compared to the reference group. Thus, we used the strong factorial invariance model and compared all grade levels with each other, starting with grade level 5/6 as the reference group (left part of Table 3), whereas grade level 7/8 served as the reference group in a second comparison (middle part of Table 3) and grade level 9 in a third comparison.
It was expected that all latent means would have a positive value and would differ significantly from the corresponding reference groups, thereby indicating that students in higher grade levels performed better.

Results for measures of knowledge acquisition indicated that grade level 9 performed worse than grade level 5/6 (cf. Table 3), which in turn performed worse than grade levels 7/8 and 10/11, whereas the means of the latter two grade levels did not differ significantly (rank order: grade level 9 < 5/6 < 7/8 = 10/11). Comparisons between the latent means of the measures of knowledge application scores showed that, once again, grade level 9 performed worst, followed by grade levels 5/6 and 10/11, neither of which differed significantly from grade level 9. Grade level 7/8 performed better than all other grade levels (rank order: grade level 9 < 5/6 = 10/11 < 7/8).

g. Similar to MicroDYN, grade level 9 had significantly lower means on CFT scores compared to grade level 7/8 (\(M_{7/8} = 0; M_9 = -.55, SE = .15, p < .01\)) and also compared to grade level 10 (\(M_{10} = 0; M_9 = -.38, SE = .17, p < .05\)), whereas the latter did not differ significantly from grade level 7/8 (\(M_{7/8} = 0; M_{10} = -.15, SE = .12, p > .05\)). The overall order of the means was comparable to the pattern for measures of knowledge acquisition (rank order: grade level 9 < 7/8 = 10; the CFT was not administered to Grades 5, 6, and 11).

In summary, findings were not as straightforward as expected because performance on all measures did not increase consistently in higher grade levels. In addition to the generally low performance in grade level 9 on all measures, measures of knowledge application scores dropped for grade level 10/11 compared to grade level 7/8, whereas measures of knowledge acquisition remained stable. Thus, Hypothesis 3 was only partially supported.

**Hypothesis 4: Construct Validity**

All analyses to test relations between CPS and GMA (Hypothesis 4a) used models with latent variables within structural equation modeling. However, results for CPS, GMA, GPA, and parental education (Hypotheses 4b and 4c) were based on path analyses using manifest
variables because the sample sizes of the subsamples (e.g., Hypothesis 4b: \( N = 75 \) in Grade 11) were not appropriate for latent analyses.

**CPS and g.** We assumed that g would predict CPS performance; however, a significant amount of variance was expected to remain unexplained (Hypothesis 4a). Thus, by using structural equation modeling, we regressed MicroDYN on the CFT and estimated the proportion of explained variance in the MicroDYN dimensions. Results illustrated in Table 4 showed that the CFT explained performance in measures of knowledge acquisition and knowledge application in the overall model, as well as in all separate grade level models.

<table>
<thead>
<tr>
<th>Please insert Table 4 about here</th>
</tr>
</thead>
</table>

Although the CFT significantly predicted performance for both dimensions, the residuals of measures of knowledge acquisition and knowledge application were still highly correlated (\( r = .32 - .62 \)), indicating common aspects of CPS dimensions separable from g. The model fit well for the overall sample (CFI = .948, TLI = .971, RMSEA = .053) and showed a good to acceptable fit for the several grade level models (CFI = .932 - .992, TLI = .960 - .994, RMSEA = .032 - .062). Except for grade level 9 (\( p < .01 \)), path coefficients of the CFT predicting the dimensions acquisition and application (left part of Table 4) differed only marginally between grade levels (\( p > .05 \)).

Overall, participants in grade level 9 showed unexpected data patterns for Hypotheses 2, 3, and 4a: They scored the worst by far on MicroDYN and the CFT, in comparison to both other grade levels and the CFT scaling sample. Further, measures of knowledge acquisition and knowledge application were extremely highly correlated in grade level 9 (see results in Hypothesis 2). Also, MicroDYN and the CFT were related more strongly than in all other grade levels (see Hypothesis 4a and residual correlations in Table 4). The combination of poor performance on all measures and increased correlations between them indicate that covariates strongly influenced performance scores. Thus, we decided to elaborate on possible
reasons for the unexpected pattern of results in the Discussion section and to exclude grade level 9 from further analyses.

**CPS, g, and GPA.** Having shown that MicroDYN had a significant amount of unshared variance with the CFT, the two constructs might also differ in their predictive validity, further indicating that CPS is separable from g. Thus, we checked the incremental validity of MicroDYN beyond the CFT in predicting performance in GPA (Hypothesis 4b). We decided to use grades (e.g., Grades 7 and 8, respectively) instead of grade levels (e.g., grade level 7/8) in these analyses because school GPA is not comparable between different grades, and the same GPA in different grades (e.g., Grade 7 or Grade 8) reflects different levels of performance.

Whereas scores on MicroDYN and the CFT were based on the same test for all students, GPA depended on demands that varied across grades. We used manifest path analyses due to the small sample sizes within each grade: As shown in Table 5, the criterion GPA was predicted by only MicroDYN, only CFT, and, in a final step, by MicroDYN and the CFT simultaneously. In the last model, both predictors, the CFT and MicroDYN, were combined to determine the incremental validity of MicroDYN by comparing the explained variance of this model with the explained variance of the model containing only the CFT (indicated by $\Delta R^2$ in Table 5).

Results displayed in Table 5 showed that although MicroDYN predicted performance in GPA, the CFT was more strongly related to GPA. Additionally, MicroDYN added a small percentage of variance when predicting GPA together with the CFT in Grades 8 and 10. Global model fit was good (RMSEA = .000 - .001, CFI = .991 - .999). Thus, Hypothesis 4b was supported even though this finding was not consistent across all grades.

**CPS, g, and parental education.** To investigate the impact of potential determinants of CPS, we expected that parental education would predict performance for MicroDYN and the
CFT (Hypothesis 4c). We used path analysis due to the small sample sizes within each grade and predicted performance in MicroDYN and the CFT by parental education. Results showed that mothers’ education predicted performance in MicroDYN in Grade 7 ($R^2_{\text{MicroDYN}} = .03, p < .05$; $R^2_{\text{CFT}} = .00, p > .05$) and Grade 8 ($R^2_{\text{MicroDYN}} = .06, p < .05$; $R^2_{\text{CFT}} = .03, p > .05$), but not on the CFT. The opposite was true in Grade 10 ($R^2_{\text{MicroDYN}} = .00, p > .05$; $R^2_{\text{CFT}} = .04, p < .05$). Fathers’ education yielded significant paths for MicroDYN and the CFT only in Grade 7 ($R^2_{\text{MicroDYN}} = .02, p < .05$; $R^2_{\text{CFT}} = .02, p < .05$), although fathers’ education was significantly correlated with mothers’ education ($r = .54, p < .01$). In summary, mothers’ education predicted performance in MicroDYN and on the CFT, even though this finding was not consistent across all grades, partially supporting Hypothesis 4c.

**Discussion**

The aim of the present study was to enhance the understanding of complex problem solving and to evaluate its relevance in educational contexts by defining the concept and by establishing construct validity in a sample of Hungarian high school students. Generally, the results of the current study provided support for an understanding of CPS as a broad mental process measurable by means of computer-based assessment with high relevance to education. More specifically, (a) CPS was best modeled as a 2-dimensional construct with knowledge acquisition and knowledge application, (b) measurement of these two dimensions was invariant across groups composed of Hungarian high school students ranging from 11 to 17 years in age, and (c) latent mean comparisons revealed an increase in knowledge acquisition and in knowledge application in part (i.e., only from grade level 5/6 to 7/8) with increasing grade level. However, this was not true for students in Grade 9, who performed lowest on both dimensions as will be discussed later on. (d) CPS was correlated with and yet clearly distinct from a measure of g and exhibited predictive validity beyond it. Further, level of parental education was related to CPS and g yielding overall important educational implications for the understanding of complex cognitive abilities such as CPS.
(1) Dimensionality: Knowledge Acquisition and Knowledge Application

The data showed the best fit to the model that assumed the existence of two dimensions of CPS, knowledge acquisition and knowledge application. This finding supports a common assumption that knowledge acquisition is a necessary but not a sufficient condition for knowledge application. For instance, Newell and Simon (1972) stated that goal-oriented problem solving necessitates an adequate problem space, in which important knowledge about the problem is stored. However, they also acknowledged that generating and applying a solution depends on additional procedural abilities, such as forecasting, strategic planning, or carrying out planned actions (Raven, 2000). Consequently, research on CPS has generally applied a knowledge acquisition and a subsequent knowledge application phase (e.g., Kröner et al., 2005). Results in this study supported these findings within a psychometric assessment approach for different grade levels of students.

Usually ability assessment is limited to the evaluation of final solutions. That is, the final results of cognitive processes, for instance, knowledge application scores in CPS, are used in educational contexts to make selection decisions, to initiate specific training measures, or to assess an entire educational system. However, the cognitive process of deriving a representation and actually carrying out a problem solution is often disregarded, but some added value is to be expected by establishing more process-oriented measures. Clearly, CPS with its broad components is a valid candidate for such an enterprise, and future research should attend to the issue of process measures as their added value becomes available through computer-based assessment.

(2) Measurement Invariance across Grade Levels (Structural Stability)

Comparing CPS scores between grade levels requires that the assessment instrument, MicroDYN, measures exactly the same construct across groups as indicated by measurement invariance. The current study tested CPS for strong invariance of a first-order structure composed of the two dimensions knowledge acquisition and knowledge application.
According to Byrne and Stewart (2006), evidence of invariance can be based on either a traditional perspective by evaluating significant drops in overall fit or on a more practical perspective by evaluating absolute changes in fit criteria. As portrayed in Table 2, results from either perspective strongly supported the invariance of CPS across grade levels 5 through 11 in Hungarian students, speaking generally well for the MicroDYN measure and its Hungarian adoption. That is, individual differences in factor scores are due to differences in underlying ability, allowing direct comparisons of ability levels between students and between grades.

Results of tests of measurement invariance can also provide insight into the structural development and the structural stability of knowledge acquisition and knowledge application even though these are somewhat limited by the cross-sectional nature of the data. Whereas no studies have addressed the issue of structural stability in CPS until now, much is known about it in g. A large body of studies has suggested that both g on stratum III and broad cognitive abilities on stratum II within the CHC theory are shaped by the time students begin attending school (e.g., Salthouse & Davis, 2008). That is, the factorial structure of g is built early in childhood (no later than by the age of 6) and then remains constant for several decades. It is only in older age that differentiation may once again decrease, as indicated by increasing correlations among stratum II abilities and higher factor loadings on g (Deary, Whalley, & Crawford, 2004). CPS is composed of complex mental operations (Funke, 2010). Thus, differentiation into knowledge acquisition and knowledge application is unlikely to take place earlier than it takes place in g. As strict factorial invariance holds from grade levels 5/6 (youngest age: 11 years) to 10/11, this differentiation cannot take place before the age of 6 but has largely taken place by the age of 11. That is, the results of our study suggest that at the age of 11, the structural stability of CPS can be assumed.
(3) Latent Mean Comparisons across Grade Levels

After finding evidence of an invariant factor structure, the study tested latent mean differences between grade levels. Results revealed that the mean scores of grade level 7/8 were higher than those of grade level 5/6, whereas grade level 9 scored lowest on both indicators. Grade level 10/11 showed the same performance as grade level 7/8 in knowledge acquisition but showed a small and yet significant decrease in knowledge application.

Not entirely unexpected, latent scores of students in grade level 9 exhibited a substantial drop in performance on both dimensions and, additionally, on latent scores of the CFT. This drop and the consolidation of performance in grade 10/11 can be seen in the context of the transition from elementary to secondary school in Hungary, which takes place just before entering Grade 9. School transitions in general yield personal and academic challenges and are highly likely to be associated with achievement loss (e.g., Smith, 2006). In the specific case of Hungary, Molnár and Csapó (2007) showed that this performance decrease is not limited to our sample reporting a general decrease in test scores in Grade 9 for Hungarian students. These drops in academic performance tend to recover to their pretransitional level in the year following the transition (Alspaugh & Harting, 1995).

There is a mutual understanding among researchers that transition impairs achievement. However, little is known about the underlying mechanisms. Besides stress imposed by the distracting nature of changing peer relationships, new norms, and harsher grading compared to elementary school (Alspaugh & Harting, 1995), a general loss of motivation partly attributable to effects of pubertal changes (Wigfield, Byrnes, & Eccles, 2006) is assumed to further attenuate test performance (Smith, 2006). In our study, not only was mean performance level higher, but latent correlations between knowledge application, knowledge acquisition, and g were also strikingly higher in grade level 9 than in any other grade level, possibly pointing to motivational issues as the underlying cause. That is, as students were less motivated to perform well on any of the tests, the variance in performance scores was largely
generated by different levels of motivation, resulting in high correlations between constructs. This is a well-known effect in research on the development of intelligence. However, alternative explanations for the performance drop in Grade 9 are feasible as well. For instance, students in lower grades might have perceived the CPS task as some kind of game and enjoyed working on it, whereas tasks might have been simplistic and boring to students in higher grades.

Considering the significant drop precisely at the change from elementary to secondary school and the (partial) recovery in scores in grade level 10/11 at some point after the transition observed in our study, transition apparently plays a role in explaining performance patterns across grades. However, to reveal the underlying causes and to decide between competing explanations, more comprehensive and experimental studies are required. Therefore, we decided not to interpret the results from students in grade level 9 and to interpret results from grade level 10/11 with caution in all further analyses.

After excluding grade level 9, a more consistent picture of latent means could be drawn. First, scores increased significantly from grade level 5/6 to 7/8 for both CPS processes and $g$, showing a combined effect of school- and out-of-school experiences, even literature acknowledges that schooling plays a large role in this development (Rutter & Maughan, 2002). Substantive interpretation of these results suggests that a change in mean scores may indeed reflect true between-grade-level differences, which is in line with research that has reported that substantial cognitive development takes place at this age (Byrnes, 2001).

However, the picture is different for the change in latent means from grade level 7/8 to 10/11: whereas $g$ and knowledge acquisition remained at least stable, there was a statistically significant albeit small drop in performance for knowledge application. This is in contradiction to Byrnes (2001), who claims that both declarative and procedural knowledge increase with age during the adolescent period without having studies including CPS available for his review. Further, the performance decrease in knowledge application from grade level
7/8 to 10/11 of the two CPS processes was accompanied by decreasing latent correlations.\textsuperscript{3} That is, as knowledge acquisition and knowledge application exhibited different patterns of latent means across grade levels, they also became continuously less connected (shared variance dropped from 73% to 46%).

The potentially different developmental trajectories of knowledge acquisition and knowledge application and the change in correlation patterns in higher grades cannot be explained only as an effect of transition and its consequences because no drop from grade 7/8 to grade 10/11 was observed for knowledge acquisition, but rather only for knowledge application. Thus, there may be other causes that underlie this effect. This finding is in line with Spearman’s (1927) law of diminishing returns, which claims that correlations between different tests decrease with increasing age, postulating a successive differentiation as time goes by. This conception has received considerable criticism from intelligence researchers, but has not been considered for CPS. One possible explanation is that the development of knowledge application and knowledge acquisition may increasingly diverge across the lifespan, similar to what Spearman (1927) proposed for g, and as our data tentatively suggest.

Another explanation for the different development trajectories of knowledge acquisition and knowledge application is that the Hungarian school system is known as a traditional system with little emphasis on procedural knowledge as captured in knowledge application (Nagy, 2008). As a consequence, knowledge application skills might have deteriorated between grade levels 7/8 and 10/11, whereas knowledge acquisition and g were at least consolidated on a stable level. Clearly, these tentative results based on cross-sectional data have to be cautiously interpreted, and other interpretations may account equally well for the different development of the two dimensions knowledge acquisition and knowledge application. Thus, replications of these results are needed as this is the first study on the development of CPS, but these findings point out interesting paths for future research.

\textsuperscript{3} Please note that single latent correlations may differ without compromising strong measurement invariance and do not contradict the finding of invariance (Byrne & Stewart, 2006).
(4) Construct Validity: CPS, g, and External Variables

To shed further light on CPS and to relate it to other measures of cognitive performance, we investigated relations between CPS and g, GPA, and parental education. The most comprehensive and most widely acknowledged approach to understanding mental ability is found in the CHC theory, which assumes three hierarchically arranged strata of mental abilities with g located on a general stratum III (McGrew, 2009). Two questions about CPS and CHC theory need to be answered: How does CPS relate to g? And how does CPS relate to the broad cognitive abilities on stratum II?

Clearly, CPS is influenced by g (e.g., Kröner et al., 2005; Wüstenberg et al., 2012), but the path coefficients between g and CPS that ranged from .32 to .62 in this study were substantially lower than those usually reported between g and other stratum II abilities. Does this imply that CPS cannot be subsumed within stratum II? We did not explicitly measure stratum II abilities, but used the CFT to test fluid intelligence, which is assumed to be at the core of g (Carroll, 2003). In fact, fluid intelligence exhibits the highest factor loading on g, and some researchers suggest isomorphism between the two (e.g., Gustafsson, 1984). Considering that CPS is measured by dynamic and interactive tasks, whereas stratum II abilities are exclusively measured by static tasks, which do not assess the ability to actively integrate information or to use dynamically given feedback to adjust behavior (Wüstenberg et al., 2012), CPS may indeed constitute one aspect of g that is not yet included within stratum II. This may particularly hold for knowledge application, which exhibited lower correlations with g than knowledge acquisition.

Sound measures of CPS have emerged only recently and were not available in studies that have tested the CHC theory. However, new stratum II abilities, such as general knowledge or psychomotor speed, have been tentatively identified (McGrew, 2009) and have led to adaptations of the CHC theory. Further widening the view by including dynamic measures of CPS in future studies as recently proposed by Wüstenberg et al. (2012) may turn
out to increase the understanding of how mental ability is structured. Results in the current study, albeit tentative, suggest divergent validity between measures of g and CPS, even though the theoretical implications of these findings are not conclusive. On the other hand, if CPS is really important and contributes to the explanation of students’ performance in educational contexts, this should be reflected by the prediction of relevant external variables.

To test this assumption, we related g and CPS to GPA and checked whether CPS incrementally predicted GPA beyond g. We further related CPS to another relevant external variable, parental education. GPA is assumed to reflect the level of academic achievement over a longer period of time and was strongly related to g in our study. This is in alignment with a large body of research and is insofar not surprising as measures of g were originally constructed to predict academic performance in school (Jensen, 1998). In addition to g, representation of complex problems indicated by knowledge acquisition added a small percentage of explained variance, whereas the paths for knowledge application were mostly not substantial. Again, this was not surprising because the representation of acquired knowledge is demanded in school more frequently than actively carrying out a pattern of solution steps (Lynch & Macbeth, 1998). Further, this pattern of results is in line with a recent study by Wüstenberg et al. (2012), who also reported the empirical significance of knowledge acquisition beyond measures of g in predicting GPA.

Parental education, which served as a predictor of both CPS and g in our study, has been shown to be the most important socioeconomic factor in influencing school performance (Myrberg & Rosen, 2008) and to be somewhat related to g. To this end, Rindermann, Flores-Mendoza, and Mansur-Alves (2010) reported a small yet significant relation of parental education and g. In our study, parental education predicted g as well as CPS, even though not consistently in all grades. One explanation for the significant relation between CPS and parental education especially in earlier grades may be that parents with higher levels of education provide more stimulating and activating learning environments, offer more
emotional warmth, and often engage in playful and educational activities with their children (Davis-Kean, 2005). These children may be confronted more often with dynamic and interactive situations, which are fundamental for acquiring and applying new knowledge.

How can these findings further inform a theoretical understanding of g, CPS, and their reciprocal relation? Clearly, g is a good predictor of academic achievement, which can be somewhat complemented by CPS as shown in this study and in Wüstenberg et al. (2012). Additional support for the relevance of CPS is found in Danner et al. (2011), who reported that CPS predicted supervisor ratings on the job beyond g. In summary, more research on the nature of CPS is needed to bolster the results found in this study, but the increase in the accuracy yielded by CPS in predicting relevant external criteria is a promising starting point.

Limitations

Obvious limitations of this study that require consideration refer primarily to sample characteristics and methodological issues: a cross-sectional design of a limited age span in only a few grade levels was used, thus prohibiting generalization of results and causal conclusions. Further, there might have been small flaws in the representativeness of our subsample, paired with potentially influential transition effects, and leading to the exclusion of Grade 9 in the analyses on construct validity. We clearly acknowledge that relations between constructs may differ depending on the methods applied (e.g., Myrberg & Rosen, 2008) and that, therefore, our results are to a certain extent tentative and not generalizable. However, a more severe problem research on CPS suffers from is due to the fact that few studies have addressed the issue of the assessment and construct validity of CPS. Thus, directly comparing our results to previous research is difficult and interpretations remain inconclusive. Clearly, research will strongly benefit from widening the view to other designs.

A second point relates to the understanding of g in this study. By employing the CFT, we tested a rather narrow aspect of g, and it is difficult to relate CPS and the CHC theory when only single measures are applied. On the other hand, fluid intelligence is the strongest
marker of g (Carroll, 2003) and one of its most frequently used tests. We suggest for further research to again widen the view by explicitly assessing different stratum II abilities. However, just as our measure of g could be challenged, this is also true for the measure of CPS: The nature of the tasks we used heavily influenced the problem solving process and narrowed it down to a certain extent, an issue faced by any latent construct. For instance, Newell and Simon (1972) suggested that problem solvers refer back to the problem space when carrying out a problem solution. This interaction between knowledge acquisition and knowledge application was not included in our study. On the other hand, the two main processes identified by problem-solving research (i.e., representation and solution) are theoretically implemented in our measure of CPS and were empirically separable. Further, careful attempts to develop CPS measures have been scarce until now, and our results suggest that using multiple complex tasks is a valid approach for capturing CPS performance.

**Implications and Conclusion**

The general impact of schooling on mental ability has been widely acknowledged (Rutter & Maughan, 2002). At the same time, enhancing cognitive performance in school, or in other words, improving students’ minds, is a major challenge of education and an educational goal in itself (Mayer & Wittrock, 2006). In fact, large-scale assessments such as PISA are explicitly aimed at describing and comparing levels of achievement in different educational systems, but the implicitly made notion is to find ways to make education more efficient, for example, by enhancing complex cognitions such as problem solving. When it comes to these complex cognitions, it is often assumed that this challenge is met implicitly in school. To describe this phenomenon, Mayer and Wittrock (2006) introduced the term *hidden curriculum*, stating that “educators expect students to be able to solve problems […] but rarely provide problem-solving instruction” (p. 296). The assumption of a hidden curriculum may partly be unjustified as the results of our study suggest: CPS and its components were not as strongly fostered as one might have hoped.
In the search for methods that promote CPS, Mayer and Wittrock (2006) listed seven instructional methods with a more or less proven impact on problem solving. However, one general disadvantage of approaches aimed at enhancing problem-solving skills is that evidence for transfer to other types of problems is rather scarce (Mansfield, Busse, & Krepelka, 1978). To this end, Mayer and Wittrock (2006) concluded that teaching domain-specific skills is more promising than trying to foster domain-general CPS abilities.

At this point, we are less pessimistic and differ in our view from Mayer and Wittrock (2006). Similar to our position, Novick, Hurley, and Francis (1999) underline the importance of general processes in problem solving by stating that abstract representation schemas (e.g., causal models or concept maps) are more useful than specifically relevant example problems for understanding the structure of novel problems because these general representations are not contaminated by specific content (Holyoak, 1985). Also Chen and Klahr (1999) showed that training students in how to conduct experiments that allow for causal inferences led to an increase in the knowledge acquired, even though it was gathered in a specific context (i.e., science education). This knowledge was successfully transferred to different tasks. Specifically, students in the experimental group performed better on tasks that were comparable to the original one but also in generalizing the knowledge gained across various tasks (Chen & Klahr, 1999).

In line with Chen and Klahr (1999), the results of our study also support the concept of generally important and transferable CPS processes. Changes in students’ CPS performance may very well be reflected by corresponding increases in MicroDYN scores, independent of whether they are induced by specific training methods such as guided discovery or by school in general. Therefore, we suggest thoroughly investigating the educational implications of using MicroDYN as a training tool for domain-unspecific knowledge acquisition and application skills. It is under this assumption that CPS is employed in PISA 2012 as a domain-general and complementary measure to domain-specific concepts (OECD, 2010).
However, even though today’s students need to be prepared to meet different challenges than 30 years ago, and the concept of life-long learning, thus extending the educational span to a lifetime, has become increasingly popular (Smith & Reio, 2006), one should not count one’s chickens before they hatch. Said otherwise, it may be premature to consider specific training issues. Further, a deeper understanding of CPS and its relation to g seems to be needed in light of the scarce empirical evidence. With the present study, we want to empirically and conceptually contribute to this new debate, and we conclude by emphasizing the great potential that CPS has as an educationally relevant construct. Just as Alfred Binet and Théodore Simon (1905) saw the relevance of general mental ability for academic achievement and laid the foundation of modern intelligence research, Gestalt psychologists such as Karl Duncker (1945) were well aware of the implications and importance of problem solving in education. However, it is only in light of current developments that the issue of how to make students good problem solvers is finally receiving the attention it deserves within psychology.
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Table 1

*Goodness of Fit Indices for Testing Dimensionality of MicroDYN, Overall and by Class Level*

<table>
<thead>
<tr>
<th>Model</th>
<th>$\chi^2$</th>
<th>df</th>
<th>$p$</th>
<th>CFI</th>
<th>TLI</th>
<th>RMSEA</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-dimensional including all class levels</td>
<td>164.068</td>
<td>53</td>
<td>.001</td>
<td>.967</td>
<td>.978</td>
<td>.050</td>
<td>855</td>
</tr>
<tr>
<td>1-dimensional including all class levels</td>
<td>329.352</td>
<td>52</td>
<td>.001</td>
<td>.912</td>
<td>.944</td>
<td>.079</td>
<td>855</td>
</tr>
<tr>
<td>2-dimensional only class level 5/6</td>
<td>65.912</td>
<td>35</td>
<td>.001</td>
<td>.966</td>
<td>.966</td>
<td>.064</td>
<td>216</td>
</tr>
<tr>
<td>2-dimensional only class level 7/8</td>
<td>77.539</td>
<td>13</td>
<td>.001</td>
<td>.969</td>
<td>.969</td>
<td>.056</td>
<td>300</td>
</tr>
<tr>
<td>2-dimensional only class level 9</td>
<td>13.908</td>
<td>29</td>
<td>.380</td>
<td>.996</td>
<td>.996</td>
<td>.029</td>
<td>83</td>
</tr>
<tr>
<td>2-dimensional only class level 10/11</td>
<td>51.338</td>
<td>40</td>
<td>.001</td>
<td>.991</td>
<td>.991</td>
<td>.033</td>
<td>256</td>
</tr>
</tbody>
</table>

*Note.* $df =$ degrees of freedom; CFI = Comparative Fit Index; TLI = Tucker Lewis Index; RMSEA = Root Mean Square Error of Approximation; $\chi^2$ and $df$ are estimated by WLSMV.
Table 2

*Goodness of Fit Indices for Measurement Invariance of MicroDYN*

<table>
<thead>
<tr>
<th>Model</th>
<th>$\chi^2$</th>
<th>df</th>
<th>Compare with</th>
<th>$\Delta \chi^2 (1)$</th>
<th>$\Delta df (1)$</th>
<th>p</th>
<th>CFI</th>
<th>TLI</th>
<th>RMSEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Configural Invariance</td>
<td>161.045</td>
<td>104</td>
<td></td>
<td></td>
<td></td>
<td>.975</td>
<td>.975</td>
<td>.051</td>
<td></td>
</tr>
<tr>
<td>(2) Strong Factorial Invariance</td>
<td>170.101</td>
<td>115</td>
<td>(1)</td>
<td>22.294</td>
<td>23</td>
<td>&gt;.10</td>
<td>.976</td>
<td>.982</td>
<td>.047</td>
</tr>
<tr>
<td>(3) Strict Factorial Invariance</td>
<td>165.826</td>
<td>116</td>
<td>(1)</td>
<td>53.159</td>
<td>43</td>
<td>&gt;.10</td>
<td>.978</td>
<td>.983</td>
<td>.045</td>
</tr>
</tbody>
</table>

Note. $df$ = degrees of freedom; CFI = Comparative Fit Index; TLI = Tucker Lewis Index; RMSEA = Root Mean Square Error of Approximation; $\chi^2$ and $df$ were estimated by WLSMV. $\chi^2$ and $\Delta df$ were estimated by Difference Test-procedure in MPlus (see Muthén & Muthén, 2004). $\chi^2$- differences between models cannot be compared by subtracting $\chi^2$ and $df$, if WLSMV-estimators are used.
Table 3

*Latent Mean Comparisons of Knowledge Acquisition and Knowledge Application (MicroDYN) Between Different Class Levels*

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Model</th>
<th>Compare with</th>
<th>M (SE)</th>
<th>p</th>
<th>Compare with</th>
<th>M (SE)</th>
<th>p</th>
<th>Compare with</th>
<th>M (SE)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1) class level 5+6</td>
<td>.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acquisition</td>
<td>(2) class level 7+8</td>
<td>(1) .18 (.11)</td>
<td>&lt;.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3) class level 9</td>
<td>(1) -.37 (.17)</td>
<td>&lt;.05</td>
<td>(2) -.54 (.15)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(4) class level 10+11</td>
<td>(1) .30 (.15)</td>
<td>&lt;.05</td>
<td>(2) .04 (.13)</td>
<td>&gt;.05</td>
<td>(3) .88 (.36)</td>
<td>&lt;.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Application</td>
<td>(1) class level 5+6</td>
<td>.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2) class level 7+8</td>
<td>(1) .50 (.24)</td>
<td>&lt;.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3) class level 9</td>
<td>(1) -.52 (.25)</td>
<td>&lt;.05</td>
<td>(2) -.72 (.29)</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(4) class level 10+11</td>
<td>(1) .04 (.13)</td>
<td>&gt;.05</td>
<td>(2) -.24 (.11)</td>
<td>&lt;.05</td>
<td>(3) .88 (.36)</td>
<td>&lt;.01</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Note.* M = Latent Mean; SE = Standard Error. Statistical significance of the differences between all groups was determined by z-statistics.
### Table 4

*Prediction of Performance in Knowledge Acquisition and Knowledge Application (MicroDYN) by g, Overall and by Class Level*

<table>
<thead>
<tr>
<th>Model</th>
<th>path coefficient acquisition</th>
<th>path coefficient application</th>
<th>$R^2$ acquisition</th>
<th>$R^2$ application</th>
<th>residual correlation acquisition/application</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>.47 (.04)***</td>
<td>.40 (.05)***</td>
<td>.22 (.04)***</td>
<td>.16 (.04)***</td>
<td>.63 (.05)***</td>
<td>486</td>
</tr>
<tr>
<td>Class level 7/8</td>
<td>.48 (.05)***</td>
<td>.39 (.07)***</td>
<td>.23 (.05)***</td>
<td>.15 (.05)**</td>
<td>.60 (.06)***</td>
<td>284</td>
</tr>
<tr>
<td>Class level 9</td>
<td>.62 (.12)***</td>
<td>.62 (.12)***</td>
<td>.38 (.14)**</td>
<td>.38 (.15)**</td>
<td>.30 (.10)***</td>
<td>79</td>
</tr>
<tr>
<td>Class level 10</td>
<td>.34 (.10)***</td>
<td>.32 (.11)***</td>
<td>.11 (.07)*</td>
<td>.11 (.07)*</td>
<td>.62 (.08)***</td>
<td>123</td>
</tr>
</tbody>
</table>

*p < .05. **p < .01. ***p < .001.*
Table 5

*Prediction of GPA by MicroDYN and CFT*

<table>
<thead>
<tr>
<th>Class</th>
<th>MicroDYN</th>
<th>CFT</th>
<th>MicroDYN &amp; CFT</th>
<th>ΔR²</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>.03*</td>
<td>.19***</td>
<td>.19***</td>
<td>.00</td>
<td>104</td>
</tr>
<tr>
<td>8</td>
<td>.08*</td>
<td>.09***</td>
<td>.13***</td>
<td>.04*</td>
<td>93</td>
</tr>
<tr>
<td>10</td>
<td>.07*</td>
<td>.15***</td>
<td>.18***</td>
<td>.03*</td>
<td>90</td>
</tr>
<tr>
<td>11</td>
<td>.07*</td>
<td></td>
<td></td>
<td></td>
<td>75</td>
</tr>
</tbody>
</table>

*Note.* \( R^2 \) = explained variance. \( \Delta R^2 \) = "*" indicates significant path coefficients of CPS contributing to \( R^2 \).

*p < .05. **p < .01. ***p < .001.*
Figure 1. Structure of a typical MicroDYN task displaying three input (A, B, C) and three output (X, Y, Z) variables.
Figure 2. Screenshot of the MicroDYN task “Game Night.” The controllers of the input variables range from “- -” (value = -2) to “++” (value = +2). The current values and the target values of the output variables are displayed numerically (e.g., current value for Royal: 16; target values: 13-15) and graphically (current value: dots; target value: red line). The correct model is shown at the bottom of the figure.
Appendix

The seven items in this study were varied mainly on two system attributes proven to be most influential on item difficulty (see Greiff, 2012): the number of effects between variables and the quality of effects (i.e., effects of input and output variables).

<table>
<thead>
<tr>
<th>Item</th>
<th><strong>Linear Structural Equations</strong></th>
<th><strong>System size</strong></th>
<th><strong>Effects</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$X_{t+1} = 1^*X_t + 0^*A_t + 2^*B_t$&lt;br&gt;$Y_{t+1} = 1^*Y_t + 0^*A_t + 2^*B_t$</td>
<td>2x2-System</td>
<td>only direct</td>
</tr>
<tr>
<td>2</td>
<td>$X_{t+1} = 1^*X_t + 2^*A_t + 2^*B_t + 0^*C_t$&lt;br&gt;$Y_{t+1} = 1^*Y_t + 0^*A_t + 0^*B_t + 2^*C_t$</td>
<td>2x3-System</td>
<td>only direct</td>
</tr>
<tr>
<td>3</td>
<td>$X_{t+1} = 1^*X_t + 2^*A_t + 2^*B_t + 0^*C_t$&lt;br&gt;$Y_{t+1} = 1^*Y_t + 2^*A_t + 0^*B_t + 2^*C_t$&lt;br&gt;$Z_{t+1} = 1^*Z_t + 0^*A_t + 0^*B_t + 2^*C_t$</td>
<td>3x3-System</td>
<td>only direct</td>
</tr>
<tr>
<td>4</td>
<td>$X_{t+1} = 1^*X_t + 2^*A_t + 2^*B_t + 0^*C_t$&lt;br&gt;$Y_{t+1} = 1^*Y_t + 2^*A_t + 2^*B_t + 0^*C_t$&lt;br&gt;$Z_{t+1} = 1^*Z_t + 0^*A_t + 0^*B_t + 2^*C_t$</td>
<td>3x3-System</td>
<td>only direct</td>
</tr>
<tr>
<td>5</td>
<td>$X_{t+1} = 1^*X_t + 2^*A_t + 0^*B_t + 0^*C_t$&lt;br&gt;$Y_{t+1} = 1^*Y_t + 2^*A_t + 0^*B_t + 0^*C_t$&lt;br&gt;$Z_{t+1} = 1^*Z_t + 0^*A_t + 0^*B_t + 2^*C_t$</td>
<td>3x3-System</td>
<td>direct and indirect</td>
</tr>
<tr>
<td>6</td>
<td>$X_{t+1} = 1.33^*X_t + 2^*A_t + 0^*B_t + 0^*C_t$&lt;br&gt;$Y_{t+1} = 1^*Y_t + 0^*A_t + 0^*B_t + 2^*C_t$</td>
<td>2x3-System</td>
<td>direct and indirect</td>
</tr>
<tr>
<td>7</td>
<td>$X_{t+1} = 1^*X_t + 2^*A_t + 0^*B_t + 0^*C_t$&lt;br&gt;$Y_{t+1} = 1^*Y_t + 2^*A_t + 0^*B_t + 0^*C_t$&lt;br&gt;$Z_{t+1} = 1.33^*Z_t + 0^*A_t + 0^*B_t + 2^*C_t$</td>
<td>3x3-System</td>
<td>direct and indirect</td>
</tr>
</tbody>
</table>

**Note.** $X_t$, $Y_t$, and $Z_t$ denote the values of the output variables, and $A_t$, $B_t$, and $C_t$ denote the values of the input variables during the present trial, whereas $X_{t+1}$, $Y_{t+1}$, and $Z_{t+1}$ denote the values of the output variables in the subsequent trial.
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Abstract

Computer-simulated microworlds have witnessed significant international interest over the last decades as assessment vehicles for complex mental skills. This interest strongly contrasts to what is currently known about measurement characteristics of microworlds. In this study factorial structure, measurement invariance, and latent means of the MicroDYN measure, a computer-based assessment instrument containing an entire set of dynamic microworlds, were examined in 4 German subsamples of junior high school students in 8th to 10th grade ($N = 309$), senior high school students in 11th to 13th grade ($N = 484$), university students ($N = 222$), and blue-collar workers ($N = 181$). The findings support a 2-dimensional structure of the MicroDYN measure with the dimensions knowledge acquisition and knowledge application, suggest satisfactory measurement invariance across all samples, and yield meaningful comparisons between latent means with university students performing best. It is suggested to further explore measurement characteristics of computer-simulated microworlds to fully exploit their potential as means of modern assessment instruments. Implications and limitations are discussed.
Assessment with Microworlds: Factor Structure, Invariance, and Latent Mean Comparison of the MicroDYN Test

The advent of computers in assessment inaugurated a new era of testing across the world: computer-based assessment (CBA) provided the means to optimize standardization of test administration, to increase test efficiency through adaptive testing, to score testees’ answers automatically, to provide immediate feedback, and to gain insights into processes by using information stored in log files. Besides these advantages (cf. Scheuermann & Björnsson, 2009; Van der Linden & Glas, 2000) and associated challenges (e.g., test mode effects; Clariana & Wallance, 2002; Johnson & Green, 2006), exploiting means of technology through CBA allows for a range of new types of skills to be measured, which were not measureable by traditional means of paper-and-pencil testing (Kyllonen, 2009).

This explains the motivation behind the recent shift towards CBA in large-scale assessments such as the Programme for International Student Assessment (PISA): Already in the PISA 2006 survey, a computer-assisted assessment of electronic reading was included (OECD, 2006) and the upcoming PISA survey 2012 will use dynamic microworlds to test cognitive skills associated with interactive problem solving (OECD, 2010). In fact, computer-simulated systems (i.e., microworlds) have frequently been used in the assessment of complex mental processes testing participants’ abilities to actively explore unknown systems, to use efficient meta-cognitive strategies, to acquire knowledge in new and intransparent situations, to actively apply this knowledge, and to readily adapt and respond to actions initiated by the system (Funke, 2001; Raven, 2000). Even though the degree of implemented real-world analogy in these microworlds varies considerably, they all require active action regulation such as incorporating feedback given by the system or goal setting and achievement (Kröner, Plass, & Leutner, 2005).
In the early stages of assessing performance in microworlds, a high resemblance with real-world phenomena was considered crucial and simulations required participants to act as mayor of a town (Dörner & Wearing, 1995), to manage medical systems (Gardner & Berry, 1995), or to coordinate fire fighters (Rigas, Carling, & Brehmer, 2002). However, persistent measurement issues (e.g., insufficient standardization, low reliability, obscured scoring; for an overview consult Greiff, Wüstenberg, & Funke, 2012 and Kröner et al., 2005) initiated a move towards more standardized, fictitious, and thereby less realistic computer simulations. In their microworld Multiflux, Kröner et al. (2005) confront participants with an artificial mechanical machine, whereas Kluge’s (2008) ColorSIM allows testees to create different colors by mixing arbitrarily named substances. An entire set of computer-simulated microworlds with reduced time-on-task is presented within the Genetics Lab assessment (Sonnleitner et al., 2012) as well as in the MicroDYN test (Greiff et al., 2012), the latter constituting the measures used for the PISA 2012 survey (OECD, 2010).

Individual performance is usually decomposed into knowledge acquisition (i.e., representation of a microworld’s structure; Mayer & Wittrock, 2006; Novick & Bassok, 2005) and knowledge application (i.e., finding a solution to reach a desired goal state; Funke, 2001; Klahr & Dunbar, 1988). This decomposition is shown to hold empirically even though both dimensions are substantially correlated (Bühner, Kröner, & Ziegler, 2008; Greiff et al., 2012; Kröner et al., 2005). Further, complex mental processes assessed in microworlds are correlated with and yet distinct from traditional measures of intelligence (Gonzalez, Thomas, & Vanyukov, 2005; Wenke, Frensch, & Funke 2005; Wüstenberg, Greiff, & Funke, 2012) and are reported to incrementally predict relevant outcomes such as school grades (Greiff & Fischer, in press; Wüstenberg et al., 2012) or supervisory ratings (Danner et al., 2011) beyond measures of intelligence. It has therefore been argued that computer-simulated microworlds are attractive candidates for the measurement of complex mental skills (Funke, 2001; Greiff et al., 2012; Kröner et al., 2005).
However, to date little is known about measurement characteristics of microworlds such as MicroDYN, in particular in different target populations. That is, notwithstanding research mentioned above, important issues such as measurement invariance are yet to be scrutinized and previous findings almost entirely rely on homogeneous samples of university students. The present study examines factor structure as well as measurement invariance, and compares latent means for the computer-simulated MicroDYN test (Greiff et al., 2012) in four samples composed of secondary school students (junior high school in 8th to 10th grade and senior high school in 11th to 13th grade), university students, and blue-collar workers.

**MicroDYN and factor structure**

Replicating previous findings, we expect the two skills, knowledge acquisition and knowledge application, to be substantially correlated and yet distinct from each other in the overall sample and in all four subsamples (*Hypothesis 1*).

**MicroDYN and measurement invariance**

A valid comparison of test scores between different populations is predicated on equivalent meaning of these scores across subgroups (French & Finch, 2006). That is, measures must exhibit a certain degree of factorial invariance, which is tested within multigroup confirmatory factor analysis (Byrne & Stewart, 2006). We expect the MicroDYN simulations to be measurement invariant across the four subsamples (*Hypothesis 2*).

**MicroDYN and latent mean comparisons**

Only to the extent measurement invariance holds, between-group differences can be interpreted as true and not psychometric differences in underlying skills (Cheung & Rensvold, 2002). For those parts of the measurement model, for which invariance can be assumed, latent factor means between groups are compared. No published results on latent mean comparisons in microworlds are available, but as educational, academic, and job attainment is substantially associated with cognitive performance in general (cf. Rohde & Thompson, 2007; Schmidt &
Hunter, 1998), this may also hold for complex mental processes relevant when engaging with microworlds. We therefore expect the samples of senior high school students and university students to perform better than students in junior high school and blue-collar workers. No further assumptions on performance differences are posed and no differential effects of performance patterns for knowledge acquisition and knowledge application are a priori expected (Hypothesis 3).

Methods

Participants

The overall sample contained four subgroups of mostly German nationality including junior high school students (N=309; 147 female, 162 male; mean age: $M=14.56$, $SD=1.05$; grades 8 to 10), senior high school students (N=484; 281 female, 198 male, 5 missing sex; mean age: $M=17.68$, $SD=1.21$ grades 11 to 13), university students (N=222; 154 female, 66 male, 2 missing sex; mean age: $M=22.80$, $SD=4.0$) and blue-collar workers (N=181; 12 female, 169 male; mean age: $M=42.85$, $SD=10.57$). School education varied considerably across subgroups, including students or graduates of three different school tracks within German school system (general, intermediate, and high track). In Germany, only the high track continues after grade 10 and offers direct access to tertiary education. Within our sample, blue-collar workers had the lowest level of education (43% general track; 36% intermediate track; 21% high track), followed by junior high school students (17% general track; 51% intermediate track, 32% high track), senior high school students (100% high track) and university students (100% high track and within tertiary education). Test administration was employed within the same computer-based environment for all subgroups. Testing took place at local computer rooms of three different schools (high school students), at university

---

1 Data of single subgroups are already used in other publications, mostly to determine construct and predictive validity of MicroDYN. Analyses on measurement invariance and on latent mean comparisons combining subgroups as presented in this study are fully original.
(university students), and directly at the work place (blue-collar workers). Blue-collar workers were employed at a big car manufacturer located in Southern Germany.

**Measures**

The fully computer-based MicroDYN test is embedded into the formal framework of linear structural equation (LSE) systems introduced by Funke (2001), which are frequently used in assessment contexts (Funke & Frensch, 2007). MicroDYN employs an entire set of independent microworlds with time-on-task being approximately 5 minutes for each microworld. The short time-on-task, which is referred to as minimal complexity in the literature (cf. Greiff et al., 2012), yields several measurement advantages and has proven useful for the computer-based assessment of complex mental skills. A comprehensive description of the MicroDYN approach can be found in Greiff et al. (2012).

A typical MicroDYN microworld contains a limited number of input variables, which are related to a number of output variables. Causal links can exist either between inputs and outputs (i.e., direct effects) or between outputs (i.e., indirect effects). That is, outputs may influence each other or themselves adding a dynamic aspect independent of participants’ interventions to the microworld (Funke & Frensch, 2007). The connections between inputs and outputs are not visible to participants. With regard to semantic embedment, each microworld has a different cover story (e.g., creating chemical substances, growing pumpkins, or coaching a handball team). To avoid uncontrolled influences of prior knowledge, inputs and outputs are either labelled without deep semantic meaning (e.g., training A) or fictitiously (e.g., Natromic as name of a fertilizer). A screenshot of an exemplary task is displayed in Figure 1.

Please insert Figure 1 about here

The procedure in each MicroDYN microworld is identical to the one generally applied in LSE systems, in which participants perform two complex cognitive tasks, knowledge
acquisition and knowledge application. In phase 1, knowledge acquisition, participants are asked to explore the microworld by changing values of the inputs and to represent their gathered knowledge in a causal diagram (Funke, 2001) within a maximum of 3.5 minutes. In phase 2, knowledge application, respondents have to achieve given target values by adequately manipulating the microworld with no more of four active manipulation rounds and within a maximum of 1.5 minutes. Thus, indicators for knowledge acquisition and knowledge application as measures of performance are derived in phase 1 and 2, respectively.

A set of MicroDYN microworlds starts with a detailed instruction including trial tasks, in which participants learn which tasks they are expected to carry out and how to operate the software interface. It continues with several independent microworlds with different underlying structures, each of which is administered in exactly the same way. In the specific MicroDYN test used in this study, six microworlds were employed lasting overall approximately 40 minutes, instruction included. The specific linear equations of all microworlds are found in the Appendix. Each of the six MicroDYN microworlds yielded indicators on knowledge acquisition and knowledge application totaling in 12 indicators.

With regard to knowledge acquisition, full credit was given if participants’ models contained no wrong or additional, but all actual causal links, otherwise zero credit was assigned. A full score in knowledge application was given if goal values were reached, whereas no credit was assigned if target values were not fully reached (for details on scoring cf. Greiff et al., 2012; Kröner et al., 2005).

**Statistical analyses**

We used confirmatory factor analysis (CFA) to empirically evaluate decomposition of performance into knowledge acquisition and knowledge application (Hypothesis 1) and multiple group confirmatory factor analyses (MGCFA) within structural equation modeling (SEM; Bollen, 1989) to test for factorial invariance (Hypothesis 2) as well as to compare
latent means of subgroups (Hypothesis 3). Weighted Least Squares Mean and Variance
adjusted (WLSMV; Muthén & Muthén, 2010) estimator for categorical outcomes was used
for all analyses, which were conducted in the software package Mplus 5.0 (Muthén & Muthén,
2007).

Results

Hypothesis 1: MicroDYN and factor structure

The 2-dimensional model comprising knowledge acquisition and knowledge application
showed a good fit in the overall sample and in each subgroup (Table 1).

According to Hypothesis 1, a 2-dimensional model fitted better than a 1-dimensional
model indicated by a $\chi^2$-difference test² (overall sample: $\chi^2 = 86.206$, df=1, $p<.001$; subgroups:
$\chi^2 = 15.695$-$28.945$, df=1, $p<.001$), although both dimensions were substantially correlated
(overall sample: $r=.81$; subgroups: $r=.76$-$0.84$). Thus, the 2-dimensional model was used as
baseline model for all subsequent analyses. Descriptive analyses of this model showed that
mean task difficulty for the overall sample was moderate for both knowledge acquisition
($M=0.50$; $SD=0.29$) and knowledge application ($M=0.47$; $SD=0.11$), but varied considerably in
subgroups (knowledge acquisition: $M=0.34$-$0.65$; $SD=0.26$-$0.31$; knowledge application: $M=0.35$-
$0.58$; $SD=09$.-$0.13$). Cronbachs’ $\alpha$ was acceptable (overall sample: knowledge acquisition: $\alpha=0.74$;
knowledge application: $\alpha=0.73$; subgroups: knowledge acquisition: $\alpha=0.66$-$0.71$; knowledge
application: $\alpha=0.69$.-$0.76$). In summary, Hypothesis 1 was supported.

² Computing the differences of $\chi^2$-values and df s by subtracting values of the 1-dimensional and 2-dimensional
model in Table 1 to compare models is not appropriate when WLSMV-estimator is used. Thus, we chose a
procedure integrated in the Software Mplus to compute $\chi^2$-difference tests (Muthén & Muthén, 2010, p. 435).
Hypothesis 2: MicroDYN and measurement invariance

To analyze measurement invariance, we followed a specific procedure for categorical data described by Muthén and Muthén (2010, p.434). First, we tested configural invariance by estimating parameters of the baseline model in a multigroup model. That is, thresholds and factor loadings were not constrained across groups, factor means were fixed at 0 in all groups and residual variances were fixed at 1 in all groups. The configural invariance model showed a good fit ($\chi^2=228.771$, $df=110$, $p<.001$; $CFI=.968$; $RMSEA=.060$), indicating that the same number of factors can be assumed within all subgroups (Byrne & Stewart, 2006).

Subsequently, the configural invariance model was directly compared to a model of strong factorial invariance, in which both factor loadings and thresholds were constrained to be equal across groups, residual variances were fixed at 1 in one group and freed in the others, and factor means were fixed at 0 in one group and freed in the others (Muthén & Muthén, 2010, p.434). This model of strong factorial invariance also fitted well ($\chi^2=269.800$, $df=121$, $p<.001$; $CFI=.960$; $RMSEA=.064$), although slightly worse than the model of configural invariance. The drop in global model fit between both models ($\Delta CFI=.008$; $\Delta RMSEA=.004$) was below the criterion of $\Delta CFI=.01$ proposed by Cheung and Rensvold (2002), indicating that measurement invariance holds from a “practical perspective” (Byrne & Stewart, 2006, p. 290). However, from a stricter traditional perspective, only a non-significant $\chi^2$-difference test between the two models supports strong factorial invariance, which was not the case in this study ($\chi^2=57.018$, $df=18$, $p<.001$). To further investigate potential reasons for invariance on item level, we analyzed which parameters contributed to the decrease in fit in the strong factorial invariance model (Byrne & Stewart, 2006).

Please insert Table 2 about here

We, therefore, conducted Lagrange-Multiplier-Tests with Bonferroni-correction within CFA, which correspond to differential item functioning analyses in Item Response Theory.
(Byrne & Stewart, 2006). Results revealed that constraining knowledge acquisition parameters of the first regular task after instruction significantly decreased model fit, indicating non-invariance. This is illustrated in Table 2, in which factor loadings and thresholds of a configural invariance model without equality constraints (Model 1) are compared with a model including equality constraints (i.e., common factor loadings and thresholds; Model 2). Parameters of the first regular task differed markedly for knowledge acquisition, showing that blue-collar workers performed worse than all other groups beyond overall mean differences. Subsequent analyses with a partial invariance model, in which parameters of the first regular task were not constrained, led to a significant improvement of the strong factorial invariance model ($\chi^2=236.959$, $df=121$, $p<.001$; $CFI=.968$; $RMSEA=.058$) differing non-significantly ($\chi^2$-difference test=18.467, $df=13$, $p>.10$) from the model of configural invariance ($\chi^2=228.771$, $df=110$, $p<.001$; $CFI=.968$; $RMSEA=.060$). In summary, measurement invariance was confirmed from a practical, but not from a strict traditional perspective, because the first task behaved differently across groups. Thus, Hypothesis 2 was only partly supported.

**Hypothesis 3: MicroDYN and latent mean comparisons**

To compare latent means across groups, we used the measurement invariance model (including the first task), imposed equality constraints on thresholds and factor loadings, and set the latent means of a reference group to zero (Muthén & Muthén, 2010). Thus, the estimated means for all other groups represent mean differences in relation to this group. Statistical significance of differences between all groups was determined by z-statistics. In the first comparison, junior high school students served as reference group (left part of Table 3), whereas blue-collar workers served as reference group in a second (middle part of Table 3) and senior high school students in a third comparison (right part of Table 3).

Please insert Table 3 about here
We expected senior high school students and university students to outperform junior high school students and blue-collar workers. Results confirmed these assumptions for both dimensions: senior high school students performed better than junior high school students and blue-collar workers, whereas university students performed best. Junior high school students and blue-collar workers did not differ significantly in either dimension (overall rank order: university > senior high school > junior high school = blue-collar workers for knowledge acquisition and knowledge application). However, effect sizes of latent mean differences were consistently larger in knowledge acquisition than in knowledge application. To evaluate stability of these results, we also estimated latent mean differences of a partial measurement invariance model, in which thresholds and factor loadings of the first task were not constrained. Absolute values of latent mean differences and effect sizes of this model were comparable to results of the measurement invariance model including constrained parameters of the first task. Thus, although MicroDYN was only measurement invariant from a practical perspective, latent mean differences based on a model assuming full measurement invariance were sufficiently robust. In summary, performance in both dimensions increased consistently with higher educational level and job attainment, supporting Hypothesis 3.

Discussion

This study was set out to compliment existing research on computer-based assessment in microworlds and on measurement issues associated with them. More specifically, the 2-dimensional structure composed of knowledge acquisition and knowledge application was shown to hold in heterogeneous subgroups, thereby replicating and extending previous findings. Measurement across these groups was sufficiently invariant, and latent means between groups ranked according to groups’ mean educational level and in line with our expectations.
Whereas the six microworlds were measurement invariant from a practical perspective, the first task tended to be too difficult in the low performing blue-collar worker group from a traditional perspective (Byrne & Stewart, 2006). This is in line with Veenman and Elshout (1994) reporting performance impairments with decreasing instructional support only in participants of low cognitive level and suggests that an additional microworld during instruction may enhance measurement accuracy in low performance samples. Groups in academic tracks (i.e., senior high school and university students) performed substantially better in both knowledge acquisition and knowledge application than participants in non-academic tracks aligning our findings with between-group differences in cognitive skills in general. However, effect sizes were notably lower in knowledge application. Longitudinal studies need to address whether this gap is reduced over time as differing levels of departure are compensated by experiences gathered on the job (indicated by the blue-collar workers, the group with the lowest educational level and the highest age, but equal performance compared to junior high school students) or is less marked than performance differences in knowledge acquisition from the outset suggesting a different set of underlying cognitive processes for the two skills (Funke, 2001). Additionally, university students performed significantly better than senior high school students. This may be either due to a further selection at university entrance (our sample was composed of university students mainly in highly selective undergraduate and graduate programs) or due to enduring development of complex mental skills beyond high school in line with research on other cognitive skills showing that cognitive performance peaks during late adolescence and early adulthood and may be further enhanced by tertiary education (e.g., Asato, Sweeney, & Luna, 2006).

The findings add coherently to existing evidence of assessment with microworlds, but some limitations in this study need consideration. First of all, albeit the diversity of subgroups, these do not representatively map the structure of the underlying population of high school students, university students, and blue-collar workers limiting generalizability of these
findings. Further, participants were mostly of German nationality and data did not yield any
information on cultural differences. However, cultural differences as well as ethnic affiliation
are a major concern in large-scale assessments such as the PISA survey and need close
consideration if microworlds are to be broadly used as vehicles of psychological assessment.
A second concern besides cross-cultural issues is the validity of an educational assessment
beyond the specific age at which testing is conducted and beyond specific educational levels.
To this end, results reported here suggest structural stability of complex mental skills assessed
in microworlds across groups of different age and educational attainment underlining the
potential lying in modern and computer-based assessment with microworlds – a fact that has
often been neglected. That is, psychometric characteristics of microworlds are not as black as
they have often been painted and thoroughly penetrating their measurement characteristics
and the underlying construct will render computer-simulated microworlds even more
attractive in a number of assessment settings.
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Table 1

*Goodness of Fit Indices for Factor Structure Models (Overall Sample and Subgroups)*

<table>
<thead>
<tr>
<th>Model</th>
<th>$\chi^2$</th>
<th>$df$</th>
<th>$p$</th>
<th>CFI</th>
<th>TLI</th>
<th>RMSEA</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-dim. overall sample</td>
<td>178.432</td>
<td>43</td>
<td>.001</td>
<td>.973</td>
<td>.981</td>
<td>.051</td>
<td>1196</td>
</tr>
<tr>
<td>1-dim. overall sample</td>
<td>416.071</td>
<td>43</td>
<td>.001</td>
<td>.945</td>
<td>.962</td>
<td>.073</td>
<td>1196</td>
</tr>
<tr>
<td>2-dim. only junior high school</td>
<td>43.048</td>
<td>32</td>
<td>&gt;.05</td>
<td>.990</td>
<td>.992</td>
<td>.033</td>
<td>309</td>
</tr>
<tr>
<td>2-dim. only senior high school</td>
<td>112.247</td>
<td>39</td>
<td>.001</td>
<td>.940</td>
<td>.951</td>
<td>.062</td>
<td>484</td>
</tr>
<tr>
<td>2-dim. only university students</td>
<td>48.210</td>
<td>30</td>
<td>.02</td>
<td>.977</td>
<td>.980</td>
<td>.052</td>
<td>222</td>
</tr>
<tr>
<td>2-dim. only blue-collar workers</td>
<td>42.773</td>
<td>18</td>
<td>.001</td>
<td>.966</td>
<td>.963</td>
<td>.087</td>
<td>181</td>
</tr>
</tbody>
</table>

*Note.* $df$ = degrees of freedom; CFI = Comparative Fit Index; TLI = Tucker Lewis Index; RMSEA = Root Mean Square Error of Approximation; $\chi^2$ and $df$ are estimated by WLSMV.
Table 2

*Standardized factor loadings and thresholds for models without equality constraints (Model 1) and with equality constraints (Model 2)*

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Item</th>
<th>Junior high school</th>
<th>Senior high school</th>
<th>University students</th>
<th>Blue-collar workers</th>
<th>Common loading</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Factor loadings</td>
<td></td>
<td></td>
<td></td>
<td>[Thresholds]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Model 1:</td>
<td></td>
<td></td>
<td></td>
<td>Model 2:</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Knowledge</td>
<td></td>
<td></td>
<td></td>
<td>Acquisition</td>
</tr>
<tr>
<td>Knowledge</td>
<td>Task 1</td>
<td>.74 [.28]</td>
<td>.62 [-.61]</td>
<td>.77 [-.87]</td>
<td>.70 [.70]</td>
<td>.74* [-.21]*</td>
</tr>
<tr>
<td>Acquisition</td>
<td>Task 2</td>
<td>.77 [-.32]</td>
<td>.62 [-.72]</td>
<td>.78 [-.96]</td>
<td>.71 [-.22]</td>
<td>.73 [-.56]</td>
</tr>
<tr>
<td>Knowledge</td>
<td>Task 3</td>
<td>.91 [-.07]</td>
<td>.91 [-.89]</td>
<td>.79 [-1.10]</td>
<td>.92 [-.04]</td>
<td>.91 [-.53]</td>
</tr>
<tr>
<td>Application</td>
<td>Task 4</td>
<td>.93 [-.47]</td>
<td>.76 [-.69]</td>
<td>.96 [-1.31]</td>
<td>.90 [-.26]</td>
<td>.85 [-.64]</td>
</tr>
<tr>
<td>Knowledge</td>
<td>Task 5</td>
<td>.45 [2.00]</td>
<td>.67 [1.16]</td>
<td>.75 [.80]</td>
<td>.65 [2.13]</td>
<td>.73 [1.3]</td>
</tr>
<tr>
<td>Application</td>
<td>Task 6</td>
<td>.64 [1.42]</td>
<td>.70 [.71]</td>
<td>.81 [.55]</td>
<td>.92 [1.55]</td>
<td>.75 [.92]</td>
</tr>
<tr>
<td>Knowledge</td>
<td>Task 1</td>
<td>.65 [-.03]</td>
<td>.60 [-.58]</td>
<td>.58 [-.69]</td>
<td>.58 [-.07]</td>
<td>.65 [-.37]</td>
</tr>
<tr>
<td>Application</td>
<td>Task 2</td>
<td>.72 [.83]</td>
<td>.84 [.31]</td>
<td>.87 [.09]</td>
<td>.79 [.45]</td>
<td>.81 [.41]</td>
</tr>
<tr>
<td>Knowledge</td>
<td>Task 3</td>
<td>.88 [.64]</td>
<td>.80 [.13]</td>
<td>.90 [-.01]</td>
<td>.90 [.39]</td>
<td>.85 [.27]</td>
</tr>
<tr>
<td>Knowledge</td>
<td>Task 5</td>
<td>.59 [.37]</td>
<td>.49 [.12]</td>
<td>.29 [.08]</td>
<td>.52 [.23]</td>
<td>.50 [.21]</td>
</tr>
<tr>
<td>Application</td>
<td>Task 6</td>
<td>.53 [.34]</td>
<td>.42 [.02]</td>
<td>.60 [-.06]</td>
<td>.64 [.33]</td>
<td>.54 [.13]</td>
</tr>
</tbody>
</table>

>Note. Model 1: Configural invariance model; Model 2: Common factor loadings and thresholds. Higher thresholds denote more difficult items. * Displays differential item functioning according to Lagrange-Multiplier Tests ($\chi^2 > 10.828; df=1; p<.001$). All estimates are based on tetrachoric correlations.
### Table 3

Latent mean comparisons of knowledge acquisition and knowledge application between subgroups of junior high school students, blue-collar workers, senior high school students, and university students.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Model</th>
<th>Compare with</th>
<th>M (SE)</th>
<th>p</th>
<th>Cohen's' d</th>
<th>Compare with</th>
<th>M (SE)</th>
<th>p</th>
<th>Cohen's' d</th>
<th>Compare with</th>
<th>M (SE)</th>
<th>p</th>
<th>Cohen's' d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge Acquisition</td>
<td>(1) Junior high school</td>
<td></td>
<td>-.13 (.10)</td>
<td>&gt;.05</td>
<td>(.10)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2) Blue-Collar workers</td>
<td></td>
<td>.86 (0.09)</td>
<td>&lt;.001</td>
<td>.43</td>
<td>(2)</td>
<td>.99 (.11)</td>
<td>&lt;.001</td>
<td>.41</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3) Senior high school</td>
<td></td>
<td>1.16 (.12)</td>
<td>&lt;.001</td>
<td>.65</td>
<td>(2)</td>
<td>1.27 (.13)</td>
<td>&lt;.001</td>
<td>.65</td>
<td>(3)</td>
<td>.35 (.11)</td>
<td>&lt;.001</td>
<td>.21</td>
</tr>
<tr>
<td></td>
<td>(4) University students</td>
<td></td>
<td>1.00 (.18)</td>
<td>&lt;.001</td>
<td>.37</td>
<td>(2)</td>
<td>.77 (.20)</td>
<td>&lt;.001</td>
<td>.26</td>
<td>(3)</td>
<td>.27 (.11)</td>
<td>&lt;.01</td>
<td>.16</td>
</tr>
</tbody>
</table>

Note. M = Latent Mean; SE = Standard Error;
**Figure 1.** Screenshot of the MicroDYN-task “Planting Pumpkins” at the control phase. The sliders of the input variables range from “- -” (value=−2) to “++” (value=+2). The current value is displayed numerically and the target values of the output variables are displayed graphically and numerically.
The 6 tasks were mainly varied regarding two system attributes: the number of effects between variables and the quality of effects (i.e., effects of input and output variables).

<table>
<thead>
<tr>
<th>Linear Structural Equations</th>
<th>System size</th>
<th>Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_{t+1} = 1^*X_t + 0^*A_t + 2^*B_t$</td>
<td>2x2-System</td>
<td>only effects of inputs</td>
</tr>
<tr>
<td>$Y_{t+1} = 1^*Y_t + 0^*A_t + 2^*B_t$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| $X_{t+1} = 1^*X_t + 2^*A_t + 2^*B_t + 0^*C_t$ | 2x3-System  | only effects of inputs       |
| $Y_{t+1} = 1^*Y_t + 0^*A_t + 2^*B_t + 2^*C_t$ |
| $Z_{t+1} = 1^*Z_t + 0^*A_t + 0^*B_t + 2^*C_t$ |

| $X_{t+1} = 1^*X_t + 2^*A_t + 2^*B_t + 0^*C_t$ | 3x3-System  | only effects of inputs       |
| $Y_{t+1} = 1^*Y_t + 0^*A_t + 2^*B_t + 0^*C_t$ |
| $Z_{t+1} = 1^*Z_t + 0^*A_t + 0^*B_t + 2^*C_t$ |

| $X_{t+1} = 1.33^*X_t + 2^*A_t + 0^*B_t + 0^*C_t$ | 2x3-System  | effects of inputs & outputs  |
| $Y_{t+1} = 1^*Y_t + 0^*A_t + 0^*B_t + 2^*C_t$ |

| $X_{t+1} = 1^*X_t + 2^*A_t + 0^*B_t + 0^*C_t$ | 3x3-System  | effects of inputs & outputs  |
| $Y_{t+1} = 1^*Y_t + 2^*A_t + 0^*B_t + 0^*C_t$ |
| $Z_{t+1} = 1.33^*Z_t + 0^*A_t + 0^*B_t + 2^*C_t$ |

Note. $X_t$, $Y_t$, and $Z_t$ denote the values of the output variables, and $A_t$, $B_t$, and $C_t$ denote the values of the input variables during the present trial, whereas $X_{t+1}$, $Y_{t+1}$, $Z_{t+1}$ denote the values of the output variables in the subsequent trial.
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Abstract

The present study examined cross-national gender differences in domain-general complex problem solving (CPS) competency and their determinants. A CPS test relying on the MicroDYN approach was applied to a sample of 890 Hungarian and German high school students attending 8th to 11th grade. Results based on multi-group confirmatory factor analyses showed that measurement invariance of CPS was found across gender and nationality. Analyses of latent mean differences revealed that males outperformed females and German students outperformed Hungarian students. However, these results were caused by Hungarian females performing worse than all other groups. Further analyses of logfiles capturing process data of the interaction of participants with the task showed that Hungarian females less often used vary-one-thing-at-a-time (VOTAT) strategy. Results imply that analyzing process data such as use of strategies is highly advisable to identify determinants of performance differences in CPS across groups of interest.
Determinants of cross-national gender differences in complex problem solving competency

1. Introduction

Over the last decades, reports on individual differences in students’ performance across gender or nationality have strongly influenced educational policies. For instance, results of the Programme for International Student Assessment (PISA) 2000 lead to changes of the educational system and revisions of educational standards in Germany (Wernstedt & Ohnesorg, 2009). Especially performance differences in domain-specific areas such as mathematical ability play an important role in educational research (Else-Quest, Hyde, & Linn, 2010; Lindberg, Hyde, Petersen, & Linn, 2010), but also in high stakes assessments such as Trends in International Mathematical and Science Study (TIMSS) or PISA.

However, only little is known about individual differences in students’ domain-general competencies notwithstanding an increasing scientific and public interest in these competencies. For instance, domain-general problem solving competency will be assessed in PISA 2012 conducted by the Organisation for Economic Co-operation and Development (OECD). More specifically, the OECD emphasizes the high educational and socio-economical relevance of domain-general problem solving in everyday life as it “provides a basis for future learning” (OECD, 2010, p. 7). Thus, domain-general problem solving is considered a highly relevant skill for students that should be developed in addition to domain-specific knowledge within school subjects:

Mobilisation of prior knowledge is not sufficient to solve novel problems in many everyday situations. Gaps in knowledge must be filled by observation and exploration of the problem situation. This often involves interaction with a new system to discover rules that in turn must be applied to solve the problem (OECD, 2010, p. 15).

Domain-general problem solving, which is referred to as Complex Problem Solving (CPS) in scientific research (Fischer, Greiff, & Funke, 2012; OECD, 2010), includes tasks enabling such interactions between user and task situation (e.g., simulations of technical
devices such as a mobile phone; Wirth & Klieme, 2003). CPS tasks usually contain many highly interrelated elements and tasks’ system states change dynamically (cf. Fischer et al., 2012; Funke, 2001). By interacting with CPS tasks, problem solvers have to overcome barriers between a given initial state and a goal state (Funke, 2012; Mayer, 2003). Thereby, they explore and integrate information to discover rules that must be applied to solve the problem (Buchner, 1995). CPS tasks are applied fully computer-based (Wirth & Klieme, 2003), giving researchers the opportunity to not only evaluate outcomes (e.g., if a problem is solved or not), but to analyze process data (e.g., how a problem solver interacts with a problem). This enables analyses of determinants of performance, for instance, which strategies are used to gather information and to solve a certain problem.

While interacting with the task, problem solvers (1) build a problem representation and (2) derive a problem solution (Novick & Bassok, 2005). These two major components of general problem solving are usually measured by two dimensions in CPS research, the competency of problem solvers to gain new knowledge during the interaction with the task - (1) knowledge acquisition - and to apply that knowledge to solve the task - (2) knowledge application (Bühner, Kröner, & Ziegler, 2008; Funke, 2001).

Recently conducted studies show that both dimensions knowledge acquisition and knowledge application can be empirically distinguished (Bühner et al., 2008; Greiff, Wüstenberg, & Funke, 2012; Wüstenberg, Greiff, & Funke, 2012). Furthermore, CPS predicts supervisor ratings (Danner, Hagemann, Schankin, Hager, & Funke, 2011) and school grade point average (Greiff & Fischer, in press; Wüstenberg et al., 2012) even beyond reasoning. However, to our knowledge, no studies have yet been conducted analyzing individual differences in students’ CPS performance with regard to gender and nationality.

As a major prerequisite to compare mean performance differences in CPS across gender and nationality, the structure of CPS should not change across groups, that is, structural stability should hold (Byrne & Stewart, 2006; Sass, 2011). Otherwise, between-group
differences could reflect either true differences on CPS, or different psychometric properties of the underlying measurement scale (Brown, 2006). As will be further outlined, it is yet unclear if CPS can be measured with equal validity across (1) gender or (2) nationality, analyses on individual differences in CPS performance are scarce and joint analyses of differences including (3) both gender and nationalities are non-existent. Particularly the latter is of certain interest, because if gender differences vary in specific countries more than in others, cross-national patterns may reflect “inequities in educational and economic opportunities” regarding gender (Else-Quest et al., 2010, p.103).

To this end, based on a sample of Hungarian and German high school students, (1) we will evaluate if CPS can be measured with equal validity across gender and investigate gender differences in mean CPS performance. (2) Further, we will analogously evaluate if CPS can be measured with equal validity across Germans and Hungarians and investigate differences in mean CPS performance. (3) Finally, we conduct combined analyses to study interaction effects of gender and nationality. Therefore, the whole sample is separated in four groups containing German males, German females, Hungarian males, and Hungarian females to evaluate if CPS can be measured with equality validity across gender and nationality and to investigate mean differences across four groups.

1.1 Measurement invariance and latent mean differences across gender

As a prerequisite of interpreting gender differences in CPS, structural stability of the construct has to be secured by evaluating measurement invariance (cf. Byrne & Stewart, 2006), a state of the art procedure frequently applied for measures of cognitive performance (e.g., mathematical ability; Brunner, Krauss, & Kunter, 2008). For instance, it was shown that the factor structure of the Wechsler Intelligence Scale for Children (WISC) does not change across gender (Chen & Zhu, 2008). However, although various CPS measures exist (e.g., Genetics Lab, Sonnleitner et al., 2012; MultiFlux, Kröner, Plass, & Leutner, 2005; NewFire, Rigas, Carling, & Brehmer, 2002; Tailorshop, Funke 2010), no studies have been conducted
analyzing measurement invariance with regard to gender. Only recently, it was shown that CPS can be measured invariant across high school students in different grades (Greiff et al., in press).

With regard to gender differences in CPS, previous findings are contrarily to results on reasoning ability, in which reported gender differences slightly favour females showing rather small or marginal effect sizes (Brunner et al., 2008; Halpern & LaMay, 2000; Jensen, 1998). In CPS, only few studies investigated gender differences, pointing towards a considerable advantage of males (Jensen & Brehmer, 2003; Süß, 1996; Wittmann & Hattrup, 2004; Wittmann & Süß, 1999).

For instance, Wittmann and Hattrup (2004) pooled data of three independent studies using the CPS scenario *Tailorshop* (Funke, 2001), in which participants have to maximize the company value of a tailor manufactory by controlling variables such as *number of workers* or *marketing*. In *Tailorshop*, investments in marketing have strong effects on the variable “demand”, which in turn increases sales, being highly relevant for good performance within the simulation (Wittmann & Hattrup, 2004, p. 405). The authors showed that males outperformed females (Cohen’s $d = .70$) and explained these differences by a higher level of risk aversiveness in females, who invested significantly less in marketing (i.e., varied the variable marketing to a lesser degree) compared to males. However, there are two other possible explanations than less risk aversiveness in females not discussed by Wittmann and Hattrup (2004): (1) Males may rely on more efficient strategies while dealing with CPS tasks or (2) scenario effects may lead to males’ better performance.

(1) In cognitive psychology, the use of strategies is known as (implicit) procedural knowledge (“knowing how”), which has to be applied in CPS tasks to identify causal relations between variables that are intransparent to the problem solver at the problem outset (Funke, 2001; Kröner et al., 2005) in order to derive explicit declarative knowledge about the systems’ structure (“knowing that”; Kuhn, 2000, p.179). In the study of Wittmann and Hattrup (2004),
males procedural strategy to alter a variable considerably (e.g., making large investments in marketing) is appropriate, because it shows the variables’ effect more clearly allowing an easier detection of the systems’ causal structure. Even Wittmann and Hattrup (2004) mentioned that “choosing a riskier strategy [creates] a learning environment with greater opportunities to discover and master the rules and boundaries of the game than a more cautious strategy” (p. 406). However, whether males generally use better strategies in CPS tasks has to be proved by applying different CPS tasks besides Tailorshop in which other strategies (e.g., vary-one-thing-at-a-time strategy; VOTAT; Tschirgi, 1980) are needed to discover causal relations between variables involved.

(2) Another explanation for the results of Wittmann and Hattrup (2004) is that the environment of a business context in Tailorshop may lead to a scenario effect favouring males. For instance, males may be more motivated in “keeping some factory going” as mentioned by Patricia Alexander in a discussion with the authors (cf. Wittmann & Süß, 1999, p.107). Besides such motivational aspects, also prior knowledge about the interplay of marketing demand and sales could have affected performance in Tailorshop, as indicated by Süß (1996) who reported that knowledge gathered outside the test situation is significantly correlated with performance in Tailorshop. Such scenario effects are criticized by Kröner et al. (2005), who state that CPS tasks should not be influenced “by simulation-specific knowledge acquired under uncontrolled conditions” (p. 349) to assess CPS performance. Just as males might outperform females in Tailorshop due to enhanced business knowledge, in an educational context (e.g., testing high school students) males may outperform females in tasks relying strongly on science knowledge due to a better performance in this subject (Kuhn & Holling, 2009; Neuschmidt, Barth, & Hastedt, 2008) and, vice versa, females may outperform males in tasks strongly relying on language (Kuhn & Holling 2009) or verbal memory (Halpern et al., 2007; Kimura, 2002). Thus, the possible effect of motivation or prior knowledge has to be considered, if CPS tasks are embedded in a specific context.
In summary, a part of variance in CPS performance between males and females in the study of Wittmann and Hattrup (2004) might be explained by motivation or prior knowledge. However, effect sizes are large, pointing towards differences in an underlying latent CPS variable, probably caused by males using more efficient strategies. To evaluate if gender differences within the core CPS dimensions *knowledge acquisition* and *knowledge application* hold across different measures, we will use a CPS test based on the MicroDYN approach (Greiff, 2012; Greiff et al., 2012), in which prior knowledge is minimised (cf. method section). We expect that males perform better than females, however, differences should be smaller than in the study of Wittmann and Hattrup (2004) due to the use of tasks in which performance is less influenced by prior knowledge.

Hypothesis 1a: We expect that CPS is measured invariant across gender.

Hypothesis 1b: If measurement invariance is sufficiently met, we expect that latent mean differences between groups indicate significantly better performance of males than females.

**1.2 Measurement invariance and latent mean differences across nationality**

Measurement invariance of CPS across nationality has not been tested, whereas this has been done for other measures of cognitive performance (e.g., WISC; Chen, Keith, Weiss, Zhu, & Li, 2010; Cognitive Ability Test CogAt; Lakin, 2012). Investigating measurement invariance is necessary when tests are translated from one language to another. Especially, if test items include verbal material such as CPS tasks, their underlying meaning may change during the translation process (Chen, 2008). For instance, items or task descriptions using idiomatic expressions (e.g., item "I feel blue" in a depression questionnaire; Chen, 2008, p. 1006) are not understandable if they are incorrectly translated, leading to non-invariance caused by different patterns of factor loadings or thresholds across groups. Thus, measurement invariance across nationalities has to be tested in order to ensure valid inferences about mean differences.
Equivalently to analyses on measurement invariance, studies dealing with cross-national differences in CPS performance are rather scarce. Strohschneider and Güss (1999) reported that German problem solvers applied more control-oriented strategies than Indian problem solvers. In another cross-cultural study, Güss, Tuason, and Gerhard (2010) used thinking aloud techniques and analyzed verbal protocols to investigate CPS processes across five countries including Germany, Brazil, India, the Phillipines, and the United States. Results based on qualitative indicators showed differences on process and status variables (e.g., amount of information gathered, problem identification, planning, and decision making) showing that problem solving strategies and abilities vary across nationalities.

A comparison of problem solving competency between Hungarians and Germans, however, has only been conducted using paper-and-pencil tasks in PISA 2003 (OECD, 2004). In this large-scale assessment, performance between Hungarian and German students did not differ significantly (OECD, 2004, p. 42). Whilst acknowledging that PISA is not a research venue and that the abilities of actively generating information and using feedback required in CPS is not measured in paper-and-pencil tasks of problem solving (Buchner, 1995; Wüstenberg et al., 2012), we consider these results as a first indicator that students of both countries may not differ in CPS performance. Thus, we expect that Hungarian and German students perform equally within CPS tasks.

Hypothesis 2a: We expect that CPS is measured invariant across nationality.

Hypothesis 2b: If measurement invariance is sufficiently met, we expect no latent mean differences between groups indicating that Hungarians and Germans perform equally well in CPS.

1.3 Cross-national patterns of gender differences

In addition to separate analyses on the relation of gender and nationality with CPS performance, we also analyze interaction effects of both gender and nationality to establish a more detailed picture of CPS abilities and their determinants. Studies investigating such
cross-national patterns of gender differences in problem solving performance have only been conducted using paper-and-pencil tasks as in PISA 2003. Results there show that although in nearly half of the participating countries females outperform male students and vice versa in the other half, these differences are mostly statistically insignificant (OECD, 2004).

Contrarily, in other domains such as Maths or Science, studies report significant interaction effects of gender and nationalities. For instance, a meta analysis based on PISA 2003 and TIMSS 2003 data showed that although mean effect sizes of gender differences in maths are rather small ($d<0.15$), they differed strongly across countries ($d$ = -0.42 to 0.40; Else-Quest et al., 2010). Similar results were found for science in TIMSS 2003 (Halpern et al., 2007; Mullis, Martin, Gonzalez, & Chrostowski, 2003) and TIMSS 2007 (Mullis, Martin, & Foy, 2008).

According to Else-Quest et al. (2010), analyzing interaction effects of gender and nationality yield important information on how national characteristics (e.g., "status and welfare of women" or “differences within education systems”, p. 125) are related to performance in specific domains. If gender differences vary across Hungary and Germany, this may reflect differences in educational policies in these countries providing important information on education and schooling in the respective countries.

Thus, we analyze interaction effects of gender and nationality by investigating differences in CPS performance using subgroups of German males, German females, Hungarian males, and Hungarian females. However, this analysis is rather exploratory, because although results gathered in PISA 2003 point towards no interaction effects of gender and nationality on problem solving performance (OECD, 2004), it is questionable if these results based on paper-and-pencil tasks can be readily applied to dynamic and interactive measures of CPS, which differ markedly from static paper-and-pencil test of problem solving (OECD, 2010).
Hypothesis 3a: We expect that CPS is measured invariant across gender and nationality, if four groups – German males, German females, Hungarian males, and Hungarian females – are distinguished in the analysis.

Hypothesis 3b: Finally, we expect that analyses of latent mean comparisons between the four subgroups show no interaction effect of gender and nationality. Thus, males are expected to perform better than females in both countries, but effect sizes of performance differences in Germany and Hungary should not vary considerably.

2. Method

2.1 Participants

Data of 890 high school students (433 males) attending 8th to 11th grade were available for analysis. Participation was voluntary and we received signed consent forms from parents of underage students. Participants in the German sample (N=411; 210 males) were recruited from three different school tracks covering all educational levels of the German school system. For the Hungarian sample (N=479; 223 males), we used a subsample of a larger sample and included all participants who attended 8th to 11th grade. Participants in the Hungarian sample were recruited from Hungarian elementary schools (grade 8) and secondary schools (grades 9 to 11).

In the combined German and Hungarian sample, there were nearly as much females in each grade as males and gender distribution neither differed across grade levels 8 to 11 ($\chi^2=2.00$, $df=3$, $p>.05$), nor across countries ($\chi^2=1.83$, $df=1$, $p>.05$). Missing data due to software problems were excluded on a pairwise basis.

2.2 Material

CPS was measured by a set of tasks based on the MicroDYN approach (Greiff, 2012; Greiff et al., 2012), using several independent problems that rely on the formal framework of linear structural equations (Funke, 2001; see Appendix for equations). Within a MicroDYN

---

1 The overall sample conducted in Hungary contained data from students attending grades 5 to 11 and investigated performance differences in CPS across age (Greiff et. al., in press).
task (e.g., the task “perfume” shown in Figure 1), input variables (e.g., fictitious ingredients labelled *Norilan, Miral, Carumin*; upper left side of Figure 1) influence output variables (e.g., flavours labelled *Fresh, Fruity, Flowery*; upper right side of Figure 1). Relations between variables are not visible to participants. The procedure within a task is divided into (1) an exploration phase and (2) a control phase.

In the (1) exploration phase, participants have to identify relations between input and output variables by actively manipulating sliders of the input variables (time frame: 3.5 minutes). For instance, participants may vary solely the value of *Norilan* by pulling a slider from “0” to “++”. After clicking on “apply”, the value of *Fresh* increases revealing that variables *Norilan* and *Fresh* are related. While exploring, participants represent their conclusions about the relations in a causal diagram (Funke, 2001; see bottom of Figure 1). For instance, participants may draw an arrow between *Norilan* and *Fresh*. By evaluating the correctness of the model drawn, the CPS dimension *knowledge acquisition* is assessed.

Subsequently, in the (2) control phase, the correct model is presented to participants and they are asked to reach given target values in each output variable in no more than four steps by manipulating input variables accordingly (time frame: 1.5 minutes). For instance, participants have to increase the value of *Fresh* by setting the slider of *Norilan* or *Miral* on “++”. By evaluating if targets are reached, the CPS dimension *knowledge application* is assessed (for a detailed description of the MicroDYN approach see Greiff et al., 2012).

Each task was embedded in a different context to enhance motivation of students (e.g., feeding a cat, training a handball team, mixing chemical elements, producing a perfume, or handling a moped). To avoid uncontrolled influences of prior knowledge, input or output variables were labelled either without deep semantic meaning (e.g., training A, B, and C) or fictitiously (e.g., *Norilan* as a name for an ingredient). Thus, subgroups should not have an
advantage in solving tasks just because of being more familiar with a specific context (e.g.,
males in "handling a moped" task).

Although the exemplary task “perfume“ contains only effects between input and output
variables, a certain output variable may also influence itself (called eigendynamic or
autoregressive process) or another output variable (called side effect). Thus, the system state
changes either due to participants’ intervention and/or due to dynamics inherent in the system
posing additional interactive demands on participants (Funke, 2001; Wüstenberg et al., 2012).

2.3 Dependent variables

Both CPS dimensions, knowledge acquisition and knowledge application, were scored
dichotomously (see Greiff et al., 2012; Kröner et al., 2005). For knowledge acquisition, full
credit was given if the model drawn by the participants was completely correct and no credit,
if participants’ model contained at least one error. For knowledge application, full credit was
given if target values of all variables were reached and no credit, if at least one target value
was not reached.

2.4 Procedure

The CPS test was translated from German to Hungarian by a bilingual translator. In
both Germany and Hungary, it was administered at schools’ local computer rooms and lasted
about 45 minutes. Afterwards, participants provided demographical data and worked on
additional tests that are not discussed in this paper. The CPS test was delivered through the
online platform Testing Assisté par Ordinateur (TAO; computer based testing) and testing
sessions were supervised either by research assistants or by teachers who had been thoroughly
trained in test administration.

Testing sessions started with an instruction on how to handle the user interface followed
by a trial task. Afterwards, eight MicroDYN tasks were applied to participants. CPS tests used
in Germany and Hungary were identical except that the underlying structure of one task
differed. This task was not included in all subsequent analyses, although fitting acceptably in
both samples. Furthermore, an additional task was excluded from analyses due to low communality ($r^2_{\text{Hungarian sample}}=.03; r^2_{\text{German sample}}=.07$) caused by an extreme item difficulty of $P=.03$ in both samples ($P=.03$). Thus, data analyses were based on six MicroDYN tasks.

2.5 Data Analyses

Within structural equation modeling (SEM; Bollen, 1989), confirmatory factor analyses (CFA) was used to establish a measurement model including the two CPS dimensions knowledge acquisition and knowledge application, and means and covariance structure (MACS) approach was used to test measurement invariance of CPS and to compare latent means across groups. We applied weighted least squares means and variance adjusted (WLSMV) estimator for categorical outcomes (Muthén & Muthén, 2010) for all analyses, which were conducted in the software package Mplus 5.0 (Muthén & Muthén, 2007).

According to Byrne and Stewart (2006), the first step in testing measurement invariance is to identify a baseline model that fits within the overall sample and in each subgroup. Using this baseline model and in line with our hypotheses, we ran three different measurement invariance analyses testing configural invariance and strong factorial invariance, which were performed identically and varied only in the respective grouping factors gender (Hypothesis 1; male vs. female), nationality (Hypothesis 2; Germans vs. Hungarians), and gender and nationality (Hypothesis 3; German males, German females, Hungarian males, and Hungarian females).

However, the procedure in testing measurement invariance was slightly different from the typical one recommended by Byrne and Stewart (2006), because data on MicroDYN were based on categorical outcomes. Consequently, constraints on model parameters differed in comparison to invariance tests based on continuous outcomes. Thus, in all analyses, we started to test configural invariance by estimating the parameters of the baseline model once again in a multigroup model, in which thresholds and factor loadings are not constrained across groups, factor means are fixed at zero in all groups and residual variances are fixed at
one in all groups as recommended by Muthén and Muthén (2010, p.434). Afterwards, the model of configural invariance was directly compared with the model of strong factorial invariance, in which both factor loadings and thresholds are constrained to be equal across groups, residual variances are fixed at one in one group and free in the other groups, and factor means are fixed at zero in one group (reference group) and free in the other groups (focal groups). Measurement invariance is evaluated by comparing the more restricted strong factorial invariance model with the less restricted configural invariance model in a $\chi^2$-difference test (cf. Byrne & Stewart, 2006; Muthén & Muthén, 2010). If the $\chi^2$-difference test is non-significant, measurement invariance exists. Beyond testing invariance on an overall level, additionally we applied Lagrange-Multiplier tests (LM) to check if a certain group had unwanted advantages on a task level. In LM tests, the global model fit should not significantly increase when specific factor loadings or thresholds of a given task were freed. Otherwise, results indicate that the task does not measure the same construct across groups. In order to analyze latent mean comparisons between groups, we imposed equality constraints on item thresholds and factor loadings and set the latent means of one group - the reference group - to zero (Muthén & Muthén, 2010). Thus, the estimated means for all other groups represent the mean differences in the construct compared to the reference group. Statistical significance of the differences between all groups was determined by z-statistics.

3. Results

3.1 Establishing a baseline model

As a first step to test measurement invariance, a 2-dimensional baseline model including knowledge acquisition and knowledge application was established within the overall sample and also within each subgroup. According to cut-off values recommended by Hu and Bentler (1999), who suggested that a Comparative Fit Index (CFI) value above .95 and a Root Mean Square Error of Approximation (RMSEA) below .06 indicate a good global model fit, the model showed a good fit in the overall sample ($\chi^2=129.073$, $df=40$, $p<.001$; CFI=0.975, ...
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RMSEA=0.050; N=890). Both dimensions correlated significantly on a latent level (r=.79).

The 2-dimensional model also showed a significantly better fit than a 1-dimensional model ($\chi^2=229.144, df=41, p<.001; \text{CFI}=0.962, \text{RMSEA}=0.072$) with knowledge acquisition and knowledge application combined under one factor as indicated by a significant $\chi^2$-difference test ($\chi^2=74.489; df=1; p<.001$).

Subsequently, the 2-dimensional model was separately applied to each subgroup – German males, German females, Hungarian males, and Hungarian females. The model fitted well in each group (CFI=0.968 to 0.985, RMSEA=0.022 to 0.054), and, thus, was used as baseline in each of the following analyses (Hypotheses 1 to 3). Communalities for knowledge acquisition ($h^2=0.44-0.82$) and knowledge application ($h^2=0.26-0.79$) were mostly above the recommended level of 0.40 (Hair, Anderson, Tatham, & Black, 1998). However, due to the comparable low number of only six administered tasks, internal consistencies of MicroDYN were smaller (knowledge acquisition $\alpha=.74$; knowledge application $\alpha=.62$) than in other studies using MicroDYN tests based on larger item samples (e.g., Greiff et al., 2012; Wüstenberg et al., 2012).

3.2. Hypothesis 1: Gender

Measurement invariance analysis of gender was conducted to determine if the 2-dimensional factor structure of CPS also holds within subgroups of males and females. The fit for the model of strong factorial invariance with factor loadings and thresholds constrained did not differ from the fit of the initial model assuming configural invariance (see first row in Table 1). Thus, CPS is measurement invariant across gender, supporting Hypothesis 1a.

| Please insert Table 1 about here |

We applied LM-tests to ensure that embedment in a certain context used within a MicroDYN task did not unjustifiably favour a gender group on a specific item level beyond overall differences. This was confirmed, as global model fit did not significantly increase when specific factor loadings or thresholds of any given task were freed.
Regarding latent mean differences across gender, results showed that males performed significantly better in \textit{knowledge acquisition} ($M_{\text{Males}}=0; M_{\text{Females}}=-.69, s=.11, p<.001$) and \textit{knowledge application} ($M_{\text{Males}}=0; M_{\text{Females}}=-.60, s=.08, p<.001$), supporting Hypothesis 1b.

### 3.3 Hypothesis 2: Nationality

We assumed that CPS is also measured invariant with regard to nationality, implying that translation processes did not affect the construct measured (Chen, 2008). Results showed that measurement invariance held (see second row in Table 1) and LM tests did not yield any significant result, supporting Hypothesis 2a. Concerning mean performance in CPS, we expected that German and Hungarian students did not differ significantly. However, latent mean differences between Germans and Hungarians indicated that Germans performed significantly better in \textit{knowledge acquisition} ($M_{\text{Germans}}=0; M_{\text{Hungarians}}=-.39, s=.07, p<.001$) and \textit{knowledge application} ($M_{\text{Germans}}=0; M_{\text{Hungarians}}=-.25, s=.10, p<.01$). Thus, Hypothesis 2b was not supported.

To summarize results on Hypotheses 1 and 2, CPS was measured invariant across gender as well as nationality and latent mean differences indicated that males outperformed females and German students outperformed Hungarian students.

### 3.4 Hypothesis 3: Nationality and Gender

In order to allow more elaborated interpretations of the single group result patterns and to analyze cross-national patterns of gender differences, we also checked mean differences of subgroups differentiated by gender and nationality combined (Hypothesis 3). The whole sample was therefore divided into four subgroups: German males ($N=210$), German females ($N=201$), Hungarian males ($N=223$), and Hungarian females ($N=256$). CPS showed measurement invariance across nationality and gender (see third row in Table 1) and LM tests did not yield any significant result, supporting Hypothesis 3a.

Latent mean differences between German males, German females, Hungarian males and Hungarian females are reported in Table 2. We compared performance between all groups,
starting with the best performing group German males as a first reference group (left column of Table 2).

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Please insert Table 2 about here</th>
</tr>
</thead>
</table>

Results showed that German males performed significantly better in knowledge acquisition and knowledge application than both Hungarian and German females and were slightly better than Hungarian males, although insignificantly. Subsequently, Hungarian males served as a reference group in a second comparison (middle column of Table 2), outperforming Hungarian females in both CPS dimensions and German females only in knowledge application. In a third comparison (right column of Table 2), German females showed a significantly better performance than Hungarian females in both dimensions (overall rank order based on absolute values on CPS performance in both facets: German males > Hungarian males > German females > Hungarian females).

However, statistically significant mean differences between groups do not automatically imply practical relevance and absolute values of latent means can only be interpreted relatively to the reference group in which the mean was fixed, making comparisons between mean scores of knowledge acquisition and knowledge application inappropriate. For instance, German females had a higher value on knowledge application \((M=-.43)\) than on knowledge acquisition \((M=-.73)\), but this does not imply that participants performed worse in the latter compared to the former, because the means were not on the same scale.

Consequently, effect sizes were computed to determine practical relevance of results and to allow comparison of performance differences between CPS dimensions (see Table 2). Based on conventions on Cohen’s \(d\), an effect size of 0.2 is regarded as small effect, 0.5 as medium effect, and 0.9 as large effect (Cohen, 1988). Accordingly, significant differences between German males, Hungarian males, and German females in both knowledge acquisition and knowledge application are considered mostly small effects, whereas significant differences between Hungarian females and all other groups showed largely medium effect...
sizes (see Table 2). Thus, results indicated that Hungarian females differed markedly from all other groups. This further implies that differences between males and females (Hypothesis 1b) and differences between Germans and Hungarians (Hypothesis 2b) are mostly fostered by low performance of Hungarian females, implying an interaction effect of gender and nationality contrarily to expectations in Hypothesis 3b.

In summary, CPS was measured invariant in all groups. Results on mean differences indicated that males outperformed females and Germans outperformed Hungarians, however, differences mainly resulted from poor performance of Hungarian females. As outlined, neither a change in the construct measured (due to measurement invariance), nor the influence of prior knowledge gathered outside the test situation (as prior knowledge is not helpful to solve the task; cf. method section) sufficiently explained these performance differences. That is, latent mean differences are likely to display real differences in CPS performance. However, the question is how can these differences be explained?

An important indicator of performance in CPS tasks is use of efficient strategies (Vollmeyer, Burns, & Holyoak, 1996), which might have caused superior performance of males in the present study. As mentioned by several researchers, vary-one-thing-at-a-time (VOTAT; Tschirgi, 1980) is an excellent strategy that enables participants to identify isolated effects of one input variable on output variables beyond dynamics of a task (Klahr, 2000; Kuhn, 2000; Vollmeyer et al., 1996). For instance, Wüstenberg et al. (2012) reported that applying VOTAT during the exploration phase in MicroDYN is highly correlated with performance in knowledge acquisition and knowledge application on a latent level. Within MicroDYN tasks used in this study, VOTAT is an efficient strategy, because only two tasks included effects between output variables (indirect effects; cf. method section), which require the application of additional strategies to detect relations between variables.

3.5 Additional analyses on strategy

To gain deeper insights in potential causes for differences in CPS performance across the four groups, we analyzed logfile data and evaluated use of VOTAT within each group in
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MicroDYN. Full credit was given if participants applied VOTAT consistently for all input variables and no credit if VOTAT was used inconsistently or not at all. Results revealed that mean use of VOTAT was highest for German males ($M_{votat}=0.76$), followed by Hungarian males ($M_{votat}=0.65$) and German females ($M_{votat}=0.63$), but was considerably lower for Hungarian females ($M_{votat}=0.35$), offering a possible explanation for the interaction effect of gender and nationality indicated by notably low performance of Hungarian females in knowledge acquisition and knowledge application in this study.

4. Discussion

The general aim of this study was to examine, if CPS competency assessed by MicroDYN shows measurement invariance across gender and nationality and to investigate latent mean differences in CPS performance between males and females in a cross-national sample containing Hungarian and German high school students. Analyses further revealed that it is essential to investigate use of efficient strategies in order to yield a detailed picture of determinants of performance in CPS.

4.1 Measurement Invariance

Results provide support that CPS is measured invariant across gender (male vs. female), nationality (Germans vs. Hungarians), and gender and nationality (German males, German females, Hungarian males, and Hungarian females). More specifically, model fit did not deteriorate when factor loadings and thresholds were constrained across groups and LM tests were non-significant yielding three implications: First, latent mean differences can be meaningfully interpreted (Byrne & Stewart, 2006). Second, varying contexts in different CPS tasks (e.g., driving a moped, training a handball team, mixing a perfume), in which influence of prior knowledge is minimised, do not favour a certain group. For instance, males did not outperform females in CPS tasks that are arguably embedded into a male context (e.g., mixing chemical elements) more than in tasks embedded in a female context (e.g., mixing a perfume). Third, results on measurement invariance across nationality show that the process of translating tasks from German into Hungarian language did not affect the construct measured
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4.2 Latent Mean Comparisons

Latent mean comparisons showed that males outperformed females (Hypothesis 1b) and Germans outperformed Hungarians (Hypothesis 2b) in both CPS dimensions. However, cross-national comparisons and further analyses on determinants of performance revealed that results on Hypotheses 1 and 2 were mostly caused by groups’ different use of an efficient strategy. That is, females in general and Hungarian females in particular used VOTAT less often than males (see additional analyses on Hypothesis 3b). As mentioned in the introduction, applying strategies such as VOTAT is a prerequisite for gaining declarative knowledge as it is assessed in knowledge acquisition (Kröner et al., 2005) and use of strategies is - to a lesser degree - also relevant for solving a problem as it is assessed in knowledge application (Wüstenberg et al., 2012), explaining overall performance differences between groups by exploration behaviour.

But why did (especially Hungarian) females apply VOTAT less often? A possible explanation is a missing understanding of the concept of “additive effects [from input variables on output variables] – effects that operate individually on a dependent variable but that are additive in their outcomes” (Kuhn, Black, Keselman, & Kaplan, 2000, p. 498). That means, if two variables A and B have an effect on an outcome variable X (e.g., A positive, B negative), a student who knows that variables have additive effects may more frequently use VOTAT, discovering that effects of both variables cancel each other out. Contrarily, a student who does not understand the principle of additive effects may enhance the amount of both variables only recognizing that the output variable does not change, and, thus, assuming that no variable has an effect (Kuhn et al., 2000). Testing the assumption that a missing understanding of additive effects influenced results was not possible in the present study, but is an interesting venue for further research. For instance, verbal protocols gathered with
thinking-aloud technique may be analyzed to gain more insights in processes involved while participants work on MicroDYN. Nevertheless, missing understanding of additive effects is a reasonable explanation for the worse performance of (especially Hungarian) females.

Assuming that the hypothesis of additive effects may hold, it is still unclear why Hungarian females should be worse in understanding it. During school education, understanding and applying the principle of VOTAT is commonly taught within science education, because VOTAT allows a logical disconfirmation of alternative hypotheses, which is central to most experimental designs (Kuhn et al., 2000; Tschirgi, 1981; Vollmeyer et al., 1996). In the Hungarian school system, science and mathematics are traditionally taught more abstract, pure, and proof oriented compared to international trends (Vári, Tuska, & Krolopp, 2002). Thus, interactive real-world experiments usable to teach domain-general strategies such as VOTAT are less frequently applied. Although this may yield a possible explanation for deficits of Hungarian females, it does not provide an answer on why Hungarian males performed better than Hungarian females. Maybe they compensated lack of knowledge outside school education.

In summary, results showed that performance in knowledge acquisition and in knowledge application is influenced by use of efficient strategies. Similarly, in the study of Wittmann and Hattrup (2004), males outperformed females because they altered an important variable to a greater extent showing the impact of input variables on output variables more apparently. Although the authors interpreted the result as a consequence of lower risk aversiveness of males, it may also be attributed to applying an appropriate strategy revealing the systems’ structure more clearly. Overall, results of Wittmann and Hattrup (2004) as well as our study indicate that males revert to more efficient strategies, which strongly influence performance in CPS. Furthermore, similarly to findings of Else-Quest et al. (2010) in TIMSS 2003 and PISA 2003, gender differences in our study vary considerably across Germans
(\(d_s=.20-.25\)) and Hungarians (\(d_s=.38-.43\)) in both CPS facets, showing a clear interaction effect of gender and nationality.

### 4.3 Shortcomings and Outlook

MicroDYN rests upon linear structural equation systems, which require a certain degree of mathematical skills, although being kept to a minimum by using only small integer numbers and graphically illustrated target goals (see Figure 1 and Appendix for equations). Thus, other approaches to measure CPS not based on quantitative relations between variables such as finite state automata (Funke, 2001) may be helpful to further investigate whether results depend on the specific operationalization used. Finite state automata tasks rely on qualitative connections between variables and can represent many devices encountered in every day life (e.g., ticket vending machines or mobile phones, Funke & Frensch, 2007; Funke, 2001). For instance, such devices include analogous structures (e.g., menus functioning in a comparable way), which require the application of different strategies compared to tasks within linear structural equation systems to identify a system’s causal structure. Thus, comparing CPS performance in linear structural equation and finite state automata tasks may yield additional information on the generalizability of our result based on the VOTAT strategy that males use more efficient strategies in CPS tasks also in general.

Furthermore, to not overburden students, MicroDYN included only two tasks with effects between output variables (indirect effects) and no tasks with interaction effects between input variables in this study. Thus, applying VOTAT is sufficient in most tasks to identify the causal structure of the items. Contrarily, to identify an interaction effect between variables, problem solvers first would have to manipulate two input variables on their own and vary them combined afterwards. For instance, in a MicroDYN task, the output variable \(Concrete\) may only change if input variables \(Water\) and \(Cement\) are indifferent to zero. Enhancing only one input variable (e.g., \(Water\)) will not have an effect on the amount of \(Cement\). Such kind of effects can easily be implemented within the framework of linear
structural equations and would demand other strategies than VOTAT (Kuhn et al., 2000). In doing so, it could be analyzed if males also apply other successful strategies than VOTAT more frequently than females.

Nevertheless, VOTAT is relevant in identifying causal relations between variables in various domains (e.g., biology, economics, physics, psychology) and, therefore, of high importance in educational contexts. In recent years, education seeks to foster students’ competencies that are relevant in several domains besides domain-specific knowledge, because it is expected that students transfer what they learned in one domain to other domains (OECD, 2010). In fact, a large amount of education proceeds on the assumption of transfer (Perkins & Salomon, 1989). In this respect, MicroDYN offers great opportunities, because it can be used to teach domain-general strategies such as VOTAT (as well as an understanding of additive effects) or analyses of interaction effects. According to Adam (1989), the more specific the context is, in which thinking skills are trained or knowledge is acquired, the lower the possibility to transfer them to other contexts. Consequently, teaching domain-general strategies in tasks that are embedded in a specific context, for instance science (e.g., Chen & Klahr, 1999; Klahr, Triona, & Williams, 2007) may not be easily transferred to other contexts. Contrarily, MicroDYN tasks can be embedded in various contexts without relying heavily on prior knowledge, allowing an easier transfer to other domains.

However, to enable transfer of knowledge, learners must understand when the application of what has been learned is useful (Bransford, Brown, & Cocking, 1999). Regarding use of strategies, this aspect of meta-cognition is called metastrategic knowledge, which is the ability to know which strategies one has available and to evaluate their usefulness in a specific problem context for reaching a certain goal (Kuhn, 2000). Enhancing metastrategic knowledge is an important developmental and educational goal, because it helps explaining "how and why cognitive development both occurs and fails to occur" (Kuhn, 2000, pp. 178). We suggest using a broad range of CPS tasks (e.g., tasks based on linear structural
equations and finite state automata), requiring different strategies to investigate metastrategic knowledge of students. Analyzing process data gathered during students’ interactions with various CPS tasks allows a deeper understanding of cognitive processes engaged.

4.4 Conclusion

In the present study, we investigated cross-national gender differences and their determinants. As it was shown in this study for MicroDYN, an important prerequisite for comparing performance in CPS is to establish a measurement device that allows a meaningful comparison of performance differences (i.e., tasks that are measured invariant). However, analyses on performance differences should not be limited to outcome variables, but focus more on process variables such as use of strategies (e.g., VOTAT) as crucial determinants of differences in final performance of an underlying ability. A sufficient understanding of processes is a requirement of teaching domain-general CPS competencies and enhancing metastrategic knowledge within school education. As Novick and Bassok (2005) stated, “society expects that the problem-solving lessons learned in school - from how to solve math problems to how to design and execute a science fair project to how to analyze literature - will transfer to students’ adult lives for the betterment of the world” (p.345). Thus, analyzing domain-general problem solving competency and how it develops will strongly contribute to this goal - an opportunity that should not be missed.
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Table 1

**Goodness of Fit Indices for Measurement Invariance of CPS**

<table>
<thead>
<tr>
<th>Group</th>
<th>Invariance model</th>
<th>$\chi^2$</th>
<th>$df$</th>
<th>$p$</th>
<th>CFI</th>
<th>TLI</th>
<th>RMSEA</th>
<th>free Par.</th>
<th>Compare with</th>
<th>$\Delta \chi^2$ (1)</th>
<th>$\Delta df$ (1)</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>gender</td>
<td>(1) Configural Invariance</td>
<td>141.029</td>
<td>68</td>
<td>&lt;.001</td>
<td>.970</td>
<td>.980</td>
<td>.049</td>
<td>50</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2) Strong Factorial Invariance</td>
<td>139.415</td>
<td>73</td>
<td>&lt;.001</td>
<td>.980</td>
<td>.984</td>
<td>.045</td>
<td>42</td>
<td>(1)</td>
<td>2.557</td>
<td>7</td>
<td>&gt;.10</td>
</tr>
<tr>
<td>nationality</td>
<td>(1) Configural Invariance</td>
<td>134.934</td>
<td>71</td>
<td>&lt;.001</td>
<td>.980</td>
<td>.984</td>
<td>.045</td>
<td>50</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2) Strong Factorial Invariance</td>
<td>132.696</td>
<td>76</td>
<td>&lt;.001</td>
<td>.983</td>
<td>.987</td>
<td>.041</td>
<td>42</td>
<td>(1)</td>
<td>1.545</td>
<td>7</td>
<td>&gt;.10</td>
</tr>
<tr>
<td>nationality &amp; gender</td>
<td>(1) Configural Invariance</td>
<td>158.732</td>
<td>107</td>
<td>&lt;.001</td>
<td>.983</td>
<td>.984</td>
<td>.047</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2) Strong Factorial Invariance</td>
<td>159.635</td>
<td>116</td>
<td>&lt;.01</td>
<td>.986</td>
<td>.988</td>
<td>.041</td>
<td>76</td>
<td>(1)</td>
<td>11.420</td>
<td>16</td>
<td>&gt;.10</td>
</tr>
</tbody>
</table>

*Note.* $df =$ degrees of freedom; CFI = Comparative Fit Index; TLI = Tucker Lewis Index; RMSEA = Root Mean Square Error of Approximation; $\chi^2$ and $df$ are estimated by WLSMV; HF = Hungarian females; HM = Hungarian males; GM = German males; GF = German females.

1) $\chi^2$ and $\Delta df$ were estimated by a $\chi^2$-difference test procedure in MPlus (see Muthén & Muthén, 2010); $\chi^2$-differences cannot be compared by subtracting $\chi^2$ and $df$ if WLSMV-estimators are used.
Table 2

*Latent Mean Comparisons of Knowledge Acquisition and Knowledge Application Between Nationality and Gender*

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Model</th>
<th>Compare with</th>
<th>M (SE)</th>
<th>p</th>
<th>Cohens d</th>
<th>Compare with</th>
<th>M (SE)</th>
<th>p</th>
<th>Cohens d</th>
<th>Compare with</th>
<th>M (SE)</th>
<th>p</th>
<th>Cohens d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acquisition</td>
<td>(1) German males</td>
<td>(2) Hungarian males</td>
<td>-.23 (.12)</td>
<td>&gt;.05 (.13)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3) German females</td>
<td>(1) -.74 (.25)</td>
<td>&lt;.001 (.20)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(4) Hungarian females</td>
<td>(1) -.86 (.10)</td>
<td>&lt;.001 (.54)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1) German males</td>
<td>(2) Hungarian males</td>
<td>-.11 (.13)</td>
<td>&gt;.05 (.06)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3) German females</td>
<td>(1) -.43 (.12)</td>
<td>&lt;.001 (.25)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(4) Hungarian females</td>
<td>(1) -.81 (.12)</td>
<td>&lt;.001 (.42)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. M = Latent Mean; SE = Standard Error.
Figure 1. Screenshot of the MicroDYN-task “perfume” during control phase. The sliders of the input variables range from “- -” (value=-2) to “++” (value=+2). Current values and target values are displayed graphically and numerically.
Appendix

The six tasks in this study were mainly varied with regard to two system attributes proved to be most influential on difficulty (see Greiff, 2012): the number of effects between variables and the quality of effects (i.e., effects of input and output variables).

<table>
<thead>
<tr>
<th>Linear Structural Equations</th>
<th>System size</th>
<th>Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X_{t+1} = 1^*X_t + 0^*A_t + 2^*B_t$</td>
<td>2x2-System</td>
<td>only effects of inputs</td>
</tr>
<tr>
<td>$Y_{t+1} = 1^*Y_t + 0^*A_t + 2^*B_t$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Task 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X_{t+1} = 1^*X_t + 2^*A_t + 2^*B_t + 0^*C_t$</td>
<td>2x3-System</td>
<td>only effects of inputs</td>
</tr>
<tr>
<td>$Y_{t+1} = 1^*Y_t + 0^*A_t + 0^*B_t + 2^*C_t$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Task 3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X_{t+1} = 1^*X_t + 2^*A_t + 0^*B_t + 0^*C_t$</td>
<td>3x3-System</td>
<td>only effects of inputs</td>
</tr>
<tr>
<td>$Y_{t+1} = 1^*Y_t + 0^*A_t + 2^*B_t + 2^*C_t$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Z_{t+1} = 1^*Z_t + 0^*A_t + 0^*B_t + 2^*C_t$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Task 4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X_{t+1} = 1^*X_t + 2^*A_t + 2^*B_t + 0^*C_t$</td>
<td>3x3-System</td>
<td>only effects of inputs</td>
</tr>
<tr>
<td>$Y_{t+1} = 1^*Y_t + 0^*A_t + 2^*B_t + 0^*C_t$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Z_{t+1} = 1^*Z_t + 0^*A_t + 0^*B_t + 2^*C_t$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Task 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X_{t+1} = 1.33^*X_t + 2^*A_t + 0^*B_t + 0^*C_t$</td>
<td>2x3-System</td>
<td>effects of inputs &amp; outputs</td>
</tr>
<tr>
<td>$Y_{t+1} = 1^*Y_t + 0^*A_t + 0^*B_t + 2^*C_t$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Task 6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X_{t+1} = 1^*X_t + 2^*A_t + 0^*B_t + 0^*C_t$</td>
<td>3x3-System</td>
<td>effects of inputs &amp; outputs</td>
</tr>
<tr>
<td>$Y_{t+1} = 1^*Y_t + 2^*A_t + 0^*B_t + 0^*C_t$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Z_{t+1} = 1.33^*Z_t + 0^*A_t + 0^*B_t + 2^*C_t$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. $X_t$, $Y_t$, and $Z_t$ denote the values of the output variables, and $A_t$, $B_t$, and $C_t$ denote the values of the input variables during the present trial, whereas $X_{t+1}$, $Y_{t+1}$, $Z_{t+1}$ denote the values of the output variables in the subsequent trial.
General Discussion
6. Discussion

This thesis aimed at enhancing the understanding of the nature and validity of CPS. The focus was on extending previous research on CPS by addressing several issues that have not been sufficiently regarded beforehand: For the first time, (1) the internal structure of CPS comprising the two dimensions knowledge acquisition and knowledge application was investigated across samples with varying cognitive performance and (2) structural stability of CPS was tested across samples varying in gender, age, and nationality. Furthermore, performance differences across these groups were identified and possible explanations were provided. Finally, (3) construct validity of CPS was analysed by relating performance in CPS to a measure of general mental ability. To test hypotheses on these issues, an existing version of MicroDYN was adapted to measure a broad range of cognitive performance.

In summary, concerning (1) internal structure, a 2-dimensional model fitted best and results on (2) structural stability showed that the construct CPS was measured equally well across all samples. Thus, performance differences in MicroDYN tasks occurred due to real differences in CPS. As expected, participants performed better the higher they were educated. However, further analyses revealed that the vary-one-thing-at-a-time (VOTAT) strategy partly explained performance differences across groups. Regarding (3) construct validity, CPS showed incremental validity beyond measures of general mental ability.

In this chapter, results gathered from all papers on the three research questions concerning internal structure, structural stability, and construct validity are tied together and further elaborated by adding aspects that have not been addressed in Paper 1 to Paper 4. Afterwards, strengths of the present research are mentioned and limitations combined with directions for future research are pointed out, followed by a general conclusion.
6.1.1 Internal structure of CPS

In all papers that are part of this thesis, 2-dimensional models of CPS containing the dimensions *knowledge acquisition* and *knowledge application* showed exceptionally good fit indices for overall samples (CFI=.94-.99; RMSEA=.02-.06) and fitted significantly better than 1-dimensional models (CFI=.91-.98; RMSEA=.06-.08) according to $\chi^2$-difference tests. For the first time, the theoretically defined dimensions of *knowledge acquisition* and *knowledge application* could be empirically distinguished using samples with a broad range of cognitive performance including junior high school students as well as blue-collar workers in addition to university students and senior high school students.

Besides the two main dimensions of CPS, *knowledge acquisition* and *knowledge application* (cf. Funke, 2001), Kröner, Plass, and Leutner (2005) and Greiff, Wüstenberg, and Funke (2012) showed that *use of strategies* as prerequisite for gaining knowledge can be modelled as third dimension. *Use of strategies* is commonly operationalized by application of VOTAT, which is an efficient strategy to identify causal relations within a set of variables (Kuhn, 2000; Kröner et al., 2005; Greiff et al., 2012; Vollmeyer, Burns, & Holyok, 1996). However, in Paper 1, the 3-dimensional model with *use of strategies* as third dimension (operationalized by scoring use of VOTAT) did not fit significantly better than a 2-dimensional model with an aggregated dimension of *use of strategies* and *knowledge acquisition* on one factor and *knowledge application* on another factor. Furthermore, *use of strategies* and *knowledge acquisition* were highly correlated on a latent level ($r=.97, p>.001$). Although only fit indices of well-fitting 2-dimensional models were reported in Paper 2 to Paper 4, subsequent analyses showed that within these samples *use of strategies* and *knowledge acquisition* were also highly correlated on a latent level (Paper 2: $r= 96, p<.001$; Paper 3: $r= 99, p<.001$; Paper 4: $r= 97, p<.001$), indicating that 3-dimensional models did not provide additional information on CPS performance.
However, why were these results contrary to findings of Kröner et al. (2005) and to the first version of MicroDYN (Greiff, 2012; Greiff et al., 2012), in which three dimensions could be empirically distinguished and correlations between use of strategies and knowledge acquisition have been considerably smaller? Differences to Kröner et al. (2005) might be allocated to the operationalization of knowledge acquisition. Kröner et al. (2005) did not only assess knowledge about the causal structure in knowledge acquisition, but also partly knowledge application competency (cf. Paper 1). Varying results in contrast to the first MicroDYN version might be at least partly due to the changes carried out to reduce difficulty of tasks and to minimize influence of mathematical ability.

In the current version of MicroDYN applied in this thesis, path weights of variable relations did not vary considerably across tasks and participants only had to draw relations between variables in a causal model instead of both drawing relations and specifying path weights (cf. section 1.3.1). VOTAT, as indicator for use of strategies, is a suitable strategy for identifying paths between variables, whereas basic mathematical ability helps to identify path weights that determine how strong input and output variables are related. As path weights are not included in the score of knowledge acquisition in the current version of MicroDYN compared to the first version, basic mathematical knowledge was not that much needed in addition to VOTAT for knowledge acquisition scores. This led to an increased correlation between use of strategies and knowledge acquisition in the studies included in this thesis. Furthermore, fewer tasks with indirect effects were applied to participants in the current MicroDYN version, in which VOTAT is not as efficient as in tasks with only direct effects to detect causal relations (Greiff, 2012; Greiff et al., 2012). This may also have increased correlations between use of strategies and knowledge acquisition.

In summary, the changes made to minimize influence of mathematical ability and to decrease difficulty of the tasks increased the influence of VOTAT on performance in
knowledge acquisition compared to the first MicroDYN version with varying path weights across tasks and many indirect effects. This led to the acceptance of the 2-dimensional model in all papers included in this thesis. In general, a 2-dimensional structure will most likely result empirically if strategies used to identify causal relations in a given task can be completely identified and measured. The more strategies necessary for appropriate knowledge acquisition are not considered in the measurement of use of strategies, the higher the possibility of yielding a 3-dimensional model of CPS.

6.1.2 Structural stability and performance differences in CPS

Paper 2 to Paper 4 investigated structural stability of CPS by evaluating measurement invariance of MicroDYN. In detail, measurement invariance held across high school students of different ages (Paper 2), across samples varying considerably in age and educational background (Paper 3), and across gender and nationality (Paper 4). That is, constraining factor structure of CPS, factor loadings of items, and item difficulties to be identical across groups did not worsen the model fit. This implied structural stability of the construct, allowing a valid interpretation of mean score differences across groups (Byrne & Stewart, 2005).

For instance, regarding gender, identical item difficulties for males and females indicated that having different coverstories embedded in male context (e.g., mixing chemical elements) did not unjustifiably reward males. Accordingly, tasks that were arguably embedded in a female context (e.g., mixing a perfume) did not unjustifiably reward females. Thus, applying different coverstories did not influence the performance of specific groups more than others. However, due to written feedback provided by participants after tasks were administered, varying coverstories enhanced participants’ motivation while working on MicroDYN.

Similarly, translating the tasks from German into Hungarian did not change the structure of the construct. Consequently, MicroDYN is suitable for application in foreign
countries, although structural stability has still to be proven in a cross-cultural design (e.g., including countries that differ more strongly in the way of life than Germany and Hungary).

In summary, MicroDYN is the only measurement device of CPS, in which structural stability across groups was evaluated, implying that performance differences in MicroDYN can be allocated to real differences in CPS.

Analyses of latent mean differences showed that older high school students outperformed younger ones in both knowledge acquisition and knowledge application with exception of students in Grade 9 (cf. Paper 2). Furthermore, participants with higher educational background did significantly better than participants with lower educational background (cf. Paper 3). Finally, Germans outperformed Hungarians and males outperformed females (cf. Paper 4).¹

However, subsequent analyses revealed that performance differences in knowledge acquisition and, to a lesser extent, in knowledge application, could at least be partly explained by use of strategies. In more detail, the VOTAT strategy was highly correlated with knowledge acquisition (e.g., Paper 1) and considerably correlated with knowledge application. If the proportion of participants who applied VOTAT in a given task is descriptively compared with the proportion of participants who drew the correct model in the respective task, the following pattern is revealed (cf. Table 1, also see Paper 1): In easy tasks regarding knowledge acquisition (i.e., high number of correct models), more participants drew the correct model than applied VOTAT, indicating that VOTAT is not necessarily needed for identifying relations. In tasks with medium difficulty (i.e., medium number of correct models), the frequency of applying VOTAT and having the correct model drawn was nearly identical, indicating that VOTAT seemed to be very helpful for identifying relations in these tasks. In difficult tasks containing indirect effects (i.e., low number of correct models), the frequency

¹ This result would not change, if Grade 9 in Hungary and Germany was excluded from all analyses. Grade 9 in the Hungarian sample showed a significantly worse performance than all other grades, eventually due to motivational effects, and was therefore excluded from analyses on construct validity in Paper 2.
of applying VOTAT was much higher than the frequency of correct models, indicating that VOTAT was not sufficient for identifying relations in these tasks. However, only few tasks with indirect effects were used in the current version of MicroDYN, explaining the overall high correlation of use of strategies measured by VOTAT and knowledge acquisition. The descriptive finding is also supported by item-based correlations between use of strategies and knowledge acquisition, showing high correlations between both dimensions in Item 3 to 5 (r=0.80-.85; \( p < 0.01 \)) and smaller correlations in Items 1 to 2 (r=0.41-.62; \( p < 0.01 \)) and Items 6 to 8 (r=0.03-.21; \( p = 0.01-.64 \)). In summary, usefulness of VOTAT as a strategy depended on the task characteristics and did not automatically lead to better knowledge acquisition scores.

Table 1

Proportion of Participants in Paper 1 Who Applied VOTAT (Use of Strategies), Drew the Correct Causal Model (Knowledge Acquisition,) and Reached Target Goals (Knowledge Application)

<table>
<thead>
<tr>
<th>Item</th>
<th>Task Characteristics</th>
<th>Use of Strategies</th>
<th>Knowledge Acquisition</th>
<th>Knowledge Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Item1</td>
<td>only direct effects; 2 relations</td>
<td>0.74 &lt;</td>
<td>0.81 &gt;</td>
<td>0.76</td>
</tr>
<tr>
<td>Item2</td>
<td>only direct effects; 3 relations</td>
<td>0.77 &lt;</td>
<td>0.83 &gt;</td>
<td>0.47</td>
</tr>
<tr>
<td>Item3</td>
<td>only direct effects; 4 relations</td>
<td>0.84 =</td>
<td>0.83 &gt;</td>
<td>0.62</td>
</tr>
<tr>
<td>Item4</td>
<td>only direct effects; 4 relations</td>
<td>0.87 =</td>
<td>0.86 &gt;</td>
<td>0.50</td>
</tr>
<tr>
<td>Item5</td>
<td>only direct effects; 4 relations</td>
<td>0.90 =</td>
<td>0.90 &gt;</td>
<td>0.74</td>
</tr>
<tr>
<td>Item6</td>
<td>direct &amp; indirect effects; 3 relations</td>
<td>0.89 &gt;</td>
<td>0.21 &lt;</td>
<td>0.47</td>
</tr>
<tr>
<td>Item7</td>
<td>direct &amp; indirect effects; 3 relations</td>
<td>0.90 &gt;</td>
<td>0.29 &lt;</td>
<td>0.52</td>
</tr>
<tr>
<td>Item8</td>
<td>direct &amp; indirect effects; 4 relations</td>
<td>0.90 &gt;</td>
<td>0.07 &lt;</td>
<td>0.70</td>
</tr>
</tbody>
</table>

Note. Use of strategies, knowledge acquisition, and knowledge application were scored dichotomously. For use of strategies, full credit was given if participants consistently applied VOTAT for all input variables, otherwise no credit was scored. For knowledge acquisition, full credit was given if the model drawn by the participants was completely correct and no credit, if participants’ models contained at least one error. For knowledge application, full credit was given if all target goals were reached and no credit, if at least one goal was not reached.
A comparison of item difficulties in knowledge acquisition and knowledge application across groups revealed that tasks, in which knowledge acquisition was rather easy, were not necessarily easy tasks to control, and vice versa. Nevertheless, latent mean differences in knowledge acquisition across groups were comparable to performance differences in knowledge application across these groups (cf. Paper 2 to Paper 4), showing a convergent pattern of performance differences in these CPS dimensions. Put differently, participants who outperformed others in knowledge acquisition tended to show better performance in knowledge application, too.

6.1.3 Construct validity of CPS

Paper 1 and Paper 2 investigated construct validity of CPS. The main focus was on the relation of CPS and measures of general mental ability. CPS was correlated with reasoning, however, significant proportions of variance remained unexplained (Paper 1). Even after controlling for reasoning, CPS explained additional variance in school grades incrementally beyond reasoning in a university student sample (Paper 1) and, to a lesser extent, in a sample of high school students (Paper 2). Furthermore, in another study not included in this thesis, it was shown that MicroDYN also explained variance in school grades beyond measures of working memory (Schweizer, Wüstenberg, & Greiff, in press).

These fundamental results indicate that CPS may assess a competency not captured in traditional measures of general mental ability. CPS includes dynamic and interactive aspects of generating and applying knowledge that may constitute a part of general mental ability that is not captured yet in Carroll’s three stratum theory of intelligence (Carroll, 2003; cf. Danner, Hagemann, Schankin, Hager, & Funke, 2011). In this theory, a latent factor of general mental ability is located at the third stratum, which explains variance of correlated factors on the second stratum. On the first stratum there are specific abilities that are considered as subcomponents of the factors on the second stratum. As suggested in Paper 1, CPS may be
part of the second stratum and the dimensions of knowledge acquisition and knowledge application may be located at the first stratum, however, both assumptions have still to be proven (cf. section 6.3).

Another explanation for the unshared variance of CPS and reasoning is that computer knowledge may affect CPS, but not reasoning. Unlike reasoning tasks, CPS tasks require a lot of interaction with computers, implying that more computer knowledge may be necessary to solve a MicroDYN task than a computerized version of a reasoning task. Going one step further, computer knowledge may also explain performance differences in CPS between males and females, because the former arguably play more computer games that are similar to MicroDYN tasks (Cherney & London, 2006). In the study of Paper 1, procedural computer knowledge was assessed by INCOBI-R questionnaire (Richter, Naumann, & Horz, 2010), but was not implemented as variable in the paper in order not to overstretch the length of the manuscript. However, further analyses revealed that standardized path coefficients of procedural computer knowledge predicting performance in CPS (knowledge acquisition: $\beta=.46, p<.001$; knowledge application: $\beta=.42, p<.001$) and in reasoning (Advanced Progressive Matrices: $\beta=.47, p<.001$) were virtually identical. Furthermore, the increment of CPS beyond reasoning in explaining variance in school grades persisted even if procedural computer knowledge was partialled out ($\chi^2=130.487, p<.05$; CFI=.968; RMSEA=.035). These results imply that the influence of procedural computer knowledge on performance in CPS was comparable to the influence on computer-adapted reasoning tasks, although the CPS test MicroDYN requires considerably more interaction with the computer.

Finally, as shown in Paper 2, parental education was significantly related to CPS in earlier grades. This may imply that CPS is influenced by environmental preconditions. For instance, more highly educated parents may offer more appropriate learning environments consisting of interactive and dynamic situations, which enhance children’s ability to acquire
and apply knowledge. However, this tentative result on the relation of CPS and parental education has to be interpreted in a cautious way.

In summary, this thesis replicated well-established results of previous research showing that CPS and traditional measures of general mental ability are significantly related (e.g., Kröner et al., 2005; Leutner, 2002). However, it goes beyond existing findings by demonstrating that a psychometrically adequate assessment of CPS results in incremental validity beyond traditional measures of general mental ability. Research on the influence of parental education on CPS has just begun and further studies are required to allow more valid interpretations about preconditions of CPS.

6.2 Strengths

Results discussed were based on extraordinary large sample sizes compared to previous research on CPS with \( N \) exceeding 150 in each study and a total of \( N = 2051 \) participants. Having such large data sets made it possible to run state-of-the-art analyses using confirmatory factor analyses and structural equation modelling, which requires a sufficient number of data points (Bollen, 1989). Samples were based on high school students, university students, and adults, resulting in increased generalizability of results. Further, papers in this thesis combined psychometrical research on CPS with theoretically driven analyses of the reasons why performance outcomes occurred the way they did.

Concerning psychometrics, it was shown for the first time that the internal structure of CPS also held in non-university samples, that CPS was measured invariant across groups varying in age, gender, and nationality, and that CPS showed incremental validity beyond traditional measures of general mental ability. Furthermore, this thesis contributed to a theoretical understanding of CPS by relating results on internal structure of CPS to concrete operationalizations of the LSE-tasks used. In-depth analyses of the interplay of the dimensions *use of strategies*, *knowledge acquisition*, and *knowledge application* were
provided, supplying important information on the influence of adequate use of strategies for performance in the latter two dimensions. In this respect, it cannot be emphasized strongly enough that analysing process data such as use of strategies is the most promising approach to identify underlying causes of performance differences, as will be outlined in section 6.3.

6.3 Limitations and outlook

Limitations and open questions of the present work pertain to the following aspects that are subsequently addressed. (1) By restricting task variety in MicroDYN, influence of VOTAT on CPS performance is enhanced, necessitating a broader operationalization of CPS. (2) Analyses on convergent and criterion validity of MicroDYN have to be extended. (3) Research on how CPS can be integrated in Carroll’s three stratum theory of intelligence (Carroll, 1993) should be widened by applying multiple measures of general mental ability and CPS. (4) Further options to study process data are recommended. These should go beyond analyses in Paper 4 that have already yielded informative results on why performance outcomes in CPS occurred. (5) Finally, longitudinal studies that also deal with the trainability of CPS competency may give further information on how CPS competency develops.

(1) Influence of VOTAT on MicroDYN performance: As outlined above (cf. section 6.1.2), in most tasks applied in studies in this thesis the use of VOTAT was significantly related to knowledge acquisition. In general, VOTAT and its inherent principle of isolated variation of variables is an efficient strategy applied to identify causal relations between variables in many application areas (Chi & vanLehn, 2007; Chen & Klahr, 1999; Kuhn, 2000; Vollmeyer et al., 1996). Thus, it is a domain-general strategy that should be included in the measurement of CPS. However, to widen the operationalization of the CPS construct measured and to increase external validity, MicroDYN tasks should be constructed in a way that different strategic approaches are needed to acquire knowledge.
One opportunity to extend MicroDYN is to integrate an “interaction effect”, which requires participants to apply other strategies than VOTAT. Within the framework of LSE-tasks, an interaction effect implies that two input variables will have an effect on an output variable if both input variables are varied in conjunction (cf. Paper 4). Such effects can be frequently found in complex problems in daily life. For instance, in a manufactory, increasing the amount of machines will increase productivity of a given product just as buying more raw materials will. However, beyond a certain point, increasing only the number of machines will not enhance productivity, because machines stand still without enough raw materials available. Accordingly, buying more raw materials without increasing the number of machines will not lead to higher productivity, because the production capacity of machines is limited.

(2) Convergent and criterion validity: In this thesis, no CPS test in addition to MicroDYN was applied to check convergent validity of MicroDYN. Although previous results based on the initial MicroDYN version showed that performance in Space Shuttle and MicroDYN were significantly correlated (Greiff et al., 2012), further research is needed to test if MicroDYN and other measures of CPS assess the same construct. A more sophisticated approach to analyse convergent validity that goes beyond mere correlational studies is to apply latent state trait (LST) theory (Danner et al., 2011; Steyer, Schmitt, & Eid, 1999) or a Multi-Trait-Multi-Method (MTMM) approach (Campbell & Fiske, 1959).

In LST theory, a given trait is measured on two occasions by at least two different measurement devices. The measurement of a given variable can be decomposed into parts dedicated to a given trait, a state residual, a method residual, and an unsystematic measurement error (Steyer et al., 1999). A trait is consistently measured, if several devices assess the same aspects across different occasions, indicating high trait specificity, low method specificity, and low state specificity. Danner et al. (2011) used LST theory to show that the latent CPS factor consisting of performance in Space Shuttle (Wirth & Funke, 2005)
and Tailorshop (Funke, 2001; Süß, 1996) revealed significant but rather small trait specificities. Thus, in their experiment, common variance of devices was rather small, indicating that they partly measured different aspects. Performance in Tailorshop (cf. section 1.2) and Space Shuttle depend on both CPS competency and prior knowledge. In Space Shuttle, for instance, the landing gear has to be retracted when leaving a planet with the shuttle (Wirth & Funke, 2005). This action is familiar to participants who have knowledge about space flights or flights in general. Thus, the assessment of different kinds of prior knowledge in Space Shuttle and Tailorshop may lead to small trait specificities as mentioned by Danner et al. (2011). However, even with small trait specificity, the latent CPS factor explained variance in supervisory ratings beyond measures of reasoning, indicating the potential of CPS (Danner et al., 2011).

As further development, trait specificity of CPS measures may be enhanced if approaches are used that both assess genuine aspects of CPS not confounded with prior knowledge such as MicroDYN and MicroFIN. MicroFIN, which is currently developed at the University of Heidelberg, uses multiple tasks based on finite state automata to measure CPS competency (Greiff et al., 2010). Because CPS performance in MicroDYN and MicroFIN is not confounded with specific prior knowledge about content due to variable labels without deep semantic meaning, trait specificity of these two measurement devices of CPS is expected to be larger than in devices, in which different prior knowledge affects performance.

Convergent validity could also be tested by applying a MTMM design differing slightly from LST, in which two or more traits are measured on only one occasion (Eid, Lischetzke, & Nussbeck, 2006). This allows a combined testing of multiple CPS dimensions (e.g., knowledge acquisition, knowledge application, use of strategies) measured by several CPS tasks. If common trait variance across devices is high and method-specific influences and
unsystematic measurement errors are low, the different CPS tests assess the same construct supporting convergent validity of MicroDYN.

Finally, concerning criterion validity, performance in MicroDYN explained significant amounts of variance in school performance. However, it should also be significantly related to other criteria involving problem solving performance in real life. Recently, it was shown that MicroDYN explained performance in technical problem solving in a sample of electronics technicians (Abele et al., 2012). In this study, participants’ technical problem solving competency was measured by their ability to identify malfunctions in a computer-simulation of electrotechnical systems. Another approach to prove criterion validity would be to test if performance in MicroDYN distinguishes between advanced and less advanced problem solvers in regular job situations. However, identifying good problem solvers at work with accurate measurement devices is quite challenging.

(3) CPS and general mental ability: This thesis showed that CPS measured by MicroDYN is incrementally valid beyond a measure of general mental ability. However, comparable to other research (e.g., Danner et al., 2011), reasoning tests (i.e., Advanced Progressive Matrices, Raven, 1958; Culture Fair Test 20R, Weiβ, 2006) or working memory (Schweizer et al., in press) were chosen as indicators of general mental ability. Although reasoning is seen to be at the core of general mental ability (Carroll, 1993), widening the operationalisation would reveal more valid results on how CPS can be integrated in Carroll’s (1993) three stratum theory of intelligence. In this respect, measures of general mental ability should include a test battery comprising factors on the second stratum such as cognitive speediness, processing speed, visual perception, or crystallized intelligence. However, to the best knowledge of the author, “self-regulated learning and the ability to adapt the problem solving process to a changing environment by continuously processing feedback” (Wirth &
Klieme, 2003, p. 329) as captured in CPS is not included in factors at the second stratum, making assessment of this cognitive aspect unique to CPS.

Nevertheless, to ensure that incremental validity of CPS found in this thesis does not only relate to the specific configuration of the tasks used, it has to be shown that common aspects of two or more measures of CPS are incrementally valid beyond two or more traditional measures of general mental ability. Therefore, the MTMM approach already described may also be used to yield results on incremental validity of CPS. If common trait variance of several CPS measures explains performance in an important performance criterion beyond common trait variance of multiple measures of established intelligence tests, usefulness of CPS tests in addition to traditional measures of general mental ability is more evident.

(4) Process data: Paper 4 in this thesis emphasized the importance of analysing process data in order to get a clearer picture of what determines performance in CPS competency. On the one hand, process measures can be gathered by using verbal protocols that allow researchers to investigate misconceptions of participants (e.g., Swanson, 1990; Kuhn, 2011), either by applying thinking-aloud techniques while participants work on a CPS task or by asking participants after test administration why they responded to a task the way they did (Kuhn, Black, Keselman, & Kaplan, 2000).

On the other hand, the CPS dimension use of strategies can be directly extracted from logfiles recording participants’ interactions with the task environment as realized in Paper 1 and Paper 4. As research on problem solving shows, appropriate use of strategies while exploring the problem space of a given task results in good performance in that task (e.g., Kröner et al., 2005; Paper 1 and Paper 4 in this thesis). However, is there an underlying competency that determines performance in use of strategies across several tasks requiring different strategies?
Metastrategic knowledge may explain performance in use of strategies across tasks, that is, a part of metacognition representing the ability to know which strategies are available to a person and to evaluate their usefulness in a specific problem context for reaching a certain goal (Kuhn, 2000). For instance, Swanson (1990) showed that regardless of their cognitive ability, students with higher metastrategic knowledge (i.e., metacognition measured by use of strategies) outperformed students with lower metastrategic knowledge in a hands-on problem solving task. However, Swanson’s experiment as well as studies in this thesis did not assess common variance of different strategies across diverse tasks. In this respect, MTMM models may allow a more general evaluation of how CPS performance is influenced by metastrategic knowledge. Therefore, the CPS dimension use of strategies has to be measured in several CPS tests (e.g., MicroDYN, MicroFIN, Tailorshop). As this thesis shows, appropriateness of strategies is dependent on the tasks used due to varying task constraints (cf. section 1.4.3), implying that efficient strategies in CPS tasks such as Tailorshop may considerably differ from efficient strategies in MicroDYN. For instance, if participants do not have the time to vary-one-thing-at-a-time, a good approach might be to simultaneously vary multiple variables at the same time and then apply the win-stay, lose-shift strategy (e.g., Nowak & Sigmund, 1993), in which a strategy is pursued in case of success and only modified in case of failure.

Common trait variance of various strategies such as VOTAT or win-stay, lose-shift strategy could be modeled as latent second order factor representing metastrategic knowledge. If the trait specificity of this factor is high, participants who have high scores on that metastrategic knowledge factor are good in matching strategies to requirements of tasks. Measuring use of strategies in several tasks and modeling a second order factor may cover the CPS competency to search for information in an unknown environment more broadly than solely assessing single strategies within CPS tests.

Finally, in this thesis, use of strategies only captures the competency of using strategies for knowledge acquisition, not for knowledge application. According to Schoppeck (2004), the
difference between these strategies is that *knowledge acquisition* strategies such as VOTAT focus on the effect of input variables (i.e., which effect does a certain input variable have), whereas *knowledge application* strategies focus on output variables (i.e., how is a certain output variable affected). He suggests measuring a common *knowledge application* strategy, in which the problem solver first has to predict the next states of the environment in case of no interventions, then the problem solver has to calculate differences between predicted and desired states, to select input variables for variation, to calculate values for input variables, and finally to apply the strategy. Measuring such knowledge application strategies using process data would foster understanding of problem solving processes in *knowledge application* and is therefore highly recommended for future research.

(5) **Longitudinal studies:** To evaluate development of CPS competency across age, longitudinal studies combined with training studies will lead to a more consistent picture allowing the interpretation of intra-individual differences across time. In Paper 2 and Paper 3, performance differences were measured across problem solvers of different ages in a cross-sectional design and it was mentioned that training efficient domain-general problem solving strategies may enhance participants understanding of how to generate and apply knowledge. Research already showed that participants who were trained in applying VOTAT in a science problem are able to transfer their knowledge and apply VOTAT also in other science tasks (e.g., Chen & Klahr, 1999; Klahr, Triona, & Williams, 2007). As outlined in Paper 4, MicroDYN tasks allow the illustration of the usefulness of domain-general strategies (e.g., VOTAT), because they can be embedded in various contexts. This emphasizes the utility of MicroDYN as a training tool for domain-general strategies such as VOTAT or strategies to identify interaction effects.

By analysing intra-individual developments of applying domain-general strategies across time and by comparing developmental differences across participants (i.e., analysing inter-individual differences in intra-individual change), prerequisites for students’
understanding of the usefulness of a certain strategy can be identified. Going one step further, inter-individual differences in intra-individual change can also be studied simultaneously for different methods. By applying a longitudinal MTMM model developed by Geiser (2009), it could be tested if working with interactive MicroDYN tasks is more useful to train domain-general strategies than verbal explanations or video instructions.

Finally, the role of emotion and motivation in CPS (e.g., Barth & Funke, 2010), cognitive modelling (Anderson, 2007), adaptive testing (Eggen, 2008), or collaborative problem solving (Greiff, in press) are not considered in this thesis, but nevertheless important from a theoretical and practical point of view, to name only some of the most interesting venues for future research on MicroDYN and MicroFIN that have not been mentioned yet.

6.4 Conclusion

This thesis dealt with the assessment of CPS, that is, the domain-general competency to generate and apply new knowledge while interacting with a previously unknown environment. Overall, data analyses confirmed that MicroDYN is suitable for measuring CPS not only in samples of university students, but also across participants with a broad range of cognitive performances including high school students and blue-collar workers. Further, CPS showed incremental validity beyond traditional measures of general mental ability. From a scientific perspective, these results emphasize the potential of MicroDYN as a measurement device of CPS and of the construct itself in explaining cognitive performance.

From a practical point of view, it seems to be undisputed that CPS competency is frequently needed in daily life. For instance, the economists Autor, Levy, and Murnane (2003) showed that due to the increasing utilization of technology in the last few decades, working people have to carry out more and more non-routine problem solving tasks instead of applying a well-defined set of cognitive and manual routine activities. In other words, in the 21st century, it is not sufficient to only apply factual knowledge to solve routine tasks. It is the
competency of generating and applying new knowledge that enables people to meet demands at the work place.

This is also acknowledged by the Organisation for Economic Co-operation and Development (OECD) which considers CPS as a valuable aspect of school achievement. The OECD integrated CPS in the Programme for International Student Assessment (PISA) in the 2012 cycle (OECD, 2010), emphasizing the interest in students’ domain-general CPS competency. In educational psychology, it is confirmed that if "we only rely on teaching people the knowledge base or expertise […], they [students] will not learn to be good general problem solvers" (Tuckman & Monetti, 2010, p.328). Further, Tuckman and Monetti (2010) suggest teaching domain-general strategies to increase general problem solving performance. However, first it has to be understood which conceptions and misconceptions exist when students use strategies to generate and apply knowledge. Thus, an adequate assessment of students’ existing CPS competency is a prerequisite for teaching students to become better problem solvers. In this respect, a first step has been taken with the development of MicroDYN. Bearing in mind that people constantly interact with dynamically changing environments in the 21st century, solely using static tasks to measure cognitive performance does not meet the requirements of modern assessment. The world moves on and assessment of relevant competencies such as CPS has to keep pace.
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