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Abstract

This work discusses the experimental realization of a mixed regular-chaotic phase space in a macroscopic quantum system. The effective Planck’s constant of the system can be varied in a large range. Therefore, the semi-classical limit of the system can be studied, where the initial size of the many particle wave packet is much smaller than typical structures of the phase space. Thus, different structures of the phase space can be resolved. In a weakly driven system, the Poincaré-Birkhoff scenario is investigated by the dispersion of the wave packet at a stable or unstable fixed point. In a strongly driven system, different dynamics of a wave packet is found, dependent on preparation in a regular island or the chaotic sea. The time evolution can be described by a classical model, which is in good agreement with experiment as well as the mean field model for the considered observables.

In an independent experiment using an atomic beam setup the generation of motional coherence of a single atom by spontaneous emission of a single photon has been demonstrated.

Zusammenfassung


In einem unabhängigen Experiment mit einem Atomstrahl wird die Erzeugung von Kohärenzen in den Impulszuständen eines einzelnen Atoms durch die spontane Emission eines einzelnen Photons nachgewiesen.
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1. Introduction

The stability of an integrable (and thus regular) system subjected to a perturbation is of wide interest – in classical mechanics as well as in quantum systems. A large class of classical systems can be solved exactly just in a linear approximation, while higher order contributions have to be treated as a perturbation of the integrable system. Arising from the discussion of the stability of certain solutions under perturbation, e.g. the stability of the solar system, a new class of solutions was found for chaotic regions. This opened up the route to structurally different physics, examined by nonlinear dynamics. Such behaviour was found for many different systems, including the rings of saturn, chaotic behaviour of convection, stability of lasers and plasmas, in acoustics and many more [4]. Furthermore, the theory of nonlinear dynamics provided seminal contributions to philosophical aspects of physics, such as the disconfirmation of Laplace’s demon [5].

The manifestation of chaos in a quantum system raised some questions, which are closely related to the transition from the quantum to classical regime. For an isolated system in the quantum regime, which is described by a linear Schrödinger equation, the time evolution will be periodic or quasi periodic, even if the classical counterpart behaves chaotic. However, if the effective Planck’s constant is decreased towards the semi classical regime, it has to describe the classical chaotic trajectories. Thus, the discussion of the quantum-to-classical transition is inseparably interwoven with the discussion of quantum states located in a classically chaotic region.

Among the first experiments of a quantum system with a classically chaotic counterpart were investigations of the δ-kicked rotor [6], due to its primary role in classical nonlinear dynamics. Exploring the diffusion of particles exposed to periodic kicks resulted in the discovery of quantum resonances [7, 6]. This opens up the route for the observation of quantum accelerator modes [8, 9], using quantum resonances by performing the kicks close to multiples of the Talbot time. The difference of the period of the kicks to the Talbot time is discussed as an effective Planck’s constant [10], providing a system for the investigation of quantum to classical transition.
The diffusion of particles in the quantum kicked system exhibits an anomalous behaviour, which has no classical counterpart. Beyond the Heisenberg time, diffusion is almost zero due to dynamical localization [11, 12]. The closely related Anderson localization was also observed in microwave billiards [13] and for Bose-Einstein condensates (BEC) in random potentials [14, 15].

In contrast, the transport of particles in a δ-kicked potential can exhibit quite counterintuitive behaviour even for classical systems. The ratchet effect introduced by Feynman [16], describes the transport of an ensemble against a gradient if the symmetries of the system are broken and diffusion takes place. Substituting the diffusion by transport in the chaotic sea leads to ratchet effects in Hamiltonian systems [17]. The atom optical implementations rely up to date on quantum resonances [18, 19] or dissipation [20, 21, 22]. Furthermore, it was realized in a BEC [23].

A striking feature of quantum mechanics is the existence of tunneling through a barrier, although the energy of the wave packet is well below the barriers height. This is often discussed by means of the most simple system – a double well potential. The periodic driving of such a system can lead to complete suppression of tunneling [24, 25]. At another abstraction level dynamical barriers can arise in the classical mixed phase space. Hence, the quantum counterpart should exhibit tunneling through this dynamical barrier, discussed as dynamical tunneling and chaos assisted tunneling (CAT) for the tunneling between two stable islands moderated by states of the chaotic sea [26]. It was shown theoretically, that CAT will increase the tunneling rate by orders of magnitude and critically depends on the effective Planck’s constant [27]. This makes it quite attractive for the quantum optics community, since many particle tunneling could lead to the realization of “cat”-states. An increase due to CAT could raise the tunneling rate to experimental observable times, whereas the typical tunneling times are experimentally not feasible.

For single atoms, chaos assisted tunneling was observed in [28, 29], however it is still challenging for many body systems. A very natural choice for the investigation is a driven double well potential. This can be realized in a BEC in external as well as internal degrees of freedom. The dynamics can be mapped onto a Bloch sphere and is often referred to as driven or kicked top. We will concentrate in the following on the implementation of the driven double well in Fock space (driven Top) in internal degrees of freedom in a BEC.

Chaos assisted tunneling is discussed in the framework of a driven top in several works [30, 27] exhibiting a crucial dependency on the effective Planck’s constant. Due to its direct dependency on the atom number in the BEC, the effective Planck’s constant can be experimentally varied over
several orders of magnitude. Therefore, the system is perfectly suited for studying the quantum-to-classical transition and reaching a semi-classical limit. The prediction of chaos on the Bloch sphere can be found in several theoretical works [31, 32, 33], a realization deep in the quantum regime was reached in [34]. Since the work of [34] relies on internal states of noninteracting atoms, the number of “spins” is strongly limited yielding in a $\hbar_{\text{eff}}$ larger than typical structures of the phase space. The different sensitivity of states on perturbations is discussed, whether located in regular islands or in the chaotic sea. They find a much larger robustness for the states in stable islands. Furthermore it is suggested, that quantum states located in the classical chaotic sea will exhibit enhanced entanglement [35, 36]. This is of great interest in context of many body systems.

The present investigation builds on the realization of the symmetric undriven top in a spinor BEC in our group [37, 38]. Here we present the realization of a driven top in the semi classical regime. The driving is implemented by altering the coupling strength periodically, experimental details will be given in chapter 3. The derivation of the mean field and a classical model as well as some basic properties of the system will be outlined in the subsequent chapter.

In a weakly driven system, the Poincaré-Birkhoff scenario is investigated in chapter 4 for the most simple system. The generation of elliptic and hyperbolic fixed points due to driving is supported by results of the spreading of the wave packets. A mixed phase space is realized in a strongly driven system in chapter 5 and verified by the different behaviour of the wave packets depending on whether prepared in the chaotic sea or in a regular island. Simulations with a mean field model as well as a classical model fit quite well to the experimental data. This supports the idea to predict some aspects of the behaviour of a wave packet in the driven system by expectations obtained from the structure of the classical phase space.
2. The driven double well system

2.1. Bose-Hubbard Hamiltonian

The complete derivation of the Bose Hubbard Hamiltonian is treated in different works [39, 40, 41, 42, 43], and thus only some key features will be given in the following (see also [38]). The Hamiltonian can be written in the second quantization for a spinor condensate driven by an external field and assuming s-wave scattering as:

\[ H = H_0 + H_{\text{coup}} + H_{\text{MF}} + H_{\text{inter}} \]  

(2.1)

\[ H_0 = \sum_{i=1,2} \int d^3r \psi_i^\dagger(r) \left[ -\frac{\hbar^2}{2m} \nabla^2 + V(r) \right] \psi_i(r) \]  

(2.2)

\[ H_{\text{coup}} = -\frac{\hbar \Omega_R}{2} \int d^3r \left[ \psi_1^\dagger(r) \psi_2(r) e^{i\Delta t} + \psi_2^\dagger(r) \psi_1(r) e^{-i\Delta t} \right] \]  

(2.3)

\[ H_{\text{MF}} = \sum_{i=1,2} \frac{4\pi\hbar^2 a_{ii}}{2m} \int d^3r \psi_i^\dagger(r) \psi_i^\dagger(r) \psi_i(r) \psi_i(r) \]  

(2.4)

\[ H_{\text{inter}} = \frac{4\pi\hbar^2 a_{12}}{m} \int d^3r \psi_1^\dagger(r) \psi_2^\dagger(r) \psi_1(r) \psi_2(r) \]  

(2.5)

with \( \psi^\dagger (\psi) \) being the creation (annihilation) field operator fulfilling the standard bosonic commutation relations. The form of \( H_0 \) assumes the same trapping potential \( V(r) \) for both spin species. The coupling term \( H_{\text{coup}} \) includes a small detuning \( \Delta \) and is written in the rotating frame approximation. Within the framework of a condensate in an external double well potential [42] this term is equivalent to the hopping term describing the tunneling between the wells. The self interaction of the field associated with the intra-species scattering length \( a_{ii} \) leads to an additional term \( H_{\text{MF}} \), which has some experimental implications treated in Sec. 3.3. The
last interaction term $\hat{H}_{\text{inter}}$ describes the collision of two particles in different spin states. This nonlinearity enables the system to show up a large variety of effects.

In order to obtain a two mode model, the field operators are approximated by:

$$\hat{\psi}_i = \Phi_0 \hat{a}_i$$  \hspace{1cm} (2.6)

with $\Phi_0$ as a scalar mode function and the operators $\hat{a}_i^\dagger$ and $\hat{a}_i$ creating or annihilating a particle in spin state $i$. Throughout the rest of this work, the hyperfine state $|F = 1, m_f = +1 \rangle = |1 \rangle$ will be denoted with index 1 and $|F = 2, m_f = -1 \rangle$ with index 2. As both spin species experience the same potential $V(\mathbf{r})$, their functions $\Phi_0$ are assumed to be equal. This assumption\textsuperscript{1} is only valid if the system is in the miscible regime \cite{47}, but is a good approximation if the trapping potential is very tight as in the considered system. Thus the external degree of freedom is frozen and uncoupled from the internal dynamics. Following \cite{46, 38} the Hamiltonian 2.1 can be written in a two mode model:

$$\hat{H}_0 = E(\hat{a}_1^\dagger \hat{a}_1 + \hat{a}_2^\dagger \hat{a}_2)$$  \hspace{1cm} (2.7)

$$\hat{H}_{\text{MF}} = \chi_{11} \hat{a}_1^\dagger \hat{a}_1 \hat{a}_1^\dagger \hat{a}_2 + \chi_{22} \hat{a}_2^\dagger \hat{a}_2 \hat{a}_2^\dagger \hat{a}_1$$  \hspace{1cm} (2.8)

$$\hat{H}_{\text{inter}} = 2\chi_{12} \hat{a}_1^\dagger \hat{a}_2 \hat{a}_2^\dagger \hat{a}_1$$  \hspace{1cm} (2.9)

$$\hat{H}_{\text{coupl}} = -\frac{\Omega}{2}(\hat{a}_1^\dagger \hat{a}_2 e^{i\Delta t} + \hat{a}_2^\dagger \hat{a}_1 e^{-i\Delta t})$$  \hspace{1cm} (2.10)

with the coefficients in the single spatial mode approximation:

$$E = \int d^3r \Phi^*_0 \left[ -\frac{\hbar^2}{2m} \nabla^2 + V(\mathbf{r}) \right] \Phi_0$$  \hspace{1cm} (2.11)

$$\chi_{ij} = \frac{4\pi\hbar^2 a_{ij}}{2m} \int d^3r |\Phi_0|^4$$  \hspace{1cm} (2.12)

$$\Omega = \hbar \Omega_R \int d^3r \Phi^*_0 \Phi_0.$$  \hspace{1cm} (2.13)

\textsuperscript{1}A more detailed analysis is given in \cite{38}.
The Hamiltonian can be further simplified by introducing angular momentum operators:

\[
\hat{J}_x = \frac{1}{2}(\hat{a}^\dagger_1 \hat{a}_2 + \hat{a}^\dagger_2 \hat{a}_1) \\
\hat{J}_y = \frac{1}{2i}(\hat{a}^\dagger_2 \hat{a}_1 - \hat{a}^\dagger_1 \hat{a}_2) \\
\hat{J}_z = \frac{1}{2}(\hat{a}^\dagger_2 \hat{a}_2 - \hat{a}^\dagger_1 \hat{a}_1)
\]

fulfilling the standard commutation relations for a spin $N/2$ algebra. When neglecting all constant terms (proportional to $N$ and $N^2$) the two mode Hamiltonian can be written in the form:

\[
\hat{\mathcal{H}} = \chi \hat{J}_z^2 - \Omega \hat{J}_x + \delta \hat{J}_z.
\]

The coupling $\Omega$ is experimentally well controlled and can be varied in the range of a few Hertz up to 330 Hz (times $2\pi\hbar$). The effective detuning:

\[
\delta = \Delta + (2J - 1)(\chi_{22} - \chi_{11})
\]

depends on the chosen detuning $\Delta$ of the coupling and on particle density, thus atom number in the BEC. This term is typically treated as constant. In fact, the detuning changes with time since some atoms are lost during the experimental sequence. The quantification and methods to compensate this are described in Sec. 3.3.

Finally the nonlinearity $\chi$ can be written as:

\[
\chi = \chi_{11} + \chi_{22} - 2\chi_{12}
\]

\[
= \frac{1}{2} (g_{11} + g_{22} - 2g_{12}) \int d^3r |\Phi_0|^4
\]

with $g_{ij} = \frac{4\pi \hbar^2 a_{ij}}{m}$. The corresponding term is quadratic in $\hat{J}_z$ leading to nonlinear dynamics and is thus the reason for the system being so attractive for researchers. Absolute value as well as sign of $\chi$ can be tuned by changing the inter-species scattering length $a_{12}$ close to a Feshbach resonance (see Sec. 3.2.1 for details).
Scaling the Hamiltonian

It should be noted, that the coefficients $\Omega$, $\chi$, and $\delta$ are in units of energy. On the other hand these quantities are experimentally determined as frequencies, thus the Hamiltonian will be scaled accordingly. Furthermore for numerical simulation of the dynamics it is favourable to express the Hamiltonian in dimensionless variables, which will be derived in the following.

As a first step, the coefficients will be scaled by $2\pi\hbar$:

$$
\tilde{\chi} = \frac{\chi}{2\pi\hbar}; \quad \tilde{\Omega} = \frac{\Omega}{2\pi\hbar}; \quad \tilde{\delta} = \frac{\delta}{2\pi\hbar}.
$$

Hence the scaled versions correspond to the experimentally measured frequencies, which are typically in the order of $\chi N \approx 20\,\text{Hz} \ldots 35\,\text{Hz}$ and $\Omega \approx 10\,\text{Hz} \ldots 50\,\text{Hz}$. It is common within the semiclassical approximation of this Hamiltonian, to project the dynamics onto an unit sphere. In order to be comparable to classical simulations, also the two mode hamiltonian will be mapped on the unit sphere. Since creation and respectively annihilation operators raise or lower the quanta in steps of one, the scaling has to be introduced in a pre factor in the angular momentum operators. Therefore the scaled angular momentum operators $\hat{J}$ reads as:

$$
\hat{J}_i = \frac{2}{N} \hat{J}_i
$$

Expressing the Hamiltonian 2.17 in scaled terms yields in:

$$
\frac{1}{\hbar N 2\pi\Omega} \hat{H} = \frac{1}{2} \frac{\tilde{\chi}N}{\tilde{\Omega}} \hat{J}_z^2 - \hat{J}_x + \frac{\tilde{\delta}}{\tilde{\Omega}} \hat{J}_z
$$

$$
\hat{H}' = \frac{\Lambda}{2} \hat{J}_z^2 - \hat{J}_x + \epsilon \hat{J}_z
$$

with the relative nonlinearity $\Lambda = \frac{\tilde{\chi}N}{\tilde{\Omega}}$ and the scaled detuning $\epsilon = \frac{\tilde{\delta}}{\tilde{\Omega}}$.

The relative nonlinearity $\Lambda$ plays an important role for the system as it determines the relative strength of the nonlinearity to the coupling. If the coupling exceeds the nonlinearity the system exhibits slightly deformed Rabbi like oscillations [48]. On the other hand, if the nonlinearity is much stronger than the coupling, the dynamics is completely changed. Details of the dynamics will be discussed in Sec. 2.3.

The scaled detuning $\epsilon$ influences the system much less as it is chosen to
be smaller than one, $\epsilon \ll 1$ and thus just tilts the axis of the Rabbi oscillations a bit.

The scaling factor $\frac{1}{N} \frac{1}{\hbar} \frac{1}{2\pi\tilde{\Omega}}$ of the Hamiltonian can be divided into several distributions. One of them is the effective Planck’s constant of the system. It can be determined by the commutator relations of the angular momentum operators and calculates to:

$$\hbar_{\text{eff}} = \frac{2}{N}.$$  
(2.24)

Therefore the system exhibits the potential of behaving pure quantum mechanically for small, or classically for large $N$. For instance the experiment in [34] was done with $N = 7$ implying that the effective $\hbar_{\text{eff}}$ and thus a minimal uncertainty state is large compared to typical structures of the classical phase space. On the other hand, with a large atom number almost classical experiments are available. Hence this system is ideally suited for the experimental investigation of quantum to classical transition.

The remaining factor of $2\pi\tilde{\Omega}$ corresponds to a scaling of frequencies and thus times:

$$\tilde{\omega} = \frac{\omega}{2\pi\tilde{\Omega}}$$  
(2.25)

$$\tilde{t} = 2\pi\tilde{\Omega}t$$  
(2.26)

and is required for the comparison of numerical and experimental results. The scaled Hamiltonian (Eq. 2.23) can be solved numerically for a moderate atom number up to the order of $\mathcal{O}(1 \times 10^3)$, which is done in Sec. A.2. The scaling apostrophe is omitted throughout the rest of this work.

The Bose-Hubbard Hamiltonian can also be cast into an effective single particle Hamiltonian [49, 50] with a potential being similar to the classical one but a $z$ dependent modification of the effective mass. This is appreciated for deeper insight into the quantum behaviour of the Hamiltonian or if the particle number is too large for the numerical diagonalization. Since one goal of this work is to translate findings from the classical model into the mean field system, primarily the classical approximation and numerical solution of the Bose-Hubbard Hamiltonian will be used.

### 2.2. Semi-classical approximation

In order to get a feeling for the dynamics described by the Hamiltonian in Eq. 2.17, a semiclassical model is derived. Following the route of [45], the
angular momentum operator $\hat{J}$ is replaced by its expectation values:

$$\hat{J} \rightarrow \frac{N}{2} \begin{pmatrix} \sin \theta \cos \varphi \\ \sin \theta \sin \varphi \\ \cos \theta \end{pmatrix}$$

(2.27)

which is the standard form of a unit vector in spherical coordinates with radius $N/2$ (due to dealing with a spin $N/2$ system). It is common to project the dynamics onto a unit sphere with radius one and to express the Hamiltonian in terms of the height $z$ instead of polar angle $\theta$. Therefore the angular momentum operators and thus the Hamiltonian will be written in terms of scaled coordinates $z = \cos \theta$ and the azimuth angle $\varphi$:

$$\hat{J}_x \rightarrow \frac{N}{2} \sqrt{1 - z^2} \cos \varphi$$

(2.28)

$$\hat{J}_y \rightarrow \frac{N}{2} \sqrt{1 - z^2} \sin \varphi$$

(2.29)

$$\hat{J}_z \rightarrow \frac{N}{2} z.$$  

(2.30)

Substitution of these into the unscaled Hamiltonian 2.17 leads to:

$$\mathcal{H} = \frac{2\pi \tilde{\chi} N^2}{4} z^2 - \frac{N}{2} 2\pi \tilde{\Omega} \sqrt{1 - z^2} \cos \varphi + \frac{N}{2} 2\pi \tilde{\delta} z.$$  

(2.31)

Scaling this semi-classical Hamiltonian by $N2\pi \tilde{\Omega}/2$ equivalently to the mean field system yields:

$$\tilde{\mathcal{H}} = \frac{\Lambda}{2} z^2 - \sqrt{1 - z^2} \cos \varphi + \epsilon z$$

(2.32)

using the same definitions for relative nonlinearity and detuning.

It should be noted that the presented derivation of the semi-classical model is just a rough "experimentalists point of view". For a neat derivation, the Ehrenfest theorem is used to derive the equation of motion for the expectation value of $\langle \hat{J} \rangle$, and to derive an effective Hamiltonian from that [51, 45]. The full analysis was provided by Steffen Löck and yields in the same results [52].

The scaling of the Hamiltonian in Eq. 2.32 is done with the factor of $N2\pi \tilde{\Omega}/2$, thus actually all frequencies would have been scaled with the same factor. This implies a scaling of frequencies by $N/2$ leading to wrong conclusions. The experimental determined frequencies are (in first order) independent of particle number $N$, hence these behave as a kind of "angular" frequencies. The scaling with $N/2$ on the other hand would lead to
frequencies at the surface of the sphere. Due to that reason and according to the scaling of the mean field model, the factor of $N/2$ has to be omitted leading to same scaling as Eq. 2.25.

### 2.2.1. Initial states

Although the number state base (see Sec. A.2) is a complete basis of the Bose-Hubbard Hamiltonian in Eq. 2.23, it is not the proper choice for the treatment of the problem. The more appropriate states are the eigenstates of the angular momentum operators with an axis pointing towards $(\vartheta, \phi)$ [45]. Theses coherent spin states (CSS) can be written as [53, 32]:

$$|\vartheta, \phi\rangle = \sum_{k=0}^{N} \binom{N}{k} \cos^{k} \left( \frac{\vartheta}{2} \right) \sin^{N-k} \left( \frac{\vartheta}{2} \right) e^{i(N-k)\varphi} |k, N-k\rangle \quad (2.33)$$

with $N$ being the total atom number and $k$ the number of particles in state $|2\rangle$. It was shown that these states form a complete basis [53]. Coherent spin states are minimal uncertainty states [45]. Experimentally, we can create such states by preparing all atoms in the $|1\rangle$ state, which is shown to be equivalent to a CSS. Since an arbitrary rotation transfers a CSS into another one, we can prepare a CSS at a certain position $(\vartheta, \phi)$ in phase space by applying a high power coupling pulse onto the $|1\rangle$ state [54].

The CSS has a finite width on the Bloch sphere due to quantum mechanical uncertainty principle, thus classical simulations working with a single point state will differ from the quantum mechanical mean field model. In order to make them comparable to the mean field model, a distribution of points will be used [30, 34] for initial preparation. For large atom numbers $N$, the binomial distribution of the CSS approaches a Gaussian distribution with mean of $(\vartheta, \phi)$ and a standard deviation of $\sigma = 1/\sqrt{N}$ [32, 55]. Therefore, we use a Gaussian distribution of points on the Bloch sphere as initial distribution for the classical simulations, with parameters of the CSS. The generation of the distribution is described in Sec. A.1.1. After calculating the time evolution for all points, the mean as well as the variance are obtained for the resulting classical distribution.

### 2.3. Properties of the undriven system

Although the properties of the symmetrical system have been intensely studied theoretically [44, 56, 41, 49, 50] as well as experimentally [57,
42, 58, 59], some basic properties will be discussed in the following since the undriven system serves as a starting point for the discussion of the driven system.

### 2.3.1. Symmetrical system

Most of the features of the undriven system can be understood when determining the fixed points of the system, their stability and linearized dynamics around. Since this can be obtained analytically for the symmetrical system with \( \varepsilon = 0 \), we will focus briefly on this case. The full derivation is presented in Sec. A.1.3, a summary of the results will be given in the following.

The symmetrical system exhibits a fixed point at \( z_{PI} = 0; \varphi_{PI} = 0 \) with a frequency of surrounding orbits of \( \omega_{PI} = \sqrt{1 + \Lambda} \). This fixed point, labeled with "plasma", will remain stable for all values of the relative nonlinearity. On the other side of the Bloch sphere, a second fixed point is located at \( z_{\pi} = 0; \varphi_{\pi} = \pi \) with a frequency of \( \omega_{\pi} = \sqrt{1 - \Lambda} \) (all frequencies will be given in scaled units according to Eq. 2.25). This fixed point becomes unstable at a critical value of \( \Lambda_* = 1 \) and is named "\( \pi \)".

![Figure 2.1: Visualizing the Bifurcation.](image)

At the same critical nonlinearity \( \Lambda_* = 1 \), two new stable fixed points appear at \( z_{\pm} = \sqrt{1 - \frac{1}{\Lambda^2}}; \varphi = \pi \). Orbits close by will oscillate with a frequency of \( \omega_{\pm} = \sqrt{\Lambda^2 - 1} \). Therefore, the system exhibits a scenario at the "\( \pi \)"-side, where one stable fixed point becomes unstable and two new stable fixed points occur – a typical behaviour for a pitchfork [60] or period doubling bifurcation [4]. The bifurcation is depicted in Fig. 2.1 on the Bloch sphere, the fixed points and frequencies of adjacent orbits are depicted in Fig. 2.2,
which is experimentally investigated in [58]. For a comparison, the tilted system is included in the last graph, discussed in detail in Sec. 2.4.

![Diagram](image)

Figure 2.2.: Left: Pitchfork bifurcation for symmetric and tangent bifurcation for asymmetric system. The positions of the stable fixed points are depicted with solid lines, unstable fixed points with dotted ones. Right: Critical slowdown in the symmetric system. Approaching the critical relative nonlinearity $\Lambda_*$, frequencies of orbits close to the fixed point tend to zero in the classical approximation. This is contrasted to simulations in the mean field model performed for two different atom numbers and thus $\hbar_{\text{eff}}$. The simulations for large atom numbers follow the classical approximation quite well – just failing in the vicinity of the critical relative nonlinearity. In contrast, small atom numbers deviates even for larger distance to the critical nonlinearity and fails completely close by.

For large relative nonlinearities, the $z_\pm$ fixed points move towards the poles – leading to macroscopic self trapping in the Josephson regime [57, 58].

### 2.3.2. Critical slowdown

When the relative nonlinearity approaches the critical value of $\Lambda_*$, frequencies in the small amplitude approximation tend to zero independent from which direction the limit is done. This critical slowdown is depicted on the right panel of Fig. 2.2 for the analytical model as well as simulations in the mean field regime for two different atom numbers. Regarding large
atom numbers, thus semiclassical behaviour, frequencies of the simulation fit to the analytical model quite well. Close to the critical value $\Lambda_{+}$, the simulation breaks down due to limited $\hbar_{\text{eff}}$. On the other hand, the deviation to theory is much more obvious for larger $\hbar_{\text{eff}}$ in the transition regime. Not only the simulation breaks down for a much larger distance to the critical point, but also the deviation gets more pronounced. A similar behaviour occurs in the mean field model when approaching the unstable $z_{\pi}$ fixed point in the bifurcated system. The difference of eigenenergies, which determine the time evolution of the wave packet, tends to zero close to the unstable fixed point. This is well known behaviour in classical mechanics of orbits close to a separatrix [51].

Would it be feasible to experimentally verify critical slowdown in an experimental system with limited time? Due to atom loss (Sec. 3.2.3) the experimental available time is limited, therefore it is a hard task to measure small frequencies. In order to experimentally confirm the effect, a large atom number should be used and loss effects will have to be compensated. Additionally a trick known from determining trap frequencies of condensates [61] can be used. A wave packet in a harmonic trap breathes with approximate twice of the trap frequency, which can be measured by obtaining variances. Although it is experimentally more time consuming to measure variances, the desired frequencies can be raised by a factor of two with this method. The physics close to the critical point is intensely studied in [47] and references within.

### 2.3.3. Squeezing at the unstable fixed point

The dynamics close to the unstable fixed point at $z_{\pi} = 0; \varphi_{\pi} = \pi$ exhibit an interesting feature, especially in conjunction with the underlying many particle system. When the fixed point becomes unstable, the two Lyapunov-exponents $\lambda_{\pm} = \pm \sqrt{\Lambda - 1}$ get real with opposite sign (see [4] or Sec. A.1.3 and A.1.4). The Lyapunov-exponent with positive sign corresponds to the exponential separation of points along the unstable manifold, the one with negative sign to contraction along the stable manifold. Applying this to the initially prepared distribution, it will be extracted along the unstable axis and contracted along the stable one. Thus the distribution will be (number-) squeezed according to (see Sec. A.1.3):

$$\xi^2_n(\tilde{t}) = -\frac{20}{\ln 10} \sqrt{\Lambda - 1} \, \tilde{t}$$

(in [dB]), and be elongated along the axis with angle of $\alpha_{us} = \frac{\pi}{2} - \arctan \left(\sqrt{\Lambda - 1}\right)$ to the $\varphi$-axis. This simple model fits quite well to the numerical simulation.
depicted in Fig. 2.3 for large atom numbers. A more advanced approach in the quantum regime can be found in [55], the experimental realization in [38, 59]. Squeezing in this kind of system is intensely discussed [45] as it implies many particle entanglement and improvement of interferometric techniques. It was shown for the external [62, 63] as well as the internal system [54, 59, 38] and can be used to improve interferometry [54].

Figure 2.3.: Squeezing at the unstable fixed point for $\Lambda = 1.6$, $\epsilon = 0$ and $N = 700$ atoms.
Left: Number squeezing vs. scaled time. The distribution achieves its best squeezing for $t_{sc} \approx 2.25$, but getting bent afterwards. The simple analytical model fits quite well to numerics.
Right: Angle of axis of best squeezing vs. time [38]. The distribution is elongated along the unstable axis for the time of best squeezing, which fits well with the analytic expression.

The comparison of the simple analytical model with classical and quantum simulations reveals that certain aspects of the system, as mean and variances, can be well described classically even at exceptional points. This requires a semiclassical system with a large atom number, the restriction to short time scales and being not too close to the bifurcation point. The last item can be understood when considering the system at the critical relative nonlinearity $\Lambda_*$. Putting a single classical particle close to the fixed point, nothing will happen due to vanishing Lyapunov-exponents. On the other hand, a quantum wave packet will start to diverge and will "feel" the potential afterwards. Thus time evolution close to the exceptional point is dominated by quantum behaviour even in the small $\hbar_{\text{eff}}$ limit and classical dynamics play a secondary role.
2.4. Tangent bifurcation

The symmetrical system described in the previous section is an exceptional case. Due to experimental noise, the symmetry will be broken in most situations. Although the asymmetric system will merge into the symmetrical case for very small detunings, the question arises, how large the experimental fluctuations are in relation to typical frequencies.

Even with our high precision magnetic field stabilization [38], the shot to shot fluctuations of the magnetic field are in the order of $\Delta B = 50 \mu G$ equivalent to a detuning of $0.5 \text{Hz}$. Taking into account the nonlinearity of $N\chi \approx 2\pi \cdot 32 \text{Hz}$ (for 700 atoms) and thus a required coupling strength of $\Omega \approx 2\pi \cdot 20 \text{Hz}$ to reach a medium bifurcated system, the magnetic field fluctuations correspond to a scaled detuning of $\epsilon \approx 0.025$. Hence the system would be tilted anyway for different realizations in an arbitrary direction. In order to keep the asymmetry of the system from shot to shot in sign and same order of amplitude, it is required to tilt the system on purpose. The artificial tilt should be much larger than tilt due to fluctuations, thus a value of $\epsilon \approx -0.1$ was chosen throughout the experiments. The negative sign is preferable since the island close to $F = 1$ is enlarged by that. There the atom loss is much less than in the other component (see Sec. 3.2.1).

Due to the tilt, the bifurcation occurs at a larger value of $\lambda = \sqrt{1 + \epsilon^3}$ (see Sec. A.1.3), corresponding to $\lambda \approx 1.3$ for the chosen detuning. Furthermore, atom loss also reduces the relative nonlinearity during time evolution, thus a value significant larger than the bifurcation point $\lambda$ has to be used. On the other hand one cannot chose quite low values of the coupling strength since this would further reduce the available scaled time. Thus an effective relative nonlinearity of $\Lambda = 1.5$ was chosen for the experiments in the bifurcated regime.

The tilt shifts the fixed points a bit, however the behaviour of the system is changed strongly. By increasing $\Lambda$, the stable $z_\pi$ fixed point evolves continuously into one of the $z_\pm$ fixed points (according to sign of $\epsilon$) but remains stable for all values of $\Lambda$. On the other hand, the bifurcation occurs “out of the blue sky” with the emergence of one stable and one unstable fixed point (see Fig. 2.2). The bifurcation can be roughly understood in the following (refer to Fig. A.1 for details): consider a double well potential which is so strong tilted, that the upper (old) fixed point exceeds the unstable one in the center. Therefore, only the lower fixed point is present. When decreasing the tilt, the rising edge of the stable fixed point in the untilted system becomes zero at a value of $\Lambda$. At the same value, also the second derivative becomes zero, indicating an inflexion point. Further decrease
of the tilt leads to the emergence of a stable and an unstable fixed point at this inflexion point. Therefore this type of bifurcation is named tangent bifurcation [4].

The experimental verification of the blue sky bifurcation is a quite useful tool to check system parameters independently. The method for determining the nonlinearity via measurement of plasma and $\pi$ oscillations used in Sec. 3.7 has some disadvantages. On one hand, due to the large coupling strength necessary to remain in the low nonlinearity approximation, the light field shift is different. Thus the measurement of the detuning can not be used in the experiments with much lower $\Omega$. On the other hand, the frequencies of plasma and $\pi$ oscillations are much larger due to the large coupling strength. Hence the time scale of these measurements is much shorter than the for the final experiments. Thus atom loss plays minor role and the measured nonlinearity appears larger than that seen by the atoms in the temporal mean due to loss.

2.4.1. Experimental realization

A rough summary of methods used to probe the blue sky bifurcation experimentally is given in the following, a more detailed description of experimental methods is given in Sec. 3. For some atom number $N$ the nonlinearity $N\chi$ is fixed\(^2\), however the relative nonlinearity $\Lambda$ can be tuned over a large range by changing the coupling strength $\Omega$. In order to obtain the same scaled detuning of $\epsilon = -0.1$ for all values of $\Omega$, the absolute detuning $2\pi\delta = 2\pi\epsilon\Omega$ has to be adjusted accordingly.

For each parameter set of $\Omega$ and $\delta$, the initial preparation is done close to the stable fixed points, thus $z_{\pm}$ for $\Lambda < \Lambda_*$ and at each of the stable fixed points $z_{\pm}$ for the bifurcated system. In order to minimize effects of atom loss (Sec. 3.2.3), the preparation was always carried out within the lower hemisphere (thus at $z_-$ and $-z_+$) and the sign of the detuning was changed instead. Since the bifurcation point as well as position and frequencies of the fixed points depend on detuning, a loss compensation\(^3\) was implemented to avoid an additional time dependent tilt due to mean field shift.

The time evolution of $z(t)$ is obtained by measuring the imbalance of the two spin states by absorption imaging (Sec. 3.6) at different time steps. Subsequently the data is filtered for a certain atom number (typically

\(^2\)for fixed trap geometry and magnetic field
\(^3\)see Sec. 3.3. Parameters for $N = 500$ atoms and mean imbalance of $z = 0$ where used, thus $\tau_{\text{loss}} = 200$ ms and $\delta_{\text{loss}} = 14$ Hz.
within a ±25 atom range) according to the loss for that atom number and mean imbalance. This results in small amplitude oscillations, where amplitude, offset and frequency can be deduced by a sine fit. The so obtained data is plotted in Fig. 2.4, where the fitted offset is an approximation to the position of the fixed point (left graph), the scaled frequency is depicted on the right panel.

Figure 2.4.: Experimental observation of the bifurcation of the tilted system with $\epsilon \approx -0.1$ for different atom numbers (550 atoms/blue to 650 atoms/red).

Left: Position of fixed points deduced from mean value of oscillations (asterisk/circle with error bars and fit as solid line).
Right: Scaled frequencies of fast/deep fixed points (asterisk) and slow ones (circle) with fits. The uncertainty of the frequencies obtained by fitting procedure is given as a 95% confidential interval. The universality of the system is revealed since the curves for different atom numbers lie on top of each other, although they exhibit a different nonlinearity.

For a comparison of the experiment with theory, fixed points as well as frequencies obtained for several coupling strengths are used for fitting. The nonlinearity $N\chi$ and an offset detuning $\delta_o$ are treated as free parameters. Since a closed analytical solution for fixed points and corresponding frequencies is hard to derive in the tilted system, the Hamiltonian is approximated by a Taylor expansion (Sec. A.1.3). Solving the Taylor expansion for fixed points, an approximated model can be derived which is used for the fit. Due to strong anharmonicity, the expansion point has to be selected with care.

The results of the fit with the analytical model exhibit a strange behaviour. The nonlinearities for different atom numbers correspond just roughly to
that determined by plasma- and π-oscillations (Sec. 3.7) but are out of error margins of the other measurements. Furthermore the values obtained from the fit of the fixed points and that of the frequencies do not correspond to each other within error bounds.

The behaviour can be explained by a violation of the small amplitude approximation of the analytical model. Due to non vanishing amplitudes of the oscillations in the anharmonic system, a systematic error occurs in positions as well as in frequencies. To circumvent this limitation, a numerical model for the fit was developed regarding the amplitude of the oscillations. This model is included in Fig. 2.4 revealing an excellent agreement with the experiment. Furthermore, the parameters obtained by a fit of position and that of frequencies agree to each other within error bounds and also to plasma- respectively π-oscillations. It should be noted that this numerical model shows some deviation to the optimal case in Fig. 2.2.

Approaching the bifurcation point from the right, the data exhibit a decreasing frequency of the slow fixed point. However a critical slowdown beyond a linear behaviour can not be revealed. Albeit this was not the intention of the experiment.

Comparing the data in scaled units for different atom numbers, all curves fall onto the same universal one. This reveals the validity for the simple model using only two parameters Λ and ε as well as the proper scaling behaviour. Consequently the simple semi classical model using two effective parameters is a very well approximation of the considered system besides all the experimental details such as atom loss.

The trapping potential was changed for all other measurements. Therefore, the calibration obtained by the blue sky bifurcation can not be used for the other measurements.

2.5. Driving the system

In this section, different ways to perturb the system and a motivation for the choice of parameters will be discussed. As the overall aim is to reveal that the chosen system exhibits a KAM scenario (see Sec. 4) and a mixed phase space can be realized, solely Hamiltonian systems will be considered, precisely periodically driven ones.

The physics of a periodically driven system is well known since the example of an sinusoidal driven harmonic oscillator is treated in most introductory courses of classical mechanics. When perturbing an undamped
harmonic oscillator one finds resonance phenomena for driving frequencies close to the frequency of the harmonic oscillator with a divergence of amplitudes [64]. As the frequency of an orbit is independent on amplitude, the whole phase space becomes unstable at the same time due to driving.

In contrast, the KAM theorem (see Sec. 4) opens up a route to a mixed phase space. Roughly speaking, it states for small driving amplitudes that orbits with an irrational frequency to driving ratio will survive slightly perturbed. Vice versa one may conclude that the orbit is broken up when a rational frequency ratio is chosen, i.e. the driving frequency is a small multiple of the orbit frequency. For an anharmonic system, the resonance condition will be fulfilled for a small range of orbits, others will remain slightly changed. Thus it is likely to generate a mixed phase space when driving an anharmonic system with a frequency being resonant (or a multiple of that) of some orbits.

To perturb the system in a controlled manner the two parameters \( \Lambda \) and \( \epsilon \) can be used to drive the system. The detuning \( \epsilon \) is directly accessible as the detuning of the coupling to the two photon transition and could be changed in time via frequency modulation of the coupling RF or MW fields. As the parameter \( \Lambda \) is the ratio of the nonlinearity to the coupling strength, it could be either changed by driving the coupling strength or the nonlinearity.

### 2.5.1. The parameters of choice

In all realised experiments throughout this work, the outcome is averaged over many almost equal realizations of the same experiment. Thus a noisy behaviour (with large variances) could not only be caused by time evolution in the chaotic sea, but also by technical noise leading to enhanced shot-to-shot fluctuations. Therefore, it is experimentally quite favourably to preserve a stable, regular part of the phase space even in the driven system, i.e. a stable island of the undriven system is also present in the driven one. On the other hand, as the system parameters are known to some uncertainty it is advantageous to generate a large chaotic sea and large moving islands by driving.

Since the parameter \( \Lambda \) defines the barrier height of the double well potential and the detuning \( \epsilon \) the tilt, it is expected to perturb the deep islands only slightly when driving the coupling. This is supported by simulations and thus a sinusoidal driving of \( \Lambda \) was chosen through all driven experiments within this work. It can be experimental realized by an amplitude modulation of the coupling RF-field as described in Sec. 3.4.2.
It should be noted, that this choice is not inalienable, the driven experiments could have been done by driving the detuning with minor implications. Albeit the driving amplitude should be kept small for both cases. By varying the coupling strength in a larger range, the light shift [65] will be changed and thus the detuning too. Vice versa by changing the detuning in a larger range, also the effective coupling will be modified. However, this effect can be neglected for small driving amplitudes.

There are two quite different regimes for $\Lambda$, both of them were investigated in this work. On one hand, for $\Lambda = 0.7$ the system is still not bifurcated and thus an example of a most simple model. On the other, with $\Lambda = 1.5$ the system is bifurcated and exhibits a double well structure. For both cases, a detuning in the order of $\epsilon = -0.1$ was chosen to break the symmetry of the system. Since our system exhibits an enhanced atom loss in the $F = 2$ manifold (3.2.3), it is favourable to select a negative sign for the detuning and start in the left hemisphere (when looking from $\varphi = \pi$) to constrain the time evolution to negative $z$-values for short times to minimize loss.

For sake of completeness, it should be mentioned, that also the nonlinearity can driven. On one hand, it can be controlled by changing the inter-species scattering length close to the Feshbach-resonance via time-periodic variation of the magnetic field (see Sec. 3.2.1 for details of the magnetic field stability). On the other hand, the definition of the nonlinearity (see Eq. 3.2) offers a different route for a coherent control due to changing the overlap of the wavefunctions of both atomic states. This method is already implemented in atom chip experiments [66] to modify and control the nonlinearity over several magnitudes [67].

### 2.5.2. Driving frequency

Day to day experience and knowledge from classical mechanics leads to the conclusion, that driving with the frequency of the orbit will perturb the system most. This is expanded by KAM theorem to all rational frequency ratios. Unfortunately the experimental available time is limited by atom loss (Sec. 3.2.3) to a few cycles of the undriven orbit. Thus the outcome of the experiments relies on perturbation being as fast as possible.

In the following an approximation for the best driving frequency should be derived in the quantum regime (see Sec. A.2.2 for details). Therefore time dependent perturbation theory will be applied. The driven Hamiltonian $\hat{H}(t) = \hat{H}_0 + A_D \hat{W}(t)$ is split into a time constant part $\hat{H}_0 = \hbar/2 (\hat{J}_x^2 - \hat{J}_z + \epsilon \hat{J}_z)$ and a time varying part $\hat{W}(t) = -\sin(\omega_D t + \phi_D) \hat{J}_x$. Then the differential
equations for slow time varying coefficients in the eigenbase of $\hat{H}_0$ are established after separation of fast phase evolution of the undriven system. With the assumption that these coefficients can be written in a power series in the driving amplitude, the differential equations can be uncoupled leading to the solution for the first order perturbation coefficients:

$$b_k^{(1)}(t) = -\frac{iN}{4} \sum_n b_n^{(0)}(Jx)_{kn} \left[ \frac{e^{i\varphi_D (1 - e^{i(\Delta\omega_{kn} + \omega_D) t})}}{\Delta\omega_{kn} + \omega_D} - \frac{e^{-i\varphi_D (1 - e^{i(\Delta\omega_{kn} - \omega_D) t})}}{\Delta\omega_{kn} - \omega_D} \right].$$

(2.35)

The difference of eigenfrequencies is labeled with $\Delta\omega_{kn} = \omega_k - \omega_n$, the driving frequency with $\omega_D$, the initial occupation of state $n$ with $b_n^{(0)}$ and the matrix element of the driving with $(Jx)_{kn}$. A significant contribution is expected for the case when the denominator becomes small, thus if the driving frequency hits one of the transition frequencies. Since all coefficients and the frequencies depend on the diagonalization of $\hat{H}_0$, which could not be done analytically, the conclusions are not universal and both cases will be discussed separately.

**Driving frequency for the bifurcated system**

For the bifurcated system, the parameter set $\Lambda = 1.53$, $\epsilon = -0.07$ and as start point $z_0 = 0, \varphi_0 = 2.51$ was chosen, such that the rotational frequency of the unperturbed system is in the order of $\omega_0 = 0.76$ (in scaled units). By numerical diagonalization of $\hat{H}_0$ and a calculation of the coefficients of the eigenstates with a coherent spin state located at $z_0, \varphi_0$, a relatively sharp distribution of the zeroth order coefficients $b_k^{(0)}$ (around $k$) is obtained. Due to the double well structure and the nonlinearity, a nonlinear behaviour of eigenenergies (or frequencies) is expected, however in the region of $k$ the differences of adjacent eigenfrequencies $\Delta\omega_{k,k-1}$ equals the rotational frequency $\omega_0$ with minor linear corrections. In the analogy of the harmonic oscillator, all eigenfrequencies exhibits a frequency difference of $\omega_0$, leading to full rephasing after a time $T_{per} = 2\pi/\omega_0$. The similar occurs in the considered system, however the minor corrections to the frequency difference prevent a complete rephasing of the wave packet.

Since only a few $b_n^{(0)}$ have major contributions to the sum of Eq. 2.35, also the structure of $(Jx)_{kn}$ matters only for these $n$. For matrix elements close to $n = k$, the significant contributing terms are the main diagonal $(Jx)_{n,n}$ and the ones after the next $(Jx)_{n,n+2}$ elements. Terms along the
off-diagonal \((J_{x})_{n,n\pm 1}\) are suppressed by approximately one order of magnitude. Thus, to achieve a perturbation of the system as fast as possible, it is more convenient to drive the system with twice of the rotational frequency \(\omega_{\text{Driven}} \approx \Delta\omega_{n,n-2} \approx 2\Delta\omega_{n,n-1} \approx 2\omega_{0}\). Driving directly at the rotational frequency would also disturb the system, but the perturbation would need much longer time scale to grow. Since several eigenstates are involved and the difference of their eigenfrequencies differ slightly, the resonance condition is not sharp anymore. This leads to a smearing of resonant driving frequencies over the distribution of eigenfrequency differences of involved states. Consequently, within all the driven experiments at \(\Lambda = 1.53\), the double rotational frequency was chosen as driving frequency.

**Driving frequency for the unbifurcated system**

In order to reveal the KAM theorem in the most simple system, a parameter set of \(\Lambda = 0.7\), \(\epsilon = -0.11\) and \(z_0 = 0.48\), \(\varphi_0 = \pi\) as start point was chosen. Also in this case the difference of eigenfrequencies \(\Delta\omega_{n,n-1}\) around the maximal \(b_k^{(0)}\) is close to the rotational frequency \(\omega_0 = 0.75\) of this orbit. However, the distribution of matrix elements of \((J_{x})_{kn}\) has changed. The major contribution is along the main diagonal, but the corresponding terms in the sum are independent of transition frequencies. The off diagonal terms \((J_{x})_{n,n\pm 1}\) and \((J_{x})_{n,n\pm 2}\) are in the same order, however an order of magnitude smaller than the main diagonal. Higher contributions become quite small. In contrast to the \(\Lambda = 1.5\) system, here the system can be driven with \(\omega_0\) or the twice, both choices lead to fast excitations of the system. For the sake of consistency, also this system was driven with twice of the rotational frequency.

To conclude, time dependent perturbation theory can not be consulted to explain small shifts of position and rotational frequency of fixed points for larger amplitudes being known from the classical system. However, the choice of the proper driving frequency can be explained quite well.
3. Realization of a driven two component BEC

The Bose-Hubbard Hamiltonian can be realized in external [62, 68, 57, 42] as well as internal degrees of freedom [58]. The internal implementation has some advantages like an enhanced stability against environmental noise and a direct accessibility to the phase of coupling. Therefore we choose the internal realization.

The measurements were performed at a well-established experimental setup. Hence just a short overview of some technical aspects will be given. The basic apparatus was built by Bernd Eiermann and coworkers, so most design thoughts can be found in his work [69]. The next generation implemented the external Josephson system [70, 71]. A significant improvement of the stability of the experiment was achieved in the works of Christian Gross and Andreas Weller [72, 37] yielding the first experiments in the internal system [54] at this machine. Properties of the symmetric system (Sec. 2.3) and experimental efforts to realize this are intensely studied in [58, 38].

Rubidium$^{87}$ exhibits some features making it the system of choice for realizing the internal system. A Feshbach resonance between the two hyperfine states $|F = 1\rangle$ and $|F = 2\rangle$ arises at low magnetic field of $B = 9.1$ G (Sec. 3.2.1), which is experimentally easily accessible. The hyperfine splitting of $\Delta \nu_{HF} \approx 6.8$ GHz and the Zeeman splitting of $\Delta \nu_{Z} \approx 6.3$ MHz (at this field [73]) are in a range which can be directly addressed by commercial radio hardware.

Furthermore the almost equal intra-species scattering lengths of the two hyperfine species are experimentally quite favourable. On one hand, this reduces the mean field shift (Sec. 3.3), on the other it is a requirement for establishing the single mode approximation (Sec. 2.1).

Additionally, the first order Zeeman shift is equal for the two hyperfine states $|F = 1, m_F = +1\rangle$ and $|F = 2, m_F = -1\rangle$, since the corresponding Landé-$g_F$ factors differ just in sign [74, 75]. Therefore implications of magnetic field fluctuations are vastly reduced and the stability of the experiment is enhanced.
3.1. Basic steps to reach Bose-Einstein condensation

The realization of a Bose-Einstein condensate is a well known task nowadays, being first developed in [76, 77] using different atom optic techniques [65, 43, 78]. In the following a short summary of the basic steps to condense $^{87}$Rb will be given described in detail in [69, 72, 58]. In contrast to the first implementation in our lab [69], the condensation is done in the optical dipole trap and not in the magnetic trap by now.

A sample of $^{87}$Rb is evaporated in a vacuum chamber and pre cooled and compressed by a funnel (2D magneto-optical trap (MOT) + push beam). This creates an atomic beam which is transferred through a differential pumping stage towards the experimental chamber. There the atoms are trapped in a 3D-MOT and subsequently transferred into a magnetic trap. A compression in phase space density and cooling close to $T_c$ is achieved in a TOP-trap (time orbiting potential) by evaporative cooling. The sample in the $|F = 1, m_F = -1\rangle$ state is subsequently transferred to a crossed dipole trap (“waveguide” at 1030 nm), which is far detuned to atomic transitions. Opening of the trap leads to further loss of fast atoms and thus evaporative cooling to achieve condensation. After condensation and loosing all spare atoms, an optical lattice at 820 nm is ramped up to realize a chain of tight confined BEC’s. The condensate is subsequently transferred to the $|F = 1, m_F = 1\rangle$ state by an adiabatic passage [79].

Due to large detuning of the dipole traps to the atomic transitions at 780 nm and 795 nm [73], the trapping potential is equivalent for the different components. The waveguide is slightly focussed yielding in a tight trap in transversal direction with 130 Hz trapping frequency, but as low as 2.7 Hz in longitudinal direction. In order to achieve a tight trap in longitudinal direction, a pair of beams forming an optical lattice are superimposed to the waveguide [72, 38] yielding in trapping frequencies of the order of 650 Hz.

Using an optical lattice for longitudinal confinement rather than a single focussed beam, has the big advantage of creating many almost equal traps (up to 35 in our system), with a well spacing of at least 5.5 $\mu$m [38]. The trap depth is large enough to suppress tunneling between adjacent wells within experimentally investigated time scales. Therefore, the condensates of different wells are uncoupled and the same experiment is repeated many times at the same experimental run, enhancing the statistics enormously.
This method introduces some new drawbacks. In order to obtain structurally the same dynamics in all wells, the according parameters have to be the same. Thus, spacial homogeneity of the coupling and the magnetic fields is required. An atom number inhomogeneity is observed due to slight focussing of the wave guide, but can be excluded by post selection. A discussion of inhomogeneities is given in [38], whereas an improvement of the homogeneity of the coupling has been achieved since that.

3.2. Tuning the nonlinearity

According to Eq. 2.20 the nonlinearity $\chi$ depends on the difference of intra-species scattering lengths $a_{11}$, $a_{22}$ to the inter-species scattering length $a_{12}$. Since these are approximately equal for the investigated hyperfine states of $^{87}$Rb [80], the nonlinearity almost vanishes at zero magnetic field.

However, the inter species scattering length between the two hyperfine states $|F, m_F\rangle = |1, +1\rangle$ and $|F, m_F\rangle = |2, -1\rangle$ can be tuned by using a Feshbach-resonance around $B_0 = 9.1 G$ (first reported in [80]). A general introduction into Feshbach-resonances can be found in [40, 81], the latest data were taken from [82, 37]. Therefore, by tuning the inter species scattering length while retaining the intra particle scattering lengths, the nonlinearity can be tuned over a large range.

3.2.1. Feshbach resonance

The basic idea of Feshbach resonance is the tuning of a molecular bound state (e.g. via a magnetic field) to be close to resonance to an open channel in the scattering process of two atoms $|1\rangle$ and $|2\rangle$. The inter species scattering length $a_{12}$ is modified by a magnetic field according to [83, 81, 37]:

$$a_{12}(B) = a_{12}^0 \left(1 - \frac{\Delta B}{B - B_0 - i\gamma_B^2} \right). \tag{3.1}$$

For the examined resonance between $|F, m_F\rangle = |1, +1\rangle = |1\rangle$ and $|F, m_F\rangle = |2, -1\rangle = |2\rangle$ the parameters were measured to $B_0 = 9.1047 G$ as the position and $\Delta B = 2.0 mG$ as the width of the Feshbach-resonance including a loss from the excited state with loss rate $\gamma_B = 4.7 mG$ and
a background scattering length of $a_{12}^0 = 97.7 a_0$ [82], with the Bohr radius $a_0 = 5.292 \times 10^{-11} \text{m}$. The maximal achievable change in scattering length is limited by the loss. The nonlinearity $\chi$ calculates in the single mode approximation (Eq. 2.20):

$$\chi = \frac{1}{2} (g_{11} + g_{22} - 2g_{12}) \int dr|\Phi_0|^4$$

with $g_{ii} = 4\pi \hbar^2 a_{ii} / m$. Thus, while the intra species background scattering lengths $a_{11} = 100.4 a_0$ and $a_{22} = 95.47 a_0$ [84, 37] are not affected by the Feshbach-resonance, the nonlinearity $\chi$ can be varied in amplitude and sign by tuning the inter species scattering length.

Close to the Feshbach resonance, two body and three body loss is enhanced [80, 85]. This limits on the one hand the time accessible for experiments, on the other it results in a change of system parameters and in decoherence. Thus a compromise between a strong nonlinearity and enhanced loss has to be found. In all experiments a value of $B = 9.12 \text{G}$ was chosen, yielding in a nonlinearity of $N\chi = 2\pi \cdot (31.9 \pm 2.3) \text{Hz}$ for $N = 700$ atoms and the current trap frequencies.

### 3.2.2. Temporal magnetic field stability

Fluctuations of the magnetic field alter the detuning due to higher order Zeeman shifts. In order to limit these fluctuations well below the artificial detuning, a strong restriction on typical field fluctuations is required. Therefore, the magnetic field is actively stabilized [37, 38], which ensures a shot to shot stability of $50 \mu \text{G}$, equivalent to a detuning of $\delta = 0.5 \text{Hz}$. Another limit arises due to the narrow width of the Feshbach-resonance of $\Delta B = 2.0 \text{mG}$. To ensure an almost equal nonlinearity for all experiments, the fluctuation of the magnetic field has to be much smaller than this typical order. However, the limit due to detuning is the more stringent condition, and thus the width of the Feshbach resonance is irrelevant for further considerations.

As the $50 \text{Hz}$ signal of the line influence the magnetic field compensation, the high stability could only be achieved by locking the sequence to the phase of the $50 \text{Hz}$ signal. The remaining $50 \text{Hz}$ component on our field can be cancelled using a feed-forward technique to ensure also temporal homogeneity.

In order to calibrate the feed-forward, the influence of the line on detuning has to be determined. This is realized by measuring the outcome of short
time Ramsey sequences [86, 87] at different phases (thus times) of the line. A small shift in the magnetic field shifts also the resonance frequency of the Ramsey. Therefore, amplitude and phase of the additional signal can be adjusted in such a way, that the influence of the line vanishes in the Ramseys during the full 50 Hz cycle (see Fig. 3.1). Hence the influence of the line can be reduced to the order of our shot-to-shot stability of 50 µG.

**Figure 3.1.** Left: Detuning measured by a Ramsey depending on the start delay to the 50 Hz trigger, thus the phase of the line. The detuning alternates with 50 Hz. Center: Applying the compensation signal. The amplitude (center) and phase (right) of the fitted sine (from the left graph) are plotted for different phases of the compensation signal. Clearly a drop of the amplitude for a compensation phase around 100° is observed.

Due to long time drifts of the magnetic field stabilization the offset field is calibrated regularly by a Ramsey measurement (typically twice per hour).

### 3.2.3. Atom loss

The loss of atoms during the experiment has strong implications, since the defining parameters of the experiment \(N\chi\) and \(\delta\) depend directly on the atom number. Therefore, a brief summary of atom loss in our experimental system will be given.

As the lifetime due to background losses and scattering of trap light is in the order of 20 s, it can be neglected for our experimental time scales of a few ms. Furthermore, two different contributions to the loss are of importance. Spin relaxation loss occurs if two atoms collide and one excited atom relaxes to the ground state. The energy released by this process is transferred to kinetic energy and suffice to loose both atoms from the
trap. It is only important for the $|F = 2\rangle$ manifold and proportional to $n^2$ \[81\].

Close to a Feshbach resonance, atom loss is strongly enhanced \[80, 88, 81\], due to 3-body recombination and enhanced two body loss. The basic process of the Feshbach resonance is that the incoming states of the scattering of two atoms are energetically close to a bound molecular state. For 3-body recombination, a third atom contributes to the scattering process, thus a real molecule can be formed and the redundant energy is covered by the third atom. Thus all three atoms are lost in this 3-body recombination, with a rate proportional to $n^3$ \[81\].

Both loss processes depend on density, thus on total atom number. Furthermore loss depends also on densities of each hyperfine species, thus on imbalance $z$. On the one hand, two body loss is restricted to the $|2\rangle$ state, thus the loss is enhanced for states being close to $z = 1$ in contrast to states close where all atoms are in the absolute ground state of the system at $z = -1$. On the other hand, the probability for the scattering of an atom in state $|1\rangle$ with an atom in state $|2\rangle$ depends on both atom numbers. Thus, considering a fixed total atom number $N$, this loss process is maximized for equal atom numbers in both spin states $N_1 = N_2$, achieved for $z = 0$.

Loss has some serious implications onto the system, since it changes the system parameters with time and can cause decoherence \[38\]. On the one hand, the nonlinearity $N\chi$ depends directly on atom number, but also $\chi$ has an incompleteness $N$ dependency via the density. Thus $\chi$ will decrease with time for a fixed coupling strength. On the other hand, the detuning $\delta$ of the system is changed due to the modification of the mean field shift (see Sec. 3.3 for details). The implication of atom loss on detuning is the most important one, since it alters the phase space drastically.

However, this effect can be compensated by changing the detuning of the coupling with time (Sec. 3.4.2). For that purpose, the atom loss as well as mean field shift (Sec. 3.3) have to be quantified. To determine the loss rate, we measured the residual atom number after some time $t$ for different initial atom numbers and imbalances for our experimental time scales. We see no deviation from exponential decay for these short times, thus we cannot distinguish between the different loss processes. Therefore, the data set for a certain initial atom number and imbalance is fitted with an exponential $N(t) = N_0 \exp(-\gamma t)$, leading to an imbalance and atom number depending loss rate $\gamma(z, N)$.

Since the parameters of the system depend on atom number, the loss rate has to be included into the post-selection of atoms in order to select these atoms which have undergone the same time evolution (Sec. 3.6.2).
Therefore, it is advantageous to deploy an simple formula for the dependency of atom loss on imbalance and atom number, which is treated with an heuristic model:

\[
\gamma(z, N_0) = (az^2 + bz + c)\sqrt{N_0} + d .
\]

This model is in good agreement to the data for a range of \( N_0 = 350 \ldots 700 \) and \( |z| < 0.9 \) with the parameters:

\[
a = (-0.395 \pm 0.008)^{\frac{1}{5}} \\
b = (0.147 \pm 0.004)^{\frac{1}{5}} \\
c = (0.547 \pm 0.022)^{\frac{1}{5}} \\
d = (-2.54 \pm 0.50)^{\frac{1}{5}} .
\]

For an initial atom number of \( N = 700 \) and zero imbalance, a decay time of \( \tau = 84 \text{ ms} \) is obtained.

### 3.3. Mean field shift

When discussing the dynamics of a BEC within the Gross-Pitaevskii equation [39] the main difference to the Schrödinger equation is a nonlinear term \( \propto g_1|\Phi_0|^2 \) describing the influence of all other particles as a mean field. Since the Rb-BEC is repulsive and thus the scattering lengths are positive, the zero point energy is shifted upwards for each hyperfine species when adding more particles. In the single mode approximation both spin states share the same spacial mode \( \Phi_0 \) and are separated by \( 6.8 \text{ GHz} \) in energy. Therefore, if both scattering lengths were equal the mean field shift would lead to a joint shift of energies but transition frequencies would be unchanged. Due to a small difference in the intra species scattering lengths of the \( |F = 1\rangle \) and \( |F = 2\rangle \) hyperfine states \([89]\) with \( a_{11} \gtrsim a_{22} \), the ground state energy of the \( |F = 1\rangle \) state is shifted slightly more than the one of the other spin species. Thus the resonant transition frequency is lowered when adding more particles, leading to a negative offset detuning.

The same is obtained when revisiting the formula for the overall detuning \( \delta \) [90]:

\[
\delta \sim \Delta + (g_{22} - g_{11})n .
\]

It has to be noted, that the last term depends on density of atoms, thus total atom number and trap geometry (the labelling is interchanged according to the notation of [90]). If the total atom number is considered to
be constant, the term $\Delta \nu = (g_{22} - g_{11}) n$ can be easily compensated by an external detuning $\Delta$ and is thus omitted.

Since we are working close to a Feshbach resonance to enhance the nonlinearity, implying enhanced atom loss, the atom number cannot be treated as constant anymore. By loosing atoms the mean field shift implies a change in overall detuning $\delta$, thus the system is tilted during time evolution. As shown later, the tilt is too large to be neglected. Therefore in this section a method to measure and quantify the mean field shift is presented.

In a fixed geometry, the density $n$ depends in a nonlinear way on the atom number $N$. Since the atoms interact with each other, by putting in more atoms into a trap, the wavefunction expands. Hence the density grows slower than with $N$. In the Thomas-Fermi approximation the density depends on atom number as $[40]$:

$$n \sim N^{\frac{2}{5}}$$

(3.5)

Given that the intra species scattering length is slightly larger in state $|1\rangle$ (3.2.1) and the density is positive and real, the detuning due to mean field shift becomes negative. For sake of simplicity the model will be slightly changed to:

$$\Delta \nu = -b \sqrt{N}$$

(3.6)

with a positive real number $b$. In the interesting range of 300 to 700 atoms, the square root model differs in the order of $O(1 \cdot 10^{-3})$ from the Thomas-Fermi approximation, which is more than sufficient for the current considerations. A numerical solution of the GPE (provided by Eicke Nicklas) supports this approximation.

In order to exclude effects of the mean field shift, we compensate the detuning by changing the coupling frequency accordingly (Sec. 3.4.2). A different approach to compensate the mean field shift is theoretically investigated in [91].

### 3.3.1. Determination of the mean field shift

As a Ramsey interferometer [86, 87] is perfectly suited to measure such small frequency differences (a few Hz on top of 6.3 MHz), it is used to quantify the mean field shift. For the experimental determination of the mean field shift, a magnetic field of $B = 9.2$ G (further away from the Feshbach resonance) was chosen to minimise loss and phase diffusion due to
nonlinearity [37]. Since the mean field shift depends only on the density $n$ and on the intra species scattering lengths $\alpha_{11}$ and $\alpha_{22}$, the different magnetic field should not disturb the measurement of the mean field shift.

The atoms were initially prepared in the $|F, m_F\rangle = |1, +1\rangle$ state and are transferred by a $\pi/2$ pulse (equivalent to a beamsplitter) into an equal superposition of the spin states $|1, +1\rangle$ and $|2, -1\rangle$. After an evolution time of $t_0 = 30 \, ms$ an additional $\pi/2$ pulse translates the phase evolution in atom number difference which is measured subsequently by absorption imaging (see Sec. 3.6 for details). The phase of the second $\pi/2$ pulse is chosen to have a $\pi/2$ phase shift according to the resonant atom number $N_0$ due to a maximal sensitivity there. Thus the measurement for all atom numbers is within the rotating frame of the resonant atom number $N_0$. Therefore even a small detuning accumulates phase during time evolution and could be detected afterwards.

The detected signal after the Ramsey sequence can be written as:

$$z_R = a \cdot \cos(2\pi\nu(N, \delta)t) = a \cdot \cos(2\pi\nu_0t_0 + \pi/2 + 2\pi\Delta\nu(N)t_0)$$
$$= -a \cdot \sin(2\pi\nu_0t_0 + 2\pi\Delta\nu(N)t_0)$$

for the fixed time $t_0$. Due to technical imperfections the visibility of the Ramsey fringe is reduced which is covered by the additional pre factor $a$. Close to the Feshbach resonance, the visibility would have been further reduced due to phase diffusion [37]. The frequency depends on the atom number and the detuning $\delta$.

![Figure 3.2.: Ramsey signal vs atom number. Left: One scan which is resonant around $N_0 = 650$ atoms, a fit to the data is depicted as a black line. Right: Rescaling all scans (depicted in different colours) according to their offset detuning, all measurements falls onto the same universal curve.](image)
The Ramsey is resonant to the atom number $N_0$, thus $z_R(N_0, t_0) = 0$. In conclusion, the resonant frequency calculates to $\nu_0 = b \sqrt{N_0}$. Hence the Ramsey signal can be rewritten as:

$$z_R = a \sin \left(2\pi b t_0 \left[ \sqrt{N} - \sqrt{N_0} \right] \right).$$  \hfill (3.7)

By obtaining about 30 independent wells covering different atom numbers within each shot, the Ramsey signal vs. atom number can be measured in a few shots, as done in Fig. 3.2 (left graph). We observe a strong shift of the frequency of the sine with atom number. Furthermore the used model agrees well with the data.

Long term drifts of the magnetic field results in different resonant atom number from scan to scan. To test the model, all bare data from different scans are rescaled in a way, that they are resonant to the same atom number. If the model is correct, then all scaled data points will fall onto the same curve as shown in the right panel of Fig. 3.2. This is a clear indication of an almost correct scaling behaviour. Thus, the parameter $b$ averages over many scans to:

$$b = (0.82 \pm 0.02) \text{Hz}/\sqrt{N}.$$  \hfill (3.8)

Linearizing the mean field shift around a certain atom number, e.g. 500 atoms, one obtains a gradient of 55 atoms/Hz.

![Figure 3.3.: Detuning due to mean field shift.](image)

Left: Detuning vs. atom number. The resonant frequency is depicted in black, the detuning due to mean field shift in blue, which is shifted by an additional detuning $\delta_0$ (red).

Right: Detuning vs. time, assuming a constant offset detuning $\delta_0$. Due to an exponentially decay of the atom number, the detuning is increased. In the large atom limit, the detuning deviates just slightly from a linear increase.
All driven experiments were done with an initial atom number of \( N = 700 \). However due to atom loss close to the feshbach resonance, more than 350 atoms were lost during the experimental sequence of maximal 60 ms, leading to a detuning of about 7 Hz. Comparing this to the chosen detuning of about 1.5 Hz (for the \( \Lambda = 1.5 \) system) it turns out that the system is massively changed by atom loss. Thus an compensation for the detuning due to mean field shift was implemented (see App. 3.4.2).

The decay of atom number behaves exponentially, thus also the detuning rises exponentially, although with twice of the decay time (see Fig. 3.3). To compensate for the mean field shift, the additional detuning has to be exponentially decreasing.

The technical implementation of the detuning compensation is described in Sec. 3.4.2, an example of the resulting dynamics is given in Fig. 3.4. The effect of loss driven detuning can be directly observed by measuring the time dynamics of an initial preparation close to the stable fixed point (for \( \Lambda > 1 \)). In absence of loss, small oscillations around the fixed point are expected. With loss and thus a time dependent detuning, the position of the fixed point will be altered during time evolution. Therefore the time...
evolution resembles a sine with de- or increasing offset accompanied by a change in oscillation frequency. The effect will be much stronger for "weak" traps than for "deep" ones.

The measurement of the mean field shift indicates a dependency of the detuning on the preparation sequence. In order to ensure the same conditions for all experiments, the same preparation sequence\(^1\) was used.

### 3.4. Linear coupling of two spin states

The relevant level scheme for the discussion of linear coupling of the two hyperfine states is given in Fig. 3.5. The two hyperfine states are separated by 6.834 GHz (\(\cdot 2\pi\hbar\)) in energy, the linear Zeeman shift leads to separation of adjacent magnetic sublevels of 6.38 MHz [73] for a magnetic field of 9.12 G.

![Figure 3.5: Level scheme of the relevant hyperfine states. The utilized states \(|1\rangle\) and \(|2\rangle\) are accentuated in black. The relevant transition frequencies [73] are sketched not to scale. Furthermore the levels are shifted due to light field shift of the off-resonant couplings, which is omitted in the plot as it is much smaller.](image)

The direct transition between \(|1\rangle\) and \(|2\rangle\) is forbidden in the dipole approximation due to a difference of \(\Delta m_F = 2\). Therefore, the linear coupling is realized by a two photon transition via an intermediate level \(-200 \text{kHz}\) detuned to the \(|F = 2, m_F = 0\rangle\) state. Thus, the coupling pulse consists of a microwave at \(\nu_{MW} = 6.834 \text{GHz}\) and a RF pulse at \(\nu_{RF} \approx 6 \text{MHz}\) (the exact

\(^1\)with a fixed value of PWGBEC
value has to be determined according to light field shift). The large detuning of the intermediate state to the $|F=2, m_F=0\rangle$ besides the relative low field strength is sufficient to avoid populating the $|F=2, m_F=0\rangle$ state. The single photon Rabi frequencies are typically in the order of 10 kHz for both the RF and the MW coupling, yielding in a two photon Rabi frequency of several hundreds of Hertz.

The detuned single photon coupling of both RF as well as MW result an AC-Stark shift [74]. Thus, the energy levels are slightly shifted, yielding in an additional detuning depending on the power of RF and MW fields. The light field shift is in the order of a hundred Hertz for the combined RF and MW pulses at full power. Since several pulses are involved in the experimental sequence, which require different power, the frequency of each pulse has to be adjusted accordingly.

Compared to the nonlinearity of about 30 Hz, the maximal linear coupling suffices to realize almost clean $\pi/2$-pulses (or less) for preparation. The influence of the nonlinearity in this regime is negligible. A residual small phase offset can be compensated by the phase of the next pulse.

An important difference of one- to two photon transitions is the dependency of the coupling strength on amplitude of the coupling field. For (real) two photon processes the coupling scales quadratic with amplitude rather than linear for a single photon transition [92]. However, since the intermediate level is close to an atomic state, the system is quite similar to a detuned $\Lambda$-system [92], often discussed in conjunction with STIRAP [93]. Applying their findings to the considered case of a large detuning of the intermediate state compared to the single photon Rabi frequencies, a linear dependency of the two photon Rabi frequency on the amplitude of the coupling fields is expected, which is good agreement with experimental findings. The dependency of the overall Rabi frequency on amplitude is important, since the driving of the system is accomplished by driving the amplitude of the coupling.

### 3.4.1. Tuning the relative nonlinearity $\Lambda$

As derived in Sec. 2.1, the interaction of particles can be described by the dimensionless relative nonlinearity $\Lambda$. Since it is defined as the ratio of the nonlinearity $N\chi$ to the coupling $\Omega$, it can be tuned either by changing the magnetic field or trapping frequencies, or the amplitude of the coupling.

All experiments within this work were done at the same magnetic field and thus a fixed nonlinearity $\chi$. We choose to change the coupling instead for the following reasons. On one hand, the coupling is experimentally much
better and faster to control than the magnetic field. This is of importance for the experimental sequence, where different regimes of the relative nonlinearity are required ($\Lambda \ll 1$ for preparation and $\Lambda > 1$ for the experiments). On the other, atom loss depends on the magnetic field, but should be the same for all experiments. Therefore, the coupling is changed for reaching different regimes of the relative nonlinearity.

### 3.4.2. Modulating the coupling

The coupling is restricted to provide the driving on one hand (Sec. 2.5.1) and to be resonant at all times on the other, thus the frequency has to be adapted during time (Sec. 3.3). Since a two photon transition is used and the coupling depends linearly on both amplitudes (Sec. 3.4), either the MW or the RF could be used for realizing the driving. In the microwave regime, this is a hard task, but it can be easily done on the radio frequency by using an arbitrary waveform generator. An Agilent 33522 A waveform generator is perfectly suited for this task when using the high precision clock (OCXO, oven controlled crystal oscillator). The high precision oscillator is required in order to minimize jitter in the sampling rate.

For the driving, we alter the coupling strength periodically, which is proportional to the amplitude of the RF signal. Thus by amplitude modulation of the RF, arbitrary driving sequences can be implemented. We also modulate the frequency of the RF to compensate for the detuning due to mean field shift. This corresponds to a frequency modulation with an exponential slow down. As this is no standard task being covered by built in functions, the AWG is used in the arbitrary waveform modus and the waveform is calculated by a computer and sent to the AWG afterwards. Even with the largest sampling rate of 250 mega samples per second, the maximal desired sequence length of 60 ms fits into the memory of the AWG, when using the extended memory of 16 mega-samples.

#### Frequency modulation

The calculation of the frequency modulation will be outlined in the following. As a basic idea, the current frequency is the derivative of the phase
in respect to time [94]:

\[
\omega(t) = \frac{d\phi}{dt}
\]

\[
\phi(t) = \int_0^t \omega(\tilde{t}) \, d\tilde{t} + \phi_0
\]

Since the detuning scales with the square root of the atom number which decays exponentially, the detuning also decays exponentially but with twice of the decay time:

\[
\delta = -\Delta \nu = b \sqrt{N} = b \sqrt{N_0 \exp\left(-\frac{t}{\tau}\right)} = \Delta \nu_0 \exp\left(-\frac{t}{2\tau}\right)
\]

with \(\Delta \nu_0 = b \sqrt{N_0}\). Hence the frequency has to fulfil:

\[
\omega(t) = 2\pi \left[ \nu_0 + \Delta \nu_0 \exp\left(-\frac{t}{2\tau}\right) \right]
\]

Integrating this equation leads to the time evolution of the current phase:

\[
\phi(t) = 2\pi \left[ \nu_0 t - \Delta \nu_0 \frac{t}{2\tau} \exp\left(-\frac{t}{2\tau}\right) + \Delta \nu_0 \frac{t}{2\tau} \right]
\]

where the last term is required to obtain the phase \(\phi(t = 0) = 0\). This is the argument of the sine, whereas the amplitude modulation is achieved by a subsequent multiplication of the signal with \([1 + A_{\text{Driv}} \sin(\omega_{\text{Driv}} t)]\). For the sake of convenience all offset phases are omitted in the equations.

The value of \(\Delta \nu_0\) can be calculated by evaluating equation 3.6 for examined atom number \(N_0 = 700\) to \(\Delta \nu_0 = 21.6\) Hz (this detuning is on top of the 6.3 MHz signal). Although the decay time depends on the imbalance, and thus on the particular time evolution, a fixed decay time was chosen. The value for zero imbalance, and hence of \(\tau = 86\) ms was used for all experiments. As the detuning decays with twice of that, it is specified in the experimental data (in the appendix) as \(2 \cdot 86\) ms as the loss compensation decay time.
3.5. Experimental sequence

In the following section, the experimental sequence will be summarized briefly. Subsequently to condensation and ramping of the trapping potentials to their desired values, a magnetic offset field is ramped up to the specific value to activate the nonlinearity. A high power pulse around $J_x$ transfers the atoms from the $|1\rangle$ state to the desired start value of $z$. Due to the large Rabi frequency of this pulse ($\approx 310\text{Hz}$), the nonlinearity almost vanishes but yields in a small error in phase. Subsequently, the coupling power is reduced (and therefore the frequency has to be adjusted) and the phase of the coupling pulse is adjusted according to the desired $\phi$ preparation.

The phase shift of the coupling can be intuitively grasped by revisiting the dynamics in the frame of the coupling. Thus the coupling always leads to a rotation around $-J_x$. For sake of simplicity we assume a desired start value of $z = 0$. The first pulse transfers the atoms from $(0, 0, -1)$ to $(0, -1, 0)$. A subsequent time dynamics (without pulse and nonlinearity) leads to a rotation of the atoms along the equator, with the frequency of the coupling pulse. When the atoms have acquired a phase of $\phi$, the attenuated coupling pulse is switched on again and time dynamics according to the desired Hamiltonian will start.

The frequency of the coupling is adjusted according to loss during time evolution, the driving is implemented by amplitude modulation as described in the previous section. The complete pulse is calculated by a computer in advance and replayed by the AWG.

The measurement is achieved by absorption imaging of the atoms. Thus, the only outcome is the number of atoms in state $|1\rangle$ and $|2\rangle$, and therefore each measurement of the system projects the wavefunction onto the $z$-axis. In order to obtain phase information, e.g. to get full information about the position in phase space, an additional tomography pulse has to be applied. Since almost all investigated dynamics is at the $\pi$ side of the sphere, a $\pi/2$ pulse around $-J_x$ was chosen for tomography. The imbalance obtained after this pulse is equivalent to $-y$ data. The phase of the tomography pulse has to be selected with care. The dynamics is always within the rotating frame of the resonant coupling. Due to atom loss, the frequency slightly changes, thus also the rotating frame is changed. Therefore, the phase of the tomography pulse has to include a phase offset according to atom loss.
3.6. Detection and data processing

The atom numbers for spin up and spin down are detected by high-intensity absorption imaging [78, 95], which projects the wave packet onto the z-axis.

3.6.1. Imaging

The imaging involves the simultaneous detection of the two spin states [38, 96], which requires several steps to obtain a good signal. Although it can be done at high magnetic fields, it is found more reliable at low fields due to the negligible Zeeman shift between the levels. Since atom loss is enhanced in the $F = 2$ manifold and the magnetic field ramp needs some time, the $|F = 2, m_F = -1 \rangle$ atoms are transferred by a microwave pulse to the $|F = 1, m_F = -1 \rangle$ state. Subsequently, the magnetic field is ramped down.

The imaging laser is on resonance to the $^{87}$Rb D2 line at 780 nm [73] of the transition from the $|F = 2 \rangle$ to the $|F = 3 \rangle$ manifold. Therefore, the atoms have to be transferred by a repumper to $|F = 2 \rangle$ state before imaging. In order to distinguish different magnetic sublevels, a Stern-Gerlach field (with a magnetic field gradient) is applied and when the atoms are released from the trap. The subsequent time-of-flight of 1.3 ms leads to spacial separation of magnetic sublevels on one hand and a lowering of densities on the other. The resonant imaging laser is shined onto the atoms, and imaged onto a CCD.

The signal is imaged by a high numerical aperture objective onto a CCD. The resolution of the optical system of 1.1 µm [97] is well below the separation of adjacent wells. Design thoughts of the imaging optics are given in [97]. Details of our imaging besides a careful calibration and analysis of noise sources are published in [96].

3.6.2. Data processing

The imaging analysis yields in atom numbers for $|F = 1 \rangle$ and $|F = 2 \rangle$. Hence the total atom number $N = N_1 + N_2$ and the imbalance $z = \frac{N_2 - N_1}{N_2 + N_1}$ can be determined directly. Before investigating the measurement data, some post selection and filtering has to be applied to the data.
Post selection

Since both system parameters $\Lambda$ and $\epsilon$ depend on atom number, different experiments are comparable if and only if the atom number matches. In the experiment, fluctuations of atom numbers both from well to well and from shot to shot are always present. Therefore, a post selection of atom numbers is mandatory.

Due to loss, atom number decreases with time. However, in order to compare experiments for different times, the system parameters should match. Therefore, the atom number for a certain time step has to be selected according to the loss, thus $N(t) = N_0 \exp(-t/\tau)$ for a given time $t$. Adjacent atom numbers give almost same dynamics, thus a range of atom numbers (typically $\pm 25$) is selected to enhance statistics. The range of atom numbers at a certain time is calculated according to the loss for both boundaries. Throughout this work, if a reference to a certain atom number is given, the value $N_0$ without loss is meant.

The situation becomes more complicated due to atom number and imbalance dependency of the loss rate $1/\tau(N_0, z)$. The atom number dependency can be easily resolved since the fit of the loss rate (Sec. 3.2.3) involves the same initial atom number $N_0$ as the experiment. For handling the imbalance dependency, a running average filter over the time evolution of the mean $z$ is used to determine the loss rate up to a certain time. The atom number of the subsequent time step is filtered according to this loss rate.

Detecting outliers

Due to the complex preparation procedure, a small error in one technical component can lead to "false" results. Most likely, this will result in measuring no atoms which can easily be removed in data analysis. However, some imperfections can lead to "false" results in a single shot or a whole scan which is not detected by bare eye or imaging statistics. Therefore, it is required to remove such outliers on a statistical basis without altering the statistics of the "real" results.

All experiments are repeated several times per parameter set (typically 6 to 8 times) for a certain experimental time. A huge advantage arises from the fact the same experiment is done in parallel in different wells within the same shot. In each shot 6 to 10 of the lattice sites contain atom numbers in the post-selected range. Hence, a modification of a Z-Score test [98] can be used to evaluate if a certain shot $i$ is an outlier according to all other measurements or not.
For a certain parameter set and time, the mean and standard variation are calculated for all measurements, however shot $i$ is excluded. Assuming normal distribution of the $N$ measurements (including $n$ values of shot $i$), approximately $M = 0.045 \cdot N$ values should be out of a $2\sigma$ neighbourhood to the mean. This is a quite good approximation for a state close to gaussian state, e.g. at small times or within a stable island. It is clearly violated for a state after some time evolution in the chaotic sea, however the chosen method yields not in an increase of outliers in these cases.

The shot $i$ consists of $n$ measurements, whereas $k$ values are out of the $2\sigma$ neighbourhood. In a standard Z-score test, all points exceeding a fixed threshold are rejected. Thus, a large threshold has to be chosen to avoid altering the statistics due to removing rare events which belong to the ensemble.

In contrast, the information of obtaining $k$ outliers out of $n$ can be used to set up a more advanced threshold. If shot $i$ is an outlier due to technical reasons, it is more likely to get many values which are out of the $2\sigma$ neighbourhood within this shot. The joint probability of obtaining $k$ outliers out of $M$, by choosing $n$ values out of $N$, is given by the hypergeometric distribution

\[ P(k) = \binom{M}{k} \binom{N-M}{n-k} \binom{N}{n}. \]  

(3.9)

This probability is above 60% if shot $i$ belongs to the normal distribution of this measurement. Contrary, the shot $i$ is treated as an outlier with all of its values if this probability is less than one percent. Although this is a quite conservative limit, it suffices to exclude outliers due to technical reasons but does not effect broad distributions, e.g. in the chaotic sea. A large majority of the such detected outliers correlates with a jump in the offset values of the magnetic field, which could have been excluded by different methods.

**Tomography data**

The determination of $\phi$ from tomography data is done in the following way. After the time evolution (driven or undriven), a $\pi/2$ tomography pulse is applied, corresponding to a rotation around $-J_x$. Therefore, the measured imbalance $\tilde{z}$ corresponds to $-y$ of the original distribution. In conjunction

---

2 The calculation fails if $k$ exceeds $M$, thus $k$ is set to $k = M$ for these cases.
3 This limit applies for our typical number of measurements but is not valid in general.
with the imbalance data $z$, the phase is determined by:

$$\varphi = - \arcsin \left( \frac{\ddot{z}}{\sqrt{1 - z^2}} \right).$$  \hspace{1cm} (3.10)$$

The variance $\sigma_\varphi$ is calculated according to Eq. A.49. It should be noted, that the variances plotted in the flat phase spaces are not normalized according to Eq. A.47. The normalization is done to obtain variances being independent on mean $z$ and $\varphi$ values, thus they represent the variance on the surface of the sphere. In contrast, the flat phase space plot is an projection of the data, therefore the variances have to depend on mean values and must not be normalized.

### 3.7. Determining system parameters

#### Nonlinearity

The relative nonlinearity $\Lambda$ can be obtained by small amplitude oscillations close to stable plasma and $\pi$ fixed points. We achieve this with strong coupling pulses in order to enter the small relative nonlinearity regime. In the linear approximation, the (unscaled) frequencies calculate to $\omega_{pl} = 2\pi \Omega_p \sqrt{1 + \Lambda}$ for the plasma fixed point and $\omega_\pi = 2\pi \Omega \sqrt{1 - \Lambda}$ for the $\pi$ one (see Sec. A.1.3). Thus the relative nonlinearity can be determined by:

$$\Lambda = \frac{\omega_{pl}^2 - \omega_\pi^2}{\omega_{pl}^2 + \omega_\pi^2} \hspace{1cm} (3.11)$$

even if the coupling strength is unknown. An independent check of the coupling can be achieved by comparing the experimentally chosen value to the measured one of $\Omega = \sqrt{\frac{1}{2}(\omega_{pl}^2 + \omega_\pi^2)}$. The experimental determination gives a value of $N\chi = (31.9 \pm 2.3) \text{Hz}$ for $N = 700$ atoms.

This method has some drawbacks since it measures the nonlinearity at a shorter time scale compared to the driven experiments due to the large coupling strength (see also Sec. 2.4). Thus, the altering of $N\chi$ due to atom loss is less important. As an independent check one can measure the position of fixed points and frequencies of small amplitude oscillations in the bifurcated regime for a small coupling and compare this to numerical values. This can be done for same parameter and time scales as in the driven system. Since position as well as frequency depends on amplitude of the oscillation due to nonlinearity, it is typically required to obtain the dynamics of several start points in order to get a reliable value of $\Lambda$. 
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Detuning

The detuning $\epsilon$ can also be determined by position and frequency of fixed points in the same manner as the nonlinearity. In fact, a more sensitive and much faster method exists to symmetrize the system. When preparing a wave packet at the unstable $\pi$ fixed point in the bifurcated regime, after a short time the distribution is squeezed in one direction and thus spreads in the other (Sec. 2.3.3). The spreading is symmetric if and only if the system is symmetric. Thus, the symmetry of the system can be verified within a few shots by looking at the symmetry of the spreading in short time dynamics.

Since the detuning depends quite sensitive on the magnetic field, long time drifts of the magnetic field yields in different detunings for larger time scales. Although the magnetic field is actively stabilized (Sec. 3.2.2), long term drifts remain, e.g. due to temperature sensitivity of electronic circuits and sensors. Therefore the magnetic field is calibrated regularly to accomplish a zero offset detuning. This is realized by a two-photon Ramsey sequence [86, 87], which detects the detuning exactly on the experimental transition. During the measurements, after every two experimental runs, a few shots of a Ramsey sequence were performed to obtain the offset detuning and calibrate the magnetic field.
4. Poincaré-Birkhoff Scenario

When an integrable Hamiltonian system is perturbed slightly, the question arises, in which way the solution of the driven Hamiltonian differs from the undriven one. This is a quite natural question, e.g. the gravitational two body system is exactly solvable, but the solar system with some more planets is not. In fact, the stability of the solar system was of moving spirit behind the exploration of nonlinear dynamics [4]. A first answer to the problem was given by Poincaré in the 19th century, however the more general solution was found more than half a century later by Kolmogorov, Arnold and Moser [100, 101] with the KAM theorem. It basically states, that the non-resonant orbits\(^1\) of an integrable system exposed to a small periodic perturbation, will survive slightly deformed [4, 51]. In contrast, the tori being resonant to the driving will be disturbed.

The KAM theorem states which tori will survive the perturbation and which will not. But it does not predict the behaviour of non-surviving tori. This is discussed by the Poincaré-Birkhoff theorem [102], which will be outlined briefly according to [4].

In the vicinity of a resonant orbit, there will be non-resonant tori with higher or lower energy. These tori will remain close to the undriven dynamics, thus the direction of rotation within the Poincaré map will be preserved. One of these will rotate clockwise, the other one counterclockwise. Thus, there has to be a line of points in between, which will be mapped just in radial direction under the action of the driving. Applying the mapping at these points, the image will be another line of points. Since the map is area preserving, these two lines have to intersect in an even number of points. The intersection points are the fixed points of the map, half of them being stable (elliptic), the other half unstable (hyperbolic). Generally, there must be \(2nq\) fixed points (with \(n\) being a natural number and the driving hits a \(r : q\) resonance).

The manifestation of the Poincaré-Birkhoff theorem in quantum mechanics has been shown theoretically for different systems [103, 104] and is briefly discussed for a system similar to our investigated one in [105].

\(^1\)Non resonant in the sense, that the ratio of eigenfrequency to driving is not a “simple” rational number with small denominator.
4.1. A simple model system

For a first test of the Poincaré-Birkhoff scenario in a macroscopic quantum system we choose the system parameters such, that the system exhibits a quite simple phase space in the undriven case. In the non-bifurcated regime, for parameters $\Lambda = 0.7$, $\varepsilon = -0.114$ the system offers two stable fixed points associated to plasma- and $\pi$-oscillations, and otherwise regular motion (see Fig. 4.1). The small detuning $\varepsilon$ was chosen to break the symmetry of the system. It is remarkable that there is a slight anharmonicity in the system leading to smaller frequencies for trajectories closer to the stable fixpoint (at $\phi = \pi$) and faster time evolution for trajectories further away (see Fig. B.1).

![Phase space and time evolution plots](image.png)

Figure 4.1.: Left: Phase space plot of the undriven system for the chosen parameter set (obtained by classical numerics). The starting point used in the experiments is marked with a circle. All phase spaces within this work will have $\phi$ as x-axis and $z$ as y-axis, however the labels will be omitted due to lack of space. Right: Time evolution of the $z$-projection of 3 adjacent starting points. The blue curve belongs to trajectories resonantly driven by the external driving later. Due to anharmonicity of the system, trajectories located close to the stable fixpoint evolve slower, whereas trajectories located farther outside will evolve faster than the driven one.

In the undriven case, by increasing $\Lambda$ into the bifurcated regime, interesting phase space structures will arise on the $\pi$-side. We will concentrate on this side and center the phase spaces around $\phi = \pi$. Trajectories at the $\pi$-side rotate counterclockwise around the $\pi$-fixed point. It should be noted that the Poincaré-Birkhoff scenario can also be realised on the plasma-side without fundamental changes.
4.2. Driving

The question arises how the system behaves after applying a small perturbation due to external harmonic driving. The classical driven hamiltonian reads as:

\[
H(z, \varphi) = \frac{A}{2} z^2 - (1 + A_{\text{Driv}} \sin(\omega_{\text{Driv}} t + \varphi_{\text{Driv}})) \sqrt{1 - z^2} \cos(\varphi) + \varepsilon z
\]  

(4.1)

where the driving occurs due to the \(A_{\text{Driv}} \sin(\omega_{\text{Driv}} t + \varphi_{\text{Driv}})\)-term and can be experimentally controlled by changing the coupling strength. Following the KAM-theorem "non-resonant" orbits (i.e. with irrational frequency to driving ratio, or at least not too close to simple rational ratios) will survive slightly deformed, orbits with a rational frequency to driving ratio will be destroyed. The driving frequency \(\omega_{\text{Driv}}\) is chosen to hit a 1:2 resonance of the undriven system, so the double of the natural frequency of the selected starting point in Fig. 4.1. According to the Poincaré-Birkhoff theorem this orbit breaks up into \(2n \cdot 2\), \(n \in \mathbb{N}\) fixed points [102, 4, 51], i.e. at least 4 fixed points. Half of these fixed points show stable (elliptic), the other half unstable (hyperbolic) behaviour.

The system’s behaviour is best shown in a Poincaré map, where the time evolution of a starting point is plotted for times being multiples of the driving period in a phase space (Fig. 4.2).

Such a Poincaré map for the undriven system at the same times would result in two points for the resonant trajectory\(^2\). All trajectories towards the fixed point will result in points rotating clockwise (because the time evolution is slower than the resonant one due to anharmonicity), a trajectory located more outside will rotate counterclockwise due to its higher frequency.

With this in mind, one can easily understand the location of the stable respectively unstable manifolds emerging from the unstable fixed point when the phase space is just slightly deformed by driving (compare to [51]). In the detail plot of Fig. 4.2 points on the manifold a) are outside the resonant one, so they move counterclockwise, points on the manifold c) are closer to the center so they move clockwise, implying axis 1) is the direction of the unstable manifold. The same arguments hold for the other axis, so b) is rotating clockwise towards the unstable fixed point, d) is rotating counterclockwise, i.e. also towards the unstable fixed point. Thus line 2) is depicting the stable axis to the manifold.

\(^2\)For the blue line in Fig. 4.1, the driving period is the half of the period of the orbit, resulting in two points for this trajectory
Figure 4.2.: Poincaré map for the driven system with $\Lambda = 0.7$, $\epsilon = -0.114$, $A_{\text{Driv}} = 0.03$, $\omega_{\text{Driv}} = 1.477$

left: Two new stable fixed points (in orange) are created by driving, just as well as two unstable fixed points (on the crossing of the blue manifolds). The arrows depict the rotation direction of points within the Poincaré map.
right: Zoom into upper right unstable fixed point

The thereby - dynamically - generated phase space has some features similar to the undriven bifurcated system\(^3\) for $\Lambda > 1$ [58], notably the unstable fixed points with corresponding manifolds. In context of macroscopic quantum systems unstable fixed points are intensely discussed as a source of entanglement [45], so controlling the properties of an unstable fixed point could be the key ingredient for generation of many particle entanglement.

As a major difference to the undriven system these unstable fixed points can be generated dynamically even in systems, which don’t exhibit a bifurcation at all\(^4\). The properties of the unstable fixed point can be modified by controlling the driving - which could be experimental more accessible. One should note that the unstable fixed point will not rest in place during time evolution, as the Poincaré map does not show full trajectories. In fact it will move close to the orbit of the same starting point in the corresponding undriven system. Associated to this also the stable/unstable manifolds will wind through the phase space.

\(^3\)Only valid for $\epsilon = 0$, a detuned system bifurcates according to Eq. A.30 at the different value of $\Lambda = (1 + \epsilon^{2/3})^{3/2}$.

\(^4\)This scenario only requires an anharmonic system which can be resonantly driven.
4.3. Measurement

In the numerical analysis of a mixed phase space, several methods are known for an investigation of the time dynamics in different regimes in phase space. Among these are the direct plot of the Poincaré map, calculation of the autocorrelation function or fourier analysis of trajectories, the calculation of local Ljapunov exponents for closely adjacent starting conditions or using of delay coordinates [4]. Experimentally the maximal evolution time is limited by atom loss to a few driving periods (Sec. 3.2.3). For these short time scales a plot of experimental data in a Poincaré map is pointless. Furthermore experimental noise could lead to superpositions in fourier spectra. So we will focus on different methods.

Considering the many particle system with a finite \( \hbar \), the initial preparation in phase space is not a single point but rather a wave packet with finite size approaching a gaussian distribution with a standard deviation of \( \sigma = 1/\sqrt{N} \) for larger atom numbers [45]. Retranslating this to the classical numerical simulations, one should rather start with a bunch of gaussian distributed points than a single one. So for short times it’s natural to extend the concept of Ljapunov exponents, which describes how fast two infinitesimal adjacent points are separated by looking at the time evolution of the variance of the distribution. Constraining to short times is necessary since the variance will be no good measure if the distribution becomes far from gaussian.

4.4. Review of time evolution in the undriven system

We shortly remind ourselves of the time evolution of such a wave packet in the undriven system using the classical picture. Consider the system for \( \Lambda = 0.7 \) and the preparation of a distribution at the initial points marked in Fig. 4.1, all points of the distribution located at the blue line will oscillate with the same frequency. The part of the distribution which is closer to the center will oscillate slower, the fraction away from center will have a faster time evolution. Additional to the joint rotation of all points around the center, this will lead to a shearing and dispersion of the distribution as shown in Fig. 4.3.

This behaviour is experimentally confirmed in Fig. 4.4. The mean oscillates around the stable fixed point whereas the variance grows with time. Since the long axis of the distorted distribution is rotated during one period of
Figure 4.3.: Classical simulation of time evolution in the undriven system for $\Lambda = 0.7$, $\epsilon = -0.114$.

The distribution with a size corresponding to $N = 700$ atoms was initialized at the position of the unstable fixed point in Fig. 4.2 and is plotted for multiples of the driving period, even though in this case the amplitude of the driving was zero. A divergence of the distribution occurs even in undriven system due to its anharmonicity. The plot of the distribution is done accordingly to sec. A.1.2 as for all simulated distributions. A click on the picture starts a video, a detailed plot can be found in Fig. B.3.

the mean, the variance shows an extra oscillatory behaviour due to different projection to measurement axis. Although the measured variance exceeds the calculated one owing to the influence of experimental noise and imperfections, a qualitative similar behaviour is observed.

The experimental data were used to determine more accurate values for $\Lambda$ and $\epsilon$ by a fit with the classical and the quantum model. Furthermore, these values are used for the simulation of the time evolution in the driven systems.

In contrast, preparing the distribution at the stable fixed point will lead to a slight wobbling of the distribution but it remains overall at the position of the fixed point. This is consistent with what would be expected from the corresponding quantum system. For the chosen large atom numbers, the CSS is quite narrow, so the initial distribution samples only a small part in the vicinity of the minima of the potential and thus experiences the
Figure 4.4.: Experimental data and simulation for the starting point $z = 0.41$, $\phi = 3.21$ in the undriven system with $\Lambda = 0.7$, $\epsilon = -0.114$, $N = 700$

left: For the experimental data, the mean as well as the standard deviation (as errorbars) in $z$ were plotted in blue, the simulation for the fitted parameter is plotted with the standard deviation as a gray band

right: Plot of the measured variance in $z$ in contrast to the simulations, which were done classically as well as quantum mechanically. The different simulation methods lie on top of each other.

During one oscillation period of the mean, the variance also oscillates due to tilt of the long axis of the distribution according to the measurement axis (compare to Fig. B.3), leading to an extra oscillatory behaviour of the variance during one period. An overall increase of the variance is observed.

A much more interesting case is the preparation of a wave packet at an unstable fixed point, as can be done in the undriven case for $\Lambda > 1$ (Fig. 4.5). In the classical picture the distribution will be squeezed along the axis of the stable manifold and diverge along the unstable manifold axis for small
times. For larger times, the distribution will resemble the vicinity of the unstable manifold [38, 45]. The time evolution shown in Fig. 4.5 exhibits

![Time Evolution Diagram]

Figure 4.5.: Classical simulation of time evolution for preparation at an unstable fixed point in the undriven system with $\Lambda = 1.6, \epsilon = 0$. It should be noted that due to the projective character of the measurement process, even for short times beyond the turning points interferences between two parts of the wave packet for same $z$ values could occur. These cannot be resembled by classical simulations which limits the usage of the classical analog to short times. A click on the picture starts a video.

two distinct features. For short times, the distribution achieves its best squeezing at $t = 2.25$ (see Fig. 2.3). On the other hand, the wave function exhibits a highly non-gaussian state for $t \gtrsim 4$. These states are expected to exhibit many particle entanglement, which can be important for the enhancement of quantum interferometry [54, 59].

To conclude, the previous examples in the undriven systems reveal that one can understand the short time behaviour of a distribution (or even a wave packet when neglecting interference) from the underlying Poincaré map, even though for quite different timescales. The other way around, time evolution of mean and variances of a distribution can be directly connected to the underlying phase space. So measuring variances experimentally is a tool (additional to the time evolution of mean) to confirm the phase space structure.
4.5. Time evolution in the driven system

The aim of this chapter is to test experimentally for a phase space structure emerging due to driving according to Poincaré-Birkhoff theorem (see Fig. 4.2). For that a preparation at different points in phase space has to be implemented.

The plotted Poincaré map shows the phase space for multiple times of the driving period. This map can also be plotted with an additional time offset which is equivalent to a driving with a driving phase \( \phi_{\text{Driv}} \). For a time offset from \( t_{\text{Offset}} = 0 \) to \( t_{\text{Offset}} = t_{\text{per}} \) (equally to \( \phi_{\text{Driv}} = 0 \ldots 2\pi \)) the phase space is rotated by \( 180^\circ \) around the centered stable fixed point (see Fig. B.2) such that the upper left stable fixed point is transferred to the lower right one. Throughout this chapter the term stable/unstable fixed point is used solely for the moving fixed points created by driving.

For the experimental realization, it is quite favourable to prepare the system at the same point initially and change the driving phase. Otherwise by

![Diagram showing time evolution at the stable fixed point.](image)

Figure 4.6.: Classical simulation of time evolution at the stable fixed point. The distribution was initialized at \( z_0 = 0.37, \phi_0 = 3.50, A_{\text{Driv}} = 0.03, \omega_{\text{Driv}} = 1.477 \) and driven with \( \phi_{\text{Driv}} = \pi \), so it is initially close to the stable fixed point. During the first oscillation periods, the distribution slowly broadens but get refocussed for very long times (visible in the video), revealing the expected dynamics of a wave packet in a weak trap. A click on the picture starts a video, a detailed plot can be found in Fig. B.4.
preparing at different points, these different trajectories will experiencing different loss rates (see Sec. 3.2.3) leading to complications in the data analysis. By changing the driving phase\textsuperscript{5} the system offers the possibility to prepare always at the same point but to rotate the whole phase space instead to reach different regimes. It is worth reminding that the position of stable and unstable fixed points are not transferred exactly into each other by changing the driving phase, therefore a small preparation error will occur due to this method.

In the following, some numerical results in the driven system will be compared to the dynamics in the undriven system, before the experimental data will be discussed in Sec. 4.5.1.

By now the results of the time evolution at the stable fixed point in the undriven system (see Sec. 4.4) can be translated to the moving stable

\begin{align*}
t = 0 \cdot T_{\text{per}} & \quad \text{t = 1 \cdot T_{\text{per}}} & \quad t = 2 \cdot T_{\text{per}} \\
t = 3 \cdot T_{\text{per}} & \quad \text{t = 4 \cdot T_{\text{per}}} & \quad t = 5 \cdot T_{\text{per}}
\end{align*}

Figure 4.7.: Classical simulation of the time evolution at the unstable fixed point $z_0 = 0.37, \varphi_0 = 3.50, A_{\text{Driv}} = 0.03, \omega_{\text{Driv}} = 1.477$. Preparing the distribution at the unstable fixed point initially, the long axis broadens much faster than for the stable fixed point as well as in the undriven system (Fig 4.3). For longer times the distribution winds along the unstable manifold and diverges furthermore in contrast to the stable fixed point. A click on the picture starts a video, a detailed plot can be found in Fig. B.5

\textsuperscript{5}The driving phase can be experimentally controlled much better than the initial preparation.
fixed point created by driving the system. When preparing a distribution at the stable fixed point it will remain there, although the stable fixed point itself is rotating in the phase space during time evolution. Due to the $2:1$ resonance the original position will be retained after two driving periods. A closer look at the classical picture shows that a point slightly displaced from the moving stable fixed point will oscillate around it (within the Poincaré map) with a much slower frequency than an oscillation around the stable fixed point in the undriven system will require. Accordingly in the quantum picture the dynamically generated local trap will be very shallow, so preparing a wave packet at the minimum of the potential will lead to some overlap with the ground state aside with some excitations of higher states\textsuperscript{6}. This leads to slow breathing of the wave packet within the dynamically created trap as revealed in Fig. 4.6.

In contrast preparing the system at the unstable fixed point will also lead to a rotation within the phase space for shorter times but an additional squeezing of the distribution along the axis of the stable manifold and a divergence along the unstable manifold will occur. For longer times the distribution will wind along the unstable manifold thus the mean cannot follow the time evolution of the unstable fixed point anymore as shown in

![Figure 4.8: Simulation of squeezing for a preparation at the unstable fixed point, where the distribution is faster and deeper squeezed than for the stable fixed point (compare to Fig. B.7). Oscillations of the squeezing during one period are not related to projection of the variance to the measurement axis as in Fig. 4.4.](image)

\textsuperscript{6}The form of the potential is rather elliptic than circular, so no perfect overlap of an initial coherent spin state with the ground state of the local potential is expected
Fig. 4.7. Even for a few driving periods and very weak driving \((A = 0.03)\), the distribution diverges along the long axis faster than in the stable fixed point or the undriven system. This should be experimentally observable in an increased variance along the long axis.

The contraction along the axis of the stable manifold leads to a faster squeezing of the distribution than in the undriven system or within the stable fixed point (see Fig. 4.8, Fig. B.7). By comparing how fast the distribution is squeezed, numerical simulations indicate that the characteristics of the unstable fixed point can be directly modified by changing driving parameters. Thus the distribution is faster squeezed for higher driving amplitudes and short times, but the squeezing quickly vanishes after shorter times due to winding along unstable manifold or inset of chaotic behaviour (depending on driving amplitude).

### 4.5.1. Experimental results of stable fixed point preparation

For an experimental check of the expected behaviour within the stable island a weak driving with \(A_{\text{Driv}} = 0.03\) or strong driving with \(A_{\text{Driv}} = 0.2\) was chosen. As the initial system parameters are known just to some uncertainties the position of the stable fixed point could vary to certain degree. To ensure preparation within the island it is favourable to choose a preparation close to \(\phi_{\text{Driv}} = 3/2\pi\) and \(\phi_0 = \pi\) due to a “larger size” of the island in phase space.

However, the time evolution at an unstable fixed point is much more sensitive to the initial preparation than for the stable fixed point. Therefore the preparation for the stable fixed point was done at the same position as the unstable fixed point but a different driving phase. The position of the unstable fixed point was estimated numerically for both driving amplitudes and preparation was done there \((z_0 = 0.41, \phi_0 = 3.21\) for \(A_{\text{Driv}} = 0.03\) and \(z_0 = 0.5, \phi_0 = 3.21\) for \(A_{\text{Driv}} = 0.2\)).

The experimental results of the time evolution for a driving phase \(\phi_{\text{Driv}} = 0.7 \cdot 2\pi\) are shown in Fig. 4.9 for about 3 driving periods (raw data included in appendix C.1). The maximal measuring time is limited by loss in the vicinity of the Feshbach resonance. For better comparability the time evolution in the driven system is contrasted to the undriven dynamics, also the corresponding phase spaces for the fitted parameter are plotted. Due to the mentioned uncertainties in system parameters the preparation was rather outside the center of the island. This should induce some additional time dynamics in long time regime.
Figure 4.9.: Experimental data for a preparation in the vicinity of the stable fixed point for $\Lambda = 0.7$, $\epsilon = -0.114$, $\varphi_{\text{Driv}} = 0.7 \cdot 2\pi$, $\omega_{\text{Driv}} = 1.477$, $N = 700$

upper: Classical phase spaces for different driving amplitudes. The initial experimental preparation is marked with a dot, the rectangle at $\varphi = 2\pi, z = 0$ indicates the size of the effective Planck’s cell.

lower: Experimental data (solid lines) and classical simulations (dotted lines) for different driving amplitudes (red: no driving, green: $A_{\text{Driv}} = 0.03$, blue: $A_{\text{Driv}} = 0.2$), vertical lines indicate full driving periods. The time evolution of the mean is plotted left, the corresponding variances right.

For the weakly driven system the mean $\langle z \rangle$ follows the undriven system quite well\textsuperscript{7}. The difference to the strong driven regime is quite obvious. Besides a larger amplitude (which is partly induced by the different starting point) a slight shift in frequency is observed which is fully recovered

\textsuperscript{7}The jump in the mean between $t = 0ms$ and $t = 8ms$ in the guide to the eye occurs due to omitting of two measurement points to save measuring time.
by classical simulations. This can be understood when rethinking the original system. The system parameter \( \Lambda \) is the ratio of the nonlinearity to the coupling strength. So by changing the coupling by about 20\% (as done for a driving amplitude of \( A_{\text{Driv}} = 0.2 \)) the system temporarily has a different \( \Lambda \) leading to faster/slower time dynamics (according to actual phase) within short times compared to the undriven system.

The situation is much more interesting looking at the time dynamics of the variances in \( z \). The simulation for the undriven case (red) exhibits the oscillatory behaviour due to projection to \( z \)-axis and is growing quite slowly. The weakly driven system (green) follows this behaviour with marginal differences due to a preparation too far from the stable fixed point to reveal the expected trapping of the distribution. In contrast the strongly driven (in blue) system indicates a suppression in variances (as in the middle of the second and third driving period).

Although the measured variances exceeds the simulation a qualitative related behaviour is observed. At least at the end of the third driving period a suppression of variance in the strong driven regime compared to the undriven one is detected, indicating the creation of a moving trap (close to the stable island) due to driving. This is a first hint, that the system can be stabilized by driving.

### 4.5.2. Preparation at the unstable fixed point

The preparation for the experiments at the unstable fixed point is the same as for the stable one except the driving phase was set to \( \varphi_{\text{Driv}} = 0.2 \cdot 2\pi \). Thus the unstable fixed point is initially localized close to the zenith. As plotted in the phase spaces of Fig. 4.10, the preparation in the weak driven system is aside from the unstable fixed point. Thus its influence to the time dynamics might be quite small. Due to inset of chaos around the unstable fixed point in the strongly driven regime besides a "better preparation", the initial point is located quite well at the unstable fixed point for this case.

Comparing the time evolution of the mean to the situation in the stable fixed point (Fig. 4.9), only slight differences are visible. The weakly driven system follows the undriven one quite well, as in the other case. However in the strongly driven regime the signal appears to be shifted in phase. A closer look to the stable fixed point (Fig. 4.9) reveals more differences. There, the signal is slower than the undriven one at full periods of the driving (where the actual phase of driving is around \( 3/2\pi \), thus the coupling is smaller than in the undriven system). On the other hand, it is faster for
Figure 4.10.: Experimental data for a preparation in the vicinity of the unstable fixed point for $\Lambda = 0.7$, $\epsilon = -0.114$, $\varphi_{\text{Driv}} = 0.2 \cdot 2\pi$, $\omega_{\text{Driv}} = 1.477$, $N = 700$. The colourcode is corresponding to Fig. 4.9.

half driving periods (slope is steeper than the undriven one). The situation is inverted for the unstable fixed point in Fig. 4.10, there the strong driven system is faster around full periods of driving and slower in between, which is consistent with the temporal coupling strengths. Starting with a large coupling strength for the unstable fixed point also implies a smaller amplitude than for the stable one, which is experimentally confirmed.

In contrast, the difference is obvious when looking at the time evolution of the variances in $z$. In the numerical simulations the weakly driven system exhibits the same behaviour as the undriven one, as expected by the wrong preparation. The measured variances for both cases exceed the numerical one clearly, but as for the stable fixed point a similar qualitative behaviour as in the simulations is obvious. Also the difference in variance between weak driving and the undriven system is within experimental un-
certainties.

The situation dramatically changes for the strongly driven regime. Within the first driving period, both numerical simulations and the experiment follow the undriven one well. Subsequently the variance is enhanced within each driving period, but gets refocussed for full driving periods again. The peaks in the variance within the last driving period exceeds the undriven one by a factor of two. This shows the faster divergence along the unstable manifold created by driving.

The ultimate test for the expected behaviour at an unstable fixed point would be the realization of enhanced squeezing along the stable manifold. When looking at the variance in $z$, the axis of the stable manifold has to be perpendicular to $z$-axis. This is the case for times where the distribution reaches zenith respectively its lowest position. However the distribution is strongest bent at these points. Squeezing is a sensitive measure for such effects, so even numerically only slight squeezing is expected with this measuring method. To be able to measure an enhanced squeezing due to driving, the initial preparation (together with a properly chosen driving phase) has to be in a way, that for the time of best squeezing the wave packet achieves a position in phase space with minimized bending (e.g. the mean in $z$ should be at the position of the undriven stable fixed point). The squeezing parameter of the state can be quantified by a tomographic readout. In the presented experiments, we restricted the analysis to two perpendicular measurement axes. However, squeezing analysis might be a further step for analysis of the system.

To conclude, a clear effect of the driving for the variances in $z$ could be observed leading to focussing for a stable fixed point and an enhanced divergence for an unstable one as expected by classical theory.

4.6. Preparation between stable and unstable fixed point

Also of interest is the question, in which way the dynamics is changed, when shifting the initial preparation from the unstable fixed point towards the stable one. With the preparation method described in the previous chapter, this task can be fulfilled easily. The preparation is done at the position of the unstable fixed point for a certain driving phase and the experiment is repeated for a bunch of different driving phases.
As seen in Fig. 4.7 the distribution (or wave packet) is rotating in the phase space during time evolution. Thus at each time step the long axis is projected to the measurement axis along $z$ slightly different such that the measured variance is not meaningful for comparison of different times. The problem could be solved by a subsequent tomography after the time evolution. This is experimentally quite “expensive”, so we will follow a different route.

The situation could be compared to the preparation at an unstable fixed point in the undriven system (Fig. 4.5), where the distribution mainly diverges along the unstable manifold. There, for short times the angle of the long axis of the distribution is slightly tilted to the axis of the unstable manifold, reaching the axis exactly for the moment of best squeezing and getting bent afterwards. Thus to look for the maximum variance in that system, it’s best to make a tomography such that the axis of the unstable manifold is parallel to the measurement axis.

In the driven system, we get this for free. As the phase space is rotated during time evolution, the measurement of the variances has to be done at these times when the axis of the unstable manifold is parallel to the measurement axis. Whether this will work is a matter of time scales - the rate of “diffusion” along the unstable manifold to the rotational frequency of the unstable fixed point. Due to stronger bending of the unstable manifold, this will only work for short times. The phase space is slightly asymmetric, therefore the times will differ a bit for the upper and lower unstable fixed point. As size and shape of the stable fixed point will vary for different driving amplitudes, also the position of the unstable manifold changes, but this is a smaller effect. A numerical analysis for $A_{\text{Driv}} = 0.05$, $\phi_{\text{Driv}} = 0.2 \cdot 2\pi$ gives the times for the unstable axis being parallel to $z$ as $t = 14.3\, ms$, $t = 47.6\, ms$ for the lower fixed point and $t = 28.8\, ms$ for the upper one. These times are close to the maximum of the simulated variances for strong driving in Fig. 4.10.

The measured variances in the long axis are plotted in Fig. 4.11 for different driving phases and these special times, compared to simulations. For short times of $t = 13\, ms$ just a slight dependency of the variance from driving phase is detected which is within the experimental uncertainties. For subsequent driving periods the situation changes: a strong dependency of the variance from initial preparation is detected in the strongly driven regime. The maximum of the measured variance is around $\phi_{\text{Driv}} = 0.3 \cdot 2\pi$ with the initial preparation at an unstable fixed point. It also exceeds the variance in the undriven system revealing the generation of an unstable axis due to driving. On the other side, around $\phi_{\text{Driv}} = 0.7 \cdot 2\pi$ a minimum is detected much smaller than in the undriven system. This indicates the
Figure 4.11.: Dependency of the variance from the initial preparation in experiment (solid lines) and classical simulation (dotted lines).

- red: undriven, green: slightly driven with $A_{\text{Driv}} = 0.03$, blue: strongly driven with $A_{\text{Driv}} = 0.2$. The undriven system is independent on driving phase, thus the result of a single measurement is given for that case.

occurrence of a moving island around the stable fixed point in the driven system.

In this chapter the breakup of the regular phase space due to driving accordingly to the Poincaré-Birkhoff theorem was experimentally investigated. The resonantly driven trajectory breaks up into a chain of stable and unstable fixed points together with according manifolds. The experiments reveal a similar behaviour at these fixed points as in the undriven system for different parameters. Thus driving the system opens up the route to the creation of special structures in phase space which could be inaccessible in the undriven system. The behaviour of a wave packet initially prepared at an unstable fixed point is widely discussed, but driving the system is an additional tool to create such a scenario.

For stronger driving the Poincaré-Birkhoff theorem together with the KAM-theorem can be applied subsequently to describe a cascade of bifurcations leading to chaos. Our experiments are the first step of such a cascade and thus a first cornerstone towards chaos in macroscopic quantum systems.
5. Exploring Bloch sphere chaos in a mixed system

Up to now, the influence of weak driving onto the system was investigated. However, stronger driving alters the system beyond the creation of elliptic and hyperbolic fixed points according to Poincaré-Birkhoff theorem. Considering the dynamics close to an elliptic fixed point, which is created by driving. Some of the orbits close by will also be resonant to the perturbation according to KAM theorem [4, 51]. Therefore, these orbits will break up yielding in a series of bifurcations on finer and finer scales. Hence, a fine layer of chaotic states arises between the remaining stable tori. However, this is of limited interest for an quantum system with finite $\hbar_{\text{eff}}$, since it could not sample details on smaller scales than this fundamental limit. Therefore, the perturbation is increased in order to obtain a large chaotic sea.

Theoretical investigation of the driven system can be found in [32, 30, 33], the kicked version is discussed in [27]. The experimental realization of [34], which is deep in the quantum regime, was already discussed in the introduction. A similar model is discussed in literature as Duffing oscillator [51], where the perturbation is equivalent to the driving of the detuning in our system. It should be noted that the Duffing oscillator can be much better approximated by a harmonic oscillator close to the undriven stable fixed points than the investigated system.

5.1. Basic system properties

In chapter 4 the mechanism of Poincaré-Birkhoff was investigated. To explore a mixed system with a larger chaotic sea, why not just drive this system at $\Omega = 0.7$ harder? As can be seen in Fig. 4.9, due to the large anharmonicity, the system behaves quite stable for most of the phase space even for a large driving amplitude of $A = 0.2$, where just a small chaotic layer occurs. When recalling that $\Lambda$ is the ratio of the nonlinearity to the coupling strength, by driving the coupling with an amplitude more than...
A = 0.3 the system is not slightly changed but temporarily driven into a completely different region. Particularly the system would bifurcate for a short time. Thus additional effects are expected for very strong driving. To avoid this, we choose to work deep in the bifurcated regime to circumvent this effect.

![Figure 5.1.](image.png)

**Figure 5.1.:** Phase space of the investigated system with $\lambda = 1.53$, $\epsilon = -0.07$, $\omega_{\text{driv}} = 1.5867$.

- **Left:** In the undriven system, a double well structure typical to the bifurcated system appears. Due to the tilt in $\epsilon$ the phase space is asymmetric in $z$.
- **Center:** Driving with $A_{\text{driv}} = 0.07$, $\phi_{\text{driv}} = 0$. The two stable fixed points of the undriven system survive slightly altered, additional two moving islands are created by driving (black). In between, a large chaotic sea arises.
- **Right:** Phase space for strongly driven system. Both the two stable islands and the moving island shrink and the chaotic sea becomes more dominant.

We set the parameters to $\lambda = 1.53$ and $\epsilon = -0.07$, a phase space plot can be found in Fig. 5.1. For these settings, on the $\pi$-side of the Bloch sphere two stable fixed points exist at $z_+ = 0.72$, $z_- = -0.79$, $\varphi_\pm = \pi$ together with an unstable one at $z_{\text{us}} = 0.13$ in between (see Sec. 2.3). The different regime can be entered by changing the coupling strength from 40.6 Hz (for $\lambda = 0.7$) to 20.7 Hz. However this implies some drawbacks as the driving frequency and the scaled time also scale with the coupling strength (Sec. 2.1), but the maximal experimental time is restricted by loss. Thus, roughly half of the driving periods are experimentally accessible. For a more accurate determination of the driving frequency, the local frequencies of the bifurcated system have to be considered.

The dynamics in the undriven bifurcated system were intensely studied in [58, 38, 59, 45], where especially the dynamics in the quantum regime for
a preparation at the unstable fixed point (see also Fig. 4.5) raised some
attention. For this work a few measurements in the undriven system were
performed for the same initial conditions as in the driven case. Addition-
ally to other calibration measurements (see. 3.7), the time evolution of
different start points within the undriven system serves on one hand to
obtain system parameters under realistic conditions, on the other as a
reference for comparing the dynamics in the driven regime.

The time evolution for some of the measured start points and selected
times is plotted in Fig. 5.2 in comparison to simulations. Measurements
for all start points with the simulation can be found in Sec. C.2.1. Besides
the $z$-data also the $y$-data (equivalent to $\phi$) was acquired by an additional
tomography pulse after the time evolution, so the resulting mean values
can be plotted within the phase space with their variances. The classical
phase space is included in light gray and a simulation of the time dynamics
of a distribution as a density plot (see Sec. A.1.2).

When comparing the time evolution of different start points, a difference
not only in the mean, but also in the width of the distributions is observed.
Within the stable islands (as red and cyan) the distributions rotate around
the stable fixed points and variance remains small. In contrast, by start-
ing close to (but not at) the separatrix (blue and green) the distributions
are ripped apart quickly. A qualitatively similar behaviour between exper-
iment and simulation is observed also in the variances.

Of particular interest is the blue curve, as this is the starting point of most
of the other investigations. A simulation of the time evolution of the distri-
bution is plotted in Fig. 5.3. The distribution follows the classical trajectory
but disperses along it on a fast time scale. For the driven cases, the sys-
tem was driven at a $2 : 1$ resonance compared to the frequency of this
orbit such that the stable and unstable fixed points created by the driving
are located close by.

A fit of the experimental data with classical respectively mean field model
serves as a calibration of the parameters $\Lambda$ and $\epsilon$. Due to the time evolu-
tion under realistic conditions, thus long times and same parameter range,
the determination of the parameter is more accurate than by plasma- and
$\pi$-oscillations. The fitted parameters are used for all simulations in the
driven regime. We observe a deviation of the start points of simulation and
theory. Even if the influence of the loss to the detuning is almost avoided,
it alters also the nonlinearity, thus the effective $\Lambda$. In contrast, the model
system of the simulation deals with constant nonlinearity and detuning,
thus acting as an effective model. These effects could be included into
the simulation, but then the theoretical description by Poincaré-plot and
fixed points will fail. Thus a time periodic model without loss is used and
the starting conditions in the simulation have to be altered according to
Figure 5.2.: Comparison of the time evolution in experiment and simulation for different starting points in an undriven system. Classical phase space is plotted in light gray, the simulated distributions are shown as in the other plots. The experimental data is plotted for each starting point with measured error bounds as coloured crosses. The experimental variances are not normalized according to A.50 (since the phase space plot shows a projection).

the experimental ones to obtain a satisfactory agreement in the time evolution between experiment and simulation.
Figure 5.3.: Classical simulation of the time evolution in the undriven system prepared at $z_0 = -0.3$, $\phi_0 = 2.68$ with $\Lambda = 1.53$, $\epsilon = 0.07$. Even in the undriven system the distribution spreads on a short time scale for this preparation.

### 5.1.1. Driven system

The phase spaces for the driven system with medium ($A_{\text{Driv}} = 0.07$) and strong driving amplitude ($A_{\text{Driv}} = 0.14$) are also included in Fig. 5.1. The driving frequency was chosen to $\omega_{\text{Driv}} = 1.5867$ at a $2:1$ resonance to the trajectory of the blue starting point in Fig. 5.2 and was kept constant for all experiments within this chapter.

The two stable fixed points of the undriven system survive slightly altered, additionally a stable moving fixed point (or period 2 orbit) is created for medium driving. This is visible as two black islands at $z = 0.68$, $\phi_{\text{Driv}} = 2.28$ and $z = -0.61$, $\phi_{\text{Driv}} = 4.09$. By changing the driving phase (equivalent to looking at a different time), these moving fixed points rotate through the phase space close to the trajectory of the undriven system and pass into each other after one driving period. Besides the moving stable fixed point an unstable one is created at $z = 0.63$, $\phi_{\text{Driv}} = 3.98$ and $z = -0.56$, $\phi_{\text{Driv}} = 2.21$. In the vicinity of the moving stable fixed points, dynamics will be regular in the rotating frame of the fixed point. Thus an stable island is created close to each stable fixed point. In contrast, the separatrix is broken up and a larger part of the phase space becomes chaotic.
Considering the fitted start point from the reference measurement in Fig. 5.2, the stable fixed point is closest to our initial preparation point for a driving phase of approx. $\phi_{\text{Driv}} = 0.38 \cdot 2\pi$, the unstable for $\phi_{\text{Driv}} = 0.9 \cdot 2\pi$.

For stronger driving with $A_{\text{Driv}} = 0.14$ the stable moving island shrinks and the chaotic sea becomes larger. Furthermore adjacent points in the chaotic sea are ripped apart faster from each other than in the medium driven case. This is confirmed by numerical investigation of Lyapunov exponents (Fig. A.2) for different starting points in the phase space.

### 5.2. Time evolution at a stable/unstable fixed point

The phase space of the driven bifurcated system in Fig. 5.1 exhibits on the one hand some similar features as the system for $\Lambda = 0.7$ (in chapter 4), such as a stable moving island. On the other hand the unstable fixed point is deep within the chaotic sea and from a simple point of view it could be expected that a distribution is ripped apart faster than for the unbifurcated system.

In close analogy to chapter 4 the behaviour of a distribution initially prepared at an unstable respectively stable fixed point will be investigated in the following.

#### 5.2.1. Stable island

For all investigated driving amplitudes, the preparation is done at the same start point as in the undriven system at $z_{0}^{\exp} = 0$, $\phi_{0}^{\exp} = 2.51$ and the driving phase is chosen in a way that the stable fixed point is close to the initial preparation. Due to the deviation of the fitted start point to the experimental one, the optimal driving phase at which the stable island is close by, differs for experimental respectively fitted start point. Since the experimentally obtained time evolution in the undriven system fits best for the fitted start point, the proper driving phase should be chosen accordingly to the fitted start point of $z_{0} = -0.3$, $\phi_{0} = 2.68$ rather than the experimental one. This implies a slight different value for hitting the stable island.

The experimental data of the time evolution in mean and variance is included in Fig. 5.4, the raw data for all measurements within this chapter can be found in C.2. Beneath the undriven reference, measurements...
for increasing driving amplitude from slightly driven system $A_{\text{Driv}} = 0.035$ (red) to strong driven system with $A_{\text{Driv}} = 0.14$ (green) are included. The corresponding classical simulation with $N = 700$ is plotted as a dotted line. Since classical and quantum simulation coincides for the desired times, the quantum simulation is omitted for better readability.

Figure 5.4.: Experimental and theoretical time evolution $\langle z \rangle$ (left) and variance in $z$ (right) for different driving amplitudes and preparation close to the stable fixed point ($\varphi_{\text{Driv}} = 0.5 \cdot 2\pi$). The driving alters the mean due to preparation slightly off the center of the island. Thus, the time evolution of the mean is a bit faster. For variances stronger driving implies a slower growth, thus a stabilisation of the distribution is achieved. For strong driving the data is plotted for the deviating driving phase of $\varphi_{\text{Driv}} = 0.45 \cdot 2\pi$.

Comparing the evolution of the mean in $z$ (left column), the driven system follows the undriven one during the first driving period well. Subsequently a shift in frequency is observed. For increasing driving amplitude the time evolution becomes faster, which is also reproduced by simulations. In the experiment, the preparation is not perfectly at the center of the island, but rather at the boundary. This leads to the observed frequency shift - for a preparation in the center of the island, this would not occur.

Another interesting point is the comparison of variances on the right (with increasing driving amplitude from top to down). For later times, the vari-
Figure 5.5.: Comparison of the time evolution in the experiment (blue) and the simulation close to the stable moving island. The initial state is prepared at $z_0 = -0.3$, $\varphi_0 = 2.68$ and $A_{\text{Driv}} = 0.07$, $\omega_{\text{Driv}} = 1.59$, $\varphi_{\text{Driv}} = 0.5 \cdot 2\pi$, for the classical simulation a distribution of $N = 700$ atoms is used. Even though the preparation is not perfectly at the center of the moving island, the distribution broadens just slowly. A click on the picture starts a video, a detailed plot can be found in Fig. B.8.

The video was calculated for optimal start conditions in the moving island with $\varphi_{\text{Driv}} = 0.4 \cdot 2\pi$. Apart from the oscillation around both stable fixed points, a breathing of the distribution within the moving island is observed.
ance is largest for the reference measurements and decreases with increasing driving amplitude, in qualitative agreement with the simulation. This is the expected behaviour when preparing within a stable island, where the island becomes deeper with increasing driving amplitude.

For the medium driven system with $A_{\text{Driv}} = 0.07$ both the $z$ data and $\phi$ data was measured. Hence the time evolution in the experiment can be plotted within the phase space (see Fig. 5.5). The classical phase space for each time is plotted in light gray in the background. A classical simulation of a distribution of $N = 700$ atoms is included as a density plot, the experimental data is plotted with the corresponding variances as blue crosses.

The time evolution starts at the boundary of the stable island, however due to the investigated short time scales the sticky region around the stable island serves as an effective enlargement of the island. Thus the distribution follows it through the phase space during time evolution quite well. Compared to the reference measurement in Fig. 5.2, respectively Fig. 5.3, it is obvious that the distribution broadens more slowly in the driven than in the undriven system. Except the first point, the experimental data qualitatively agrees well with simulations - also the variances are comparable.

Additionally the simulation with finer time steps is included in the appendix in Fig. B.8. In the digital version of this work, a click on Fig. 5.5 starts a video of the simulated time evolution started at the center of the moving island ($z_0 = -0.29$, $\phi_0 = 2.39$) with appropriate driving phase $\phi_{\text{Driv}} = 0.38 \cdot 2\pi$. One can see, that the distribution is trapped within the moving stable island for a long time. Besides, a breathing of the distribution within the island appears. The breathing frequency is connected to the trap depth [61]. Therefore, the dynamically created trap is much deeper here, due to its much faster breathing than in the $\Lambda = 0.7$ system (Fig. 4.6). Since the shape of the moving island is changed during its way through the phase space – which is equivalent to different initial driving phases – the overlap of a prepared CSS with the ground state of the island changes for different driving phases. Thus the amount of breathing depends on the initial driving phase.

### 5.2.2. Unstable fixed point

Changing the driving phase by $\pi$ to $\phi_{\text{Driv}} = 0$, the same starting condition is close to a moving unstable fixed point, which is deep within the chaotic sea. In Fig. 5.6 the time evolution of mean and variance for different driving amplitudes is plotted.
Figure 5.6.: Comparison of the experimental time evolution of means and their respective variances and simulations for a preparation close to the unstable fixed point ($\phi_{\text{Driv}} = 0$). For stronger driving the time evolution of the mean is drastically changed. The variances exhibit a strong growth for a weak and medium driven system. Thus the unstable fixed point becomes more "unstable" with higher driving amplitude. In the strongly driven regime, the variance seems to grow not as fast as in the other cases but this is due to the time evolution of the mean being close to the south pole. The experimental points have to scatter symmetrically around the mean. Thus, if the mean is close to the boundary in a confined system, this implies a restriction for the variance. For strong driving the data is plotted for a driving phase of $\phi_{\text{Driv}} = 0.95 \cdot 2\pi$.

In contrast to the stable island in Fig. 5.4 the mean is not only slightly altered compared to the undriven system. Rather the mean of the driven system follows the reference for barely one driving period but diverges completely from it subsequently.

The variances exhibit a strong growing tendency with a faster rate for stronger driving. This is in qualitative agreement with the Lyapunov exponents in Fig. A.2 (Sec. A.1.4). However, the Lyapunov exponent is the averaged separation rate of adjacent points determined in the long time limit. Thus it is not directly comparable to our measurements with a finite $\hbar_{\text{eff}}$ in the short time limit.
Figure 5.7.: Comparison of experimental time evolution and simulation close to an unstable fixed point deep in the chaotic sea. The preparation is done at $z_0 = -0.3$, $\phi_0 = 2.68$ and $\varphi_{\text{Driv}} = 0 \cdot 2 \pi$, $\omega_{\text{Driv}} = 1.59$, a medium driving amplitude of $A = 0.07$ and $N = 700$ atoms for the classical simulations. Within the first driving period the system follows the undriven system quite well, but gets ripped apart soon evolving into a non-gaussian state. A click on the picture starts a video, a detailed plot can be found in Fig. B.9.

In the strongly driven regime the variance seems to behave differently. Although, when comparing the raw data in appendix C.2.5, it becomes obvious that the distribution becomes very broad but close to the south pole. Since the dynamics is restricted onto the sphere, the variance in $z$
cannot reach large values for a mean close to the poles.

Just as for the stable island, the time evolution in phase space is plotted for the medium driven system in Fig. 5.7. This illustrates the mechanism leading to a fast ripping apart of the distribution. During the first driving period, it follows the undriven one, but gets catapulted towards the unstable fixed point of the undriven system. Subsequently it gets stretched in the direction of the unstable manifolds of the undriven system, whose impact is noticable in short time dynamics.

The experiment exhibits a qualitatively comparable behaviour to the simulation, not only in the mean, but also in the variances. Mind that the simulation looks a bit broader than it actually is due to nonlinear plot (A.1.2). The variance grows much stronger than for the stable island indicating the expected behaviour at an unstable fixed point or in the chaotic sea.

5.2.3. Comparison of stable and unstable fixed point

A direct comparison of the variances in $z$ and $J$ is included in Fig. 5.8. The variances in $z$ (depicted on the left) were measured twice, once with additional $90^\circ$ tomography rotation (dark blue/red), once without but with enhanced statistics (light red/blue). Simulation is included as a dotted line. In the vicinity of the stable island the width of the distribution in $z$ grows very slowly. In contrast for a start point in the chaotic sea it is rapidly growing and reaches values about one order of magnitude larger than in the stable island. The dip in the blue curve around $50 ms$ occurs because the distribution reaches the turning point in $z$.

The variance in $J$ (so basically in $\phi$) is depicted on the right. It exhibits a slow growing tendency for both preparations on a completely different scale than the variances in $z$. As above, the peak in the blue curve around $50 ms$ is due to reaching the turning point. In result for times around $2 T_{per} \approx 61 ms$ the variances in $y$ are comparable although the variance in $z$ is much larger for starting in the chaotic sea. Without the information about the variance in $y$ and the simulations, the behaviour of the variance in $z$ could have be explained by a squeezed state, which is rotated in the phase space such that once the long axis and in the other case the short axis is measured. However the similar behaviour of variances in $y$ for larger times in conjunction with the huge difference in $z$ variances, clearly shows that the distribution is ripped apart in the chaotic sea in contrast to the behaviour within the stable island.
Figure 5.8.: Comparing time evolution of variances for a medium driving amplitude of $A = 0.07$ and different driving phases. red: $\varphi_{\text{Driv}} = 0 \cdot 2\pi$, blue: $\varphi_{\text{Driv}} = 0.5 \cdot 2\pi$. Light red and light blue are corresponding measurements from a different run with higher statistics.

Left: variances in $z$. The different behaviour in the stable island (blue) and in the chaotic sea (red) is obvious.
Right: variances in $y$ (so basically in $\varphi$), attention should be paid to the different axes. The variances in $y$ behave roughly similar for both driving phases.

5.3. Preparations from chaotic sea to stable island

So far, the behaviour of a distribution started in a stable island or deep in the chaotic sea were presented. Thus the question arises, in which way the resulting variance depends on different preparations within the phase space. For experimental reasons, the route from chapter 4 is followed to initially prepare always at the same point and rotate the phase space instead by changing the driving phase. Due to the analogy of driving phase to evolution time, this is equivalent to a fixed phase space and preparing the distribution on different points along one trajectory, e.g. the blue dotted one in the left part of Fig. 5.1. Thus by changing the driving phase from 0 to $2\pi$ the transition from stable island via the boundary to deep within the chaotic sea can be studied.

Since the variance in $z$ exhibits a maximum for both extreme cases (stable and unstable fixed point) for times around $2T_{\text{per}}$ and the stable island is approximately elongated along $z$ for quite a while, the dependency can be
evaluated at time $t = 2T_{\text{per}}$. Thus an analysis of the best evolution time as in chapter 4 can be omitted.

For a medium driven system with $A = 0.07$ the dependency of variance in $z$ and $y$ (after applying a tomography pulse) on the driving phase is depicted in Fig. 5.9. For $z$ data (upper left) two different measurements as in sec. 5.2.3 were available, the numerical simulation is included as a dotted line. In the lower part simulated distributions for two extreme cases can be found which reveal on one hand the trapping by the island (right) on the other the fast diffusion in the chaotic sea (left).

A strong dependency of the variance on the driving phase is observed in $z$. The maximum is close to the position where the unstable fixed point is expected, the minimum close to the position of the stable island. The transition from unstable to stable is quite steep and appears a bit later than expected by a simple argument based on the distance of the starting point to the stable island in the phase space. Also, the variance rests on a low level for a larger range in driving phase, as the stable island is hit in the preparation. The variance remains not only small within the stable island, in fact it stays on the level also within the sticky region around the stable island for short times.

The steepness is also shown by the Lyapunov exponents (see Fig. A.2), where the start point is either within the stable island with vanishing Lyapunov exponent or in the chaotic sea with a finite value. Since the sticky region serves as a partial barrier [106, 107] being overwhelmed after finite time, it is not reflected in the Lyapunov exponents calculated on a much larger time scale. Furthermore, due to finite size of the initial distribution depending on $\eta_{\text{eff}}$, the transition should occur in minima at the order of the initial distribution, although it is much smaller than the observed steepness in the examined case.

The variance in $y$ exhibits a weak dependency on the driving phase. The distribution in the stable island is elongated almost vertically and even in the chaotic sea this is the main direction at the time $t = 2T_{\text{per}}$. Thus the $y$ variance exhibits a weak dependency on driving phase and is not the inverse of the $z$-data. This confirms, that the observed increase in $z$-variance can be directly connected to the spreading of the initial gaussian distribution in the phase space.

A comparison of the same dependency for different driving amplitudes is included in Fig. 5.10. The reference measurement is depicted in gray, and as it is independent of driving phase it is measured once and plotted as a reference for all phases. It should be mentioned that the reference is measured with less statistics.
Figure 5.9.: Dependency of variances in $z$ (left) and $y$ (right) for a fixed time evolution of $t = 61 \text{ms} (\equiv 2.013 \cdot T_{\text{per}})$ on driving phase for an amplitude $A = 0.07$. Red and blue are two different measurement runs with same parameters, the red with higher statistics. The vertical lines indicate the position of the stable/unstable fixed point.

Upper-left: Variance in $z$, a strong dependency on the driving phase is observed. Experimental data exhibits a qualitatively similar behaviour as simulation. Upper-right: Variances in $y$ measured after applying a $\pi/2$ pulse (corresponding to variances in $\varphi$). The data in $y$ exhibits a much weaker dependency on the driving phase and is not the inverted signal of $z$-data. Lower: Simulated distribution for a driving phase $\varphi_{\text{Driv}} = 0$ (chaotic sea) on the left and for $\varphi_{\text{Driv}} = \pi$ (vicinity of stable fixed point) on the right.

However comparing the minimal variances of weak and medium driven system to the reference, they exhibit a much narrower width in $z$ than in the undriven system indicating the trapping in the stable island. From simulation it is expected that the medium driving creates a deeper trap than in the weakly driven system, thus the variance should remain smaller for the medium driven system. Due to preparation at the border of the island, the weakly driven system exhibits a slightly smaller variance instead. On
Figure 5.10.: Variance after a time evolution of $t = 61 \text{ms} \equiv 2.013 \cdot T_{\text{per}}$ for different driving phases and amplitudes. The reference was measured only once (no driving phase dependency), but the statistics is not as good as for the driven cases. The medium driven system is already discussed in Fig. 5.9. The slightly driven system shows a qualitatively similar behaviour, although a bit shifted. However the variance grows not as fast as in the medium driven case for a preparation close to the unstable fixed point. For the strongly driven system, just the two preparation phases for stable island or chaotic sea were measured. Although the variances appear to be in the same order of magnitude, the raw data in Sec. C.2.5 exhibits qualitatively different behaviour.

the other hand, in the chaotic sea the weakly driven system is growing less than the medium driven system as expected by the Lyapunov exponents (A.2).

### 5.3.1. Phase space mapping

Up to now, the different behaviour of starting in the chaotic sea or the stable island is mainly deduced by the development of variances. To directly visualize the entirely different behaviour, we plot the time evolution
of different starting points with their variances in phase space (Fig. 5.11). The experimental data is compared to a classical distribution.

The same start points as in the phase space plot of the undriven system (Fig. 5.2) were used. The different regimes were sampled in the following way: the blue one is located close to the moving island, the green one inside the stable non-moving island, the cyan in the sticky region around the stable fixed point, and the red one in the chaotic layer between moving and non-moving islands.
Within the stable non-moving island, the distribution rotates around the stable fixed point and variance remains on a low level, as confirmed by experiment (green). In the vicinity of this island – at the sticky region – the distribution also rotates around the stable island (cyan) however the variance becomes larger than deep in the island. The behaviour of the distribution close to the moving stable island was already explored in Fig. 5.5, but for a different driving phase and thus a preparation closer to the stable fixed point. Here, the behaviour differs not much, except the variance grows a bit faster than in Fig. 5.5. Compared to the reference measurement in Fig. 5.2, the distribution remains smaller in the driven regime. Finally, starting in the chaotic sea, the distribution rips apart fast as confirmed by the experiment (red).

In conclusion, the examples show that by using a distribution of points rather than a single one the structure of a mixed phase space can be directly confirmed even in the short time limit.

5.4. Sensitivity on initial conditions

One key ingredient of chaos is the exponential separation of close adjacent points, thus extreme sensitivity on initial conditions. This is reflected by a positive Lyapunov-exponent, which is a measure for the separation rate. In contrast, in a quantum mechanical system the initial preparation is uncertain in the order of $\hbar_{\text{eff}}$. Hence a quantum preparation occupies a phase space area which is not transported as a whole by the Hamiltonian mapping. In this section we will shortly focus on the question how the dependency on initial preparation manifest itself in the examined quasi classical system. The arguments can be found in the books [4, 51].

As the classical system is Hamiltonian, the Liouville theorem states that a phase space volume is preserved in time [4]. Thus, as one Lyapunov exponent is larger than zero (see sec. A.1.4) the other\(^1\) has to be the negative of the first one to fulfill Liouville's theorem. This is equivalent to the stretching of an area element in one direction and shrinking it in the other. The bounded phase space and the appearance of all coordinates of the ODE inside trigonometric functions – thus periodic boundaries apply – acts as a form of folding.

The concept of stretching and folding is widely discussed in the context of maps, where it leads to mixing. In the framework of Hamiltonian systems it implies the existence of fractal basins within the chaotic regions of phase

\(^1\)In a 2 dimensional phase space there are 2 Lyapunov exponents [4].
space [4]. In the examined system, consider a small area in the vicinity of the unstable fixed point of the undriven system. In the driven system, it is stretched till it reaches the vicinity of both poles and evolves then back towards the “center”. As the unstable axis is continuously changing in time, it doesn’t reach the origin perfectly and a second cycle starts. Repeated application of this stretching and folding leads to an interweaving net of the image of the initial area. As the system is ergodic within the chaotic sea, the image of the initial area covers the whole chaotic sea, although the total area does not change.

As our model system is the classical version of a quantum mechanical system, the initial preparation has the size of $1/\sqrt{N}$ (Sec. 2.2.1). The stretching and folding of a gaussian distribution covering this area is depicted in Fig. 5.15, where indications of a fractal structure can be seen. In the experiment, the measurement process will always be afflicted with some error (the readout uncertainty amounts roughly to $\Delta z = 0.02$ in the actual system), but also in simulation uncertainties occur. In this coarse grained picture, the fractal image appears to fill the whole chaotic sea. On the other hand, by measuring coarse grained, one cannot distinguish to which basin the outcome belongs. This implies that an outcome cannot be related to a certain start point - the memory of the system is erased by coarse graining. Transferred to the experiment it follows that different starting points within the chaotic sea will lead to the same results after some time.

We will discuss the experimental data in the following. As in most other measurements, instead of choosing different starting points the preparation was done at $z_0 = 0, \phi_0 = \pi$ (close to the unstable fixed point of the undriven system) and the driving phase was changed to mimic different start points in phase space. A comparison of the time evolution for different initial preparations is shown in Fig. 5.12. The time evolution is plotted as a histogram of all obtained $z$-values for each time step and is normalized to the maximum to provide better visibility. On the left side, the time evolution for a preparation at the position of the stable/unstable fixed point is plotted. In this case, the driving phase determines whether the preparation is within the stable island or close to the unstable fixed point. Thus a huge difference is observed.

In contrast, by starting in the chaotic sea for all driving phases (depicted on the right side), only slight differences are noticeable, e.g. the diagonal hole shifts a little bit. This holds also for the other driving phases plotted in Sec. C.2.7 which were omitted in Fig. 5.12 due to lack of space.

An attempt to quantify the similarity of the distributions after approximately $60\,ms$ of time evolution is given in Fig. 5.13. There the variance for the obtained distributions is plotted for all different driving phases.
Figure 5.12.: Comparing time evolution for starting at the stable/unstable fixed point or within the chaotic sea for different driving phases. For each time step a measured histogram is plotted. For a better visibility the histograms are normalized to the maxima.

Left: starting close to the stable/unstable fixed point at $z_0 = 0; \phi_0 = 2.5$ (experimental parameters). The driving phase was chosen to prepare close to the stable fixed point in the upper ($\phi_{\text{Driv}} = 0.5 \cdot 2\pi$) and close to the unstable fixed point ($\phi_{\text{Driv}} = 0 \cdot 2\pi$) in the lower graph.

Right: starting at $z_0 = 0; \phi_0 = 3.1$ in the chaotic sea for same driving phases. For a preparation deep in the chaotic sea just slight dependency on the driving phase is observed.

The distributions are quite broad, thus some rare events contribute much more to the variance in lack of high statistics for a single time. Therefore, the distributions were summed over the last two time steps. This is justified due to small changes in histograms for these times.
Figure 5.13.: Approaching ergodicity: Variance vs driving phase for starting in the chaotic sea at $z_0 = 0; \varphi_0 = 3.1$ and driving amplitude $A = 0.07$ (solid line: experiment; dotted line: simulation). The variances are averaged over the last two time steps, from $t = 57 \text{ms}$ to $t = 61 \text{ms}$ to avoid outliers due to bad statistics. This is justified as the distribution differs barely for the last time steps.

We find a weak dependency of the variance on the driving phases, whereas the systematic dependency is on the order of measurement noise. This should be contrasted to the case in Fig. 5.10 for a preparation close to stable/unstable fixed points with about one order of magnitude variation. The obtained almost equal variances for all different driving phases, and thus different preparations in phase space is a hint for an equalization of distributions even for this short times.

A comparison of histograms for different driving phases is plotted in Fig. 5.14, where the histograms were summed over the last three time steps. The results for a preparation close to stable respectively unstable fixed point at $z_0 = -0.3, \varphi_0 = 2.68$ and different driving phases were plotted on the left column. This is contrasted by the results for a preparation in the chaotic sea at $z_0 = 0.08, \varphi_0 = 3.13$ for the same driving phases at the right.

Although the peaked signal of the stable fixed point is smeared out a bit on the left, a different behaviour is observed. A strong dependency on the driving phase can be observed, not only in the position of the distribution, but also in the shape. Close to the unstable fixed point the distribution is spread all over the whole $z$-range, it’s quite broad there. Close to the stable fixed point for $\varphi_{\text{Driv}} = 0.4 \cdot 2\pi$ the distribution gets peaked and rel-
atively thin. Due to summation over several times, the plotted histogram is broader than a realization for a single time would be.

In contrast, only slight differences are noticeable on the right. For almost all driving phases a very broad distribution appears and only the position of a small peak on top varies. The time scales of the experiment do not allow the measurement of long time dynamics to completely verify ergodicity in the system. Also a full tomography to reconstruct the distribution in phase space is experimentally too costly. Therefore a foresight in long time dynamics is numerically investigated in Fig. 5.15.

A distribution is initialized in the chaotic sea and time evolution plotted for multiples of the driving period. Even for relatively short times at $t = 8T_{\text{per}}$ the distribution occupies almost the whole area of the chaotic sea and fills it completely for larger times. This is only part of the truth since the area of the initial preparation is conserved in a Hamiltonian system. Thus the distribution fills the phase space along a thin net, approaching a fractal structure. As a potential measurement process is always coarse grained, the fractal structure could not be resolved and the same result would be obtained independent where the initial preparation has been done (as long as done in the chaotic sea).

In conclusion the experiment exhibits a very weak dependency on initial conditions for a preparation in the chaotic sea as expected for a chaotic system. Although the time scales of the experiment do not allow for a complete verification of ergodicity, the fast equalizing of distributions for different starting conditions supports the assumption of an ergodic system.
Figure 5.14.: Histograms for different preparation, combined data obtained for times from $t = 53 ms$ to $t = 61 ms$. Blue: measured histograms, simulation is plotted in green.
Left: preparation close to the stable/unstable fixed point at $z_0 = -0.3$, $\phi_0 = 2.68$ for different driving phases.
Right: preparation in the chaotic sea at $z_0 = 0.085$, $\phi_0 = 3.13$ for same driving phases.
For a preparation in the chaotic sea, much smaller sensitivity on initial conditions is observed.
Figure 5.15.: Classical simulation of the time evolution of a distribution prepared at $z_0 = 0.085; \phi_0 = 3.13$ for $N = 700$ atoms. Even for short times at $t = 2T_{\text{per}}$ the distribution is bent around the stable fixed points multiple times and encloses a larger part of the phase space. For larger times the chaotic sea is gradually filled by the distribution. In a quantum simulation the result would be different due to interference effects. Due to finite size of $\hbar_{\text{eff}}$ in a real world experiment one cannot sample fine details created by folding and stretching (a video for quantum system can be found here).
6. Single photon beam splitter

In an unrelated experiment the generation of motional coherence of a single atom by spontaneous emission of a single photon is examined, performed at a different experimental setup. The work was published in [108], therefore just a brief introduction will be given. A more general introduction and a subsumption of this topic can be found in [109].

Coherent superpositions are at the heart of quantum mechanics, creating them requires that the splitting process cannot distinguish between the different outgoing states. Processes which give information about the individual quantum states making them distinguishable lead to decoherence. A paradigmatic example is spontaneous emission which destroys coherence if the photon can carry information about the superposition state [110, 111, 112]. We present a situation where spontaneous emission induces coherence between motional atomic quantum states. In our setup an atom spontaneously emits a single photon in front of a mirror. The indistinguishability of emission directions towards and away from the mirror results in a coherent superposition between the corresponding correlated atomic motion. This coherence is revealed in direct interferometric measurements which are in quantitative agreement with an intuitive as well as with a full quantum mechanical model. This is a paradigm example that spontaneous emission per se is coherent and only in the limit of free space it leads to full decoherence.

A reprint of [108] is given on the next pages, where Martin Kiffner contributed the quantum mechanical description. Technical details can be found in the supplementary information of [108] or in [127], where also the calibration methods are described. A more general description of the experimental setup can be found in [128].
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In spontaneous emission an atom in an excited state undergoes a transition to the ground state and emits a single photon. Associated with the emission is a change of the atomic momentum due to photon recoil1. Photon emission can be modified close to surfaces2,3 and in cavities4. For an ion, localized in front of a mirror, coherence of the emitted resonance fluorescence has been reported5–9. In free space experiments demonstrated that spontaneous emission destroys motional coherence7–9. Here we report on motional coherence created by a single spontaneous emission event close to a mirror surface. The coherence in the free atomic motion is verified by atom interferometry10. The photon can be regarded as a beamsplitter for an atomic matterwave and consequently our experiment extends the original recoiling-slit Gedanken experiment by Einstein11,12 to the case where the slit is in a robust coherent superposition of the two recoils associated with the two paths of the quanta.

We consider an atom passing by a mirror which spontaneously emits a single photon (see Fig. 1a). As a result of the photon momentum the atom receives a corresponding recoil kick in the direction opposite to the photon emission. In the absence of the mirror the observation of the emitted photon direction implies the knowledge of the atomic momentum resulting from the photon-atom entanglement5. In the presence of the mirror the detection of a photon in a certain direction does not necessarily reveal if it has reached the observer directly or via the mirror. For the special case of spontaneous emission perpendicular to the mirror surface the two emission paths are in principle indistinguishable for small atom-mirror distances \(d \ll c/\Gamma\), where \(c\) is the speed of light and \(\Gamma\) the natural linewidth. This general limit is always fulfilled in our experiments. Thus the atom after this emission event is in a superposition of two motional states.

This is also true for the more general case of tilted emission, as revealed in Fig. 1b for emission close to the mirror surface. One expects residual coherence for emission angles where the optical absorption cross section of the atom and the mirror atom observed by a fictitious observer in the emission direction still overlap. This is visualized in Fig. 1b, where the corresponding cross-sections are indicated with the bars. The overlap as a function of emission direction is depicted on the sphere (blue no coherence, red full coherence). The result on the atomic motion is indicated for one special trajectory which starts with an atom moving parallel to the mirror surface and a single photon emission under an angle to the mirror normal. This case leads to an imperfect coherent superposition of two momentum states separated by less than two photon momenta \(\hbar k_0\). The spatial distribution of the atoms at the position of the detector is shown, where the color corresponds to the degree of coherence. In Fig. 1c we contrast this to the case of larger distance to the mirror, where the portion of coherent atomic momentum is strongly reduced.

It is important to keep in mind that a single particle detector cannot distinguish between coherent superpositions and mixtures but only gives the probability distribution. Thus an interferometric measurement13 has to be applied to reveal the expected coherent structure (see Fig. 2). For that, the two momentum states of interest have to be overlapped and the coherence i.e. well defined phase difference, is verified by observing an interference pattern as function of a controlled phase shift applied to one of the momentum states. The two outermost momentum states are expected to show the highest coherence. Their recombination can be achieved by a subsequent Bragg scattering off an independent standing light wave (see Fig. 2b) with the suitable wavelength10,14. The relative phase \(\phi_\Psi\) is straightforwardly changed shifting the probing standing light wave. This is implemented by moving the retroreflecting mirror by distance \(L\). The upper graph depicts the results obtained for large distances (> 54\(\mu\)m) of the atom to the mirror i.e. a free atom. In this case no interference is observed, and thus spontaneous emission induces a fully incoherent modification of the atomic motion. For a mean distance of
FIG. 1. Motional coherence generated by a single spontaneous emission event. (a) The situation of interest is depicted – an atom in front of a mirror spontaneously emits a single photon. For emission perpendicular to the mirror surface an observer can in principle not distinguish if the photon has been reflected or not. Momentum conservation in the atom-photon system implies that the atom after the emission is in a coherent superposition of two different momentum states separated by twice the photon recoil. (b) Indistinguishability is also given for more general emission directions. With the spatial extension of the atom corresponding to the optical absorption cross section, indistinguishability can be estimated by the projected overlap of atom and its mirror-image. This overlap is represented color-coded on a sphere for all emission directions (red: full coherence, blue: no coherence). Repeating the experiment – single atom emits a single photon – leads to the indicated pattern at the atom detector. The colorcode indicates the probability generating a coherent superposition for the corresponding event (red: full coherence, blue: no coherence). (c) In the case of large distances to the mirror the coherent portion drastically reduces, approaching the limit of vanishing coherence in free space.

2.8\(\mu\)m clear interference fringes are observed demonstrating that a single spontaneous emission event close to a mirror leads to a coherent superposition of outgoing momentum states.

In the following we describe the essential parts of experimental setup shown in Fig. 2b, lower graph. Further details are provided in the supplementary information. Since the effect critically depends on the distance between atom and mirror a well collimated and localized beam of \(^{40}\)Ar atoms in the metastable \(1s_5\) state is used. In order to ensure the emission of only a single photon we induce a transition \(1s_5 \rightarrow 2p_4\) (\(\lambda_E = 715\)nm). From the excited state \(2p_4\) the atom predominantly decays to the metastable \(1s_3\) state via spontaneous emission of a single photon (\(\lambda_{SE} = 795\)nm) (branching ratio of \(1s_5/1s_3 = 1/30\)). The residual \(1s_5\) are quenched to an undetectable ground state with an additional laser.

Choosing the appropriate polarization of the excitation laser the atomic dipole moment is aligned within the mirror plane leading to the momentum distribution after spontaneous emission shown in Fig. 2a. The interferometer is realized with a far detuned standing light wave on a second mirror. Finally the momentum distribution is detected by a spatially resolved multi channel plate (MCP) approx. 1m behind the spontaneous emission enabling to distinguish between different momenta.

For systematic studies of the coherence we analyze the probability for finding a particle in a coherent superposition of momentum states as a function of atom-mirror distance \(d\). This is done by analyzing the final momentum distribution for different phases \(\phi_B\) within the interferometer and fit for each resolved momentum (\(\approx 1/8\) of a photon momentum) an interference pattern given by

\[
N = N_0 + N_A \cos(\phi_B + \phi_0). \tag{1}
\]

In Fig. 3 we plot the visibility \(V = N_A/N_0\) (with \(N_0\) the constant atom number, \(N_A\) the oscillatory part) revealing that the coherence vanishes within distances of a few micrometers to the mirror.

For a basic understanding of the physics behind the experimental observation we use a simple semiclassical model. We follow the picture of an atom and its image by Morawitz\(^{15}\) and Milonni, Knight\(^\text{2}\) and assume a two level system with ground state |\(g\rangle\) and excited |\(e\rangle\). In order to deduce the indistinguishability between the atom and its mirror atom, i.e. the photon emission towards and away from the mirror, we attribute to the atom a size corresponding the optical absorption cross section...
(σ = 3λ²/2π). In the direction perpendicular to the mirror an observer cannot distinguish atom and mirror atom in principle and thus a coherent superposition of momentum states is emerging |ψ⟩ = 1/√2(|+hk₀⟩ + |−hk₀⟩) with the photon momentum p_{rec} = hk₀. For emission directions other than perpendicular the probability P for generating |ψ′⟩ = 1/√2(|+hk'⟩ + |−hk'⟩) can be estimated by the overlap region of atom and mirror atom with the assigned effective size as shown in Fig. 1b. This overlap depends on the distance between atom and mirror and on the observation angle (for details see supplementary information). In order to quantitatively compare with the experimental data the finite resolution of momentum detection has to be taken into account leading to an integration over different observation directions. Further averaging due to the finite extension of the atomic beam (width in transverse direction of 10µm) and the initial momentum distribution results in a reduction of the visibility V. The prediction within this model is shown as solid blue line in Fig. 3.

The comprehensive quantum mechanical model (for details see supplementary information) takes into account the modified mode structure of the electromagnetic field due to the presence of the mirror at the center of mass motion perpendicular to the mirror surface. It is found that the quantum state of the atomic center of mass motion after spontaneous emission can be written as

$$\hat{\theta}_{gg}(t = \infty) = \alpha \int \frac{1}{8} \exp \left( i \mu \frac{d}{d\mu} \right) |\psi_s⟩⟨\psi_s| + u^2 |\psi_p⟩⟨\psi_p|,$$

where

$$|\psi_s⟩ = \left( r_s^* e^{i\mu u_2} + e^{-i\mu u_2} \right) |\psi_0⟩,$$

$$|\psi_p⟩ = \left( r_p e^{i\mu u_2} + e^{-i\mu u_2} \right) |\psi_0⟩.$$  (3)

(4)

The operators e^{±iμu_2} in Eqs. (3) and (4) describe the transverse recoil momentum ±μu transferred to the atom by the spontaneously emitted photon. The Fresnel coefficient r_s (r_p) accounts for the reflection of the transversal electric (transversal magnetic) mode at the mirror and |ψ_0⟩ describes the motional state of the atom before spontaneous emission. The normalization is ensured by the normalization constant α. For a quantitative comparison with the experiment we assume that

$$|\psi_0⟩ = \int dp f(p, d) e^{i\mu d} e^{i\phi(p)} |p⟩$$  (5)
FIG. 3. Dependence of visibility on the mean atom-mirror distance. Measured data is depicted as blue points. The mean distance is calculated from the position of the "entangling" mirror with respect to the center of the atomic beam as indicated in the insets. The error bars indicate a 95% confidential interval resulting from the fitting procedure to the interference pattern. The expectation from the simple cross section overlap model is shown with the blue line. The quantum mechanical treatment is depicted as green line. One finds good agreement between theory and experiment by including details such as initial spatial and momentum distribution, averaging over all distances, details of Bragg scattering and the final spatial resolution of the atom detector. The mean atom-mirror distance is adjusted by the position of the "entangling" mirror with respect to the collimation slit of the atomic beam.

... is a coherent wave packet. The quantity $|f(p,d)|^2$ represents the initial momentum distribution of atoms and is inferred from an independent measurement of the momentum distribution. The description of the initial atomic state by a pure state is a sensible assumption since the width of the slit collimating the atoms is chosen to be close to the diffraction limit. The phase $\phi_f(p)$ determines the shape of the wavefunction in position space. The Bragg grating is modeled as a beamsplitter with a momentum dependent splitting ratio determined from experimental measurements. After free evolution of the atom we determine the probability to detect the atom within the given resolution of the detector. The result of this calculation is shown as green line in Fig. 3 where only the phase $\phi_f(p)$ of the wavefunction in front of the first mirror cannot be fully reconstructed acting as a free parameter. The uncertainty of this phase explains a smaller visibility and the asymmetry between different diffraction orders (see Fig. 4).

So far we have discussed the maximum coherence observed in the experiment. In Fig. 4 the momentum dependence of the coherence is shown for a mean distance of 3.3 $\mu$m from the mirror. This reveals that only the outermost parts of the momentum distribution are in a coherent superposition which is consistent with the simple picture of atom and mirror atom. It is important to note that Bragg scattering itself exhibits a momentum dependence (Bragg acceptance). For the chosen short interaction length the Bragg acceptance is indicated by the gray line in Fig. 4. Since the observed short interaction length the Bragg acceptance decays significantly within the Bragg acceptance we can experimentally confirm that only the most extreme emission events i.e. perpendicular to the mirror surface, lead to a significant generation of coherence. This angular dependence is similar for all investigated mirror distances since it is essentially given by the coherent momentum spread of the strongly confined initial atomic beam.

Finally we would like to point out the differences to other experiments where the connection between spontaneous emission and coherence is investigated. For example the experiment in$^8$ shows that the spontaneous photon carries away information from the atom about its position, and therefore destroys the coherence when the two paths can be distinguished. The experiment$^4$ on the other hand provides direct proof for the coherence of photons emitted in the resonance fluorescence of a laser-driven ion in front of a mirror. The observed interference pattern can be regarded as indirect evidence for the motional coherence of the trapped ion, well within the Lamb-Dicke limit$^9$. A different example in the context of laser cooling is velocity selective coherent population trapping$^{10}$ where spontaneous emission populates motional dark states. Here the direction of the emitted...
A single photon is indistinguishable since it is emitted in the direction of a macroscopic classical field that drives the atom. The most salient feature of our experiment is that a single spontaneous emission event in front of a mirror creates a coherent superposition in freely propagating atomic matter waves, without any external coherent fields involved. The emission directions of the spontaneous photon become indistinguishable due to the mirror.

In the work by Bertet et al. photons from transitions between internal states are emitted into a high finesse cavity. Their first experiment reported in demonstrates the transition from indistinguishability when emission is into a large classical field to distinguishability and destruction of coherence between the internal atomic states when emission is into the vacuum state of the cavity. In their second experiment they show that, using the same photon for both beamsplitters in an internal state interferometer sequence, coherence can be obtained even in the empty cavity limit. In our experiment the photon leaves the apparatus. We observe coherence only when the photon cannot carry away which-path information. This implies that the generated coherence in motional states is robust and lasts. In this sense it is an extension of Einstein’s famous recoiling slit Gedanken experiment. The single photon is the ultimate light weight beamsplitter which can be in a robust coherent superposition of two motional states. In free space the momentum of the emitted photon allows to measure the path of the atom. This corresponds to a well defined motional state of the beamsplitter i.e. no coherence. Close to the mirror the reflection renders some paths indistinguishable realizing a coherent superposition of the beamsplitter. The large mass of the mirror ensures that even in principle the photon recoil cannot be seen. Thus the atom is in a coherent superposition of the two paths. We measure this generated coherence by matterwave interference.

REFERENCES


ACKNOWLEDGMENTS

We wish to thank Florian Ritterbusch for assistance throughout the preparation of this manuscript.

We gratefully acknowledge support from the Forschergruppe FOR760, Deutsche Forschungsgemeinschaft, the German-Israeli Foundation, the Heidelberg Center of Quantum Dynamics, Landesstiftung Baden-Württemberg, the ExtreMe Matter Institute and the European Commission Future and Emerging Technologies Open Scheme project MIDAS (Macroscopic Interference Devices for Atomic and Solid-State Systems).

M. K. acknowledges financial support within the framework of the Emmy Noether project HA 5593/1-1 funded by the German Research Foundation (DFG).

J. S. acknowledges financial support through the Wittgenstein Prize.

ADDITIONAL INFORMATION

The authors declare that they have no competing financial interests. Supplementary information accompanies this paper on www.nature.com/naturephysics. Reprints and permissions information is available online at http://npg.nature.com/reprintsandpermissions. Correspondence and requests for materials should be addressed to single-photon@matterwave.de .
7. Conclusion

In this work a mixed phase space is realized in a driven macroscopic quantum system. Different behaviour of the time evolution of a many particle wave packet is found, whether it is initially prepared at a stable island or in the chaotic sea. In previous works, classical dynamics in the undriven system [58] and quantum behaviour at an unstable fixed point were investigated [38]. The existing setup has been extended to compensate for loss effects and to provide driving in order to investigate the time dynamics in a system described by a mixed phase space.

In a most simple system, featuring just an anharmonicity in the undriven case, the Poincaré-Birkhoff scenario was investigated by weak driving. Due to the driving, resonant orbits have been destroyed and stable and unstable fixed points occur. The time evolution of a wave packet prepared at these points is found to be similar to the dynamics at a stable respectively unstable fixed point of the undriven system. Therefore driving can stabilize the system for a preparation in a stable island or destabilize it at an unstable fixed point.

Furthermore, a mixed phase space is realized, exhibiting regular dynamics within a chaotic sea. Preparing the wave packet at different points along the perturbed orbit, the time dynamics in a stable island and in chaotic sea are studied. The experimental results reveal the expected behaviour obtained from classical phase space, although the time scales are different. Furthermore, the dynamics within the chaotic sea exhibit little dependency on initial parameters and the wave packets spreads much faster than on the unstable fixed point in the Poincaré-Birkhoff scenario.

Extending the classical model by using a distribution of points instead of a single one, classical simulations fit well to experimental data as well as the mean field model for certain observables and short times. Beyond the dynamics of the mean, also the qualitative behaviour of the variances can be reproduced in simulations. Expectations obtained from the classical phase space picture are used to develop an intuitive picture to understand the time dynamics in the driven system. Although the time scales of Poincaré map and experiment are rather different, the results are found to be compatible. Thus the dynamics in the driven mean field model can be predicted by simple arguments using the classical Poincaré map without having to do full quantum simulations.
With the first realization of a mixed phase space for an interacting many body system in the semi-classical regime, the route opens up for the investigation of several aspects, being of importance for both, the chaos and the quantum optics community.

Future prospects might involve the study of the transition from quantum to semi-classical regime. Since the effective Planck’s constant of the system depends directly on atom number, it can be varied over a large range. Thus $\hbar_{\text{eff}}$ dependent effects can be investigated – like flooding of islands [129, 130] or regular to chaotic tunneling [131, 132]. The investigation of these effects is beyond the scope of this work. Due to loss, the experimental accessible time scales in the current system are too short for the investigation of tunneling processes in phase space. Further optimization, e.g. fine tuning of $\hbar_{\text{eff}}$ according to the size of the stable island, could tune the system towards the realization of these effects.

The closely related chaos assisted tunneling (CAT) would open up the route to a very interesting field of physics. In this scenario, the tunneling process between two stable islands is moderated by states of the chaotic sea and thus could be enhanced by orders of magnitude [133, 26]. The regular tunneling between two stable islands is experimentally not observable in the undriven system, due to huge tunneling times even for moderate particle numbers. In the context of macroscopic quantum systems, the enhancement of the tunneling rate due to CAT could result in experimentally observable many body tunneling. However, the occurrence of CAT depends critically on the symmetry of the system [134], which is experimentally hard to realize. Candidates to circumvent this problem are the moving period 2 islands investigated in this work. Since these islands are created by perturbation of one orbit, they must have the same energy in principle and thus at least the symmetry of these islands is ensured.

Furthermore, the tunneling rate in a CAT scenario depends critically on the effective Planck’s constant [27], hence it could result in the investigation of odd/even effects in a loss-free system. In order to detect these differences, the detection noise in particle number has to be less than one. An enhanced detection is work in progress in our group and first promising results were obtained [135].

With that, the current experiment is directly connected to "coherent destruction of tunneling" [24], where I started my research. We realized the "single photon beam splitter" [108] afterwards with the same apparatus. Finally I switched to the BEC experiment in order to move forwards to chaos assisted tunneling.
A. Technical details

A.1. Numerical treatment of the classical Hamiltonian

It is well known to establish the equation of motion out of a classical Hamiltonian. In the considered case, some numerical problems arise due to the bounded phase space which will be discussed in the following.

Since the problem also arises in the undriven Hamiltonian, the solution is shown for that case for simplicity. For the driven system, the solution can be directly transferred. The undriven Hamiltonian including a detuning $\epsilon$ reads as:

$$H = \frac{\Lambda}{2} z^2 - \sqrt{1 - z^2} \cos \phi + \epsilon z $$ (A.1)

resulting in the equation of motion:

$$\dot{z} = -\frac{\partial H}{\partial \phi} = -\sin \phi \sqrt{1 - z^2}$$

$$\dot{\phi} = \frac{\partial H}{\partial z} = \Lambda z + z \frac{\cos \phi}{\sqrt{1 - z^2}} + \epsilon $$ (A.2)

Although a solution to A.2 can be found in [56] the main interest is in solutions to the driven system where no analytical solutions exist. Thus the set of coupled ODE’s will be solved numerically. Just as the undriven system, also the driven version of eq. A.2 can be solved as an initial value problem with standard Runge-Kutta solving techniques [136].

When solving the equation of motion with standard Matlab ODE solver, for certain time and starting condition a complex solution will occur, even with small error tolerances and different ODE-solvers. The problem appears when the solution comes close to the poles. As the algorithm takes a linear approximation between two steps, it is in principle possible that the approximated $z$-value is out of bounds $[-1, 1]$. This implies complex value for the derivative as the square root in A.2 becomes complex.
In Matlab, no ODE solvers for an initial value problem with bounded solutions are known. Expressing equation A.2 in terms of \( z \) and \( \phi \) implies also another numerical problem, which becomes obvious when considering plasma oscillations for small \( \Lambda \) in the untilted system with \( \epsilon = 0 \). Starting at \( z_0 = -1, \phi_0 = \pi/2 \) and applying the Hamiltonian A.1, the system undergoes Rabbi-oscillations [48] with a constant angular velocity from \( z = -1 \) to \( z = 1 \) and back. In equation A.2 the velocity will depend on \( z \), thus the error in each step within the Runge-Kutta algorithm will differ for several positions in phase space.

To circumvent both problems, equation A.2 will be rewritten with a transformation of coordinates, where \( z \) is substituted by \( z = \sin \theta \):

\[
\sqrt{1 - z^2} = \cos \theta \\
\dot{z} = \frac{\partial z}{\partial \theta} \dot{\theta} = \cos \theta \dot{\theta}
\]

yielding in an ODE in the new coordinates:

\[
\dot{\theta} = -\sin \phi \\
\dot{\phi} = \Lambda \sin \theta + \tan \theta \cos \phi + \epsilon .
\]  

(A.3)

Instead of substituting \( z \) by \( \sin \theta \) also \( z = \cos \theta \) could be used leading to structurally similar ODE’s with minor changes. The corresponding driven version reads as:

\[
\dot{\theta} = -\sin \phi \\
\dot{\phi} = \Lambda \sin \theta + [1 + A_{\text{Driv}} \sin ((\omega_{\text{Driv}} t + \phi_{\text{Driv}}))] \tan \theta \cos \phi + \epsilon .
\]  

(A.4)

For all classical simulations, the start point \( z_0, \phi_0 \) is translated to \( \theta_0, \phi_0 \), the time evolution is numerically calculated with the equations A.3 respectively A.4, and the solution is retranslated to \( z, \phi \).

### A.1.1. Generation of a Gaussian distribution

For the comparison of the quantum with classical simulations the input state for the classical simulation should match the quantum one. In quantum calculations, the input is given in form of a coherent spin state (Eq. 2.33), approaching a normal distribution with \( \sigma = 1/\sqrt{N} \) for larger atom numbers. To obtain normally distributed points around mean values \( z_0, \phi_0 \) on a sphere the polar method [137] was used.
That's how it works: choose two equally distributed random variables $v_1, v_2$ in the interval $[-1, 1]$. Then calculate $r = v_1^2 + v_2^2$ and reject the points if $r = 0$ or $r \geq 1$. With $\sigma = 1/\sqrt{N}$ and

$$s = \sqrt{-2 \frac{\ln r}{r}}$$

the desired coordinates calculate as:

$$x_1 = \sigma \cdot v_1 \cdot s$$
$$x_2 = \sigma \cdot v_2 \cdot s$$

In a flat geometry the resulting points would be shifted to the desired mean values subsequently. In our case all points are rotated to the desired $z_0, \phi_0$ by usual rotation matrices in $\mathbb{R}^3$.

### A.1.2. Plot of distributions

To visualize the time evolution of an initial gaussian distribution the following approach was chosen. A set of gaussian distributed points (typically $10^3$ to $1.5 \cdot 10^3$) is evolved in time according to the considered Hamiltonian so one obtains the set $(z_i, \phi_i)$. Then a regular grid on the surface of a sphere is calculated (typically $500 \times 500$ sites), the number of all points $(z_j, \phi_j)$ within a site is counted and the result for all sites is plotted either on a 3D sphere or the flat phase space. The regular grid has to be chosen carefully to provide an equal area for each site over the whole sphere as described in [138, 139]. Otherwise the result would look disturbed.

Especially for the distributions in the chaotic sea a normalization of the colormap to the maximal density would be quite unsatisfying due to large fluctuations of the maxima even for small time steps. Instead of normalization, a histogram of all densities is calculated which follows an exponential decay function (except for gaussian distributions). Than the maximum in the colormap is set to twice of the "decay time" thus only a few very high densities are above the threshold and structure within them is lost. On the other side this enhances the visibility in mean densities.

Afterwards, to provide a better visibility, the contrast is enhanced by a gamma correction with $\gamma = 2$ [140].
A.1.3. Stationary points

Some basic insight into the system can be gained by obtaining its fixed points and determining their dependency on system parameters. In the following, the investigation of fixed points and a stability analysis will be presented.

It is required for a fixed point that all first derivatives vanishes [141] to be constant in time. Thus, we are looking for solutions of the ODE A.2:

\[
\dot{z}_{FP} = -\sin \phi \sqrt{1 - z_{FP}^2} \\
\dot{\phi}_{FP} = \Lambda z_{FP} + z_{FP} \frac{\cos \phi_{FP}}{\sqrt{1 - z_{FP}^2}} + \epsilon \\
\]

fulfilling \(\dot{z}_{FP} = 0\) and \(\dot{\phi}_{FP} = 0\).

**Fixed points of the symmetrical system \(\epsilon = 0\)**

For the symmetrical system with \(\epsilon = 0\) some investigations can be done in a closed analytical manner without any approximations, whereas approximations have to be applied for the tilted system with \(\epsilon \neq 0\). Therefore the basic features will be shown for the symmetrical system.

One pair of solutions of Eq. A.5 can be directly given: \(\phi_{FP} = 0; \pi\) and \(z_{FP} = 0\). Since these fixed points play an important role, they will be labeled according to:

\[
z_P = 0; \; \phi_P = 0 \rightarrow \text{Plasma} \\
z_\pi = 0; \; \phi_\pi = \pi \rightarrow \pi .
\]

(A.6) (A.7)

A motivation for this naming convention will be given shortly. Besides this trivial solution two other fixed points occurs for \(\phi_{FP} = \pi\). The first equation in A.5 vanishes for this choice of \(\phi_{FP}\), the second one leads to the solution:

\[
0 = \Lambda z_{FP} - \frac{z_{FP}}{\sqrt{1 - z_{FP}^2}} \\
z_\pm = \pm \sqrt{1 - \frac{1}{\Lambda^2}} .
\]

(A.8)
Yet these fixed points are real if and only if the relative nonlinearity fulfills \( \Lambda \geq 1 \). Furthermore for the critical value of \( \Lambda = 1 \) the fixed points \( z_\pi \) and \( z_\pm \) coincides but differ for larger values of \( \Lambda \). Hence the system exhibits a bifurcation at \( \Lambda = 1 \).

Further analysis requires the knowledge of the stability of the fixed points, which will be determined according to [4]. Therefore the coupled ODE’s:

\[
\begin{pmatrix}
\dot{z} \\
\dot{\varphi}
\end{pmatrix} = F(z, \varphi) = \begin{pmatrix}
-\sin \varphi \sqrt{1-z^2} \\
\Lambda z + z \frac{\cos \varphi}{\sqrt{1-z^2}} + \epsilon
\end{pmatrix}
\]  

(A.9)

will be linearized for an orbit close to the stable fixed point \( z_{FP} \). The linearization of the equation of motion is obtained by the Jacobian matrix of \( F \):

\[
DF = \begin{bmatrix}
\frac{\partial F_1}{\partial z} & \frac{\partial F_1}{\partial \varphi} \\
\frac{\partial F_2}{\partial z} & \frac{\partial F_2}{\partial \varphi}
\end{bmatrix}
= \begin{bmatrix}
\frac{z \sin \varphi}{\sqrt{1-z^2}} & -\cos \varphi \sqrt{1-z^2} \\
\Lambda + \frac{\cos \varphi}{\sqrt{1-z^2}} & -\frac{z \sin \varphi}{\sqrt{1-z^2}}
\end{bmatrix}
\]  

(A.10)

evaluated at the desired fixed point. By determining eigenvalues and eigenvectors of \( DF \), the behaviour close to the fixed point can be predicted. If the eigenvalues are solely imaginary, the fixed point will be stable with regular orbits around. On the other hand, if one eigenvalue is real and larger than zero, a point close-by will be exponential separated from the fixed point along the corresponding eigenvector. Contrary if the eigenvalue is real and smaller than zero an adjacent point will exponentially approach the fixed point.

The eigenvalues of \( DF \) can be determined to:

\[
\lambda_{\pm} = \pm \sqrt{\frac{z^2 \sin^2 \varphi - \cos^2 \varphi}{1-z^2} - \Lambda \cos \varphi \sqrt{1-z^2}}. 
\]  

(A.11)

If the fixed point is stable, the angular frequency of a closed by orbit is determined by the imaginary part of the eigenvalue [4]:

\[
\omega = \Im(\lambda).
\]  

(A.12)

On the other hand the eigenvalue coincides with the Lyapunov-exponent for an unstable fixed point. This definition of the Lyapunov-exponent is solely applicable at fixed points of the system, a numerical determination
for a more general case is given in Sec. A.1.4. The eigenvectors of $\mathbf{DF}$ for real eigenvalues corresponds to the stable respectively unstable manifold/axis.

Evaluating the eigenvalue Eq. A.11 at the plasma fixed point $z_{pl} = 0, \varphi_{pl} = 0$ one obtains:

$$\lambda_{\pm}^{pl} = \pm \sqrt{-\Lambda - 1}$$

which is complex for all values of the relative nonlinearity since $\Lambda$ is always larger than zero. This indicates, that this fixed point is stable for all values of $\Lambda$. The frequency of a surrounding orbit reads in scaled units as:

$$\omega_{pl} = \Im(\sqrt{-1 - \Lambda}) = \sqrt{1 + \Lambda}.$$  

A similar approach to derive small amplitude oscillations close to the plasma/$\pi$ fixed points is given in [56] leading to same results.

The fixed point at the $\pi$ side shows a different behaviour, which is determined by its eigenvalue:

$$\lambda_{\pm}^{\pi} = \pm \sqrt{\Lambda - 1}.$$  

If the relative nonlinearity is smaller than one $\Lambda < 1$, the eigenvalue is solely imaginary, indicating stable behaviour of adjacent orbits. The corresponding frequency in the small amplitude approximation calculates to:

$$\omega_{\pi} = \sqrt{1 - \Lambda}.$$  

Therefore the frequency of the plasma fixed point is larger than on the $\pi$ side, which is indicated by the naming convention.

The two fixed points $z_{\pm}$ occurring at $\Lambda = 1$ are stable since the eigenvalue $\lambda_{\pm} = \pm \sqrt{1 - \Lambda^2}$ is imaginary for $\Lambda \geq 1$. The frequency of orbits close to these new fixed points can be linearized by:

$$\omega_{\pm} = \sqrt{\Lambda^2 - 1}$$

which fits perfectly with numerics and findings from the effective single particle Schrödinger like equation in [49, 50].

**Linearized dynamics at the unstable fixed point**

When $\Lambda$ is larger than one, the eigenvalues of $z_{\pi}$ become real. Thus the fixed point $z_{\pi}$ becomes unstable at $\Lambda = 1$, the same value where the other
two fixed points \( z_\pm \) occur. Therefore the system undergoes a pitchfork or period doubling bifurcation \([4, 50]\) at \( \Lambda = 1 \).

Since the considered system is Hamiltonian, phase space volumes will remain unchanged. Thus the real eigenvalues appear in pairs with different sign. The Lyapunov exponent \( \lambda_\pm = \sqrt{\Lambda - 1} \) with positive sign leads to an exponential separation of adjacent points located at the unstable axis with a rate of \( e^{\lambda_+ t} \). The unstable axis is determined by the eigenvector:

\[
\begin{pmatrix}
1 \\
\sqrt{\Lambda - 1} \\
1
\end{pmatrix}.
\] (A.18)

The angle of the unstable axis to the \( \phi \) axis calculates\(^1\) to:

\[
\alpha_{us} = \arctan\left( \frac{1}{\sqrt{\Lambda - 1}} \right) = \frac{\pi}{2} - \arctan\left( \sqrt{\Lambda - 1} \right).
\] (A.19)

On the other hand, the Lyapunov exponent with negative sign:

\[
\lambda_- = -\sqrt{\Lambda - 1}
\] (A.20)

corresponds to a contraction of points of the stable manifold. The stable axis:

\[
\begin{pmatrix}
-1 \\
\sqrt{\Lambda - 1} \\
1
\end{pmatrix}
\] (A.21)

encloses an angle to the \( \phi \) axis of:

\[
\alpha_s = \arctan\left( -\frac{1}{\sqrt{\Lambda - 1}} \right) = \arctan\left( \sqrt{\Lambda - 1} \right) - \frac{\pi}{2}.
\] (A.22)

In general stable and unstable axis are not orthogonal to each other, except for a value of \( \Lambda = 2 \).

**The rate of squeezing**

The initially prepared coherent spin state has the same uncertainty in all directions. When prepared at the unstable fixed point, the state will be stretched along the unstable manifold and squeezed along the stable one. The rate of squeezing of a state will be calculated in the following.

\(^1\)Note that in standard plots the \( \phi \) axis corresponds to \( x \) and the \( z \)-axis to \( y \).
The Lyapunov exponent defined in Eq. A.20 describes the exponential separation of points, thus the smallest standard deviation $\sigma$ of the state will shrink by the rate $\sigma(\tilde{t}) = \sigma_0 \exp(\lambda_+ \tilde{t})$. Contrary the number squeezing[37] is defined by the time evolution of variances $\sigma^2$ thus an additional factor of two appears in the rate (in logarithmic scale):

$$\xi^2_N(\tilde{t}) = 10 \log_{10} \left( \frac{\sigma^2(\tilde{t})}{\sigma_0^2} \right)$$

(A.23)

$$= \frac{10}{\ln 10} 2\lambda_- \tilde{t}$$

(A.24)

Finally the number squeezing can be described by the time evolution in scaled units:

$$\xi^2_N(\tilde{t}) = -\frac{20}{\ln 10} \sqrt{(\Lambda - 1)} \tilde{t}.$$  

(A.25)

The best squeezing is obtained along the stable axis at an angle determined by Eq. A.22. At same time, the state rips apart along the unstable axis. This approximation holds for short times as long as the small amplitude approximation is valid and quantum effects are negligible. This is fulfilled for large $N$ and not too close to the bifurcation point of $\Lambda = 1$, since quantum dephasing is dominating over the classical dynamics close to the bifurcation. A more detailed analysis of squeezing in the quantum system is given in [55].

In a typical experimental scenario for using squeezing, one aims to achieve a fast as possible squeezing. The nonlinearity $N\chi$ is limited in our case, e.g. by loss, but the coupling $\Omega$ can be chosen (almost) arbitrary. Since the coupling is not only involved in the relative nonlinearity but also in the scaling of the time $\tilde{t} = 2\pi \Omega t$ (Eq. 2.26), an optimal value should be found. Therefore, the squeezing will be expressed in real time:

$$\xi^2_N(t) = -\frac{20 \cdot 2\pi}{\ln 10} \sqrt{N\chi \Omega - \Omega^2} t.$$  

(A.26)

The gradient achieves its maxima for $\Omega = \frac{1}{2} N\chi$. Thus a relative nonlinearity of $\Lambda = 2$ leads to squeezing being as fast as possible (for a time constant Hamiltonian). A scheme for faster squeezing due to pre squeezing is proposed in [45].
Tilted system

Prior to determining the fixed points of the tilted system with $\epsilon \neq 0$, the value of the relative nonlinearity should be determined, where the bifurcation occurs. Since the detuning $\epsilon$ adds a tilt to the system, one fixed point of the bifurcated system is shifted upwards and one downwards in energy (see Fig. A.1). Thus the downwards shifted island is getting more stable and is named deep island, the upshifted island is called "weak".

![Figure A.1.: Schematic sketch of the inverted pseudo potential at $\varphi = \pi$ for different values of $\Lambda$ and a fixed tilt $\epsilon$. The relative nonlinearity is increased from blue to yellow. The potentials for different $\Lambda$ coincide at $z = 0$, however a small offset was added to provide better readability. The tangent bifurcation occurs between red and cyan lines, therefore a new fixed point is created with $z_{FP} < 0$.](image)

When increasing the tilt, the rising edge of the left fixed point becomes more shallow, and reaching zero for some value. Therefore, the left fixed point becomes unstable and coincides with the unstable fixed point in the center for this choice of parameters. In order to obtain the bifurcation point, additionally to the condition of a vanishing derivative for a fixed point

$$0 = \mathbf{F}_2 = \left. \frac{\partial \mathcal{H}}{\partial z} \right|_{\varphi = \pi} = \Lambda z - \frac{z}{\sqrt{1 - z^2}} + \epsilon \quad (A.27)$$

also the second derivative has to vanish [141]:

$$0 = \frac{\partial \mathbf{F}_2}{\partial z} = \Lambda - \frac{1}{(1 - z^2)^{\frac{3}{2}}} \quad (A.28)$$
These equations can be established for a value of $\varphi = \pi$ since the condition for $\dot{z} = 0$ is not changed by the tilt. The second equation gives a value for the position $z_*$ of the bifurcation:

$$z_* = \pm \sqrt{1 - \frac{1}{\Lambda^2_*}}.$$ (A.29)

Inserting this into Eq. A.27 yields in the condition for a bifurcation of the system at a value of:

$$\Lambda_* = \sqrt{1 + \epsilon^2}.$$ (A.30)

The tilt changes the system just slightly, however the position of the fixed points is shifted a bit. For fitting experimental data, it is useful to have an analytical approximation of the position of fixed points. Since the condition of Eq. A.27 cannot be solved directly for a non vanishing tilt, an approximation will be developed.

As we saw in the untilted system, the interesting dynamics occurs at the $\pi$ side of the Bloch sphere. Thus we will concentrate at the $\varphi = \pi$ fixed points and omit the one at $\varphi = 0$. In order to obtain approximations for the fixed points, taylor expansion of the hamiltonian will be applied around appropriate start points. When the condition of a vanishing first derivative can be solved for the approximated Hamiltonian and an approximation of $z_{FP}$ is obtained.

For the $\pi$-fixed point and $\Lambda < \Lambda_*$ a second order taylor expansion around $z = 0$ yields in the fixed point:

$$z_{\pi}^{(2)} = \frac{\epsilon}{1 - \Lambda}.$$ (A.31)

This deviates remarkably to the numerics, thus the fourth-order taylor expansion of the Hamiltonian:

$$\mathcal{H}|_{z=0, \varphi=\pi} \approx -\frac{z^4}{8} - \frac{1}{2}(1 - \Lambda)z^2 + \epsilon z + 1$$ (A.32)

will be used instead. Differentiate with respect to $z$ leads to the much better approximation of:

$$z_{\pi} = \left(\epsilon + \sqrt{\epsilon^2 + \Lambda^3}\right)^{1/3} - \frac{\tilde{\Lambda}}{\left(\epsilon + \sqrt{\epsilon^2 + \Lambda^3}\right)^{3/3}}.$$ (A.33)
with \( \tilde{\Lambda} = \frac{2}{3} (1 - \Lambda) \) and \( \varphi_\pi = \pi \).

The fixed points \( z_\pm \) for the bifurcated system with \( \Lambda > \Lambda_* \) can be obtained by taylor expansion of \( \mathcal{H} \) around the fixed points of the untilted system \( z_0 = \pm \sqrt{1 - \frac{1}{\Lambda^2}} \). Even when using higher order taylor expansion, the resulting approximation does not fit well with numerics due to large anharmonicity of the Hamiltonian. A much better result can be obtained by fourth order taylor expansion around the points:

\[
z_\pm^{(0)} = \pm \sqrt{1 - \frac{(1 \mp \epsilon)^2}{\Lambda^2}}. \tag{A.34}
\]

The formula can be solved analytically e.g. by computer algebra, but is too long to be displayed here and does not lead to further insight into the behaviour. It fits quite well with numerics.

### A.1.4. Lyapunov-exponents

The Lyapunov-exponent for a Hamiltonian systems describes the rate by that two adjacent points are separated in time. We follow the route of [51, 142] to numerically calculate the largest Lyapunov-exponent using the rescaling method. The basic idea is the following: one starts with two adjacent points \( \vec{x}_0 \) and \( \vec{y}_0 = \vec{x}_0 + \vec{\delta}_0 \) separated by a small amount \( |\vec{\delta}_0| \) in an arbitrary direction. Subsequently the time evolution of both points is calculated for a small time \( \tau \), thus \( \vec{x}_\tau, \vec{y}_\tau \) leading to the new displacement \( \vec{\delta}_\tau = \vec{y}_\tau - \vec{x}_\tau \). For the next iteration, the direction of the displacement is kept, but the amount is rescaled to the original value, thus the new start points is \( \vec{x}_\tau \) and \( \vec{x}_\tau + \frac{\delta_0}{\delta_\tau} \vec{\delta}_\tau \). The largest Lyapunov exponent is when calculated according to:

\[
\lambda_L = \lim_{N \to \infty} \frac{1}{N \tau} \sum_{i} \ln \left( \frac{\delta_i}{\delta_0} \right)
\]

The basic idea of this procedure is that the most unstable axis is dominating over all other axes. Thus two adjacent points will diverge mostly along the unstable axis and with the rescaling in each step, the axis is remained but the distance is rescaled to stay in close vicinity of the desired point.
Figure A.2.: Lyapunov exponents of the driven system at $\Lambda = 1.53$ for different driving amplitudes. The calculation is done for many start points in the phase space and plotted according to the same colormap from blue to red.

**A.2. Numerical methods to solve the Bose-Hubbard Hamiltonian**

In this part, the numerical treatment of the Hamiltonian will be addressed shortly. The (undriven) scaled Bose-Hubbard Hamiltonian for a spin-$N/2$ system including a detuning $\epsilon$ reads as [49, 42, 44, 45]:

$$\hat{H}_0 = \frac{\Lambda}{2} \hat{J}_z^2 - \hat{J}_x + \epsilon \hat{J}_z.$$  \hspace{1cm} (A.35)
A.2.1. Numerical diagonalization

Following standard text books [75, 143] the Hamiltonian A.35 will be rewritten in terms of creation and annihilation operators and diagonalized in the number state basis. With the creation and annihilation operators $\hat{a}_1^\dagger$ and $\hat{a}_1$ of one quanta in state $|F = 1\rangle$ (and corresponding operators $\hat{a}_2^\dagger$ and $\hat{a}_2$ for state $|F = 2\rangle$), the spin-$N/2$ operators can be written in the form [44, 45]:

\begin{align}
\hat{J}_x &= \frac{1}{N} (\hat{a}_2^\dagger \hat{a}_1 + \hat{a}_1^\dagger \hat{a}_2) \\
\hat{J}_y &= \frac{1}{iN} (\hat{a}_2^\dagger \hat{a}_1 - \hat{a}_1^\dagger \hat{a}_2) \\
\hat{J}_z &= \frac{1}{N} (\hat{a}_2^\dagger \hat{a}_2 - \hat{a}_1^\dagger \hat{a}_1)
\end{align}

(A.36) (A.37) (A.38)

where a different normalization was chosen to obtain a Bloch sphere with radius of 1, such that the results of the quantum simulation are direct comparable with classical ones. By calculating some commutation relations of the operators $\hat{J}$, the value of the effective Planck's constant is given by $2/N$ (see Eq. 2.24). In order to preserve the mapping of the operators $\hat{a}_i$ to state $|F = i\rangle$ and to assign the expectation value of $\langle \hat{J}_z \rangle \equiv -1$ to all particles being in state $|F = 1\rangle$, the labelling of term is swapped according to [44].

The number state basis (equivalent to Fock basis [32]) for a fixed total number $N$ of particles (or spins) is composed by vectors:

$$|\varphi_k\rangle = |k, N - k\rangle$$

(A.39)

where $k$ denotes the number of particles in state $|F = 2\rangle$ and $N - k$ the number of particles with $|F = 1\rangle$. It should be noted the operator $\hat{a}_2$ is acting on the first component of $|\varphi_k\rangle$ within this notation. Thus each state can be decomposed into:

$$|\psi\rangle = \sum_{k=0}^{N} c_k |k, N - k\rangle$$

(A.40)

with coefficients $c_k$. By expressing the Hamiltonian A.35 in the number state basis, an equivalent to the Schrödinger equation for the coefficients $c_k$ is derived. The base vector $|k, N-k\rangle$ is assigned to the vector $(\ldots, 1, \ldots)$.
with a 1 at the $k$'th position. To obtain the matrix form of the spin-$N/2$
operators, their action on a base state is calculated:

\[ \hat{J}_z |\varphi_k\rangle = \frac{1}{N} \left( \hat{\alpha}_2^\dagger \hat{\alpha}_2 - \hat{\alpha}_1^\dagger \hat{\alpha}_1 \right) |k, N-k\rangle \]

\[ = \frac{1}{N} \left( \sqrt{k} \sqrt{N-k} - \sqrt{N-k} \sqrt{k} \right) |k, N-k\rangle \]

\[ = \left( \frac{2k}{N} - 1 \right) |k, N-k\rangle \]

thus $\hat{J}_z$ is equivalent to the matrix in number state base NB:

\[ (\hat{J}_z)_{NB} = \frac{2}{N} \begin{pmatrix} 0 & -N & 0 & 0 & \cdots \\ 0 & 1-N & 0 & \cdots \\ 0 & 0 & 2-N & \cdots \\ \vdots & \vdots & \vdots & \ddots \\ \end{pmatrix} \]

where the brackets around $\hat{J}_z$ indicates the matrix form of the operator in the number state base. A verification of the expectation value of $\langle 0, N | \hat{J}_z | 0, N \rangle = -1$ confirms the identification of the first component with the $|F = 2\rangle$ manifold. For $\hat{J}_x$ follows:

\[ \hat{J}_x |\varphi_k\rangle = \frac{1}{N} \left( \sqrt{k} \sqrt{N-k+1} |k-1, N-k+1\rangle + \sqrt{k+1} \sqrt{N-k} |k+1, N-k-1\rangle \right) \]

which is equivalent to the matrix:

\[ (\hat{J}_x)_{NB} = \frac{1}{N} \begin{pmatrix} \cdots & \sqrt{k} \sqrt{N-k+1} & 0 & \sqrt{k+1} \sqrt{N-k} & \cdots \\ \sqrt{k} \sqrt{N-k+1} & 0 & \sqrt{k+1} \sqrt{N-k} & \cdots \\ \vdots & \vdots & \vdots & \ddots \\ \end{pmatrix} \]

where the central 0 is in the $k+1$'th column and row (the +1 is due to the start with indice $k = 0$).

Although the matrix form of the operator $\hat{J}_y$ is not directly required to develop the matrix form of the Hamiltonian, in the calculation of the expectation value of $\varphi$ it is needed. Therefore, it calculates as:

\[ \hat{J}_y |\varphi_k\rangle = \frac{1}{iN} \left( -\sqrt{k} \sqrt{N-k+1} |k-1, N-k+1\rangle + \sqrt{k+1} \sqrt{N-k} |k+1, N-k-1\rangle \right) \]
and thus:
\[
(\hat{J}_y)_{NB} = \frac{1}{iN} \begin{pmatrix}
\cdots & -\sqrt{k}\sqrt{N-k+1} & 0 & \sqrt{k+1}\sqrt{N-k} & \cdots
\end{pmatrix}.
\]

Henceforth the matrix form of the Hamiltonian (A.35) can be obtained by substituting the operators by their matrix counterpart to obtain a \(N+1\times N+1\) matrix:
\[
(\hat{\mathcal{H}}_0)_{NB} = \frac{N}{2}(\hat{j}_z)^2_{NB} - (\hat{j}_x)_{NB} + \epsilon(\hat{j}_z)_{NB}
\]
which can be diagonalized (as it is hermitian) to obtain eigenenergies \(E_k\) and eigenvectors \(|\tilde{\phi}_k\rangle\). For the typically investigated particle numbers below 1000 atoms the diagonalization is numerically feasible. Thus each input state can be decomposed into the new base:
\[
|\psi_0\rangle = \sum_k \tilde{c}_k |\tilde{\phi}_k\rangle
\]
and its time evolution can be directly written as:
\[
|\psi(t)\rangle = \sum_k \tilde{c}_k \exp(-itE_kN/2) |\tilde{\phi}_k\rangle
\]
where the factor \(2/N\) serves as an effective Planck constant [49]. The additional factor of 2 is due to the different normalization of the radius of the Bloch sphere.

On the other hand, the time evolution can be calculated numerically without diagonalization by solving the \(N+1\) coupled ODE in the \(c_k\)’s:
\[
\begin{pmatrix}
\vdots \\
\dot{c}_k \\
\vdots
\end{pmatrix} = -i\frac{N}{2}(\hat{\mathcal{H}})_{NB} 
\begin{pmatrix}
\vdots \\
C_{k-1} \\
C_k \\
C_{k+1} \\
\vdots
\end{pmatrix}
\]
\[
(A.44)
\]

**Numerical treatment of the driven system**

The driven system can be treated analogous when including the explicit time dependency of the driving into the matrix form of the Hamiltonian A.42:
\[
(\hat{\mathcal{H}}(t))_{NB} = \frac{N}{2}(\hat{j}_z)^2_{NB} - [1 + A_{\text{Driv}} \sin(\omega_{\text{Driv}}t + \varphi_{\text{Driv}})](\hat{j}_x)_{NB} + \epsilon(\hat{j}_z)_{NB}
\]
(A.45)
leading to an explicit time dependency in the coupled ODE’s of the coefficients $c_k$. This can be directly solved by a Runge-Kutta solver, however it’s not the best way numerically. In our experiments, the initial state will be a coherent spin state (CSS, see Sec. 2.2.1), which is a superposition of many number states. Since none of the number states is an eigenstate of the Hamiltonian, the occupation will vary rapidly leading to an enhanced error in the numerical treatment.

Following the basic principle of time dependent perturbation theory (Sec. A.2.2 or [75]), the mentioned problem will be circumvented. The idea is for small perturbations that the perturbed state will evolve similar to an unperturbed one (an eigenstate of the Hamiltonian) plus some correction in the order of the perturbation in terms of the eigenbase of the Hamiltonian. Thus all operators within the Hamiltonian will be rewritten in the eigenbase of the Hamiltonian (which is numerically known after diagonalization):

$$
\begin{align*}
(\hat{J}_x)_{\text{NB}} & \rightarrow (\hat{J}_x)_{\text{EH}} \\
(\hat{J}_z)_{\text{NB}} & \rightarrow (\hat{J}_z)_{\text{EH}}
\end{align*}
$$

where EH denotes the eigenbase of the Hamiltonian. Thus the matrix form of the driven Hamiltonian can be deployed by substituting in equation A.45 the representations of all operators in the number state base by their pendant in the eigenbase. This representation of the Hamiltonian

$$
(\hat{H})_{\text{EH}} = \frac{\Lambda}{2}(\hat{J}_z)_{\text{EH}}^2 - [1 + A_{\text{Driv}} \sin(\omega_{\text{Driv}}t + \varphi_{\text{Driv}})](\hat{J}_x)_{\text{EH}} + \epsilon(\hat{J}_z)_{\text{EH}}
$$

is diagonal for $\omega_{\text{Driv}}t + \varphi_{\text{Driv}} = 2\pi N$, and in general close to diagonal with small time dependent entries in the off diagonals (for small $A_{\text{Driv}}$). It can be numerically integrated in analogy to equation A.44.

A comparison of both methods can be done for the undriven Hamiltonian, as the quasi analytical solution is known. By calculating the overlap of the wavefunctions obtained by analytical and numerical methods, an estimation of the error of the numerical method exists. The error depends slightly on the start point, but usually the error for the ODE in the number state base is more than an order of magnitude higher than for the ODE in the eigenbase. Although this comparison is somehow weak as the off-diagonal terms are neglected.

Separation of the fast phase evolution in Eq. A.46 and rewriting the ODE in slow varying terms according to Eq. A.56 of the time dependent perturbation theory leads to no further speed improvements. Thus all simulations...
in the mean field picture were done with the ODE's in the eigenbase according to Eq. A.46.

**Expectation values and variances**

For a quantitative comparison of the experiment and the predictions of the simulations, besides the expectation values in \( z \) and \( \phi \) the corresponding variances \( \sigma_z^2 \) and \( \sigma_\phi^2 \) were required. In the classical simulations these values are obtained for free, as the results are calculated in \( z, \phi \) for a distribution of points and mean and variances can be calculated as mean respectively variance over the whole distribution.

In quantum mechanics expectation values and variances for a state \( \psi \) and an operator \( \hat{A} \) can be calculated by:

\[
\langle \hat{A} \rangle = \langle \psi | \hat{A} | \psi \rangle \\
\sigma_A^2 = \langle \psi | \hat{A}^2 | \psi \rangle - \langle \hat{A} \rangle^2
\]  
(A.47)

where an operator equivalence is used in the last row. For \( \phi \) no direct operator exists, so \( \sigma_\phi^2 \) is derived from the variances in \( x, y, z \). From quantum to classical correspondence, the expectation value \( \langle J_x \rangle \) corresponds to \( x \) (accordingly for the other coordinates and variances). The coordinates transform as:

\[
x = \sqrt{1 - z^2} \cos \phi \\
y = \sqrt{1 - z^2} \sin \phi
\]

Utilizing the gaussian error propagation [99] for variances

\[
\sigma_i^2 = \left( \frac{\partial x_i}{\partial \phi} \right)^2 \sigma_\phi^2 + \left( \frac{\partial x_i}{\partial z} \right)^2 \sigma_z^2
\]

yielding to:

\[
\sigma_x^2 = (1 - z^2) \sin^2 \phi \sigma_\phi^2 + \frac{z^2 \cos^2 \phi}{1 - z^2} \sigma_z^2 \\
\sigma_y^2 = (1 - z^2) \cos^2 \phi \sigma_\phi^2 + \frac{z^2 \sin^2 \phi}{1 - z^2} \sigma_z^2.
\]  
(A.48)
Adding both equations and some minor transformations lead to the formula for the variance in $\phi$:

$$\sigma^2_{\phi} = \frac{\sigma^2_x + \sigma^2_y}{1-z^2} - \frac{z^2\sigma^2_z}{(1-z^2)^2}$$ (A.49)

Thus with expectation values and variances for all 3 operators $\hat{J}_x, \hat{J}_y, \hat{J}_z$ according to equation A.47 the variance in $\phi$ can be obtained.

**Normalization of variances**

A coherent spin state (CSS) should always have a variance of $1/N$, with $N$ the number of atoms/spins [45]. When calculating the variance for an CSS prepared at $z = 0$ either with the mean field or the classical model, this result is obtained. But then rotating the same state towards the poles, the measured variance in $z$ shrinks due to projection. For an investigation in the dynamics on the Bloch sphere, it would be much more appropriate to uncouple the evolution of the variance from that of the mean, so that a change in variance gives a direct hint if the distribution shrinks or broadens. Thus all variances will be normalized to live on the surface of the sphere according to:

$$P = \frac{z}{2} + \frac{1}{2}$$

$$\tilde{\sigma}^2_z = \frac{\sigma^2_z}{4P(1-P)}$$

$$\tilde{\sigma}^2_{\phi} = \sigma^2_{\phi} \cdot 4P(1-P)$$ (A.50)

where the corrected/normalized variances are denoted with a tilde. The factor $4P(1-P) = 1 - z^2 = (\sin \vartheta)^2$ (with $\vartheta$ being the angle of spherical coordinates) can be derived by simple geometric considerations. All experimental and simulated variances within this thesis (except the phase space plots like Fig. 5.11) are normalized according to A.50.

**A.2.2. Time dependent perturbation theory**

In order to gain some insight into short time dynamics beyond pure simulations, time dependent perturbation theory will be applied to the driven system. Structurally the considered driven system is quite similar to a
two level atom subjected to an electro magnetic field in the dipole approximation, as treated in many text books of atomic physics [75, 74, 92]. As the system consists of much more energy levels and is initially not in an eigenstate of the Hamiltonian, the considerations will be slightly modified. The following route is mainly excerpted from [75], but will be given here to ensure the proper definition of terms.

In order to shorten some terms, within this section the driving Amplitude $A_{\text{Driv}}$ will be abbreviated with $A$, the driving frequency with $\omega_D$ and the driving phase with $\phi_D$. The driven Hamiltonian can be written as:

$$\hat{H}(t) = \hat{H}_0 + A\hat{W}(t)$$  \hspace{1cm} (A.51)

with $\hat{H}_0$ as the undriven Hamiltonian and a perturbing part $\hat{W}(t)$:

$$\hat{H}_0 = \frac{\Lambda}{2}\hat{J}_z^2 - \hat{J}_x + \epsilon\hat{J}_z$$
$$\hat{W}(t) = -\sin(\omega_D t + \phi_D)\hat{J}_x.$$  \hspace{1cm} (A.52)

Denoting the eigenvectors of $\hat{H}_0$ with $|\phi_n\rangle$, an arbitrary state can be written as

$$|\psi\rangle = \sum_n c_n(t) |\phi_n\rangle$$  \hspace{1cm} (A.53)

with time dependent expansion coefficients $c_n(t)$ in the eigenbase of $\hat{H}_0$. The following considerations will all be done in the eigenbase of $\hat{H}_0$. Since it can’t be diagonalized analytically for an arbitrary choice of parameters $\Lambda$ and $\epsilon$ and more than a few atoms, the conclusions can’t be done in a strong analytical way. This holds even in the approximation of time dependent perturbation theory and some coefficients have to be obtained numerically. Therefore predictions can be given for a certain set of parameters and starting values merely.

The coefficients $c_k(t)$ have to fulfill the coupled differential equations:

$$i\hbar\frac{d}{dt}c_k(t) = E_k c_k(t) + A\sum_n c_n(t)W_{kn}(t).$$  \hspace{1cm} (A.54)

This is equivalent to the coupled ODE’s for the numerical treatment of the driven Hamiltonian in Eq. A.46. Obviously, in this representation the diagonal terms are in the order of $E_k$ whereas the off-diagonal terms are in the order of the driving amplitude, so typically much smaller. The matrix elements of $\hat{W}$ are denoted with $W_{kn}(t)$:

$$W_{kn}(t) = \langle \phi_k | \hat{W}(t) | \phi_n \rangle = -\sin(\omega_D t + \phi_D) \cdot (J_x)_{kn}.$$  \hspace{1cm} (A.55)
Thus the perturbation term is proportional to the representation of $\hat{J}_x$ in the eigenbase of $\hat{J}_0$. The first term of Eq. A.54 leads to the fast phase evolution of the undriven system. Therefore it is more convenient to separate the fast time evolution $c_k(t) = b_k(t) \exp(-i\omega_k t)$ and examine the time evolution of slowly varying terms $b_k(t)$. For the undriven system, these terms are time independent and completely determined by the initial preparation.

Applying the separation of different orders in time into Eq. A.54, the (exact) ODE for the $b_k$’s can be derived:

$$i\hbar \frac{d}{dt} b_k(t) = A \sum_n W_{kn}(t) e^{i\Delta\omega_{kn} t} b_n(t)$$

(A.56)

with the eigenfrequency difference $\Delta\omega_{kn} = \omega_k - \omega_n$. In order to dissolve the dependency of coupled ODE’s, perturbation theory makes the assumption that the $b_k(t)$ can be written in a power series in the driving amplitude:

$$b_k(t) = \sum_i A^i b_k^{(i)}(t) .$$

(A.57)

Inserting this into Eq. A.56 and comparing the same orders in $A$, one obtains:

$$i\hbar \frac{d}{dt} b_k^{(i)}(t) = \sum_n b_n^{(i-1)}(t) W_{kn}(t) e^{i\Delta\omega_{kn} t} .$$

(A.58)

This implies that the time evolution of the coefficient in the $(i)$ order is completely determined by the (known) time evolution of the $(i-1)$ coefficients. Therefore the differential equations were uncoupled.

Particularly one obtains for the zeroth order coefficients:

$$\frac{d}{dt} b_k^{(0)} = 0 .$$

(A.59)

Thus the $b_k^{(0)}$ are constant (likewise in the undriven system) and as the perturbation is switched on at $t = 0$, they are equal to the $c_k(0)$, hence determined by the input state $|\psi(0)\rangle$. The first order correction term calculates as:

$$i\hbar \frac{d}{dt} b_k^{(1)}(t) = \sum_n b_n^{(0)} W_{kn}(t) e^{i\Delta\omega_{kn} t}$$

(A.60)

$$= -\sin(\omega_D t + \varphi_D) \sum_n b_n^{(0)}(j_x)_{kn} e^{i\Delta\omega_{kn} t}$$

(A.61)

$$= -\frac{1}{2i} \sum_n b_n^{(0)}(j_x)_{kn} \left[ e^{i(\Delta\omega_{kn}+\omega_D) t + i\varphi_D} - e^{i(\Delta\omega_{kn}-\omega_D) t - i\varphi_D} \right] .$$

(A.62)
Since all coefficients on the right hand side are constant in time, Eq. A.62 can be directly integrated:

\[
b_k^{(1)}(t) = -\frac{iN}{4} \sum_n b_n^{(0)}(J_x)_{kn} \left[ \frac{e^{i\phi_D (1 - e^{i(\Delta \omega_{kn} + \omega_D)t})}}{\Delta \omega_{kn} + \omega_D} - \frac{e^{-i\phi_D (1 - e^{i(\Delta \omega_{kn} - \omega_D)t})}}{\Delta \omega_{kn} - \omega_D} \right]
\]

(A.63)

by using \( \hbar = 2/N \) (see Eq. A.43). In case of the atomic two level system, the driving frequency is close to resonance \( \omega_D \sim |\Delta \omega_{kn}| \). Therefore, if \( \Delta \omega_{kn} > 0 \), the denominator \( \Delta \omega_{kn} + \omega_D \sim 2\omega_D \) becomes quite large besides a fast phase evolution of the corresponding term. Hence, such terms are neglected in the so called rotating wave approximation [92]. The same argument holds for the second term if \( \Delta \omega_{kn} < 0 \).

The similar can be done in the investigation of the driven system in Eq. A.63. A remarkable contribution is expected for driving frequencies approaching one of the transition frequencies \( \Delta \omega_{kn} \). Since several eigenstates are involved in the time evolution of an initially prepared coherent spin state, the range of the driving frequency for hitting a resonance is much larger here. For energies above the double well in the \( \Lambda = 1.5 \) system one obtains numerically \( \Delta \omega_{kn} \sim O(k-n) \) by solving Eq. A.42, thus being positive for \( k > n \) and vice versa. Therefore the first term can be dropped for \( k > n \) and the second one for \( k < n \). On the other hand, the contribution of each term is determined by the product \( b_n^{(0)} \cdot (J_x)_{kn} \). If it vanishes, the term does not contribute even at resonance, equivalently to forbidden transitions in the atomic system.

In order to provide further conclusions, the structure of the coefficients \( b_n^{(0)} \) as well as the matrix elements \( (J_x)_{kn} \) have to be investigated in detail. The distribution of the \( b_n^{(0)} \) depends on system parameters and the initial preparation and has typically significant contributions for a subset of eigenstates. Thus the coupling strength depends on the local structure of a small subset of the matrix elements of \( (J_x) \), such that the global structure of \( (J_x) \) can be omitted.

To deviate remarkably from the undriven system, it is necessary to get considerable contributions in the first order coefficients \( b_k^{(1)} \), since the zeroth order coefficients are constant in time. Furthermore by revisiting the differential equations for the \( b_k^{(i)} \) (Eq. A.58) it can be directly deduced that higher contributions can grow not until the contribution of lower order \( b_k^{(i-1)} \) becomes significant. Therefore, as long as the first order coefficients remain small, the system remains close to the undriven one. On the other hand, even if first and higher order coefficients becomes large, it does not
imply that the system has to deviate significantly from the undriven one in terms of measuring mean or variances. This depends on all involved coefficients and a cancellation of different contributions could occur.

Hence, the growth of the first order coefficients is a mandatory condition to enable a deviation of the driven system from the undriven one, but it is not sufficient. Therefore, the point of strong growing first order coefficients gives a minimal time for the perturbation to act on the system leading to significant changes.

The analysis is done in section 2.5.2 for the special cases of $\Lambda = 1.5$ and $\Lambda = 0.7$ treated within this work. The consideration can not be generalized to an arbitrary choice of parameters or even different start points.
B. Supplementary information for the unbifurcated system

B.1. Anharmonicity of the potential

Figure B.1.: Anharmonicity of the system for $\lambda = 0.7, \epsilon = -0.114$

The x-axis shows the distance of the starting point to the fixed point (corresponding to the amplitude of resulting oscillation), the y-axis the scaled frequency.
B.2. Phase space for different times

Figure B.2.: Poincaré plot for different time offset (or driving phases) $\Lambda = 0.7$, $\epsilon = -0.114$, $A_{\text{Driv}} = 0.03$

The time is given in units of the driving period.
B.3. Time evolution of distributions

Figure B.3.: Classical simulation of time evolution in the undriven system for $\Lambda = 0.7, \quad \epsilon = -0.114$

The time is given in units of the driving period although the system is not driven.
Figure B.4.: Classical simulation of time evolution in the driven system for an initial preparation in the vicinity of the stable fixed point with $\Lambda = 0.7$, $\epsilon = -0.114$, $A_{\text{Driv}} = 0.03$, $\omega_{\text{Driv}} = 1.477$, $\varphi_{\text{Driv}} = \pi$, preparation at $z_0 = 0.37$, $\varphi_0 = 3.50$ (unstable fixed point for $\varphi_{\text{Driv}} = 0$) The time is given in units of the driving period.
Figure B.5.: Classical simulation of time evolution in the driven system for
the unstable fixed point with $\Lambda = 0.7$, $\epsilon = -0.114$, $A_{\text{Driv}} = 0.03$, $\omega_{\text{Driv}} = 1.477$, $\phi_{\text{Driv}} = 0$, preparation at $z_0 = 0.37$, $\phi_0 = 3.50$ The time is given in units of the driving period.
Figure B.6.: Squeezing of a distribution in the undriven system for $\Lambda = 0.7$, $\epsilon = -0.114$, $z_0 = 0.37$, $\varphi_0 = 3.50$.
Even in the regular system in absence of an unstable fixed point, slight squeezing is generated for larger times due to anharmonicity of the system. right: angle of the short axis of the distribution.

Figure B.7.: Comparison of number squeezing in the driven system for different preparation to the undriven system (QM simulation).
For weak driven system ($A_{\text{Driv}} = 0.03$) the unstable fixed point preparation is a bit faster and deeper squeezed than the undriven one, in contrast to the dynamics at the stable fixed point which is less squeezed. Contrary, the dynamics is faster and more squeezed at the unstable fixed point in the strong driven regime.
Figure B.8.: Classical simulation of time evolution in the driven system for $\Lambda = 1.53$, $\epsilon = -0.07$, $A_{\text{Driv}} = 0.07$ prepared close to the stable moving island. The time is given in units of the driving period.
Figure B.9.: Classical simulation of time evolution in the driven system for $\Lambda = 1.53$, $\epsilon = -0.07$, $A_{\text{Driv}} = 0.07$ prepared close to the unstable period 2 orbit. The time is given in units of the driving period.
C. Raw-data

C.1. Raw-data for measurements at $\Lambda = 0.7$

C.1.1. Reference measurement of the undriven phase space

$$\Omega = 40.6 \text{ Hz} \ (\ast 2\pi)$$

$$\epsilon_{\text{set}} = -0.1$$

$$\epsilon_{\text{fit}} = -0.114$$

Start points:

set from fit

$z_0 = 0.48\ 0.41$

$\phi_0 = \pi\ 3.21$

Loss compensation

$$\tau_{\text{Loss}} = 2 \cdot 86 \text{ ms}$$

$$A_{\text{Loss}} = 21.6 \text{ Hz}$$
Regular System: \( \Lambda = 0.7; \; \varepsilon = -0.114 \)
\( N=700; \; z_0 = 0.41; \; \phi_0 = 3.21 \)

upper left: raw data, each point is one measurement, selected for an atom number of \( N = 700 \), loss included, outliers removed.
upper right: time evolution of variances
lower left: time evolution of mean including standard-variation as error-bars
lower right: histograms for raw-data. The histogram for each time step is normalized to the maxima.

Next figure: Fit to experimental data including variances for range of atomnumbers from \( N = 500 \) to \( N = 800 \).
C.1.2. Small driving amplitude $A = 0.03$

$$\Omega = 40.6 \text{ Hz} (\ast 2\pi)$$
$$\epsilon_{\text{set}} = -0.1$$
$$\epsilon_{\text{fit}} = -0.114$$

Driving:

$$A_{\text{Driv}} = 0.03$$
$$\omega_{\text{Driv}} = 59.9 \text{ Hz}$$
$$\omega_{\text{scaled}}^{\text{Driv}} = 1.47$$
$$\varphi_{\text{Driv}} = [0 \; \pi/5 \; 2/5\pi \; 3/5\pi \; 4/5\pi \; 5\pi/6 \; 6/5\pi \; 7\pi/5 \; 8/5\pi \; 9/5\pi]$$

Start points:

- set from fit
$$z_0 = 0.48 \; 0.41$$
$$\varphi_0 = \pi \; 3.21$$

Loss compensation

$$\tau_{\text{Loss}} = 2 \cdot 86 \text{ ms}$$
$$A_{\text{Loss}} = 21.6 \text{ Hz}$$
$N = 700; \ z_0 = 0.41; \ \phi_0 = 3.21$

\[ \phi_{\text{Driv}} = 0 \cdot 2\pi \]

\[ \phi_{\text{Driv}} = 0.1 \cdot 2\pi \]

\[ \phi_{\text{Driv}} = 0.2 \cdot 2\pi \]

\[ \phi_{\text{Driv}} = 0.3 \cdot 2\pi \]

\[ \phi_{\text{Driv}} = 0.4 \cdot 2\pi \]

\[ \phi_{\text{Driv}} = 0.5 \cdot 2\pi \]

\[ \phi_{\text{Driv}} = 0.6 \cdot 2\pi \]

\[ \phi_{\text{Driv}} = 0.7 \cdot 2\pi \]

\[ \phi_{\text{Driv}} = 0.8 \cdot 2\pi \]

\[ \phi_{\text{Driv}} = 0.9 \cdot 2\pi \]
DrivenOmega: $\Lambda = 0.7; \ A_{\text{Driv}} = 0.03; \ \omega_{\text{Driv}} = 1.5; \ \epsilon = -0.114$

$N = 700; \ z_0 = 0.414; \ \phi_0 = 3.21$

$\phi_{\text{Driv}} = 0^*2\pi$

$\phi_{\text{Driv}} = 0.1^*2\pi$

$\phi_{\text{Driv}} = 0.2^*2\pi$

$\phi_{\text{Driv}} = 0.3^*2\pi$

$\phi_{\text{Driv}} = 0.4^*2\pi$
Driven Omega: \( \Lambda = 0.7; A = 0.03; \omega_{\text{Driv}} = 1.5; \epsilon = -0.114 \)

\( N = 700; z_0 = 0.414; \phi_0 = 3.21 \)
C.1.3. Median driving amplitude $A = 0.2$

$$\Omega = 40.6 \, Hz \times (2\pi)$$
$$\epsilon_{\text{set}} = -0.1$$
$$\epsilon_{\text{fit}} = -0.114$$

Driving:

$$A_{\text{Driv}} = 0.2$$
$$\omega_{\text{Driv}} = 59.9 \, Hz$$
$$\omega_{\text{scaled}}^{\text{Driv}} = 1.47$$
$$\phi_{\text{Driv}} = [0 \, \pi/5 \, 2/5\pi \, 3/5\pi \, 4/5\pi \, \pi6/5\pi \, 7/5\pi \, 8/5\pi \, 9/5\pi]$$

Start points:

<table>
<thead>
<tr>
<th>set</th>
<th>from fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z_0$</td>
<td>0.55</td>
</tr>
<tr>
<td>$\phi_0$</td>
<td>$\pi$ 3.21</td>
</tr>
</tbody>
</table>

Loss compensation

$$\tau_{\text{Loss}} = 2 \cdot 86 \, ms$$
$$A_{\text{Loss}} = 21.6 \, Hz$$
DrivenOmega: $\Lambda = 0.7; A_{\text{Driv}} = 0.2; \omega_{\text{Driv}} = 1.5; \varepsilon = -0.114$

$N = 700; z_0 = 0.498; \phi_0 = 3.21$
DrivenOmega: $\Lambda = 0.7; A_{\text{Driv}} = 0.2; \omega_{\text{Driv}} = 1.5; \epsilon = -0.114$

$N = 700; z_0 = 0.498; \phi_0 = 3.21$

Sim. class. Sim. QM
Experimental
C.2. Raw-data for measurements at $\Lambda = 1.5$

C.2.1. Reference measurement of the undriven phase space

For a reference measurement, the time evolution for the preparation at different points in phase space is obtained for an undriven system with loss compensation. In addition to the measurement in $z$ also the phase information is obtained by a subsequent tomography pulse (after the time evolution) with $-\pi/2$ around the $x$ axis. Due to too high atom numbers within this experimental run, only few wells were within the desired atom filter.

Parameters:

\[ \begin{align*}
\Omega & = 20.7 \text{Hz} \left( \ast 2\pi \right) \\
\epsilon_{\text{set}} & = -0.1 \\
\epsilon_{\text{fit}} & = -0.07
\end{align*} \]

Start points:

\[ \begin{array}{cccccccc}
z_{\text{set}} & 0 & -0.92 & -0.61 & -0.33 & -0.60 & 0 & 0.65 \\
z_{\text{fit}} & -0.30 & -0.87 & -0.46 & -0.52 & -0.68 & 0.15 & 0.50 \\
\Phi_{\text{set}} & 2.51 & 3.40 & 3.96 & 3.27 & 3.25 & \pi & \pi \\
\Phi_{\text{fit}} & 2.68 & 3.24 & 3.80 & 3.32 & 3.19 & 3.16 & 3.34
\end{array} \]

Loss compensation

\[ \begin{align*}
\tau_{\text{Loss}} & = 2\cdot86 \text{ ms} \\
A_{\text{Loss}} & = 21.6 \text{ Hz}
\end{align*} \]

In the following we plot two graphs for each starting condition (per row): the measured mean with standard deviation as errorbar in $z$ in first column, a histogram vs. time in the second and the same for the phase data (with tomography pulse) in the last two columns. The next graphs shows per line the phase space, the measured points vs time, the mean together with a simulation (the standard deviation is plotted as a gray band) and the variances. In the subsequent line the same is plotted for the tomography data.
Reference measurement: $\Lambda = 1.5; \varepsilon = -0.07; N = 700$

Exp: $z_0 = 0.00; \phi_0 = 2.51$ Sim: $z_0 = -0.30; \phi_0 = 2.68$

Exp: $z_0 = -0.92; \phi_0 = 3.40$ Sim: $z_0 = -0.87; \phi_0 = 3.24$
Reference measurement: $\Lambda = 1.5; \epsilon = -0.07; N = 700$

Exp: $z_0 = -0.61; \phi_0 = 3.96$
Sim: $z_0 = -0.46; \phi_0 = 3.80$

Tomography data

Exp: $z_0 = -0.33; \phi_0 = 3.27$
Sim: $z_0 = -0.52; \phi_0 = 3.32$
Reference measurement: \( \Lambda = 1.5; \varepsilon = -0.07; \) \( N = 700 \)

Exp: \( z_0 = -0.60; \phi_0 = 3.25 \)
Sim: \( z_0 = -0.68; \phi_0 = 3.19 \)

Exp: \( z_0 = 0.00; \phi_0 = 3.14 \)
Sim: \( z_0 = 0.15; \phi_0 = 3.16 \)
Reference measurement: $\Lambda = 1.5; \epsilon = -0.07; N = 700$

Exp: $z_0 = 0.65; \phi_0 = 3.14$  
Sim: $z_0 = 0.50; \phi_0 = 3.34$
C.2.2. Small driving amplitude $A = 0.035$

Measuring the time evolution of the driven system with small driving amplitude $A_{\text{Driv}} = 0.035$ for a single start point (Exp: $z_0 = 0, \phi_0 = 2.5$; Fit: $z_0 = -0.3, \phi_0 = 2.68$) and different driving phases. Due to high atom numbers within this experimental run, the statistics for $N = 700$ atoms is not as well as for other driving amplitudes.

Parameters:

\[
\begin{align*}
\Omega &= 20.7 \text{Hz} \,* 2\pi \\
\epsilon_{\text{set}} &= -0.1 \\
\epsilon_{\text{fit}} &= -0.07
\end{align*}
\]

Driving:

\[
\begin{align*}
A_{\text{Driv}} &= 0.035 \\
\omega_{\text{Driv}} &= 33 \text{Hz} \\
\omega_{\text{Driv}}^{\text{sc}} &= 1.587 \\
\varphi_{\text{Driv}} &= [0 \, 0.1 \, 0.2 \, 0.3 \, 0.4 \, 0.5 \, 0.6 \, 0.7 \, 0.8 \, 0.9] \,* 2\pi
\end{align*}
\]

Loss compensation

\[
\begin{align*}
\tau_{\text{Loss}} &= 2 \,* 86 \text{ ms} \\
A_{\text{Loss}} &= 21.6 \text{Hz}
\end{align*}
\]
$N = 700; z_0 = 0; \phi_0 = 2.5$

\[ \phi_{\text{Driv}} = 0 \cdot 2\pi \]

\[ \phi_{\text{Driv}} = 0.1 \cdot 2\pi \]

\[ \phi_{\text{Driv}} = 0.2 \cdot 2\pi \]

\[ \phi_{\text{Driv}} = 0.3 \cdot 2\pi \]

\[ \phi_{\text{Driv}} = 0.4 \cdot 2\pi \]

\[ \phi_{\text{Driv}} = 0.5 \cdot 2\pi \]

\[ \phi_{\text{Driv}} = 0.6 \cdot 2\pi \]

\[ \phi_{\text{Driv}} = 0.7 \cdot 2\pi \]

\[ \phi_{\text{Driv}} = 0.8 \cdot 2\pi \]

\[ \phi_{\text{Driv}} = 0.9 \cdot 2\pi \]
Driven Omega: $\Lambda = 1.5; A_{\text{drv}} = 0.035; \phi_{\text{drv}} = 1.6; k = -0.07; N=700$; Exp.: $z_0 = 0; \phi_0 = 2.50$; Sim.: $z_0 = -0.3; \phi_0 = 2.68$
DrivenOmega: Λ = 1.5; A_{Driv} = 0.035; ω_{Driv} = 1.6; ε = -0.07; N = 700; Exp.: z_0 = 0; φ_0 = 2.50; Sim.: z_0 = -0.3; φ_0 = 2.68
**C.2.3. Medium driving amplitude** $A = 0.07$

Measuring the time evolution of the driven system with a medium driving amplitude $A_{\text{Driv}} = 0.07$ for a single start point (Exp: $z_0 = 0, \varphi_0 = 2.51$; Fit: $z_0 = -0.3, \varphi_0 = 2.68$) and different driving phases.

Parameters:

\[
\begin{align*}
\Omega &= 20.7 \text{ Hz} (\times 2\pi) \\
\epsilon_{\text{set}} &= -0.1 \\
\epsilon_{\text{fit}} &= -0.07
\end{align*}
\]

Driving:

\[
\begin{align*}
A_{\text{Driv}} &= 0.07 \\
\omega_{\text{Driv}} &= 33 \text{ Hz} \\
\omega_{\text{Driv}}^{\text{sc}} &= 1.587 \\
\varphi_{\text{Driv}} &= [0 \ 0.1 \ 0.2 \ 0.3 \ 0.4 \ 0.5 \ 0.6 \ 0.7 \ 0.8 \ 0.9] \cdot 2\pi
\end{align*}
\]

Loss compensation

\[
\begin{align*}
\tau_{\text{Loss}} &= 2 \cdot 86 \text{ ms} \\
A_{\text{Loss}} &= 21.6 \text{ Hz}
\end{align*}
\]
\( \phi_{\text{Drv}} = 0 \cdot 2\pi \)

\( \phi_{\text{Drv}} = 0.1 \cdot 2\pi \)

\( \phi_{\text{Drv}} = 0.2 \cdot 2\pi \)

\( \phi_{\text{Drv}} = 0.3 \cdot 2\pi \)

\( \phi_{\text{Drv}} = 0.4 \cdot 2\pi \)

\( \phi_{\text{Drv}} = 0.5 \cdot 2\pi \)

\( \phi_{\text{Drv}} = 0.6 \cdot 2\pi \)

\( \phi_{\text{Drv}} = 0.7 \cdot 2\pi \)

\( \phi_{\text{Drv}} = 0.8 \cdot 2\pi \)

\( \phi_{\text{Drv}} = 0.9 \cdot 2\pi \)

\( N = 700; z_0 = 0; \phi_0 = 2.5 \)
Driven Omega: Λ = 1.5; A_{Driv} = 0.07; \omega_{Driv} = 1.6; ε = -0.07; N = 700; Exp.: z_0 = 0; φ_0 = 2.51; Sim.: z_0 = -0.3; φ_0 = 2.68
DrivenOmega: \( \Lambda = 1.5; A_{\text{Driv}} = 0.07; \omega_{\text{Driv}} = 1.6; \varepsilon = -0.07; N = 700 \); Exp.: \( z_0 = 0; \phi_0 = 2.51 \); Sim.: \( z_0 = -0.3; \phi_0 = 2.68 \)
C.2.4. Medium driving amplitude $A = 0.07$ including tomography data

Measuring the time evolution of the driven system with a medium driving amplitude $A_{\text{Driv}} = 0.07$ for a single start point (Exp: $z_0 = 0, \phi_0 = 2.51$; Fit: $z_0 = -0.3, \phi_0 = 2.68$) and different driving phases. Additionally the phase information is measured by applying a subsequent $\pi/2$ tomography pulse around $J_x$.

Parameters:

\[
\begin{align*}
\Omega &= 20.7 \text{ Hz} \times (2\pi) \\
\epsilon_{\text{set}} &= -0.1 \\
\epsilon_{\text{fit}} &= -0.07
\end{align*}
\]

Driving:

\[
\begin{align*}
A_{\text{Driv}} &= 0.07 \\
\omega_{\text{Driv}} &= 33 \text{ Hz} \\
\omega_{\text{Driv}}^{\text{sc}} &= 1.587 \\
\phi_{\text{Driv}} &= [0 \ 0.1 \ 0.2 \ 0.3 \ 0.4 \ 0.5 \ 0.6 \ 0.7 \ 0.8 \ 0.9] \times 2\pi
\end{align*}
\]

Loss compensation

\[
\begin{align*}
\tau_{\text{Loss}} &= 2 \cdot 86 \text{ ms} \\
A_{\text{Loss}} &= 21.6 \text{ Hz}
\end{align*}
\]
Driven Omega: \( \Lambda = 1.5; A_{Driv} = 0.07; \omega_{Driv} = 1.6; \varepsilon = -0.07; N = 700; \text{Exp.: } z_0 = 0; \phi_0 = 2.51; \text{Sim.: } z_0 = -0.3; \phi_0 = 2.68 \)
Driven Omega: $\Lambda = 1.5; \ A_{\text{Driv}} = 0.07; \ \omega_{\text{Driv}} = 1.6; \ \epsilon = -0.07; \ N = 700; \ \text{Exp.}: \ z_0 = 0; \ \phi_0 = 2.51; \ \text{Sim.}: \ z_0 = -0.3; \ \phi_0 = 2.68$
DrivenOmega: \( \Lambda = 1.5; A_{\text{Driv}} = 0.07; \omega_{\text{Driv}} = 1.6; \varepsilon = -0.07; N = 700; \) Exp.: \( z_0 = 0; \phi_0 = 2.51; \) Sim.: \( z_0 = -0.3; \phi_0 = 2.68 \)
C.2.5. Strong driving amplitude $A = 0.14$

Measuring the time evolution of the driven system with a strong driving amplitude $A_{\text{Driv}} = 0.14$ for a single start point (Exp: $z_0 = 0, \phi_0 = 2.51$; Fit: $z_0 = -0.3, \phi_0 = 2.68$) and different driving phases.

Parameters:

\[
\begin{align*}
\Omega &= 20.7\, \text{Hz} \times (2\pi) \\
\varepsilon_{\text{set}} &= -0.1 \\
\varepsilon_{\text{fit}} &= -0.07
\end{align*}
\]

Driving:

\[
\begin{align*}
A_{\text{Driv}} &= 0.07 \\
\omega_{\text{Driv}} &= 33\, \text{Hz} \\
\omega_{\text{Driv}}^{\text{sc}} &= 1.587 \\
\phi_{\text{Driv}} &= [2.8 \, 5.94]
\end{align*}
\]

Loss compensation

\[
\begin{align*}
\tau_{\text{Loss}} &= 2.86\, \text{ms} \\
A_{\text{Loss}} &= 21.6\, \text{Hz}
\end{align*}
\]
DrivenOmega: $\Lambda = 1.5; A_{\text{Driv}} = 0.14; \omega_{\text{Driv}} = 1.6; \varepsilon = -0.07; N = 700; \text{Exp.: } z_0 = 0; \phi_0 = 2.51; \text{Sim.: } z_0 = -0.3; \phi_0 = 2.68$

$\phi_{\text{Driv}} = 0.45^\circ 2\pi$

$\phi_{\text{Driv}} = 0.95^\circ 2\pi$

Sim. class.  Sim. QM  Experimental
C.2.6. Time evolution for different starting points for a medium driving amplitude $A = 0.07$ including tomography data

Measuring the time evolution of the driven system with a medium driving amplitude $A_{\text{Driv}} = 0.07$ for a several start points and one driving phase $\phi_{\text{Driv}} = 0.3 \cdot 2\pi$. Additionally the phase information is measured by applying a subsequent $\pi/2$ tomography pulse around $J_x$.

Parameters:

\[
\begin{align*}
\Omega &= 20.7 \text{Hz} (\times 2\pi) \\
\epsilon_{\text{set}} &= -0.1 \\
\epsilon_{\text{fit}} &= -0.07 \\
\end{align*}
\]

Driving:

\[
\begin{align*}
A_{\text{Driv}} &= 0.07 \\
\omega_{\text{Driv}} &= 33 \text{Hz} \\
\omega_{\text{Driv}}^{\text{sc}} &= 1.587 \\
\phi_{\text{Driv}} &= 0.3 \cdot 2\pi \\
\end{align*}
\]

Loss compensation

\[
\begin{align*}
\tau_{\text{Loss}} &= 2 \cdot 86 \text{ ms} \\
A_{\text{Loss}} &= 21.6 \text{ Hz} \\
\end{align*}
\]

Start points:

\[
\begin{align*}
\begin{array}{cccccccc}
Z_{\text{set}} & 0 & -0.92 & -0.61 & -0.33 & -0.60 \\
Z_{\text{fit}} & -0.29 & -0.87 & -0.46 & -0.52 & -0.68 \\
\phi_{\text{set}} & 2.60 & 3.40 & 3.96 & 3.27 & 3.25 \\
\phi_{\text{fit}} & 2.74 & 3.24 & 3.80 & 3.32 & 3.19 \\
\end{array}
\end{align*}
\]
DrivenOmega: $\Lambda = 1.53$; $A_{\text{Driv}} = 0.07$; $\phi_{\text{Driv}} = 1.59$; $\varepsilon = -0.07$; $N = 700$

$\theta_{\text{Driv}} = 0.3^*2\pi$

Exp: $z_0 = 0.00$; $\phi_0 = 2.60$ Sim: $z_0 = -0.29$; $\phi_0 = 2.74$

Tomography data

Exp: $z_0 = -0.92$; $\phi_0 = 3.40$ Sim: $z_0 = -0.87$; $\phi_0 = 3.24$

DrivenOmega: $\Lambda = 1.53$; $A_{\text{Driv}} = 0.07$; $\omega_{\text{Driv}} = 1.59$; $\varepsilon = -0.07$; $N = 700$
DrivenOmega: $\Lambda = 1.53; A_{\text{Driv}} = 0.07; \omega_{\text{Driv}} = 1.59; \epsilon = -0.07; N = 700$

Exp: $z_0 = -0.60; \phi_0 = 3.25$ Sim: $z_0 = -0.68; \phi_0 = 3.19$

Tomography data
C.2.7. Medium driving amplitude $A = 0.07$ for preparation within the chaotic sea

Measuring the time evolution of the driven system with a medium driving amplitude $A_{\text{Driv}} = 0.07$ for a single start point (Exp: $z_0 = 0, \phi_0 = 3.14$; Fit: $z_0 = 0.085, \phi_0 = 3.13$) deep within the chaotic sea and for different driving phases. Due to the tilted system, the preparation is chosen to lie beneath the unstable fixed point of the undriven system at $z_0 = 0.134, \phi_0 = \pi$ to avoid critical dependency of the system on technical noise. This leads to same dynamics for all driving phases for small times, e.g. the distribution starts in $-z$ direction.

Parameters:

\[
\begin{align*}
\Omega &= 20.7 \text{Hz} (\ast 2\pi) \\
\epsilon_{\text{set}} &= -0.1 \\
\epsilon_{\text{fit}} &= -0.07
\end{align*}
\]

Driving:

\[
\begin{align*}
A_{\text{Driv}} &= 0.07 \\
\omega_{\text{Driv}} &= 33 \text{Hz} \\
\omega_{\text{Driv}}^{\text{sc}} &= 1.587 \\
\varphi_{\text{Driv}} &= [0 \; 0.1 \; 0.2 \; 0.3 \; 0.4 \; 0.5 \; 0.6 \; 0.7 \; 0.8 \; 0.9] \cdot 2\pi
\end{align*}
\]

Loss compensation

\[
\begin{align*}
\tau_{\text{Loss}} &= 2 \cdot 86 \text{ ms} \\
A_{\text{Loss}} &= 21.6 \text{ Hz}
\end{align*}
\]
$\phi_{\text{Driv}} = 0 \cdot 2\pi$

$\phi_{\text{Driv}} = 0.1 \cdot 2\pi$

$\phi_{\text{Driv}} = 0.2 \cdot 2\pi$

$\phi_{\text{Driv}} = 0.3 \cdot 2\pi$

$\phi_{\text{Driv}} = 0.4 \cdot 2\pi$

$\phi_{\text{Driv}} = 0.5 \cdot 2\pi$

$\phi_{\text{Driv}} = 0.6 \cdot 2\pi$

$\phi_{\text{Driv}} = 0.7 \cdot 2\pi$

$\phi_{\text{Driv}} = 0.8 \cdot 2\pi$

$\phi_{\text{Driv}} = 0.9 \cdot 2\pi$

$\phi_{\text{Driv}} = 0.9 \cdot 2\pi$

$\phi_{\text{Driv}} = 0.1 \cdot 2\pi$

$\phi_{\text{Driv}} = 0.2 \cdot 2\pi$

$\phi_{\text{Driv}} = 0.3 \cdot 2\pi$

$\phi_{\text{Driv}} = 0.4 \cdot 2\pi$

$\phi_{\text{Driv}} = 0.5 \cdot 2\pi$

$\phi_{\text{Driv}} = 0.6 \cdot 2\pi$

$\phi_{\text{Driv}} = 0.7 \cdot 2\pi$

$\phi_{\text{Driv}} = 0.8 \cdot 2\pi$

$\phi_{\text{Driv}} = 0.9 \cdot 2\pi$
DrivenOmega: \( \Lambda = 1.5; A_{\text{Driv}} = 0.07; \omega_{\text{Driv}} = 1.6; \varepsilon = -0.07; N = 700; \) Exp.: \( z_0 = 0; \phi_0 = 3.14; \) Sim.: \( z_0 = 0.085; \phi_0 = 3.13 \)
Driven Omega: $\Lambda = 1.5; A_{Driv} = 0.07; \omega_{Driv} = 1.6; \varepsilon = 0.07; N=700; \text{Exp.}: z_0 = 0; \phi_0 = 3.14; \text{Sim.}: z_0 = 0.085; \phi_0 = 3.13$
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