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#### Abstract

The immense popularity of today's social networks has lead to the availability and accessibility of vast amounts of data created by users on a daily basis. Various types of information can be extracted from such data, for example, interactions among users, topics of user postings, and geographic locations of users. While most of the existing works on social network analysis, in particular those focusing on social links and communities, rely on explicit and static link structures among users, extracting knowledge from exploiting more features embedded in user-generated data is another important direction that only recently has gained more attention. Initial studies employing this approach show good results in terms of a better understanding latent interactions among users.

In the context of this dissertation, multiple features embedded in user-generated data are investigated to develop new models and algorithms for (1) revealing hidden social links between users and (2) extracting and analyzing dynamic feature-based communities in social networks. We introduce two approaches for extracting and measuring interpretable and meaningful social links between users. One is based on the participation of users in threads of discussions. The other one relies on the social characteristics of users as reflected in their postings. A novel probabilistic model called rLinkTopic is developed to address the problem of extracting a new type of feature-based community called regional LinkTopic: a community of users that are geographically close to each other over time, have common interests indicated by the topical similarity of their postings, and are contextually linked to each other. Based on the rLinkTopic model, a comprehensive framework called ErLinkTopic is developed that allows to extract and capture complex changes in the features describing regional LinkTopic communities, for example, the community membership of users and topics of communities. Our framework provides a novel basis for important studies such as exploring social characteristics of users in geographic regions and predicting the evolution of user communities.

For each approach developed in this dissertation, extensive comparative experiments are conducted using data from real-world social networks to validate the proposed models and algorithms in terms of effectiveness and efficiency. The experimental results are further discussed in detail to show improvements over existing approaches and the applicability and advantages of our models in terms of learning social links and communities from usergenerated data.


## Zusammenfassung

Die immense Popularität heutiger sozialer Netzwerke hat zur Verfügbarkeit enormer Mengen an kontinuierlich aktualisierten nutzergenerierten Daten geführt. Aus diesen Daten können eine Vielzahl von Informationen extrahiert werden, beispielsweise Interaktionen zwischen Nutzern, Themen zu Postings von Nutzern sowie Standorte von Nutzern. Bisherige Arbeiten zur Analyse von sozialen Netzwerken, insbesondere aber Arbeiten zur Erkennung von sozialen Verbindungen und Nutzergruppen (Communities), beruhen ausschließlich auf der Verwendung expliziter und statischer Strukturen von Verbindungen zwischen Nutzern; Methoden zur Verwendung weiterer in Nutzerdaten und Postings eingebetteter Features haben erst in letzter Zeit mehr Beachtung gefunden. Erste Ansätze, die diese weiterführende Methodik verwenden, zeigen gute Resultate bzgl. eines besseren Verständnisses latenter Interaktionen zwischen Nutzern.

In dieser Arbeit werden verschiedene Eigenschaften von nutzergenerierten Daten mit dem Ziel untersucht, neue Modelle und Algorithmen zu entwickeln, um (1) latente soziale Verbindungen zwischen Nutzern aufzudecken und (2) dynamische Communities zu extrahieren und zu analysieren. Hierzu stellen wir zwei neue Ansätze vor, um aussagekräftige und interpretierbare Informationen zu sozialen Verbindungen zwischen Nutzern zu extrahieren. Ein Ansatz basiert auf der Interaktion von Nutzern in Diskussionsforen. Der andere Ansatz basiert auf den sich in den Postings widerspiegelnden sozialen Charakteristiken von Nutzern.

Hierzu wird in dieser Arbeit ein neues probabilistisches Modell (rLinkTopic) entwickelt, das es erlaubt, einen neuen Typ merkmalsbasierter Communities (sogenannte regionale LinkTopics) zu extrahieren. Hierbei handelt es sich um eine Community, bei der sich die Nutzer über einen Zeitraum hinweg in geographischer Nachbarschaft befinden, gemeinsame Interessen haben bzgl. der Themen in ihren Postings und untereinander über die Postings implizit verlink sind. Basierend auf dem rLinkTopic Modell wird ein Rahmenwerk entwickelt (ErLinkTopic) welches es erlaubt, komplexe Veränderungen der Eigenschaften von regionalen LinkTopics zu modellieren und zu extrahieren, wie die Zugehörigkeit von Nutzern zu Communities und die Themen einer Community über Zeit und Raum. Das Rahmenwerk bildet die Basis für neuartige Studien, wie beispielsweise die Exploration von sozialen Charakteristiken von Nutzern in geographischen Regionen und Vorhersagen zur Entwicklung von Communities.

Alle in dieser Arbeit vorgestellten Methoden werden in umfangreichen, vergleichenden Experimenten hinsichtlich ihrer Effektivität und Effizienz evaluiert. Hierzu werden Daten aus realen sozialen Netzwerken verwendet. Die Ergebnisse der Evaluation werden im Detail diskutiert und die Vorteile dieser neuen Ansätze gegenüber existierenden Ansätzen herausgestellt. Zudem werden die Eignung und die Vorteile der Modelle in Bezug auf die Vorhersagbarkeit von sozialen Verbindungen und Communities basierend auf nutzergenerierten Daten diskutiert.
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## Chapter 1

## Introduction

Social network analysis (SNA) has become a rapidly emerging research discipline in the last decade. The methods and techniques of SNA involve a variety of areas including mathematics, statistics, and computer science [121]. Due to its relevance to various processes taking place in society, SNA finds significant applications in several fields such as sociology, biology, communication, geography, social computing, and business [14, 15, 107]. In the context of data mining and towards applications, results of SNA are used extensively in data aggregation, modeling of information propagation, advertisement, and recommendation, to name but a few [110]. Recently, the emergence of online social networks provides huge amounts of rich-feature data created by hundreds of millions of users on a daily basis. On one hand, this gives much better opportunities than ever before for researchers to study many other problems and evaluate the models developed. On the other hand, one has to deal with more challenges due to the sparsity and noise of data, besides the need for the flexibility, complexity, and scalability of the models introduced.

Among many other research issues in SNA, the relationships between and communities of users have gained significant attention and lots of work has been conducted on these topics. This is because information obtained from studying social links and social communities is useful for many applications built on top of social networking services. Examples include targeted advertising, content delivery, and personalized recommendation. A deep understanding of social links and communities can also provide important insights into questions of human social behavior, as well as designing new services for social platforms. Initial studies in SNA focus on the topological characteristics of the social graph that capture the explicit relationships indicated by link structures among users [4, 82, 124]. Recently, researchers have shifted the attention to the observable activities of users to create more accurate predictive models for social behavior [10, 27, 29, 58, 117]. The goal is to better understand the true nature of relationships between users. For example, in [10] the authors determine that there are actually more users reading the content one posts to a network than those observed from friendship links. Such users are called invisible audience, who might share some interest with the author of the posting. Similarly, studies in [27, 117] report that results obtained from analyzing networks built upon the activity of users, called
activity networks, are more informative compared to information derived from friendship networks to understand the social behavior of users. In [58, 81], by analyzing data collected from different social networks, the authors discover that latent interactions are much more prevalent and frequent than observed ones. These imply the existence of so-called hidden social links between users. Thus, it is reasonable to expect that social links and communities can be extracted as latent structures from different features associated with users, instead of only relying on explicit and static link structures. This initially shapes the ideas for the study presented in this dissertation, which are the measurements of hidden social links between users, and the extraction and analysis of (dynamic) feature-based communities in social networks.

In the following, the main problems that will be addressed in this dissertation are first described. We then give the motivation and challenges of our study in Section 1.2. The main contributions of the dissertation are summarized in Section 1.3 before we conclude this chapter with the thesis outline in Section 1.4.

### 1.1 Research Problems and Goals

Broadly speaking, this thesis aims at developing models and algorithms that rely on different features of user-generated data in social networks for answering questions related to the existence of hidden social links and communities. Particular concerns related to the investigation include, for example, instead of relying on link structures, can one determine more useful and interpretable social links between users based on their activities and associated contents in a social network ?, given that user-generated data in social networks contain rich features, which ones should be considered and how to employ them to develop a model for meaningful community extraction ?, and given that a community evolves over time regarding changes in the features describing it, how to extract and capture such complex evolutions of communities ? In this dissertation, various techniques from graph theory, latent semantic analysis, and Bayesian statistics are employed to address such questions. Particularly, for the first goal, two novel models for measuring interaction-based and latent semantic-based social links are introduced. For the goal of extracting and analyzing featurebased communities, a complex probabilistic framework is presented and the corresponding Gibbs sampling algorithms are developed. Information about geographic locations, topics of interest, and contextual links of users over time are taken into account to address the problems. To validate the proposed models in terms of effectiveness and efficiency, different real-world social network datasets are used and the obtained results are discussed as well.

### 1.2 Motivation and Challenges

In the last few years, one has witnessed a dramatic popularization of social networks. The number of users in social networks is now approaching $20 \%$ of the world population and is more than $50 \%$ of the people using the Internet [42]. Thus, social networking becomes a real
demand and plays a significant role in the daily life of people all over the world. Nowadays, people can access social networks using both computers and smartphones. According to a study conducted by the Nielsen company ${ }^{1}$ in 2010 , people worldwide spent over 110 billion minutes in social networks per month, which accounts for $22 \%$ of all time people spent on the Internet. A recent report from the Pew Internet and American Life Project ${ }^{2}$ shows that smartphone ownership among American adults has increased from $35 \%$ in 2011 to $46 \%$ in 2012. Among these smartphone owners about $74 \%$ of people use location-based applications on their phone to get directions and recommendations, and about $12 \%$ in 2011 and $18 \%$ in 2012 of people use services like Foursquare, Gowalla, and Facebook Places to check-in at certain locations and share contents to the public. Such an emergence of social networks opens a lot of new challenging research problems, which are inspired by the fact that activities of users in social networks exhibit a mirror of their real-life. In this dissertation, we particularly draw our attention to the measurements of hidden social links between users, and the extraction and analysis of feature-based communities. Observations and challenges motivating our study are summarized as follows.

Application perspectives. Generally, the input of SNA is assumed to be a social graph of users. By this, one often abstracts from the social link connecting users or normally considers the explicit link structures among users as an evidence of their relationships. Nevertheless, it is important to note that almost all SNA tasks involve some social link measure, even though the extent it is employed varies. For the goal of understanding general properties of a network, one might not pay much attention to the link measure. On the contrary, in cases of conducting an analysis for specific purposes, the relationships between users are often needed to be semantically and quantitatively identified. One might think of what kind of relationships connects two users and how strong a relationship is between them. As mentioned, the observed link structures are typically employed to measure relationships between users, e.g., [85, 97, 123]. However, scholars in psychology and sociology have cast doubts on the practice of detecting meaningful relationships from link structures alone, given how easy it is for a user to create a link to other users in a social network [58, 81]. In this work, we investigate two features, namely the participation of users in discussion topics and the semantics of users' postings to extract and measure hidden social links between them. Concrete applications of social link measures include, among others, community detection, friend recommendation, and content delivery.

One of the important implications derived from social behavior of users is known as community. Semantically, a community can be generally defined as a group of users who exhibit more similar behavior to each other than to those not in that group. In this dissertation, we aim at extracting communities where users in a community are related to each

[^0]other in the sense that (1) they are spatially located close to each other over time; (2) they have common interests indicated by the topical similarity of their postings; and (3) they are contextually linked to each other in the messages sent to a social network. Even though several approaches were proposed, none of the existing models takes all these features into account for discovering and analyzing communities. In terms of applications, extracting such feature-based communities and capturing their evolution provide useful insights into the behavior of users and communities especially when geographic and regional information is considered. Some specific applications that might benefit from such information include the targeted community recommendation, geographically focused social studies, and evolution and trend prediction such as disease propagation and political trends in local areas.

Feasibility perspective. One of the main difficulties that researchers face in analyzing social behavior and relationships between people in the past is the lack of relevant data for evaluating the models and algorithms developed. Initial works were conducted on the data collected from using questionnaires, interviews, and other labor-intensive methods, which are only appropriate for studying some social phenomena in particular social settings [14]. This, however, is not a big problem nowadays thanks to the emergence of online social networks. Many sophisticated features have been added to such services in recent years, which provide users various tools to share their real-life to virtual societies. Users can post several types of media (e.g., text messages, pictures, movies,...) and create not only static links but also contextual links to each other. Most social networks provide methods allowing people to collect such rich-feature data generated by users on a daily basis.

In addition, there has been a significant change regarding the way people connect to the Internet in the last few years. People nowadays can access the Internet using their smartphones from almost everywhere. Most smartphones are also equipped with a GPS sensor that allows to develop applications to retrieve the geographic location of users. Social network providers have quickly adopted such location-sensing features. Client services have been developed so that a geographic location can be explicitly or implicitly associated with the content posted by users. For example, a user can check-in to tell friends her whereabouts or tag a geographic location with a picture she posts to a social network. Having witnessed the strong adoption of users for location sharing features, the most popular social networks including Facebook and Twitter have recently launched location embedding features that allow users to tag a geographic location to the media posted to such networks. Indeed, almost all social networks nowadays are becoming location-aware and, thus, there is no clear distinction between purely location-based social networks and general social network platforms anymore [105].

As a consequence, data collected from social networks often contain spatio-temporal information, contextual links exhibiting social connections, and textual descriptions reflecting the real-life of users. An example is a user posting a picture enriched with a textual tag describing an event, a geographic location telling where the picture was taken, and some
contextual links connecting to her friends. Thus, with the availability and accessibility of such heterogeneous and rich-feature data, there is a great opportunity to develop and evaluate complex models for investigating hidden social links between users and feature-based communities.

Challenging perspective. Extracting latent structures and patterns from the data is generally a challenging task. In the context of this dissertation, our first aim is the measurements of hidden social links between users. This is not trivial because one first needs to investigate the features offered by the social network under consideration, and, consequently, study how users exhibit their real-life in the network as well. The second problem that we deal with is the discovery and analysis of feature-based communities. The main questions are, for example, how to use available information obtained from usergenerated data to extract meaningful communities ? and how to accurately and efficiently capture changes in the features describing communities over time? Finding solutions for such questions is clearly not a simple task.

To this end, given that social network data are noisy and sparse in nature, developing complex models that take different features embedded in such data into account to achieve the goals of this dissertation is challenging. However, under the application perspective, this is a helpful task.

### 1.3 Contributions

This dissertation makes the following main contributions to the research topics related to the extraction and analysis of social relationships and communities of users in social networks.

- We introduce a data model for analyzing social networks, particularly for measuring hidden social links, and for extracting feature-based communities and analyzing their evolution.
- We introduce two models for measuring hidden social links between users, which are derived (1) from the participation of users in discussion threads and (2) from the social characteristics of users obtained as the result of applying latent semantic analysis to their postings, respectively.
- We develop a complex probabilistic framework and derive Gibbs sampling algorithms for extracting and analyzing a new type of feature-based community called regional LinkTopic. A community of this type is identified on the basic of geographic locations, topics of interest, and contextual links of users over time.
- We conduct extensive comparative experiments to evaluate the effectiveness and efficiency of the proposed models using data collected from different real-world social networks. The results obtained from each model are further discussed as well to show the applicability and advantages of the approach introduced.


### 1.4 Thesis Outline

The rest of the thesis is structured as follows.

- Chapter 2. In this chapter, we present the background and related work relevant to the problems studied in this dissertation. An overview of social networks is first introduced and then some fundamental concepts in graph theory are given. Community structures embedded in graphs and the two main approaches, namely graph clustering-based and probabilistic-based, for extracting and analyzing communities are discussed in detail in this chapter as well.
- Chapter 3. A data model used throughout the dissertation is first formalized and two approaches for extracting and measuring social links are then developed. In the first model designed for blog and forum networks, a hyper-bipartite graph is proposed to represent interactions among users. Based on this graph, a Markov Random Walk strategy is employed to derive hidden social link weights. In the second model, a refined term frequency-inverse document frequency schema is introduced on which social link scores are derived using latent semantic analysis. A dataset collected from the BBC Message Boards network is used to evaluate the proposed models.
- Chapter 4. In this chapter, we introduce a new type of feature-based community called regional LinkTopic. A regional LinkTopic community is formed by users that are located in spatio-temporal proximity, have common interests indicated by the topical similarity of their postings, and are contextually linked to each other, e.g., by tagging or mentioning each other in their postings. Thus, a community of this type is characterized by not only the identity of users but also by the topics of interest and regional aspects. We develop a novel probabilistic model called rLinkTopic for extracting such meaningful communities. Extensive experiments are conducted using Twitter data, and the obtained results are evaluated to show the utility and advantages of the model compared to others.
- Chapter 5. Inspired by the fact that communities evolve over time, in this chapter the rLinkTopic model developed in Chapter 4 is extended to build a comprehensive framework called ErLinkTopic. The model is not only able to extract regional LinkTopic communities but also, at the same time, to capture the evolution of the features describing each community. By this, complex evolutions of communities are determined and analyzed. The results obtained from experimental evaluations using Twitter data are discussed to show the effectiveness, efficiency, and applicability of the approach.
- Chapter 6. This final chapter gives a summary of our work presented in this dissertation and describes open issues for further studies.


## Chapter 2

## Background and Related Work

### 2.1 Overview and Objectives

As stated in the previous chapter, this thesis is mainly about measuring social links between users, and detecting and analyzing the evolution of communities in social networks. Different from existing studies, which mainly rely on link structures, in this framework we aim at analyzing more features describing users to achieve our goals. For this purpose, techniques for data analysis using graphs, latent semantic extraction, and spatio-temporal and topical analysis are employed to develop new models and algorithms. This chapter presents the background and discusses related work that are most relevant to our study. We begin in Section 2.2 with a brief overview of social networks. In Section 2.3, we review basic concepts and statistical measures for graphs that are useful for studying social networks. Community structures and graph clustering-based methods for detecting communities are presented in Section 2.4. A recent approach that employs probabilistic models for extracting communities is discussed in Section 2.5. In Section 2.6, we briefly recap works on the dynamics of social networks and approaches to analyzing the evolution of communities.

### 2.2 Social Networks

### 2.2.1 A Brief History of Social Networks

The concept of a social network exists since humans began socializing. It simply describes interactions between people in any kind of communication. This means that the theory and techniques of social network analysis have a long history [39]. Since the last decades, however, there has been a shift in the usage of the term social networks. Nowadays, it is used to denote online services on the Internet that allow registered users to connect to each other, to exchange information, and to share information. In this work, models and algorithms are developed to analyze data collected from such Internet-generation social networking platforms. Therefore, we adopt this new meaning respect of social networks throughout the
dissertation. Indeed, there are several online applications supporting users to create social interactions and to exchange information. This implies no proper classification of which applications are the real social networks. Nevertheless, a brief history of the development of online services that are often adopted as social networks is summarized as follows.

In 1994, the first web-based social networking application, Geocities, was developed. Geocities allows users to create their own websites like today's blog-sites. One year later, the theglobe.com was built. It allows users to publish contents and to interact with other users who share similar interests. AOL instance messenger emerged in 1997. This service offers a new concept called instant messaging that becomes a very popular feature in social networks nowadays. In the same year, sixdegrees.com was launched, which allows users to create their individual profile and to search for friends. Launched in 2002, Friendster was a real breakthrough in the field of social networking services. Friendster is the pioneer in using the concept of online networking between real-world friends. In 2003, Myspace, at first as a clone of Friendster, and many other social networks were launched. Among those networks, LinkedIn ${ }^{1}$, which was designed for professional users to connect and collaborate, is widely adopted until today. In 2004, Facebook ${ }^{2}$ was launched at Harvard University. The first version of Facebook was designed as a service for connecting U.S. college students. Two years later, in 2006, Twitter ${ }^{3}$ was launched as a social networking service that allows users to create micro-blogging sites, and to send and receive 140-character messages called tweets. In 2008, Facebook overtook MySpace to become the leader among social networking sites. Google plus joined the world of social networks in 2011. A detailed history of social networks can be found in a report by the University of North Carolina ${ }^{4}$.

An important feature provided in today's social networks is the support for the association of information about geographic locations of users with the content they post to the network. This feature leads to a new concept called Location-Based Social Networks (LBSNs). A first large scale commercial LBSN was Dodgeball, which was created in 2002 and then bought by Google in 2005. Dodgeball introduced a check-in concept in a form of a SMS text message with a geographic location. Users employ this form to send messages together with their location to a central server and the server then delivers such information to their friends. After appearing in Dodgeball, check-in becomes a prominent feature in today's LBSNs thanks to the development of GPS equipped mobile devices. In 2007, Brightkite ${ }^{5}$ was founded as a social networking service that allows users to share their location with friends. The original authors of Dodgeball launched Foursquare ${ }^{6}$ in 2009. The service supports a game feature to the traditional check-in so that the user having the highest number of check-in in the last 60 days is deemed as a mayor of a place. This feature encourages

[^1]users sharing their location in order to win the competition to become a mayor. It was also in 2009 that Gowalla ${ }^{7}$ was launched, which then was bought by Facebook in 2011.

### 2.2.2 Examples of Social Networks

To give the reader a better intuition of key features of social networks, we briefly describe here three networks that are currently the most prominent social networking platforms.

Facebook: Facebook is one of the largest and best-known social networks today. The number of active users on Facebook increases from more than 500 million in October 2010 to 1.01 billion in October 2012 [42, 59]. Being a member of Facebook, a user has a profile that contains basic information such as name, date of birth, marital status, and personal interests [124]. Each user profile has a so-called Wall where the owner and friends can post messages and reply to messages posted. Facebook provides users with different features to interact with other Facebook users, some of which are summarized below.

- Connect to other Facebook users and request to make friends with them.
- Create contextual links by tagging other users in postings.
- Post messages on friends' Wall and send private messages to friends.
- Create a page for some event such as a birthday party or a workshop and invite friends to join the event.

Twitter: Twitter is an online service that allows registered users to post short messages, called tweets, of up to 140 characters. The main feature that distinguishes Twitter from other social networks is that Twitter users mainly post messages talking about what is currently happening around them. A Twitter user can follow other users, meaning that she decides to be a follower or a friend of those users. Such a friendship on Twitter is not necessarily reciprocal. A follower is able to see all tweet chains posted or retweeted by users she follows. A Twitter user interacts with other users or shares information by creating a new tweet or replying to tweets created by other users. In addition, Twitter users are able to specify contextual links by mentioning other users in their tweets. Twitter has been strongly adopted by people worldwide as there are more than 200 million daily tweets posted by users in $1^{\text {st }}$ August, 2011 [71]. In April 2012, Twitter has more than 500 million active users [59].

LinkedIn: LinkedIn is designed as a credible professional social network. Being a member of LinkedIn, a user can set up a profile containing both personal and professional information. One of the reasons why LinkedIn is a useful tool for business and research is that it organizes users based on professional life in standardized categories. For example, one can query for users based on the university they attended, what their qualifications are, or which companies they have worked with. The number of active LinkedIn users increased from more than 90 million in January 2011 to 175 million in June 2012 [59, 76].

[^2]There are, however, other services such as forums, blog sites, and email systems that can also be considered social networks. For example, users in email networks interact by sending and receiving mails, while users in a forum post messages to specific threads for discussions. Thus, these networks exhibit similar features as a social networking service.

### 2.3 Graph Principles for Social Network Studies

The main feature that differentiates social networks from other applications is that social networks allow users not only to post different types of information to the network but also to create explicit or exhibit implicit social links to each others. The latter aspect becomes a subject of major research topics that are driven by various questions raised in different application domains. Examples include the study of social behavior and ties of users, and the extraction of communities. These often take into account both users and relationships among them as input, which are typically represented as a graph structure. Each node of the graph corresponds to a user, and each edge of the graph encodes the relationship between two users. The graph is referred to as a social graph or a link graph. Relationships among users are extracted from their data, which can be any kind of social connection of interest including explicit link structures, and common interests or common behavior of users. The latter two features indicate implicit links between users, which are extracted from user-generated data by employing various techniques such as topical and spatio-temporal mobility analysis, e.g., [29, 135].

Given that graph structures play an important role in the development of models and algorithms for the analysis of social networks, this section briefly presents the basic concepts and statistical measures for graphs that are necessary for discussing the background and related work of our study. We adopt common notations used in the literature, for example, the definitions presented in [121], for graph formalization.

### 2.3.1 Basics of Graph

Graph theory has a long history that might date back to Euler's solution for the puzzle of Königsberg's bridge in 1736, or even earlier [37]. Broadly speaking, graphs are a mathematical means for representing systems that have objects interacting or connected to each others. Examples include the protein interaction networks, computer networks, the WWW, and the connections among users in social networks known as social graphs, to name but a few. One often finds a formalization of graphs as follows.

Definition 2.1 (Graph) A graph is an abstract representation of a set of objects where some pairs of the objects are connected by some type of link. Objects are called vertices or nodes and links are called edges. In the most common sense of term, a graph is mathematically represented as $\mathcal{G}=\langle V, E\rangle$ where $V$ is a set of vertices and $E \subseteq V \times V$ is a set of edges. The notions $|V|$ and $|E|$ denote the number of vertices and the number of edges, respectively.

Graphs can be classified into undirected and directed graphs. In an undirected graph, there is no direction existing on the endpoints of edges. In other words, if $(u, v)$ is an edge of the graph then so is $(v, u)$. In contrast, there exists an order between the two vertices of an edge in a directed graph meaning that there might be no edge from $v$ to $u$ even though there exists an edge from $u$ to $v$. Edges in directed graphs are often called arcs. For convenience, in the rest of this study, we will use the terms undirected graph, graph, and network as synonyms. The terms social link and social relationship are also used interchangeably. For example, the friendship network of Facebook users is an undirected graph because making friends on Facebook requires an agreement of both users involved. On the other hand, the following relationship between Twitter users derives a directed graph because a Twitter user can follow any other user and such a relationship is not necessarily reciprocal. Edges of a graph might be weighted and the graph is then called a weighted graph. In a social graph, the weight of an edge indicates the strength of the interaction or the relationship between two users connected by the edge. For example, the number of messages users exchanged or the semantic similarity score derived from the messages of users can be used to weight edges of a social network. In social networks, an interesting implication derived from link structures associated with users is community structures. In graph terms, a community is formalized based on the concept of subgraph, defined as follows.

Definition 2.2 (Subgraph) A graph $\mathcal{G}_{s}=\left\langle V_{s}, E_{s}\right\rangle$ is a subgraph of a graph $\mathcal{G}=\langle V, E\rangle$ if $V_{s} \subseteq V$, and $E_{s} \subseteq E$ restricted to vertices in $V_{s}$.

### 2.3.2 Centrality Measures

In social network analysis, an important task is to identify the most important users in the network such as finding users who have strong influence on others, or users playing some central role in communication for the whole network or within a community. In graph theory, centrality measures are regarded as a conceptual means used to explore the relative importance of nodes and edges in a graph. Therefore, the idea of centrality measures has been adopted to assess social roles of an individual user or a group of users in a social network $[17,35,91]$. There are four instances of centrality measures mainly used, which are the degree centrality, betweenness centrality, closeness centrality, and eigenvector centrality. Details of these measures are presented in the following paragraphs.

Degree centrality. The degree centrality for a node $v$ is the number of edges that are incident on $v$. In a directed graph, each node $v$ has two measures of degree, namely indegree and outdegree. Indegree is the number of edges that direct to $v$, while outdegree is the number of edges that the node $v$ directs to other nodes. The degree centrality is used to measure how important a node is in the sense that nodes having the most directed ties to other nodes will be the most important nodes in the network. This is because such nodes play an active role in communicating with other nodes. Degree centrality is a local
measure because only the edges formed by $v$ with its adjacent nodes are taken into account to evaluate the importance of $v$.

Closeness centrality. The closeness centrality is a measure aimed at evaluating how close a node is to other nodes in the graph. The idea is that a node is central if it can quickly interact with other nodes. In other words, nodes that have shorter geodesic distances to other nodes should have a higher closeness measure. The closeness centrality for a node $v$ in a connected graph is derived from the mean of lengths of all shortest paths from $v$ to other nodes in the graph, which is formalized as

$$
\begin{equation*}
\operatorname{Close}_{c}(v) \triangleq \frac{|V|-1}{\sum_{u \neq v} \operatorname{length}(u, v)}, \tag{2.1}
\end{equation*}
$$

where length $(u, v)$ is the length, computed based on some distance measure, of the shortest path between $u$ and $v$. A proposal for measuring the closeness of nodes in a disconnected graph can be found in [30].

Betweenness centrality for nodes. This measure considers nodes appearing in more shortest paths between other nodes to have a higher betweenness score in the graph. Particularly, the betweenness centrality for a node $v$ is the fraction of the number of shortest paths between pairs of nodes that $v$ appears in. Let $\sigma(u, q)$ be the number of shortest paths between nodes $u$ and $q$, and $\sigma(u, q, v)$ be the number of shortest paths between $u$ and $q$ that contain $v$. Then, the betweenness centrality for $v$ is measured as follows.

$$
\begin{equation*}
\operatorname{Between}_{c}(v) \triangleq \sum_{u \neq q \neq v} \frac{\sigma(u, q, v)}{\sigma(u, q)} \tag{2.2}
\end{equation*}
$$

The value of $\operatorname{Between}_{c}(v)$ ranges from 0 to the number of pairs of nodes in the graph excluding $v$, i.e., $(|V|-1) \times(|V|-2) / 2$. Therefore, one can normalize the betweenness centrality measure for a node as follows.

$$
\begin{equation*}
\operatorname{Between~}_{c}(v) \triangleq \sum_{u \neq q \neq v} \frac{\sigma(u, q, v)}{\sigma(u, q)} \times \frac{2}{(|V|-1) \times(|V|-2)} \in[0,1] \tag{2.3}
\end{equation*}
$$

Eigenvector centrality. The eigenvector centrality measure assesses the importance of a node in a graph by putting it in the context of social influence. This measure gives a relative score to each node in the graph based on the principle that links to high-scoring nodes contribute more to the score of the node. Specifically, let $\mathbf{A}$ be the adjacency matrix of the graph, i.e., $a_{u, v}=1$ if nodes $u$ and $v$ are adjacent and $a_{u, v}=0$ otherwise. We want to assign scores to nodes based on the idea that the score of node $v$ should be proportional to the sum of the scores of other nodes that are adjacent to $v$. This can be formalized as

$$
\begin{equation*}
\operatorname{Eigen}_{c}(v) \triangleq \beta \times \sum_{(v, u) \in E} \operatorname{Eigen}_{c}(u)=\beta \times \sum_{u \in V} a_{u, v} \times \operatorname{Eigen}_{c}(u), \tag{2.4}
\end{equation*}
$$

where $\beta$ is some constant. By using vector representation, one can rewrite the above equation as

$$
\begin{equation*}
\text { Eigen }_{c}=\beta \times \boldsymbol{A} \times \text { Eigen }_{c} \quad \text { or } \quad \boldsymbol{A} \times \text { Eigen }_{c}=\lambda \times \text { Eigen }_{c} \tag{2.5}
\end{equation*}
$$

where $\lambda=\frac{1}{\beta}$. It turns out that to compute scores for nodes (i.e., to find the vector $E i g e n_{c}$ ), one needs to find the eigenvalues, $\lambda$. A study by Newman [87] already proved that only the greatest eigenvalue results in the desired centrality measure. Eigenvector centrality measure has been applied in different applications to assess the prominence of objects in the corresponding setting. The PageRank algorithm [92] of Google is an example of a successful application of the Eigenvector centrality measure.

Betweenness measure for edges. This is a measure of how important an edge $e$ is in the graph according to the participation of $e$ to some process running on the graph. The measure was proposed by Girman and Newman [88] and has become a well-known method to detect communities in social networks. The simplest definition of the measure is based on the number of shortest paths between any pair of nodes that go through a particular edge. Using the notations defined for the betweenness centrality measure for nodes, one can formalize the betweenness centrality for an edge $e$ as

$$
\begin{equation*}
\operatorname{Between}_{c}(e) \triangleq \sum_{u \neq v} \frac{\sigma(u, v, e)}{\sigma(u, v)} \times \frac{2}{(|V|) \times(|V|-1)} \in[0,1] \tag{2.6}
\end{equation*}
$$

where $\sigma(u, v, e)$ is the number of shortest paths between nodes $u$ and $v$ that go through $e$.

### 2.3.3 Other Measures and Definitions

Clustering coefficient. This is a measure to assess how likely nodes in a graph tend to connect to each other. It is defined based on the number of triangles and the number of triples formed by nodes and edges in the graph. A triangle is a complete subgraph of three nodes all connected to each other whereas a triple is a connected subgraph of three nodes. This measure can be employed either for a node or for the whole graph. The clustering coefficient for a node $v$, referred to as local clustering coefficient, is the likelihood that two adjacent nodes of $v$ are adjacent as well [122]. It is computed as the number of edges connecting adjacent nodes of $v$ divided by the number of possible edges between such nodes. Assume that $v$ has degree of $d$ and there exist $n$ edges among these $d$ nodes, then the clustering coefficient for $v$ is $2 \times n /(d \times(d-1))$. Using the triangle and triple notations, the local clustering coefficient is computed as

$$
\begin{equation*}
\operatorname{cluster}_{\operatorname{coeff}}(v) \triangleq \frac{\operatorname{triangle}(v)}{\operatorname{triple}(v)} \in[0,1] \tag{2.7}
\end{equation*}
$$

where triangle $(v)$ and triple $(v)$ are the number of triangles and the number of triples formed by $v$ and its adjacent nodes, respectively. When applied to the whole graph, the measure is called global clustering coefficient and is computed as follows.

$$
\begin{equation*}
\operatorname{cluster}_{c o e f f}(\mathcal{G}) \triangleq \frac{3 \times \text { number of triangles }}{\text { number of triples }} \in[0,1] \tag{2.8}
\end{equation*}
$$

Graph density. The density of a graph $\mathcal{G}=\langle V, E\rangle$ is measured as the proportion of the number of edges in $\mathcal{G}$ to the maximum possible number of edges. For an undirected graph, the maximum number of edges is $|V| \times(|V|-1) / 2$. Therefore, the density of $\mathcal{G}$ is computed as follows.

$$
\begin{equation*}
\delta(\mathcal{G}) \triangleq \frac{2 \times|E|}{|V| \times(|V|-1)} \tag{2.9}
\end{equation*}
$$

The value of $\delta(\mathcal{G})$ ranges from 0 to 1 . A larger value of $\delta(\mathcal{G})$ indicates that the graph is more cohesive. $\delta(\mathcal{G})=0$ if there is no edge in the graph, and $\delta(\mathcal{G})=1$ if every node in the graph is adjacent to all other nodes. Density measure is the basic guideline for the formalization of community structures in graphs, which will be discussed in Section 2.4.

Path and Diameter. A path connecting node $u$ to node $v$ in a graph is a sequence of distinct nodes $\left(u=v_{1}, v_{2}, \ldots, v_{k}=v\right)$ such that from each node in the sequence there is an edge to the next node. The length of a path is the number of edges along the path. If there exists a path between two nodes then these two nodes are reachable from each other. The shortest path between two nodes is called the geodesic between them. The diameter of a graph is the length of the longest geodesic between any two nodes in the graph. One can also measure the diameter of a subgraph as the longest geodesic between any pair of nodes within the subgraph.

Connectivity of graph. A graph is connected if there exists a path between any pair of nodes in the graph, otherwise it is disconnected. A disconnected graph is formed by different components where each component is a maximal subgraph whose nodes are reachable.

### 2.4 Finding Communities in Graph

This section discusses important models and algorithms developed for extracting community structures from a graph. We first present approaches to defining community structures in Section 2.4.1 and then summarize the methods that rely on graph clustering algorithms to detect communities in Section 2.4.2.

### 2.4.1 Community Structures

Even though several approaches have been developed for detecting community structures in a graph, no universal definition of communities is accepted. As a matter of fact, the definition of community is subjective to the application under consideration and thus rather
depends on the algorithm(s) employed. Nevertheless, the underlying idea of any model for extracting communities from a graph is that edges connecting nodes within a community are sufficiently denser than those connecting nodes in the community to other nodes of the graph $[5,19,121]$. The idea can be mathematically described as follows.

Given a graph $\mathcal{G}=\langle V, E\rangle$ and a subgraph $\mathcal{G}_{s}=\left\langle V_{s}, E_{s}\right\rangle$ of $\mathcal{G}$, one can measure the internal degree $d_{\text {int }}(v)$ and external degree $d_{\text {ext }}(v)$ of a node $v \in \mathcal{G}_{s}$ as the number of edges connecting $v$ to nodes in $\mathcal{G}_{s}$ and to other nodes in the rest of the graph, respectively. The internal degree $d_{\text {int }}\left(\mathcal{G}_{s}\right)$ and external degree $d_{\text {ext }}\left(\mathcal{G}_{s}\right)$ of subgraph $\mathcal{G}_{s}$ are then computed as the sum of internal degrees and external degrees of all nodes in $\mathcal{G}_{s}$, respectively. Based on such measures, the internal density $\delta_{i n t}\left(\mathcal{G}_{s}\right)$ of subgraph $\mathcal{G}_{s}$ is derived as half of the internal degree of $\mathcal{G}_{s}$ normalized by the number of all possible internal edges, determined as follows.

$$
\begin{equation*}
\delta_{\text {int }}\left(\mathcal{G}_{s}\right) \triangleq \frac{d_{\text {int }}\left(\mathcal{G}_{s}\right)}{2} \times \frac{2}{\left|V_{s}\right| \times\left(\left|V_{s}\right|-1\right)}=\frac{d_{\text {int }}\left(\mathcal{G}_{s}\right)}{\left|V_{s}\right| \times\left(\left|V_{s}\right|-1\right)} \tag{2.10}
\end{equation*}
$$

Similarly, the external density of subgraph $\mathcal{G}_{s}$ is measured as the external degree of $\mathcal{G}_{s}$ normalized by the maximum number of external edges of $\mathcal{G}_{s}$, computed as follows.

$$
\begin{equation*}
\delta_{e x t}\left(\mathcal{G}_{s}\right) \triangleq \frac{d_{e x t}\left(\mathcal{G}_{s}\right)}{\left|V_{s}\right| \times\left(|V|-\left|V_{s}\right|\right)} \tag{2.11}
\end{equation*}
$$

As presented in the previous section, the density $\delta(\mathcal{G})$ of graph $\mathcal{G}$ is defined as the number of edges in $\mathcal{G}$ normalized by the number of all possible edges created from nodes of $\mathcal{G}$, i.e., $\delta(\mathcal{G})=\frac{2 \times|E|}{|V| \times(|V|-1)}$. Assume that subgraph $\mathcal{G}_{s}$ exhibits a community structure in graph $\mathcal{G}$, then one expects that the internal density of $\mathcal{G}_{s}$ is reasonably larger than both the density of $\mathcal{G}$ and the external density of $\mathcal{G}_{s}$ itself. In addition, $\mathcal{G}_{s}$ must be a connected subgraph because such a connectivity reflects the relationships between entities in a community. That is, any member in a community must be reachable from other members. Graph clustering algorithms try to partition a graph into subgraphs or communities to achieve a best tradeoff between a large internal density and a small external density of subgraphs discovered [37]. Density measures (i.e., internal density and external density) are the principles of any approach for detecting communities in graphs.

A community structure in a graph can be generally defined as a maximal subgraph whose nodes are, to some extent, strongly connected. The maximal subgraph is in the sense that no more nodes and incident edges can be added to the subgraph so that it still has the strongly connected property defined. There are different definitions of a community structure realizing this general guideline. The most cohesive community structure is a maximal clique where all nodes are connected to each other. The simplest instance of a clique is a triangle structure, which often appears in graphs. Larger cliques, however, are not very likely in real-world applications due to the strict constraint employed. For example, any person in a friendship community has to have a friend relationship to all other persons in the community. Moreover, the degree of nodes in a clique increases as the size of the clique
increases. Therefore, by defining a community as a clique structure, methods to collect data might affect the result of analysis, too. For example, one cannot find any clique community that has more than 3 persons in a friendship network if during the step of collecting data each person is asked to list a maximum of 3 closest friends [121].

Definition 2.3 (Clique structure) Given a graph $\mathcal{G}=\langle V, E\rangle$, a clique is a complete subgraph $\mathcal{G}_{c}=\left\langle V_{c}, E_{c}\right\rangle$ of $\mathcal{G} . \mathcal{G}_{c}$ is called a maximal clique if there exists no complete subgraph $\mathcal{G}^{\prime}{ }_{c}=\left\langle V_{c}^{\prime}, E_{c}^{\prime}\right\rangle$ of $\mathcal{G}$ such that $V_{c} \subset V_{c}^{\prime}$.

In the context of social network analysis, a clique community is a group of users where each user has relationships to all other users in the community. A clique structure forms a perfect community in terms of social links among users. However, as stated above, it is unlikely to observe large clique communities in social networks. Finding cliques in a graph is an $\mathbf{N P}$-complete problem $[13,18]$.

It is possible to give some exceptions to relax the clique constraint so that community structures derived are clique alike. A typical method is to rely on the concept of reachability of nodes in a community structure. In particular, a predefined constraint is employed so that there exists a path with a limited length between any pair of nodes in a community. Examples of clique alike community structures include $n$-clique $[5,77], n$-clan, and $n$-club [84]. Recently, Palla et al. introduced a concept called $k$-clique community or clique chain community [93]. The main advantage of this model is that it allows to relax the clique constraint and to find overlapping communities as well.

Definition 2.4 ( $k$-clique community) Given a graph $\mathcal{G}=\langle V, E\rangle$, a $k$-clique community structure is defined as a union of all adjacent size- $k$ cliques where the adjacency means that two size- $k$ cliques share $k-1$ nodes.

It is noted that nodes in a $k$-clique community form local cliques. This feature is more likely in social networks, where a community is formed by many users among which there are subgroups whose members are completely linked. Details of the algorithm to detect $k$ clique communities will be discussed in Section 2.4.2. Some other local connectivity features in graphs that can be used to identify communities are the density-connected structure and the star structure.

Definition 2.5 (Density-connected structure) Given a graph $\mathcal{G}=\langle V, E\rangle$, a densityconnected structure is a subgraph $\mathcal{G}_{d}=\left\langle V_{d}, E_{d}\right\rangle$ of $\mathcal{G}$ where nodes in $V_{d}$ are linked by edges in $E_{d}$ to form a density-connected cluster with respect to the neighbor relationship of nodes.

The density-connected cluster defined by Ester et al. [34] is understood, in graph terms, as a subgraph constituted by some dense subgraphs linked through some sparse ones. One might consider a density-connected structure as a general model for relaxing the clique constraint. The model is used to detect communities where links between users in a community do not necessarily form a spherical shape. In other words, it allows many users in
a community not to have a direct link to each other. The DBSCAN algorithm used to find density-connected communities will be discussed in Section 2.4.2. The star structure defined as following is another specific structure of interest in detecting communities and finding social influence users in social networks.

Definition 2.6 (Star structure) Given a graph $\mathcal{G}=\langle V, E\rangle$, a star structure is a subgraph $\mathcal{G}_{s}=\left\langle V_{s}, E_{s}\right\rangle$ of $\mathcal{G}$ such that there is a node in $V_{s}$ called "center node" that has neighbor relationships to all other nodes.

Star structures are found in many applications. Examples include the communities observed under the advisor-advisee relationship where the advisor knows all his/her students who might not know each other, or a community formed by Facebook users where a user has many friends. Extracting star communities is based on the degree centrality of nodes in the graph. Given a neighbor threshold $k$, a node that has at least $k$ adjacent nodes in the graph together with its neighbors form a star community.

### 2.4.2 Graph Clustering Approaches

Detecting community structures in a graph can be generally considered a clustering problem. It is to arrange (data) points in a dataset into different groups where points within a group are more similar or closer to each other than those in different groups [47]. The similarity or closeness between points are identified based upon the application under consideration.

Partitioning approach. Partitioning approach is the simplest and most fundamental way in clustering data. The idea is to assign points to a given number of $K$ clusters, $C=\left\{c_{1}, c_{2}, \ldots, c_{K}\right\}$, so that an objective function computed as the sum of the distances from points to the centroid of the corresponding cluster is minimal. In graph terms, the algorithm is initialized by selecting $K$ nodes to be the centroids of clusters and then it performs a number of iterations to refine the solution. At each step of iterations, each node is assigned to the cluster whose centroid is the closest one to that node compared to other centroids; the centroid of each cluster is then recomputed based on nodes assigned in the cluster. After a number of iterations, the structures of clusters become stable and no new assignment for nodes is needed. The most popular implementation of partitioning methods is $k$-means clustering [78]. The algorithm employs a squared error (SE) as an objective function to identify the convergence for a clustering solution. The $S E$ function is computed as the total of intra-cluster distances, determined as follows.

$$
\begin{equation*}
S E \triangleq \sum_{i=1}^{K} \sum_{v \in c_{i}} \operatorname{dist}\left(v, \text { centroid }_{i}\right)^{2} \tag{2.12}
\end{equation*}
$$

The result of the $k$-means algorithm is not a global optimum because the algorithm often terminates at a local optimum solution. In addition, the initialization of centroids strongly affects the result. A typical method to improve the result of $k$-means clustering
is to select initial centroids such that they are as far as possible from each other, and to run the algorithm multiple times and choose the best solution based on a quality measure, for example, the modularity discussed below. There are variants of $k$-means for clustering graphs such as the algorithms developed in [53, 101]. Another method following the partitioning strategy for clustering graphs is to minimize the number of edges connecting nodes from different clusters. A set of edges that connect nodes of two clusters are called cut size. Kernighan and Lin follow this partitioning direction and propose a graph clustering algorithm in [63]. A label propagation-based method introduced by Raghavan et al. [99] is another algorithm to partition a graph into a number of community structures.

Hierarchical clustering. Hierarchical clustering methods work by creating a tree structure representing a clustering solution. In other words, clusters are formed in a hierarchical manner. There are two categories of hierarchical clustering algorithms, namely agglomerative and divisive.

Agglomerative approach. This approach uses a bottom-up strategy to build clusters. At the beginning, each node in the graph is considered a cluster. The clustering process works through a number of merging two closest clusters. There are different strategies to measure how close two clusters are such as single linkage, complete linkage, and average linkage measures. CHAMELEON is an agglomerative hierarchical clustering algorithm that is widely used [62].

Divisive approach. Divisive clustering methods employ a top-down strategy to divide nodes of a graph into clusters. At the beginning, the whole graph is considered a root cluster. The algorithm works through a number of iterations. At each step, a search for a best cut size in the clusters is applied and the cluster that contains the identified cut size is split by removing the cut size edges. The divisive algorithm proposed by Newman and Girvan [88], which employs the edge betweenness measure to split a graph, is one of the most successful algorithms applied to detect community structures in a graph.

Density-based clustering. Density-based clustering methods aim at finding clusters that do not have spherical-shapes as the clusters discovered by partitioning approaches. Strategically, a cluster is generally considered a dense region that is surrounded by areas having a lower density of objects. Here, the density is defined as the number of neighbors or, in graph terms, the number of adjacent nodes. DBSCAN [34] is a well-known algorithm for detecting density-connected clusters.

The underlying idea of the DBSCAN algorithm is that a cluster is derived from extending small dense regions, where the density is measured based on the number of neighbors of an object, given a neighbor relation $R$. The basic dense unit is determined by the concept of core objects, those having a number of neighbors larger than some threshold minPts. Particularly, $o$ is a core object if $|\mathcal{C}(o, R)|>\operatorname{minPts}$, where $\mathcal{C}(o, R)$ is the set of objects in the neighborhood of object $o$ under the neighbor relation $R$. Objects in $\mathcal{C}(o, R)$ of a core object $o$ are called directly density-reachable from $o$. DBSCAN creates a new cluster by
adding an unvisited core object and its neighbors to initialize the cluster. It then iterates to add unclustered objects that are directly density-reachable from some (core) object in the cluster until no more objects can be added. The clustering process stops when all objects are visited. It is easy to apply density-based clustering methods to find community structures in a graph. This is basically done by considering the adjacency of nodes as the neighbor relation defined in DBSCAN. A node $v_{i}$ in a graph is a core node if it has more than minPt adjacent nodes.

Overlapping community detection. Partitioning, hierarchical, and density-based clustering approaches find exclusive communities in a graph, meaning that one node in the graph can only belong to one community. However, in real-world applications, especially in social works, one user might be a member of different communities at the same time. Therefore, detecting communities that share members is necessary. Palla et al. [93] introduce a Clique Percolation Method to find overlapping community structures in a graph. The model is based on the idea that nodes within a community might not be necessary to form a clique rather they form local cliques. The authors propose two concepts called $k$-clique (i.e., a clique of $k$ nodes) and $k$-clique chain that contains a chain of adjacent $k$-cliques. Here, the adjacency indicates two $k$-cliques sharing $k-1$ nodes. Two $k$-cliques are connected if they are part of a $k$-clique chain. Having these two concepts defined, a so called $k$-clique community in a graph is formalized as a connected subgraph formed by the union of all $k$-cliques that are connected.

The first step to find $k$-clique communities in a graph is to extract a set of all maximal cliques, $C L=\left\{c l_{1}, c l_{2}, . ., c l_{N}\right\}$. The second step is to build a matrix $\mathbf{A}$ of size $N \times N$ representing the overlap between maximal cliques. Each entry of matrix $\mathbf{A}$ records the number of common nodes shared by the two cliques indicated by the corresponding row and column of the entry. The next step is to extract $k$-clique communities from matrix $\mathbf{A}$, which is performed by two sub-steps as follows: 1) erasing every off-diagonal entry that is smaller than $k-1$ and every diagonal entry smaller than $k$ and replacing the remaining entries by $1 ; 2$ ) finding connected components of the graph represented by such an adjacency matrix A. As a result, each derived component is a $k$-clique community. Other methods for detecting overlapping communities in a graph are discussed in a comprehensive survey by Xie at al. [125].

Quality functions. A quality function is a quantitative measure to assess how good a clustering solution discovered by a clustering algorithm is. Finding a clustering solution that maximizes the quality function is the final goal of clustering data, in general. In the context of extracting community structures from a graph, an algorithm, e.g., the hierarchical clustering, might return a number of clustering solutions, and one needs a quality measure to identify which is the best one. Some popular quality functions employed in graph clustering are summarized below.

Performance. The performance [115] is derived from the number of pairs of nodes that seem to be correctly clustered into communities. That is, the number of pairs of nodes that are connected by an edge and are clustered into the same communities, and the number of pairs of nodes that are not connected by an edge and are clustered into different communities. Assume $C_{\mathcal{G}}=\left\{c_{1}, c_{2}, \ldots, c_{K}\right\}$ is a clustering solution and $E\left(c_{i}\right)$ denotes the number of edges within a community $c_{i}$. The performance function $f\left(C_{\mathcal{G}}\right)$ is then formalized as follows.

$$
\begin{equation*}
f\left(C_{\mathcal{G}}\right) \triangleq \frac{\sum_{i=1}^{K}\left(E\left(c_{i}\right)+\sum_{j>i}|(u, v) \notin E| u \in c_{i}, u \in c_{j} \mid\right)}{|V| \times(|V|-1) / 2} \tag{2.13}
\end{equation*}
$$

The defined measure assumes an unweighted graph, but there are also variants for weighted graphs introduced in [16]. Values of $f\left(C_{\mathcal{G}}\right)$ range from 0 to 1 , and a higher value indicates that detected communities are both internally dense and externally sparse and, therefore, a better clustering solution. However, when the performance measure is applied to complex networks, which tend to be sparse in nature, it is possible that the second term in the numerator of $f\left(C_{\mathcal{G}}\right)$ becomes so large. As a result, it will dominate all other factors in the formula and gives a high score indiscriminately [6].

Modularity. The modularity concept proposed by Newman and Girman [87, 88] is known the best quality function to date. Given a clustering solution $C_{\mathcal{G}}=\left\{c_{1}, c_{2}, \ldots, c_{K}\right\}$, the modularity function $Q\left(C_{\mathcal{G}}\right)$ is defined as

$$
\begin{equation*}
Q\left(C_{\mathcal{G}}\right) \triangleq \sum_{k=1}^{K}\left(\frac{E\left(c_{k}\right)}{|E|}-\left(\frac{D\left(c_{k}\right)}{2 \times|E|}\right)^{2}\right) \tag{2.14}
\end{equation*}
$$

where $E\left(c_{i}\right)$ is the number of edges connecting nodes within community $c_{i}$ and $D\left(c_{i}\right)$ is the sum of the degrees of nodes in $c_{i}$. The first term in $Q\left(C_{\mathcal{G}}\right)$ indicates the internal density of a detected community $c_{i}$ while the second term is the expected internal density of $c_{i}$ obtained from a random graph having the same node degrees as graph $\mathcal{G}$. The idea is that a random graph exhibits no community structures. Therefore, the first term is often greater than the second term, and one expects a clustering solution $C_{\mathcal{G}}$ that has the highest modularity measure compared to other clustering solutions. Note that by definition there are cases where the modularity measure has a negative value [37]. Even though the modularity measure is widely adopted, it suffers from a resolution limit meaning that it might merge two connected communities $c_{1}$ and $c_{2}$ in case $D\left(c_{1}\right) \times D\left(c_{2}\right)<2 \times|E|[36,38]$. In addition to the performance and modularity, there are other measures proposed for assessing the quality of a clustering solution. Examples include the coverage and conductance. For a more detailed discussion of quality functions, we refer the reader to [40].

To close this section, it is noted that community structures and techniques for discovering such structures discussed so far are defined and developed solely based on link structures in a graph. Employing such approaches to detecting communities of users in a social network therefore returns so-called link-based communities.

### 2.5 Probabilistic Models for Discovering Communities

Another strategy for extracting communities from social networks is to apply Bayesian statistics methods to learn (hidden) communities from not only link structures but also from other features describing users. There are several probabilistic models introduced to explain a social network in a way that the observed data are generated by users belonging to some communities. Generally, a probabilistic model consists of a number of random variables including both observed and hidden ones, among them there are variables depending on each other. The value of a particular variable in the model is assumed to be drawn from a specified probability distribution. The dependency defined by the conditional probability distributions between random variables forms a joint probability distribution of the model, which is normally represented by a graphical model. In the context of detecting communities in a link graph, one can think of having a model in which observed variables represent links of users and hidden variables are the assignments of users to communities [106].

There are two main advantages of the probabilistic modeling approaches for extracting communities of users from a social network. First, one can add different types of observed information associated with users (e.g., links, messages) to the model so that the communities detected become more meaningful. Such communities, therefore, are often referred to as feature-based communities. Second, the membership of a user in a community is modeled as a probability measure. This means a user can be a member of multiple communities, which is more realistic in practical applications.

This section presents the basic concepts and background for the development of a probabilistic model and summarizes recent studies that employ probabilistic modeling approaches for extracting communities. In Section 2.5.1, we briefly give an overview of probability theory and Bayesian statistics as far as necessary for later presenting the models developed in this dissertation. The two important concepts, namely the exchangeability and conjugacy prior are discussed in Section 2.5.2 and Section 2.5.3, respectively. We then describe the graphical model and Gibbs sampling method in Sections 2.5.4 and 2.5.5. The related work applying probabilistic models for community extraction is summarized in Section 2.5.6.

### 2.5.1 Random Variables and Bayes' Theorem

We review in this section some definitions of probability theory, which are the underlying fundamentals for building a probabilistic model.

Definition 2.7 (Sample Space) A set $\Omega$ of all possible outcomes of a probabilistic experiment is called the sample space of the experiment. Each element $\omega \in \Omega$ is called a sample outcome.

A typical example of a sample space is the set of all possible outcomes if two coins are tossed, which gives $\Omega=\{H H, H T, T H, T T\}$, where $H$ indicates a head and $T$ indicates a tail of a coin.

Definition 2.8 (Random Variable) A random variable is a mapping $X: \Omega \longrightarrow \mathbb{R}$ that assigns a real number to each outcome $\omega$ of a sample space $\Omega$.

An example random variable defined on $\Omega=\{H H, H T, T H, T T\}$ is "number of heads observed", which can be presented $X(H H)=2, X(H T)=X(T H)=1$, and $X(T T)=0$. The probability that a random variable $X$ has a value $x$ is denoted $P(X=x)$ or $P(x)$. If $X$ is a discrete random variable then $\sum_{x \in X} P(x)=1$ whereas the summation is replaced by the integral if $X$ is a continuous random variable, i.e., $\int_{x \in X} P(x) \mathrm{d} x=1$.

## Probability density/mass function.

A function $f(x)$ that assigns probabilities for all outcomes of a sample space $\Omega$ or consequently the values of a random variable $X$ defined on $\Omega$ is called a probability density function if $X$ is a continuous and is called a probability mass function if $X$ is discrete. In both cases, $f(x)$ is denoted $p d f$ and it must satisfy the following properties.

$$
\begin{cases}\sum_{x \in X} f(x)=1 & \text { if } X \text { is discrete }  \tag{2.15}\\ \int_{x \in X} f(x) \mathrm{d} x=1 & \text { if } X \text { is continuous } \\ f(x) \geq 0 & \end{cases}
$$

If a random variable $X$ is presented by a $p d f f(x)$ then one normally says that values of $X$ are generated from a probability distribution defined by the $p d f f(x)$ or $X$ is distributed under the distribution defined by the $p d f f(x)$. The notation $P(X)$ denotes the probability distribution over the random variable $X$.

There are two important statistics for summarizing a probability distribution, the expectation and the variance. Given a random variable $X$ whose values are distributed under a probability distribution defined by $f(x)$, then the expectation of $X$, denoted $\mathbb{E}[X]$, is the weighted average of the values of $X$ drawn from $f(x)$.

$$
\mathbb{E}[X]= \begin{cases}\sum_{x \in X} x f(x) & \text { if } X \text { is discrete }  \tag{2.16}\\ \int_{x \in X} x f(x) \mathrm{d} x & \text { if } X \text { is continuous }\end{cases}
$$

The variance of a random variable $X$, denoted $\operatorname{Var}(X)$, is a measure of the dispersion of the values of $X$ around the expectation.

$$
\begin{equation*}
\operatorname{Var}(X)=\mathbb{E}\left[(X-\mathbb{E}[X])^{2}\right]=\mathbb{E}\left[X^{2}\right]-\mathbb{E}[X]^{2} \tag{2.17}
\end{equation*}
$$

Two random variables $X$ and $Y$ are independent if for every $x \in X$ and $y \in Y$ we have $P(x, y)=P(x) P(y)$. Otherwise, the two variables are known as dependent. The notation $P(X, Y)$ is called the joint probability distribution of $X$ and $Y$. In case $X$ and $Y$ are dependent, the notation $P(x \mid y)$ is used to denote the probability that $X$ has a value $x$ given that $Y$ has a value $y$. The joint probability of $X=x$ and $Y=y$ is then determined by the product rule $P(x, y)=P(x \mid y) P(y)=P(y \mid x) P(x)$. The notation $P(X \mid Y)$ is called conditional probability distribution of $X$ given $Y$ and, thus, we represent the joint
probability distribution of two dependent random variables $X$ and $Y$ as follows.

$$
\begin{equation*}
P(X, Y)=P(X \mid Y) P(Y)=P(Y \mid X) P(X) \tag{2.18}
\end{equation*}
$$

Given three random variables $X, Y$ and $Z$, the two variables $X$ and $Y$ are said conditionally independent given $Z$ if $P(X, Y \mid Z)=P(X \mid Z) P(Y \mid Z)$. This means if one has information about $Z$ that both $X$ and $Y$ depend on, knowing value of $X$ or $Y$ does not change her knowledge about the another variable [11].

Bayes' theorem. Having the above basic notations defined, the Bayes' theorem, which is the foundation of Bayesian statistics, stated for two random variables $X$ and $Y$ is as follows.

$$
\begin{equation*}
\overbrace{P(X \mid Y)}^{\text {Posterior }}=\frac{\overbrace{P(Y \mid X)}^{\text {Likelihood }} \overbrace{P(X)}^{\text {Prior }}}{\underbrace{P(Y)}_{\text {Evidence }}} \tag{2.19}
\end{equation*}
$$

In Bayesian perspective, the above equation is interpreted as a process to update knowledge about $X$ using some prior information together with some evidence related to $X$. Specifically, the posterior distribution $P(X \mid Y)$ (e.g., the probability that $X$ has a value $x$ if we see that $Y$ has a value $y$ ) is computed from the likelihood function $P(Y \mid X)$ (e.g., how likely that $Y$ has a value $y$ given that $X$ has a value $x)$ and the prior distribution $P(X)$ (e.g., the probability that $X$ has a value $x$ ). The denominator $P(Y)$ called the marginal distribution of $Y$ (e.g., the total probability that $Y$ has a value $y$ ) is the normalizing constant to ensure that $P(X \mid Y)$ is a probability density function.

By employing a statistical modeling approach to analyzing data, a given dataset consisting of data points (also called observations) $\mathcal{D}=\left\{x_{1}, x_{2}, \ldots, x_{N}\right\}$ is assumed to be generated from some probability distribution having (unknown) parameter(s) $\theta$. Such an assumption is represented by a likelihood function $P(\mathcal{D} \mid \theta)$. Even though $\theta$ is unknown, one can give some prior knowledge to the model by considering that the values of $\theta$ are generated by some distribution $P(\theta ; \alpha)$, where $\alpha$ is known-value parameter(s) called hyperparameter ${ }^{8}$. This is the underlying key idea of Bayesian statistics approach compared to classical statistics where the parameter $\theta$ is assumed to have a fixed value. The joint distribution of the observed data and the parameters defines a probabilistic model.

$$
\begin{equation*}
P(\mathcal{D}, \theta ; \alpha)=P(\mathcal{D} \mid \theta) P(\theta \mid \alpha) \tag{2.20}
\end{equation*}
$$

Thus, under Bayesian statistics point of view, both the dataset $\mathcal{D}$ and the parameter $\theta$ are considered random variables. One can, therefore, apply Bayes' theorem to compute the posterior distribution of the parameter $\theta$ as follows.

[^3]\[

$$
\begin{equation*}
P(\theta \mid \mathcal{D} ; \alpha)=\frac{P(\mathcal{D} \mid \theta) P(\theta \mid \alpha)}{P(\mathcal{D} \mid \alpha)} \tag{2.21}
\end{equation*}
$$

\]

It is intuitive that one can again model $\alpha$ as to be generated by some distribution having possibly unknown parameters. This leads to a hierarchical Bayesian model representing the underlying generative process of how the dataset $\mathcal{D}$ has been produced under the defined distributions of the variables in the model. All parameters in a probabilistic model except hyperparameters and variables representing observed data are called hidden variables.

By integrating both sides of Eq. 2.21 with respect to $\theta$, the marginal distribution $P(\mathcal{D} \mid \alpha)$ of the dataset $\mathcal{D}$ can be represented in terms of the likelihood function $P(\mathcal{D} \mid \theta)$ and the prior distribution $P(\theta \mid \alpha)$.

$$
\begin{equation*}
P(\mathcal{D} \mid \alpha)=\int_{\theta} P(\mathcal{D} \mid \theta) P(\theta \mid \alpha) \mathrm{d} \theta \tag{2.22}
\end{equation*}
$$

In addition to the computation of the posterior distribution of the parameters in the model for explaining the observed data in the dataset $\mathcal{D}$, one can also derive a prediction for a new coming observation. Specifically, the joint probability of a new observation $x_{\text {new }}$ and the parameter $\theta$ given the observed data in the dataset $\mathcal{D}$ is computed as follows.

$$
\begin{equation*}
P\left(x_{\text {new }}, \theta \mid \mathcal{D} ; \alpha\right)=P\left(x_{\text {new }} \mid \theta\right) P(\theta \mid \mathcal{D} ; \alpha) \tag{2.23}
\end{equation*}
$$

By integrating over the parameter $\theta$, the probability of a new data point given the previous ones is computed.

$$
\begin{equation*}
P\left(x_{n e w} \mid \mathcal{D} ; \alpha\right)=\int_{\theta} P\left(x_{n e w} \mid \theta\right) P(\theta \mid \mathcal{D} ; \alpha) \mathrm{d} \theta \tag{2.24}
\end{equation*}
$$

The underlying principle allowing to build a probabilistic model for learning hidden structures in an observed dataset comes from the De Finetti's theorem, which is derived from a concept called exchangeability presented in the next section.

### 2.5.2 Exchangeability

The exchangeability concept is used to indicate the invariant of the joint probability distribution of a number of random variables with respect to the order of the variables. That is, $N$ random variables $X_{1}, X_{2}, \ldots, X_{N}$ are said to be exchangeable if every permutation, or reordering, of their indices does not change the joint probability distribution. This is represented as

$$
\begin{equation*}
P\left(X_{1}, X_{2}, \ldots, X_{N}\right)=P\left(X_{\pi(1)}, X_{\pi(2)}, \ldots, X_{\pi(N)}\right) \tag{2.25}
\end{equation*}
$$

for every permutation $\pi$ on $\{1, \ldots, N\}$.
This definition is also extended to an infinite number of random variables, stating that $X_{1}, X_{2}, \ldots, X_{N}, \ldots$ are infinitely exchangeable if any finite subsequence of such variables is
exchangeable [9]. One important result of the exchangeable property, as shown in the following De Finetti's theorem, is that exchangeable observations (i.e., observed data points in a dataset) can always be represented by a probabilistic model where the observations are generated from a distribution having some parameter $\theta$ whose values are again distributed under some prior distribution.

Theorem 2.1 (De Finetti's theorem) For any infinitely exchangeable sequence of random variables $X_{1}, X_{2}, \ldots, X_{N}, \ldots, X_{i} \in \mathcal{X}$, there exists some space $\Theta$, and a corresponding density function $P(\theta), \theta \in \Theta$, such that the joint probability of any $N$ observations has a mixture representation:

$$
\begin{equation*}
P\left(X_{1}, X_{2}, \ldots, X_{N}\right)=\int_{\Theta} P(\theta) \prod_{i=1}^{N} P\left(X_{i} \mid \theta\right) \mathrm{d} \theta \tag{2.26}
\end{equation*}
$$

The original proof of the De Finetti's theorem for infinite binary-value exchangeable random variables dates back to the 1930's, see [50] for a proof of that case and [9, Section 4.5] for generalizations and further references.

As an example to demonstrate the De Finetti's theorem, we assume that each $X_{i}$ can take one of $K$ discrete values, i.e., $\mathcal{X}$ is a $K$-dimensional discrete space, then one can choose $\Theta$ as a $K-1$ simplex space, i.e., for any $\theta=\left\langle\theta_{1}, \ldots, \theta_{K}\right\rangle \in \Theta$ then $\sum_{i=1}^{K} \theta_{i}=1$, and the Dirichlet distribution is chosen as the prior distribution of $\theta$ [112].

### 2.5.3 Conjugate Prior

There are two leaning problems regarding a probabilistic model presented in Eq. 2.20 for an observed dataset. These include the estimation of the parameter(s) $\theta$ to best explain the underlying patterns in the dataset (Eq. 2.21), and the prediction for a new observation (Eq. 2.24). As Bayesian approach computes the posterior distribution of parameters and uses some statistics (e.g., the expectation and variance) of the derived distribution as the estimation quality or confidence of the parameters, it is required to marginalize (i.e., to compute the summation or the integral) over the whole of parameter space, which often becomes quite difficult. The common strategy to get the computation tractable and also to build a framework for prediction is to employ conjugate prior distributions. A probability distribution $P(\theta \mid \alpha)$ is called conjugate prior of a likelihood function $P(\mathcal{D} \mid \theta)$ if the posterior distribution $P(\theta \mid \mathcal{D} ; \alpha)$ has the same functional form as the prior. A detailed discussion of the existence of a prior distribution for a likelihood function built from a probability density in exponential family probability distributions is presented in [11, Section 2.4].

In a probabilistic model, the likelihood function represents our view about the observed dataset (i.e., from which distribution the dataset is generated), which is fixed under the application. Therefore, one tries to seek a prior distribution that is conjugate to the defined likelihood. For a further explanation, we represent the posterior distribution of the
probabilistic model in Eq. 2.20 as follows.

$$
\begin{equation*}
P(\theta \mid \mathcal{D} ; \alpha)=\frac{P(\mathcal{D} \mid \theta) P(\theta \mid \alpha)}{\int_{\theta} P(\mathcal{D} \mid \theta) P(\theta \mid \alpha) \mathrm{d} \theta} \tag{2.27}
\end{equation*}
$$

The underlying principle of using a conjugate prior to the likelihood is that it makes the calculation of the integral in the denominator (i.e., the marginal distribution of the dataset) become simple. In particular, each product $P(\mathcal{D} \mid \theta) P(\theta \mid \alpha)$ returns an expression of the same form as of the prior distribution with the information from the dataset $\mathcal{D}$ added to the hyperparameter $\alpha$. Therefore, the denominator is thus the integral of the unnormalized density function of the updated prior distribution over the parameter space. Consequently, this integral results in an inversion of the normalizing constant of the updated prior distribution with respect to the information from the dataset added to the hyperparameters $\alpha$. As an example, we consider in the following the conjugacy between the Dirichlet distribution and the Multinomial distribution, which is used later in this dissertation for extracting feature-based communities from social networks.

Multinomial variable. A random variable $X$ that can take one of $K$ categorical values, so that $\mathcal{X}=\{1, \ldots, K\}$, is called a multinomial variable. If we denote the probability that " $X$ has the value $k$ " by a parameter $\theta_{k}\left(\theta_{k} \geq 0\right.$ and $\left.\sum_{k=1}^{K} \theta_{k}=1\right)$, then the probability distribution of $X$ is given as follows [112].

$$
P\left(X \mid \theta_{1}, \theta_{2}, \ldots, \theta_{K}\right)=\prod_{k=1}^{K} \theta_{k}^{\delta(X, k)} \quad \text { where } \quad \delta(X, k)= \begin{cases}1 & \text { if } X=k  \tag{2.28}\\ 0 & \text { if } X \neq k\end{cases}
$$

Consider a dataset $\mathcal{D}=\left\{x_{1}, x_{2}, \ldots, x_{N}\right\}, x_{i} \in \mathcal{X}$, generated by taking $N$ independent trials on the multinomial variable $X$ defined by $\theta=\left\langle\theta_{1}, \theta_{2}, \ldots, \theta_{K}\right\rangle$, then the likelihood function of the dataset is

$$
\begin{equation*}
P(\mathcal{D} \mid \theta)=\prod_{i=1}^{N} P\left(x_{i} \mid \theta\right)=\prod_{i=1}^{N} \prod_{k=1}^{K} \theta_{k}^{\delta\left(x_{i}, k\right)}=\prod_{k=1}^{K} \theta_{k}^{\sum_{i=1}^{N} \delta\left(x_{i}, k\right)}=\prod_{k=1}^{K} \theta_{k}^{c_{k}} \tag{2.29}
\end{equation*}
$$

where $c_{k}$ is the number of data points in the dataset that has the value $k$. The likelihood function of a dataset generated as described is the unnormalized Multinomial probability distribution [9, 11].

Dirichlet distribution. To complete a probabilistic model for the Multinomial dataset $\mathcal{D}$, we need to specify a prior distribution for the multinomial parameter $\theta$. The Dirichlet probability distribution is selected because it is conjugate prior to the Multinomial distribution. The Dirichlet distribution is defined as

$$
\begin{equation*}
\operatorname{Dirichlet}(\theta \mid \alpha)=\frac{\Gamma\left(\sum_{k=1}^{K} \alpha_{k}\right)}{\prod_{k=1}^{K} \Gamma\left(\alpha_{k}\right)} \prod_{k=1}^{K} \theta_{k}^{\alpha_{k}-1} \tag{2.30}
\end{equation*}
$$

where $\alpha=\left\langle\alpha_{1}, \alpha_{2}, \ldots, \alpha_{K}\right\rangle$ is a $K$-dimensional hyperparameter and each $\alpha_{k}$ is a positive real number indicating the prior belief that one puts on the corresponding component $\theta_{k}$ of the multinomial parameter $\theta$.

Dirichlet distribution has a number of interesting properties. For example, if all components of the hyperparameter $\alpha$ are assigned a small value (i.e., $\sum_{k=1}^{K} \alpha_{k} \longrightarrow 0$ ) then the distribution can be simplified as in Eq. 2.31, which leads to a phenomenon that the $\theta \mathrm{s}$ with many zero-components are heavily favored.

$$
\begin{equation*}
\operatorname{Dirichlet}(\theta \mid \alpha) \propto \prod_{k=1}^{K} \theta_{k}^{\alpha_{k}-1} \propto \prod_{k=1}^{K} \frac{1}{\theta_{k}} \tag{2.31}
\end{equation*}
$$

The expectation of the Dirichlet distribution, i.e., the expectation of a component $\theta_{k}$ in $\theta$, is computed as follows.

$$
\begin{equation*}
\mathbb{E}\left[\theta_{k} \mid \alpha\right]=\frac{\alpha_{k}}{\alpha_{0}} \quad \text { where } \quad \alpha_{0}=\sum_{k=1}^{K} \alpha_{k} \tag{2.32}
\end{equation*}
$$

Posterior distribution. Having the likelihood function (Eq. 2.29) and the Dirichlet prior distribution (Eq. 2.31) described, the posterior distribution of the parameter $\theta$ (Eq. 2.27) is now computed by

$$
\begin{equation*}
P(\theta \mid \mathcal{D} ; \alpha)=\frac{\prod_{k=1}^{K} \theta_{k}^{c_{k}} \prod_{k=1}^{K} \theta_{k}^{\alpha_{k}-1}}{\int_{\theta} \prod_{k=1}^{K} \theta_{k}^{c_{k}} \prod_{k=1}^{K} \theta_{k}^{\alpha_{k}-1} \mathrm{~d} \theta}=\frac{\prod_{k=1}^{K} \theta_{k}^{c_{k}+\alpha_{k}-1}}{\int_{\theta} \prod_{k=1}^{K} \theta_{k}^{c_{k}+\alpha_{k}-1} \mathrm{~d} \theta} . \tag{2.33}
\end{equation*}
$$

By multiplying the denominator of the above equation with 1 represented by

$$
\frac{\prod_{k=1}^{K} \Gamma\left(c_{k}+\alpha_{k}\right)}{\Gamma\left(\sum_{k=1}^{K} c_{k}+\alpha_{k}\right)} \frac{\Gamma\left(\sum_{k=1}^{K} c_{k}+\alpha_{k}\right)}{\prod_{k=1}^{K} \Gamma\left(c_{k}+\alpha_{k}\right)}
$$

the denominator becomes

$$
\begin{align*}
\int_{\theta} \prod_{k=1}^{K} \theta_{k}^{c_{k}+\alpha_{k}-1} \mathrm{~d} \theta & =\frac{\prod_{k=1}^{K} \Gamma\left(c_{k}+\alpha_{k}\right)}{\Gamma\left(\sum_{k=1}^{K} c_{k}+\alpha_{k}\right)} \frac{\Gamma\left(\sum_{k=1}^{K} c_{k}+\alpha_{k}\right)}{\prod_{k=1}^{K} \Gamma\left(c_{k}+\alpha_{k}\right)} \int_{\theta} \prod_{k=1}^{K} \theta_{k}^{c_{k}+\alpha_{k}-1} \mathrm{~d} \theta \\
& =\frac{\prod_{k=1}^{K} \Gamma\left(c_{k}+\alpha_{k}\right)}{\Gamma\left(\sum_{k=1}^{K} c_{k}+\alpha_{k}\right)} \int_{\theta} \frac{\Gamma\left(\sum_{k=1}^{K} c_{k}+\alpha_{k}\right)}{\prod_{k=1}^{K} \Gamma\left(c_{k}+\alpha_{k}\right)} \prod_{k=1}^{K} \theta_{k}^{c_{k}+\alpha_{k}-1} \mathrm{~d} \theta \\
& =\frac{\prod_{k=1}^{K} \Gamma\left(c_{k}+\alpha_{k}\right)}{\Gamma\left(\sum_{k=1}^{K} c_{k}+\alpha_{k}\right)} \tag{2.34}
\end{align*}
$$

Finally, the posterior distribution of $\theta$ is

$$
\begin{equation*}
P(\theta \mid \mathcal{D} ; \alpha)=\frac{\Gamma\left(\sum_{k=1}^{K} c_{k}+\alpha_{k}\right)}{\prod_{k=1}^{K} \Gamma\left(c_{k}+\alpha_{k}\right)} \prod_{k=1}^{K} \theta_{k}^{c_{k}+\alpha_{k}-1}=\operatorname{Dir}(\theta \mid c+\alpha) \tag{2.35}
\end{equation*}
$$

where $c=\left\langle c_{1}, c_{2}, . ., c_{K}\right\rangle$. Thus, the posterior distribution of the parameter $\theta$ is the Dirichlet distribution where the information from the dataset (i.e., the count of the number of data points for each category) is added to the hyperparameter $\alpha$. One can now, for example, estimate each component of $\theta$ using the expectation of the Dirichlet distribution.

$$
\begin{equation*}
\mathbb{E}\left[\theta_{k} \mid c+\alpha\right]=\frac{c_{k}+\alpha_{k}}{\alpha_{0}} \quad \text { where } \quad \alpha_{0}=\sum_{k=1}^{K} c_{k}+\alpha_{k} \tag{2.36}
\end{equation*}
$$

### 2.5.4 Graphical Model

One of the challenges in presenting a probabilistic model is that it is hard to explain the joint distribution of all random variables in the model. This is because of a huge number of combinations of the values of variables in the model. Even in the simplest case where the model has $N$ binary-valued random variables, the joint distribution requires a specification of $2^{N}$ numbers - the probabilities of $2^{N}$ different assignments of the values of $X_{1}, \ldots, X_{N}$. Graphical model is a language that uses graph notations for intuitively representing a probabilistic model in a compact way and for interpreting the underlying generative process of how the observations in dataset $\mathcal{D}$ are generated from the model. The main idea of graphical model is to exploit the independent of variables to factor the representation of the model into modular components [64].

There are two main classes of graphical models, which are called Bayesian networks and Markov networks. A Bayesian network is represented by a directed graph and hence it is also called directed graphical model. A Markov network is represented by an undirected graph and is called Markov random fields (MRFs) or undirected graphical model. In the following paragraph, we briefly give some basics of a Bayesian network that will be employed to develop the models in this dissertation. For detailed discussions of graphical models, we refer the reader to [11, 60, 64, 118].

A graphical model for a Bayesian network representing the joint distribution $P\left(X_{1}, X_{2}, \ldots, X_{N}\right)$ of random variables $X_{1}, \ldots, X_{N}$ is a directed acyclic graph $\mathcal{G}$. Nodes of the graph are random variables in the model and each directed edge is created to connect two variables having a conditional (probability) distribution relationship in the factorization of the joint distribution. Specifically, if there is a conditional distribution $P\left(X_{k} \mid \boldsymbol{P a} \boldsymbol{a}_{X_{k}}\right)$ in the factorization of the joint distribution $P\left(X_{1}, X_{2}, \ldots, X_{N}\right)$ then for each variable $X_{i} \in \boldsymbol{P} \boldsymbol{a}_{X_{k}}$ there is a directed edge connecting $X_{i}$ to $X_{k}$. Variables in $\boldsymbol{P a}_{X_{k}}$ are called parent variables of $X_{k}$. Intuitively, each node $X_{k}$ in a graphical model represents the conditional distribution of $X_{k}$ given its parent variables. An important property of a graphical model is that it encodes the local Markov assumption for random variables in the graph meaning that each variable $X_{k}$ in the graph is conditionally independent of its non-descendants given its parent variables [64]. Figure 2.1 shows a graphical model
presenting a probabilistic model consisting of four random variables $X, Y, Z$ and $\theta$ where $X$ and $Y$ are conditionally independent given $Z$, and $Z$ depends on $\theta$.


Figure 2.1: A graphical model representing the joint distribution of $X, Y, Z$, and $\theta$ factorized based on the (assumption) dependency between variables: $P(X, Y, Z, \theta)=$ $P(X \mid Z) P(Y \mid Z) P(Z \mid \theta) P(\theta)$

A graphical model can be represented in a more compact way by using plate notations in which several random variables of the same kind are shown in the graph by only one representative node with an index and that node is covered by a box labeled with a number indicating the cardinality of such variables [11, Chapter 8]. Another notation used in graphical model is that nodes represented for observed random variables (i.e., variables encode the observed features of data points in a dataset) are shaded. As an example, we consider the joint distribution shown in Eq. 2.37 of the probabilistic model described by De Finetti's theorem (Theorem. 2.1) for a finite number of observations $X_{1}, X_{2}, \ldots, X_{N}$, assuming that the prior distribution for parameter $\theta$ has some hyperparameter $\alpha$. The corresponding graphical models are shown in Figure 2.2.

$$
\begin{equation*}
P\left(X_{1}, X_{2}, \ldots, X_{N}, \theta\right)=P(\theta ; \alpha) \prod_{i=1}^{N} P\left(X_{i} \mid \theta\right) \tag{2.37}
\end{equation*}
$$



Figure 2.2: Two graphical models representing the same probabilistic model described by De Finettis theorem (Theorem. 2.1) for a finite number of observations $X_{1}, X_{2}, \ldots, X_{N}$. The graphical model on the right is presented using plate notations.

### 2.5.5 Gibbs Sampling for Posterior Estimation

Computing the posterior distribution of hidden variables, given a dataset and the hyperparameters of the prior distribution of hidden parameters, in a probabilistic model is the main goal for explaining the observed data in the context described by the model. Such a computation is often intractable because of the marginalization, as described above. Note that the integral or summation appears not only in the denominator of Eq. 2.27 but also in the likelihood function $P(\mathcal{D} \mid \theta)$ if one is interested in only some hidden variables and, therefore, needs to integrate out the others.

There are three popular strategies to approximate the posterior distribution in a probabilistic model. These include the sampling based on Markov Chain Monte Carlo [80], Expectation Maximization (EM), and variational parameter methods (optimization-based). Gibbs sampling [41], a special form of the Metropolis-Hastings algorithm [48], is discussed in this section as we will employ Gibbs sampling in this dissertation. For further details of the EM and variational parameter methods, we refer the reader to [32, 61].

Monte Carlo method. The underlying idea for deriving the posterior distribution of hidden variables is that if such a probability distribution is computed (or is approximated in most of the cases) then one can use typical statistics such as the expectation and the variance of the distribution to summarize the values of hidden variables. Monte Carlo method is based on the idea that one can learn a complex distribution by repeatedly drawing samples from it and empirically summarizing those samples. For example, the expectation of the posterior distribution defined in Eq. 2.27 is analytically derived from

$$
\begin{equation*}
\mathbb{E}[\theta \mid \mathcal{D} ; \alpha]=\int_{\theta} \theta P(\theta \mid \mathcal{D} ; \alpha) d \theta \tag{2.38}
\end{equation*}
$$

However, if it is able to produce a large enough number of samples $\theta^{(1)}, \theta^{(2)}, \ldots, \theta^{(N)}$ from $P(\theta \mid \mathcal{D} ; \alpha)$ then one can approximate the expectation of $\theta$ with respect to the given dataset $\mathcal{D}$ and the hyperparameter $\alpha$ by computing the average of such samples.

$$
\begin{equation*}
\mathbb{E}[\theta \mid \mathcal{D} ; \alpha]=\int_{\theta} \theta P(\theta \mid \mathcal{D} ; \alpha) d \theta \approx \frac{1}{N} \sum_{i=1}^{N} \theta^{(i)} \tag{2.39}
\end{equation*}
$$

The variance of $\theta$ is therefore derived from the approximated expectation.

$$
\begin{equation*}
\operatorname{Var}(\theta \mid \mathcal{D} ; \alpha)=\mathbb{E}\left[\theta^{2} \mid \mathcal{D} ; \alpha\right]-\mathbb{E}[\theta \mid \mathcal{D} ; \alpha]^{2} \tag{2.40}
\end{equation*}
$$

Gibbs Sampling. It is clear that in order to employ the Monte Carlo strategy to summarize a probability distribution one needs to find a method to correctly draw samples from that distribution. In our scenario of approximating the posterior distribution $P(\theta \mid \mathcal{D} ; \alpha)$ of hidden variables, we need to draw $\theta^{(1)}, \theta^{(2)}, \ldots, \theta^{(N)}$ from $P(\theta \mid \mathcal{D} ; \alpha)$. Gibbs sampling is one of the algorithms designed to do so. The basic idea of Gibbs sampling is that it produces
a Markov chain of states of hidden variables. The value of a variable at each state is drawn conditionally on the values of other variables.

Assume that we need to draw samples from a distribution $P(\theta \mid \mathcal{D} ; \alpha)$ where $\theta$ consists of $K$ hidden variables $\theta=\left\{\theta_{1}, \theta_{2}, \ldots, \theta_{K}\right\}$, then the general schema of a Gibbs sampling for that model is as follows.

```
Algorithm 1: A general Gibbs sampling algorithm
    /* State initialization */
    \(\theta^{(0)} \leftarrow \theta_{1}^{(0)}, \theta_{2}^{(0)}, \ldots, \theta_{K}^{(0)} ;\)
    /* Markov chain * /
    foreach \(t=1 \ldots T\) do
        foreach \(i=1 . . K\) do
            \(\theta_{i}^{(t+1)} \sim P\left(\theta_{i} \mid \theta_{1}^{(t+1)}, \theta_{2}^{(t+1)}, \ldots, \theta_{i-1}^{(t+1)}, \theta_{i+1}^{(t)}, \ldots, \theta_{K}^{(t)}, \mathcal{D} ; \alpha\right)\)
```

It is important to note that samples drawn from a Gibbs sampling algorithm only get to a steady state or converge to the real distribution after a number of iterations called Burn-in stage [41]. Therefore, one needs to discard the results obtained from the first Burn-in steps before collecting samples for summarizing the distribution.

### 2.5.6 Related Work Employing Probabilistic Models

Several probabilistic models have been introduced to simulate the generation of an observed link graph from which to extract link-based communities, e.g., [52, 133, 134]. Recently, researchers have shifted the attention to not only link structures but also to topical information describing users to extract different types of communities. The main goal is to identify communities where users in a community are related to each other regarding both link structures and common interests. The latter aspect is obtained from analyzing the postings of users. Latent Dirichlet Allocation (LDA) [12] proposed for extracting topics in documents has become a breakthrough for the development of probabilistic models for detecting communities based on this guideline [28, 86, 131, 135, 136]. For example, Wang et al. [120] studied a model of entity relationships and textual attributes to simultaneously discover groups among the entities and topics among corresponding texts. Zhou et al. [136] introduced two Community-User-Topic (CUT) models to extract e-communities from an email corpus. In the first model, topics are generated conditionally on a community while in the second model communities are generated conditionally on a topic. In both models, only the recipients of emails are considered to form communities. The Community-Author-Recipient-Topic (CART) [96] is an extension to the Author-Recipient-Topic (ART) [79] model. While ART was developed for extracting topics related to pairs of "a sender and a receiver", CART adds a community variable for extracting topic-based communities. Similar to CUT, CART was designed to work on an email network where an email is modeled
as a mixture of topics. A recent study by Yin et al. [129] introduced a model to work on text-associated graphs. Their model integrates the generation of links and messages of users. By this, the model is able to extract communities based on both the link structures and topics of users. Sachan et al. [102] proposed a Topic-User-Recipient-Community Model (TURCM) where users are selected into a community based on their so-called type of interactions and topics of interests. In [21], we developed a two-step generative model for discovering regional communities. The model first employs the co-occurrences of users in spatio-temporal proximity and then applies topic modeling to the postings of users to extract communities.

### 2.6 Evolving Social Networks and Communities

This section outlines relevant studies that analyze the evolution aspect of social networks and communities. We first give a short discussion about the dynamics of social networks in Section 2.6.1. Approaches developed for analyzing the evolution of communities are then described in Section 2.6.2.

### 2.6.1 Dynamics of Social Networks

Users participating in a social network and interactions among them change over time. These lead to the temporal dynamics of the network. Studies of this aspect of social networks attempt to build models to understand the evolution in terms of network structures including links and interactions among users. The first approach is based on the idea that the development of such structural properties of social networks follows some phenomena. Examples include: 1) the preference attachment [8, 116] stating that users having more connections with other users are more likely to create new links; 2) the random walk mechanism [104], i.e., a user creates a new link to another user by taking a random walk on the network; and 3) the common neighbors [89], i.e., users make friends with whom they share many friends. The second approach explores data of a particular social network from which a model for the evolution of the network is derived. Models based on this approach are therefore considered explanatory models. Kumar et al. [66] studied the evolution of Flickr and Yahoo!360 networks. Leskovec et al. [69] analyzed the evolution of evolving graphs built from collaboration networks and recommendation networks. Mislove et al. [82] explored different measures for graphs of Flickr, LiveJournal, Orkut, and Youtube. Recently, Gong et al. [43] proposed a similar study for the Google+ network.

### 2.6.2 Evolution of Communities

In addition to extracting static communities, several models have been introduced to study the evolution of communities regarding changes in the community members over time. Three main approaches have been applied, namely snapshot community matching, evolutionary clustering, and probabilistic models.

The MONIC framework for finding and monitoring cluster transactions was proposed in [109]. The authors consider the number of common objects (users) between two clusters (community structures) at two consecutive snapshots as a measure to decide whether a cluster has transited to or evolved from another. Based on this measure, five events called becomes, splits, merges, disappears, and appears that might happen to a community during two consecutive snapshots are defined. Sitaram Asur et al. [7] developed a similar framework to study community evolution. By matching snapshot communities, the authors formalized five temporal events that are identically interpreted as those in MONIC. Other measures called stability, sociability, popularity, and influence to study the behavior of users in a network were defined in this framework also. Palla et al. [93, 94] introduced a Clique Percolation Model and proposed a method to capture the evolution of communities between two consecutive snapshots by creating a union graph and matching community structures found in this graph with community structures found at the two snapshots.

Studies based on the evolutionary clustering approach build unified models to find temporal smooth evolving communities. The main idea of this approach is that the objective function employed in graph partitioning algorithms consists of two components, the history quality and the snapshot quality. The snapshot quality measures how accurate the resulting clusters capture the structure of the network at the current snapshot, while the history quality measures how consistent the resulting clusters are, with respect to the clusters discovered at the previous snapshot. Algorithms are designed to find a partition that is trade-off to these two quality components. The first study in this direction was introduced by Chakrabarti et al. [22]. In their work, the $k$-means and hierarchical clustering algorithms were extended to produce evolving clusters. Lin et al. [72, 73] developed a FacetNet framework, which is based on non-negative matrix factorization [33] to approximate the structure of a snapshot. The snapshot quality and history quality are computed using Kullback Leibler divergence distance. Evolving communities are identified by optimizing the clustering solution with respect to both the snapshot quality and the history quality. The authors of FacetNet also introduced a similar framework called MetaFac that employs metagraph factorization to extract communities in dynamic and rich media networks [74]. Other studies on the evolutionary clustering approach employed spectral clustering methods. Examples include the studies by Chi et al. [24, 25].

The probabilistic modeling approaches extract communities from each snapshot and make prediction about the evolution of communities using Bayesian prediction strategy. A probabilistic model is developed to discover communities in each snapshot, which is basically similar to the idea applied to extract static communities discussed in Section 2.5. However, to capture the evolution of communities, the community membership of users at the previous snapshot is used as a prior knowledge for computing such a membership at the current snapshot. Communities gradually evolve over time, which is indicated by changes in the membership of users in communities discovered over snapshots [54, 128].

## Chapter 3

## Extraction and Measurements of Social Links

### 3.1 Overview and Objectives

In this chapter, we develop solutions for the extraction and measurements of social links between users in different types of social networks. Social link measures are employed in applications where social relationships are used as input or evidence for building a model to achieve some application specific goals. Community extraction and feature-based recommendation are typical examples. So far, techniques and models proposed for such applications mainly rely on link structures associated with users. However, adopting only such explicit links might not be sufficient to give good results. This is because an explicit link basically presents a static connection between two users, which provides less information about the meaning of the relationship between them. Developing models for measuring social links based on more features describing users is therefore necessary and probably leads to more meaningful and practical results when the models are applied to such aforementioned applications.

Motivated by these observations, in this chapter we first present a data model of social networks and then introduce two social link measures, namely interaction-based model and semantic-based model. The first model computes relationships between users based on their association in discussion topics and direct interactions. The second model employs a technique based on latent semantic analysis to extract social characteristics of users from which social links are derived. To demonstrate the applications of the proposed measures, collaborative filtering algorithms for suggesting friends and topics of discussions to users are introduced.

This chapter is organized as follows. Section 3.2 presents a user-centric model of social network data and discusses assumptions and conventions underlying the analysis of a social network. An overview of social link identification is then introduced. Section 3.3 develops
a model for measuring social links based on the association of users in discussion topics and their direct interactions. Section 3.4 applies a semantic analysis method to assess latent social links between users. Two algorithms for feature-based collaborative filtering recommendations are discussed in Section 3.5 as example applications of the developed social link measures. We use a dataset from the BBC Message Boards network for conducting the experimental evaluations. Details of the dataset and the results of our experiments are presented in Section 3.6. We summarize this chapter and give an outlook for extracting social links from the spatio-temporal mobility history of users in Section 3.7.

### 3.2 Social Network Data

### 3.2.1 User-Centric Model

We consider a social network of a set of users $U$. Each user $u \in U$ is described by complex features. There are several social networks, each of which was designed to provide users with different features. Blog and forum networks are structured in categorical topics called threads. Users in these networks interact with each others by posting messages in threads (e.g., religious or political topics) to discuss or to share ideas about specific topics. Typically, blog and forum users do not have the "link users" feature known as, for example, friends and followers. Recent emerging networks, however, provide mechanisms allowing a user to explicitly connect to other users. Protocols for a user to create a connection to another user vary from network to network and the notations used are different as well. For example, the friend feature on Facebook requires the agreement of both users while the follow feature introduced by Twitter allows a user to follow any other users. In this dissertation, such explicit connections are generally called "link users" feature.


Figure 3.1: (a) and (c) are profile templates of a Twitter user and a Facebook user, respectively. (b) is an illustration of the underlying data model for a user in a social network.

The model of a user in a social network can be as simple as illustrated in Figure 3.1. It has a profile consisting of, for example, some descriptive attributes (e.g., user identity, name, and address), an explicit list of link users (e.g., friends on Facebook and followers on Twitter), and a collection of occurrences of the user in the network. The term occurrence is used to indicate an activity of the user such as posting a message, uploading a picture, clicking on a like/dislike feature, etc. For our study, each occurrence of a user is assumed to be a text message associated with other features, formalized as follows.

Definition 3.1 (User Occurrence) An occurrence $o=\langle u, l o c, m s g, f$, thread, $t\rangle$ of a user $u \in U$ in a social network consists of a message msg posted by $u$, optionally in a categorical thread at a geographic location loc and at time point $t$ with an optional set of contextual link users $f \subseteq U$. The message msg contains a set of words from a vocabulary $V$.

Note that not all features presented in the above definition, i.e., the user occurrence, are required to be available in the data of users or are used in all models developed in this dissertation. For example, the geographic location indicating where the user occurs is only available in recent social networks, while the thread feature is mainly adopted in blog and forum networks to organize network structures in categorical topics. The above definition will be reformalized in each model later on where unnecessary features are removed. Two examples of user occurrences on Foursquare and Twitter are shown in Figure 3.2.

```
Christian Sengstock wrote a tip
    66 Owner is a real coffee nerd serving excellent espresso and brewed
        coffee in a living room atmosphere.
        -Christian S. November 3, 2012
    coffee nerd
    coffee nerd 
\/ November 3,2012 \ Save this tip * Like this tip
```

Figure 3.2: Examples of postings of a user on Foursquare (left) and on Twitter (right). In this dissertation, features of interest associated with a user posting are formally called a user occurrence.

### 3.2.2 Assumptions and Conventions

The data used to study social networks are normally collected by some crawling approaches using Application Programming Interfaces (APIs) provided by network services to access user-generated data. Since such a data acquisition process is typically time-consuming, as API calls are often rate-limited and monitored by the service provider, most of the social network datasets people have collected are some kind of samplings of the target network. Furthermore, social network data exhibit a certain heterogeneity and noise in nature. Because of this, data preprocessing is an important step needed to be done before any analysis task is applied. It is therefore important to note that when analyzing social
network data one either explicitly or implicitly assumes that network sampling techniques and data preprocessing tasks do not affect much the statistical properties of interests of the whole network.

A social network is dynamic with respect to the number of participating users and their activities or interactions. To capture such evolutions we adopt the snapshotting idea to model a social network over time. In particular, we consider a social network as a sequence of snapshots. Each snapshot consists of occurrences of users within a certain period of time, defined as follows.

Definition 3.2 (Snapshot) Given a set $U$ of users in a social network, the set of occurrences of users in $U$ during a time interval $\triangle t=\left[t_{s}, t_{e}\right]$ is called a snapshot of the network, denoted $s n_{t}=\{\langle u, l o c, m s g, f$, thread, $t\rangle\}$, where $u \in U$ and $t \in \Delta t$.

The time granularity of snapshots is application specific and can be, for example, daily or weekly interval snapshots. Having the concept of a snapshot formalized, a social network $S N$ is then modeled as a sequence of snapshots $S N=\left\{s n_{1}, s n_{2}, . ., s n_{T}\right\}$.

### 3.2.3 Social Links

There are different perspectives to identify social links between users in a social network. Determining whether two users in a social network are socially linked is a subjective task, which is identified based on (1) the application at study and (2) the particular social network under consideration. The former indicates what social characteristics of users are of interest to measure the relationships between them. The latter means that one needs to study features in a particular network to figure out what information can be employed to extract social links. In general, there are two types of social links one can observe or extract from social network data. The first type adopted by almost of all existing studies is the explicit link structure derived from link users. The second type known as hidden social links can be extracted from analyzing data features associated with the occurrences of users.

Identifying social links between users is the basic step for conducting further tasks of social network analysis and for building related applications. Generally, for analyzing a social network, a link graph is built representing connections among users in the context of a defined social link measure. Analysis tasks are then performed on the link graph. For example, as presented in Section 2.4, many algorithms for detecting social communities work on link graphs.

Most of the approaches addressing social network analysis adopt explicit link structures of users as an evidence to assess social links. Indeed, link structures are mainly suitable for getting an idea about the statistical properties of a network, and often fail when used to get more insights into the underlying relationships between users. Such information, however, is more interesting for applications built on top of social networks. In addition, explicit links associated with users might not reflect real social interactions. For example, there
are many users being added as friends of a particular user $u$ on Facebook, but there exist very few interactions among those friends with $u$ [124]. This is similar to Twitter where a large proportion of users who decide to follow someone just to make use of Twitter as an information providing resource [67]. Also, as mentioned in the previous section, there is no "link users" feature in blogs and forums meaning that one needs to study other features to derive social links between users in such networks.

This chapter aims at introducing new methods to extract and measure more meaningful social links between users based on their occurrences instead of depending on their explicit link structures. In particular, we study two features, namely the association of users in the same threads of discussions together with their direct interactions, and the similarity of social characteristics of users extracted from their postings to measure social links between them. The observations motivating our models can be summarized as follows. First, it is obvious that two users exchanging messages with each other or posting messages on the same topic of discussions are socially related. The frequency of such interactions between two users indicates the strength of the relationship between them. On the other hand, the semantic similarity extracted from what the users post to a social network indicates social links as well. Users posting messages about a specific topic, e.g., politics, are more likely to have common interests in that topic than those posting messages about general or broad topics. Such common interests intuitively imply a social link.

In addition to these features, the similarity of the spatio-temporal mobility history of users is also a hint of having a relationship between them [26]. This feature was hard to explore in the past due to the lack of information about geographic locations related to the activities of users. However, with the prominence of location-based features in today's social networks, one can take location information associated with the content posted by users into account to study social links. This feature is presented in the last section of this chapter, where an outlook for the extraction of social links based on spatio-temporal mobility history of users is discussed.

Since a social network evolves over time, the models proposed in this chapter are applied to measure social links between users within a time interval. In terms of our data model, social links are extracted from the occurrences of users in a snapshot of the network. Details of the models are presented in the following sections.

### 3.3 Measuring Social Links from Interactions

This section introduces an interaction-based social link measure for assessing relationships between users. We aim at proposing a model applied to measure social links between users in a blog or a forum network. In such applications, categorical topics called threads are created and users post messages to specific threads of interest as a way to exchange information and to interact with each other. Messages in a thread can be classified into two types,
those containing interaction information called contextual links (e.g., a message created to reply to a message of another user, or a message mentioning other users) and those that do not have contextual links included. In other words, there are two types of interactions among users, namely the participations in the same threads and the direct interactions. Examples of blog and forum networks include the Volconvo $^{1}$ forum, $B B C$ Message Boards ${ }^{2}$ network, and $\operatorname{Digg}^{3}$ network. A screenshot of the BBC Message Boards network is shown in Figure 3.3 to give the readers an intuition about interactions of users through posting messages in categorical topics.


Figure 3.3: A screenshot of the $B B C$ Message Boards network showing some religious topics of discussions. Source: http://wwww.bbc.uk/messageboards/religion

### 3.3.1 User ${ }^{2}$-Thread Network

Due to the thread-oriented characteristic of blogs and forums, as presented, a network of this type can be modeled as a hyper-bipartite graph. It consists of two disjoint sets of nodes, namely users and threads, and two sets of edges. The first set of edges indicates the participations of users in threads (i.e., the interest of a user in a thread is indicated by

[^4]the number of messages she posts in that thread). The second set of edges represents the direct interactions between users (i.e., a user interacts with another user by replying to her message or mentioning her in a message). Specifically, the graph is formalized as follows.

Definition 3.3 (User ${ }^{2}$-thread network) $A$ user ${ }^{2}$-thread network is a hyper-bipartite graph $\mathcal{B}=\left\langle U, Z, E_{U, Z}, E_{U, U}\right\rangle . U$ and $Z$ are two disjoint sets of nodes, where $U$ is a set of users and $Z$ is a set of threads in the network. $E_{U, Z} \subseteq U \times Z$ and $E_{U, U} \subseteq U \times U$ are two sets of edges representing the participations of users in threads and the direct interactions between users, respectively.

Figure 3.4 illustrates a user ${ }^{2}$-thread network consisting of six users and three threads. The participations of users in threads are indicated by blue edges, and the direct interactions between users are represented by grey edges. The figure is used as a running example to explain the measure being developed. In particular, we consider two factors, the likelihood of two users posting messages in the same thread and the direct interactions indicated by their contextual links to measure the strength of the social link between them. The term interaction-based social link is used to indicate the measure.


Figure 3.4: An illustration of a user ${ }^{2}$-thread network representing the participations of six users $u_{1}, \ldots, u_{6}$ in three threads $z_{1}, \ldots, z_{3}$, and the direct interactions between these users.

Notations used for formalizing the measure are shown in Table 3.1. As presented in the previous section, it is noted that the social link measures introduced in this chapter are applied to a snapshot of a social network. By this, a snapshot $s n_{t}$ is considered an instance of the social network; and we therefore omit the subscript $t$ in our notations for simplicity.

Referring to the user occurrence formalized in Def. 3.1, four features, i.e., the user identity, message, thread, and contextual links, are used in this model. An occurrence o of a user $u$ is therefore represented as $o=\langle u, m s g$, thread, $f, t\rangle$. As input to the model, a snapshot of a social network is given, and the following components are extracted.

Table 3.1: Notations and their definition used to present models for measuring social links between users in a blog or a forum network.

| Notation | Description |
| :--- | :--- |
| $\operatorname{post}(*, z)$ | set of messages posted by all users in a thread $z$ is denoted post $(*, z)$. For <br> a given thread $z$, we count all messages created by users, either for replying <br> to another message or a new message, as the number of messages in $z$. |
| $\operatorname{post}(u, *)$ | set of all messages posted by user $u$ in all threads is called messages of <br> $u$ and is denoted post $(u, *)$. |
| $\operatorname{post}(u, z)$ | set of messages posted by user $u$ in thread $z$ is denoted post $(u, z)$. |
| $\operatorname{post}\left(u_{i}, u_{j}\right)$ | set of messages posted by user $u_{i}$ in which each message has a contextual <br> link to user $u_{j}$. For example, user $u_{i}$ replies to a message of user $u_{j}$, or user <br> $u_{i}$ adds user $u_{j}$ in a message. |

1. Set of users $U=\left\{u_{1}, u_{2}, \ldots, u_{M}\right\}$
2. Set of threads $Z=\left\{z_{1}, z_{2}, \ldots, z_{K}\right\}$
3. Set of messages created by users $P O S T=\left\{m g s_{1}, m s g_{2}, \ldots, m s g_{N}\right\}$
4. The associations of users in threads (i.e, the threads a user $u$ participates in)
5. The direct interactions between users indicated by the contextual links $f$ in each user occurrence

In other words, a user ${ }^{2}$-thread network $\mathcal{B}=\left\langle U, Z, E_{U, Z}, E_{U, U}\right\rangle$ is derived from the data. This is done by (1) connecting a user $u \in U$ to a thread $z \in Z$ if user $u$ has created a message in thread $z$, and (2) connecting users having a direct interaction to each other. In the following section, we first present a model for measuring the weight of edges $(u, z) \in E_{U, Z}$ of the graph $\mathcal{B}$, which indicates the interest of a user $u$ in a thread $z$ of the network.

### 3.3.2 User-Thread Association

Given a user ${ }^{2}$-thread network $\mathcal{B}=\left\langle U, Z, E_{U, Z}, E_{U, U}\right\rangle$, we define a user-thread association matrix $\boldsymbol{B}$ of size $M \times K$ where $M$ is the number of users and $K$ is the number of threads in the network. The value of $\boldsymbol{B}[u, z]$ is the weight for the edge $(u, z) \in E_{U, Z}$, representing the interest of a user $u \in U$ in a thread $z \in Z$. To derive the value of each $\boldsymbol{B}[u, z]$, we consider two factors $f_{1}(u, z)$ and $f_{2}(u, z)$ specified as follows:

- $f_{1}(u, z)$ : the first factor is the participation of user $u$ in thread $z$ in consideration of other users in that thread. This factor $f_{1}(u, z)$ is computed as the likelihood of finding a message of user $u$ in thread $z$.

$$
\begin{equation*}
f_{1}(u, z) \triangleq P(u \mid z)=\frac{|\operatorname{post}(u, z)|}{|\operatorname{post}(*, z)|} \tag{3.1}
\end{equation*}
$$

- $f_{2}(u, z)$ : the second factor is the contribution of user $u$ in thread $z$ in comparison to the participation of $u$ in other threads. Similar to the first factor, $f_{2}(u, z)$ is evaluated as the likelihood that user $u$ posts a message in thread $z$.

$$
\begin{equation*}
f_{2}(u, z) \triangleq P(z \mid u)=\frac{|\operatorname{post}(u, z)|}{|\operatorname{post}(u, *)|} \tag{3.2}
\end{equation*}
$$

Having these two factors identified, the weight for an edge $(u, z) \in E_{U, Z}$ in the user²thread network $\mathcal{B}=\left\langle U, Z, E_{U, Z}, E_{U, U}\right\rangle$ is obtained as follows.

Definition 3.4 (User-thread association weight) The interest of a user $u$ in a thread $z$ of a network $\mathcal{B}$ is measured as the product of two factors $f_{1}(u, z)$ and $f_{2}(u, z)$.

$$
\begin{equation*}
\boldsymbol{B}[u, z]=f_{1}(u, z) \times f_{2}(u, z)=\frac{|\operatorname{post}(u, z)|^{2}}{|\operatorname{post}(*, z)| \times|\operatorname{post}(u, *)|} \in[0,1] \tag{3.3}
\end{equation*}
$$

By applying the above definition of the user-thread association weight, we compute values for all entries in the matrix $\boldsymbol{B}$. Each entry represents the weight of the edge connecting a user to a thread in the social network. The value of each entry $\boldsymbol{B}[u, z]$ falls in the range of $[0,1]$ where 0 means that a user $u$ does not have any message posted in thread $z$, while 1 means that $u$ participates only in $z$ and $z$ contains only messages of $u$. Figure 3.5 (a) shows a matrix whose entries are the number of messages posted by users in threads of the running example illustrated in Figure 3.4. Figure 3.5 (b) shows the corresponding user-thread association matrix $\boldsymbol{B}$ computed using the defined user-thread association weight measure. The normalized version of the matrix $\boldsymbol{B}$ such that values of the entries in the matrix are summed up to 1 is shown in 3.5 (c).

|  | $z_{1}$ | $z_{2}$ | $z_{3}$ | $\|\operatorname{post}(u, *)\|$ |
| :---: | :---: | :---: | :---: | :---: |
| $u_{1}$ | 3 | 2 | 0 | $\mathbf{5}$ |
| $u_{2}$ | 2 | 1 | 2 | $\mathbf{5}$ |
| $u_{3}$ | 1 | 0 | 0 | $\mathbf{1}$ |
| $u_{4}$ | 0 | 1 | 0 | $\mathbf{1}$ |
| $u_{5}$ | 0 | 0 | 1 | $\mathbf{1}$ |
| $u_{6}$ | 0 | 0 | 1 | $\mathbf{1}$ |
| $\|\operatorname{post}(*, z)\|$ | $\mathbf{6}$ | $\mathbf{4}$ | $\mathbf{4}$ |  |

a)

|  | $z_{1}$ | $z_{2}$ | $z_{3}$ |
| :--- | :---: | :---: | :---: |
| $u_{1}$ | $\frac{9}{30}$ | $\frac{4}{20}$ | 0 |
| $u_{2}$ | $\frac{4}{30}$ | $\frac{1}{20}$ | $\frac{4}{20}$ |
| $u_{3}$ | $\frac{1}{6}$ | 0 | 0 |
| $u_{4}$ | 0 | $\frac{1}{4}$ | 0 |
| $u_{5}$ | 0 | 0 | $\frac{1}{4}$ |
| $u_{6}$ | 0 | 0 | $\frac{1}{4}$ |

b)

$\sqrt{ } \sqrt{ } \quad$| $z_{1}$ | $z_{2}$ | $z_{3}$ |  |
| :---: | :---: | :---: | :---: |
| $u_{1}$ | 0.167 | 0.111 | 0 |
| $u_{2}$ | 0.074 | 0.028 | 0.111 |
| $u_{3}$ | 0.093 | 0 | 0 |
| $u_{4}$ | 0 | 0.139 | 0 |
| $u_{5}$ | 0 | 0 | 0.139 |
| $u_{6}$ | 0 | 0 | 0.139 |

c)

Figure 3.5: The user-thread association matrix built from the user ${ }^{2}$-thread network in Figure 3.4. (a) shows the matrix representing the number of messages posted by users in threads; (b) shows the matrix $\boldsymbol{B}$ computed from applying the user-thread association weight measure on the matrix in (a); (c) is the matrix derived from $\boldsymbol{B}$ by normalizing the values of entries to sum up to 1 .

### 3.3.3 Thread Association-Based Link Measure

We now have the user ${ }^{2}$-thread network $\mathcal{B}=\left\langle U, Z, E_{U, Z}, E_{U, U}\right\rangle$ with weights attached to edges $(u, z)$ in $E_{U, Z}$. The weight of an edge $(u, z)$ implies the interest of user $u$ in thread $z$. Matrix $\boldsymbol{B}$ represents all the information about the structure of the network $\mathcal{B}$ regarding the participations of users in threads. Nevertheless, what we want to measure is to what extent two users are socially linked with respect to the threads they are involved in. Particularly, we need a social link measure for users based on their association in threads, which is implied by the weight of edges in $E_{U, Z}$ of the network $\mathcal{B}$. For this purpose, we embed the users in a $K$-dimensional Euclidean space where $K$ is the number of threads in the network, and employ the method developed in [130] to assess social links between users. Specifically, the weight of a link between two users $u_{i}$ and $u_{j}$ is computed based on a Markov Random Walk applied to the bipartite graph $\mathcal{G}_{U, Z}=\left\langle U, Z, E_{U, Z}\right\rangle$ derived from the user${ }^{2}$-thread network $\mathcal{B}$. That is, the more likely it is to obtain a walk from a node representing user $u_{i}$ to a node representing user $u_{j}$, or vice versa, through the threads they are involved in, the stronger the link they have. Note that the bipartite graph $\mathcal{G}_{U, Z}$ is represented by the matrix $\boldsymbol{B}$ computed above. In order to apply the Markov Random Walk strategy, the matrix $\boldsymbol{B}$ is first normalized so that $\sum_{u \in U, z \in Z} \boldsymbol{B}[u, z]=1$ as illustrated in Figure 3.5 (c). The probability to get a walk from node $u_{i}$ to node $u_{j}$, denoted $P\left(u_{i}, u_{j}\right)$, is computed as

$$
\begin{equation*}
P\left(u_{i}, u_{j}\right)=P\left(u_{i}\right) P\left(u_{j} \mid u_{i}\right), \tag{3.4}
\end{equation*}
$$

where $P\left(u_{i}\right)$ is the probability that user $u_{i}$ is sampled from the network ${ }^{4}$. Because users are linked through threads, the conditional probability $P\left(u_{j} \mid u_{i}\right)$ is derived from

$$
\begin{equation*}
P\left(u_{j} \mid u_{i}\right)=\sum_{z \in Z} P\left(z \mid u_{i}\right) P\left(u_{j} \mid z\right)=\sum_{z \in Z} \frac{P\left(u_{i}, z\right)}{P\left(u_{i}\right)} \frac{P\left(u_{j}, z\right)}{P(z)}, \tag{3.5}
\end{equation*}
$$

where $P\left(u_{i}, z\right)$ is the weight of the edge $\left(u_{i}, z\right)$ in the graph $\mathcal{B}$, which is encoded by the value of the entry $\boldsymbol{B}\left[u_{i}, z\right]$. Therefore, we have

$$
\begin{equation*}
P\left(u_{i}, u_{j}\right)=\sum_{z \in Z} \frac{P\left(u_{i}, z\right) P\left(u_{j}, z\right)}{P(z)}=\sum_{z \in Z} \frac{P\left(u_{i}, z\right) P\left(u_{j}, z\right)}{\sum_{u \in U} P(u, z)} . \tag{3.6}
\end{equation*}
$$

The joint probability $P\left(u_{i}, u_{j}\right)$ is used as the measure of the social link between users $u_{i}$ and $u_{j}$ based on their participations in threads. Formally, we define a so-called link $_{t h r e a d}$ measure as follows.

$$
\begin{equation*}
\operatorname{link}_{\text {thread }}\left(u_{i}, u_{j}\right) \triangleq \sum_{z \in Z} \frac{\boldsymbol{B}\left[u_{i}, z\right] \times \boldsymbol{B}\left[u_{j}, z\right]}{\sum_{u \in U} \boldsymbol{B}[u, z]} \in[0,1] \tag{3.7}
\end{equation*}
$$

[^5]Intuitively, each component $\frac{\boldsymbol{B}\left[u_{i}, z\right] \times \boldsymbol{B}\left[u_{j}, z\right]}{\sum_{u \in U} \boldsymbol{B}[u, z]}$ in the definition of $\operatorname{link}_{\text {thread }}\left(u_{i}, u_{j}\right)$ measures the social link between users $u_{i}$ and $u_{j}$ regarding their interest in a thread $z$. If either $u_{i}$ or $u_{j}$ does not participate in thread $z$, then these two users have no common interest with respect to $z$. In this case, the social link between $u_{i}$ and $u_{j}$ derived from $z$ will be 0 because either $\boldsymbol{B}\left[u_{i}, z\right]=0$ or $\boldsymbol{B}\left[u_{j}, z\right]=0$.

### 3.3.4 Interaction-Based Link Measure

To complete the measure for assessing social links between users in the user ${ }^{2}$-thread association network $\mathcal{B}=\left\langle U, Z, E_{U, Z}, E_{U, U}\right\rangle$, we now add the direct interactions between users to the model. This component is represented by the graph $\mathcal{G}_{U^{2}}=\left\langle U, E_{U, U}\right\rangle$ derived from the network $\mathcal{B}$. To measure the social link between two users based on their direct interactions, we employ a typical method by counting the number of times they interact with each other. Specifically, a so-called $\operatorname{lin} k_{\text {direct }}$ measure defined as follows is applied to compute a normalized value indicating how often two users $u_{i}$ and $u_{j}$ directly interact with each other.

$$
\begin{equation*}
\operatorname{link}_{\text {direct }}\left(u_{i}, u_{j}\right) \triangleq \frac{\left|\operatorname{post}\left(u_{i}, u_{j}\right)\right|+\left|\operatorname{post}\left(u_{j}, u_{i}\right)\right|}{\sum_{u_{i}, u_{j} \in U}\left|\operatorname{post}\left(u_{i}, u_{j}\right)\right|+\left|\operatorname{post}\left(u_{j}, u_{i}\right)\right|} \in[0,1] \tag{3.8}
\end{equation*}
$$

Finally, by employing link $_{\text {thread }}$ (Eq. 3.7) and $\operatorname{link}_{\text {direct }}$ (Eq. 3.8) together, we obtain a measure that considers both the participations of users in threads and the direct interactions between users to assess social links between them. The measure is formalized as follows.

Definition 3.5 (Interaction-based social link) The interaction-based social link between two users $u_{i}$ and $u_{j}$ is derived as a combination of the thread association and the direct interaction link measures, computed as follows.

$$
\begin{equation*}
\operatorname{link}_{i t}\left(u_{i}, u_{j}\right) \triangleq \alpha \times \operatorname{link}_{\text {thread }}\left(u_{i}, u_{j}\right)+(1-\alpha) \times \operatorname{link}_{\text {direct }}\left(u_{i}, u_{j}\right) \in[0,1] \tag{3.9}
\end{equation*}
$$

In Eq. 3.9, $\alpha \in[0,1]$ is a constant used to specify which component is more important for evaluating relationships between users. Because direct interactions are observable, one is therefore often interested in extracting hidden links between users, i.e., one wants to put more interest on the social links derived from the participations of users in the same threads. To do this, $\alpha$ should be assigned a value greater than 0.5 .

### 3.4 Semantic Analysis for Measuring Social Links

Identifying social links based on the implicit and explicit interactions between users in threads as presented in the previous section is effective when applied to blog and forum networks. Such an approach, however, might fail in measuring relationships between users in a social network where posting messages to specific threads for discussions is not the main feature provided. In other words, users are generally free to post messages sharing their
ideas and thoughts to the network without any thread-oriented guideline. In such a network, one is more interested in a social link measure that relies on the semantics extracted from the users' postings. Two users might neither interact directly nor participate in the same threads but still exhibit social links as they share something latent in the content of their postings. This section introduces a model for measuring such latent semantic social links.

So far, the three best known models for extracting latent semantics from documents are Latent Semantic Indexing (LSI) [31], Probabilistic Latent Semantic Indexing (pLSI) [55], and Latent Dirichlet Allocation (LDA) [12]. Our semantic-based social link measure proposed in this section is an extension of the LSI model. The main reasons for the adoption of the LSI model instead of pLSI or LDA come from both the application perspective of these models and the appropriation of the LSI model for being extended to measure social links. Particularly, the main application of pLSI and LDA is to extract semantic topics from documents, while LSI is used to semantically compare documents. Also, the term frequency-inverted document frequency weighting schema (TF.IDF) employed in LSI can be adjusted to fit the setting of comparing users based on the semantics of their postings in a social network as presented in the following sections.

### 3.4.1 Term Significance for Users

We again assume a snapshot of a social network is given from which a set of users $U=$ $\left\{u_{1}, u_{2}, \ldots, u_{M}\right\}$, and a set of messages $P O S T=\left\{m s g_{1}, m s g_{2}, \ldots, m s g_{N}\right\}$ called a message corpus are extracted. It is noted that in this model we assume no categorical threads and interaction information associated with messages of users. These features can be taken into account by combining this model with the interaction-based model developed in the previous section. More details about this will be given in Section 3.7. The user occurrence (Def. 3.1) applied to this model is therefore simplified to $o=\langle u, m s g, t\rangle$. The message corpus being the input to the model is first processed so that stop words are removed and then stemming is applied to refine the corpus.

To employ the semantic analysis for measuring relationships between users, we introduce a variation of the TF.IDF weighting schema so that it is more applicable to apply to the messages created by users in a social network. The goal is to derive a significant score of a term $w$ for a user $u$ based on her messages. Basically, the TF.IDF weighting schema is used to compare documents in a corpus represented by a vector space model [103]. It considers two factors to weight the significance of a term $w$ in a document $d$ regarding how often that term appears in $d$ and also in other documents. The first factor called local weight is the significance of $w$ measured locally in the document $d$. The local weight increases proportionally to the number of times $w$ appears in that document. The second factor called global weight takes the frequency of $w$ in other documents into account. The more occurrences of $w$ in the whole corpus, the less significant it is in the document $d$. In our setting for extracting semantic-based social links, a user posts messages to the network
discussing with other users or sharing her ideas about specific topics or whatever she is interested in. Over time, the social characteristics of a user are likely to show up in her postings. For example, what topics she is more interested in and which words she often uses to express her ideas. Therefore, the significance of a term $w$ for a user $u$ increases proportionally to both the number of messages posted by $u$ that contain $w$ and the frequency of $w$ within each message as well. On the other hand, the significance of $w$ decreases with the frequency of $w$ in messages posted by other users in the network. To take such observations into account, we introduce a variation of the local weight and the global weight of a term $w$ in the message corpus POST as follows.

$$
\begin{array}{r}
\operatorname{localWeight}(w, u) \triangleq \frac{\sum_{m s g \in \operatorname{post}(u, *)} \text { frequency of } w \text { in } m s g}{|\operatorname{post}(u, *)|} \\
\text { globalWeight }(w) \triangleq \log \left(\frac{|P O S T|}{\sum_{m s g \in P O S T} \text { frequency of } w \text { in } m s g}\right) \tag{3.11}
\end{array}
$$

Finally, the significance of a term $w$ for a user $u$, denoted $\operatorname{sig}(w, u)$, is derived using the same formulas as for the TF.IDF weighting schema. Particularly, it is the product of the local and global weights, which is formalized as follows.

$$
\begin{equation*}
\operatorname{sig}(w, u) \triangleq \operatorname{localWeight}(w, u) \times \operatorname{globalWeight}(w) \tag{3.12}
\end{equation*}
$$

The value of $\operatorname{sig}(w, u)$ can be interpreted as a social sensor for distinguishing user $u$ from other users regarding how she is characterized by the frequency of choosing term $w$ in her postings compared to others. The defined model is employed to compute a term-user matrix $\boldsymbol{W}$ of size $V \times M$ where $V$ is the number of terms (the vocabulary size after cleaning data) extracted from the message corpus, and $M$ is the number of users in the network.

To summarize, in our model, as an extension of the TF.IDF model, the local significance of a term $w$ for a user $u$ is not computed from the frequency of $w$ in the composed document of $u$ as would be done in TF.IDF. It is rather derived from the frequency of $w$ in each message of $u$ and the frequency of the messages of $u$ that contain $w$ as well. Similarly, the frequency of $w$ in each message is taken into account to derive the global weight for $w$. Nevertheless, once the term-user matrix $\boldsymbol{W}$ is computed, it plays a similar role as the term-document matrix in the LSI model applied to information retrieval applications.

### 3.4.2 Semantic-based Social Link

Since users in a social network can post messages expressing diverse topics, the term-user matrix $\mathbf{W}$ is often very sparse. We apply Singular Value Decomposition (SVD) technique to reduce the matrix $\mathbf{W}$ to a lower dimensional space of terms from which the similarity between users is computed. SVD is based on a linear algebra theorem stating that a rectangular matrix $\mathbf{W}$ of size $V \times M$ can be decomposed into the product of three matrices:
an orthogonal matrix $\mathbf{Y}$ of size $V \times V$, a diagonal matrix $\boldsymbol{\Lambda}$ of size $V \times M$, and the transpose of an orthogonal matrix $\mathbf{X}$ of size $M \times M$. Particularly, the theorem is written as

$$
\begin{equation*}
\boldsymbol{W}_{V \times M}=\boldsymbol{Y}_{V \times V} \times \boldsymbol{\Lambda}_{V \times M} \times \boldsymbol{X}_{M \times M}^{T}, \tag{3.13}
\end{equation*}
$$

where $\boldsymbol{Y}^{T} \boldsymbol{Y}=\boldsymbol{I}$ and $\boldsymbol{X}^{T} \boldsymbol{X}=\boldsymbol{I}$; the columns of $\boldsymbol{Y}$ are the orthonormal Eigenvectors of the matrix $\boldsymbol{W} \boldsymbol{W}_{V \times V}^{T}$, and the columns of $\boldsymbol{X}$ are the orthonormal Eigenvectors of the matrix $\boldsymbol{W}^{T} \boldsymbol{W}_{M \times M} ; \boldsymbol{\Lambda}_{V \times M}$ is a diagonal matrix containing the square roots of Eigenvalues (in a descending order) corresponding to the Eigenvectors forming the columns of $\boldsymbol{Y}$ or $\boldsymbol{X}$.

Note that in our setting we are interested in the matrix $\boldsymbol{W}^{T} \boldsymbol{W}$ since each entry of this matrix represents a correlation between two users, which is computed as the dot product of the weights of terms used by them. Thus, we reduce the term dimensions of the matrix $\boldsymbol{W}^{T} \boldsymbol{W}$ by computing matrix $\boldsymbol{\Gamma}=\boldsymbol{\Lambda}_{V^{\prime} \times M} \times \boldsymbol{X}_{M \times M}^{T}$ (having size of $V^{\prime} \times M$ ), where $V^{\prime}$ is the number of term dimensions reduced from $V$ applied to matrix $\boldsymbol{\Lambda}$. Each column of matrix $\boldsymbol{\Gamma}$ is now representing the significances of terms for a user in the new dimensional space of terms. Finally, the cosine similarity between columns of $\boldsymbol{\Gamma}$ is employed to derive the similarity between the corresponding users. Given the model as introduced, each user $u_{i}$ is now represented by a vector $u_{i}\left(u w_{i, 1}, u w_{i, 2}, \ldots, u w_{i, V^{\prime}}\right)$ where $u w_{i, k}$ is the significance of term $w_{k}$ in the new term space for user $u_{i}$. A so-called link $k_{\text {latent }}$ computed as the cosine similarity between two users $u_{i}$ and $u_{j}$ is formalized as follows.

Definition 3.6 (Latent semantic-based social link) The latent semantic-based social link between two users $u_{i}$ and $u_{j}$ is computed as the cosine similarity between the two vectors representing the two users in the latent semantic-based model.

$$
\begin{equation*}
\operatorname{link}_{\text {latent }}\left(u_{i}, u_{j}\right) \triangleq \frac{u_{i} \cdot u_{j}}{\left|u_{i}\right| \times\left|u_{j}\right|}=\frac{\sum_{k=1}^{V^{\prime}} u w_{i, k} \times u w_{j, k}}{\sqrt{\sum_{k=1}^{V^{\prime}} u w_{i, k}^{2}} \times \sqrt{\sum_{k=1}^{V^{\prime}} u w_{j, k}^{2}}} \in[0,1] \tag{3.14}
\end{equation*}
$$

The cosine similarity is normally in the range of $[-1,1]$. However, in our setting, the similarity of the two users will not be negative because the significance of a term for a user as defined is not less than 0 . Our model is thus an application of dimensionality reduction in extracting social characteristics of users from their postings.

### 3.5 Recommendation Applications

This section introduces example applications of the proposed social link measures. Two algorithms for suggesting friends and topics of discussions to users are presented.

### 3.5.1 Collaborative Filtering Paradigm

Typically, e-commerce applications running businesses on the Internet environment are employed to illustrate the concept of recommendation systems. In such applications, the two key components are "items" and "customers". A recommender is developed to rely
on explicit or implicit evidences of the shopping trend of a particular customer and other related information to guide the customer to the items that are most likely of interest to her. In this respect, the goal of the recommendation is to increase the chance that more items will be bought by customers. Recommendation mechanisms can be applied, however, to many other applications as well. Friend suggestion in a social network is one example. Indeed, a recommender can be generally described as a module designed to find appropriate "items" for a particular "object" (of the same or different type as of such items) in an application running on the network environment.

Collaborative filtering is one of the main strategies employed to develop recommendation systems [111]. The basic idea of the collaborative filtering is "if objects $A$ and $B$ are similar and $A$ is related to an item $X$ then it is likely that $B$ is also related to $X "$. By considering the scenario of recommending sale items $(\mathcal{I})$ to customers $(\mathcal{U})$, as an example, each customer $u \in \mathcal{U}$ has a rating profile about her item preferences, $\mathcal{R}_{u}=\left\{I_{1, u}, I_{2, u}, \ldots, I_{|\mathcal{I}|, u}\right\}, I_{i} \in \mathcal{I}$. The rating can be realized using different methods, e.g., a range of numbers, or a list of selected options. Such profiles of all customers form a rating space $\mathcal{R}$. To suggest items to a customer $u$, the system first finds the most similar customers called neighbors of $u$ based on some distance measure defined on the item preference rating space $\mathcal{R}$. Once a neighborhood of $u$ is formed, an algorithm is employed to combine the preferences of the neighbors to produce a prediction item or top- $N$ most likely items as suggestions to $u$.

### 3.5.2 Friend Recommendation

In social networking services, a general method for suggesting friends to a user $u$ is to find users who are most similar to $u$ regarding some social aspects. Following this guideline, we propose a friend suggestion algorithm based on the social link measures introduced in this chapter. Given a social network consisting of users $U$, the overall steps for suggesting friends to users are as follows. First, a social link measure is employed to compute a matrix $\boldsymbol{S}$ whose elements are the link scores between users. Based on matrix $\boldsymbol{S}$ and a given threshold $M^{\prime}$, a set of users who have the highest link scores with a user $u$, excluding the users already in the friend list of $u$, is selected as the candidates, denoted u.suggestList, for being suggested to $u$. The collaborative filtering guideline is then applied to suggest "friends of friends" to $u$. This step is taken place by finding a set moreCandidates of users who have the highest link scores with the friends of $u$. Each user $u^{\prime}$ in moreCandidates is associated with a count, denoted $u^{\prime}$.count, representing the number of friends of $u$ whose suggestList contains $u^{\prime}$. The users in moreCandidates are then ranked based on their count. The larger the count a user has, the higher the score assigned to that user. Finally, selected users having the highest ranking scores are added to the suggestion list for $u$. Algorithm 2 shows the pseudocode illustrating the main steps of suggesting friends to a user $u$, given a social link matrix $S$ and a threshold $M^{\prime}$ used to compute the nearest neighbors to be suggested to $u$.

```
Algorithm 2: Application of the collaborative filtering approach for suggesting friend
candidates to a user: suggestFriends \(\left(u, M^{\prime}, \boldsymbol{S}\right)\)
    Input:
    \(u\) : the user to be suggested friend candidates
    S: social link matrix
    \(M^{\prime}\) : a threshold of number of neighbors will be considered
    Output:
    u.suggestList: list of users being suggested to \(u\)
    u.suggestList \(\leftarrow\) getTopLinkUsers \(\left(u, \boldsymbol{S}, M^{\prime}\right)\);
    u.suggestList \(\leftarrow u . s u g g e s t L i s t ~ \backslash u\).friends;
    moreCandidates \(\leftarrow \emptyset\);
    neighbors \(\leftarrow u\).friends;
    foreach \(f \in\) neighbors do
        f.suggestList \(\leftarrow\) getTopLinkUsers \(\left(f, \boldsymbol{S}, M^{\prime}\right)\);
        moreCandidates.update(f.suggestList);
    moreCandidates \(\leftarrow\) getTopRankU sers(moreCandidates, \(M^{\prime}\) );
    u.suggestList \(\leftarrow u . s u g g e s t L i s t ~ \cup\) moreCandidates;
    return u.suggestList;
```

Complexity Analysis. The major computation of the algorithm suggestFriends ( $u, M^{\prime}, \boldsymbol{S}$ ) comes from the two ranking procedures, getTopLinkUsers(...) and getTopRankUsers(...). Each call to getTopLinkUsers(...) has the time complexity $O(\operatorname{Mlog}(M))$ for sorting $M-1$ users based on their social links to a user $u$. However, an index structure can be employed while the matrix $\boldsymbol{S}$ is being computed so that such sorting steps can be reduced. The number of users in the set moreCandidates of candidates derived from applying the collaborative filtering mechanism varies for each user $u$ and for each neighbor threshold $M^{\prime}$ employed. Let the number of users in the candidate set moreCandidates be $N$. The time complexity of getTopRankUsers(...) is $O(N \log (N))$, which is obviously scalable because $N$ is much smaller than the number of users $M$ in the network, given that the neighbor threshold $M^{\prime}$ is often assigned a small number.

### 3.5.3 Thread Recommendation

Another recommendation application of our social link measures is for suggesting threads of discussions to appropriate users in a forum or blog network. This is done as a collaborative filtering process by relying on the threads associated with the users that are socially linked with user $u$ regarding the thread association-based link measure link $_{\text {thread }}$ (Eq. 3.7). It is noticed that there is no explicit concept of item rating specified in our recommendation setting, which is usually used to indicate the degree of interest of a user to an item in a recommendation system. For suggesting threads to a user, we consider the user-thread association measure (Eq. 3.3) as the user-thread rating score.

Similar to the friend recommendation discussed in the previous section, a link matrix $S_{\text {thread }}$ is computed using $\operatorname{link}_{\text {thread }}$ social link measure. The scenario for suggesting threads to a user $u$ is as follows. First, a set of users who have the highest link scores with user $u$ is determined. To be more precise, such a set of users is denoted linkU sers $=\left\{u_{1}, u_{2}, . ., u_{M^{\prime}}\right\}$. In the next step, a set of threads associated with users in linkUsers is extracted, which is denoted linkThreads $=\left\{z_{1}, z_{2}, \ldots, z_{K_{u}}\right\}$. Threads in linkThreads are then ordered based on the number of users in linkUsers associated with each thread. That is, the more users in linkUsers sending messages to thread $z$, the higher the score assigned to $z$ is. Finally, top $K^{\prime}$ threads that have the highest ranking scores will be suggested to $u$. The pseudo-code illustrating the main steps for suggesting threads to a user $u$ is shown in Algorithm 3.

```
Algorithm 3: Application of the collaborative filtering approach for suggesting
threads to users: suggestThreads \(\left(u, K^{\prime}, M^{\prime}, \boldsymbol{S}_{\text {thread }}\right)\)
    Input:
    \(u\) : the user to be suggested thread candidates
    \(S_{\text {thread }}\) : social link matrix derived from \(\operatorname{link}_{\text {thread }}\) measure
    \(M^{\prime}\) : a threshold of number of neighbors will be considered
    \(K^{\prime}\) : a threshold of top rank threads will be considered
    Output: u.suggestThreads: list of threads to be suggested to \(u\)
    linkUsers \(\leftarrow\) getTopLinkU sers \(\left(u, \boldsymbol{S}_{\text {thread }}, M^{\prime}\right)\);
    linkThreads \(\leftarrow \bigcup_{u^{\prime} \in \text { linkUsers }} u^{\prime}\).threads \(\backslash\) u.threads;
    u.suggestThreads \(\leftarrow\) getTopRankThreads(linkThreads, \(K^{\prime}\) );
    return u.suggestThreads;
```

Similar to the friend suggestion (Algorithm 2), the time complexity of the thread suggestion algorithm suggestThreads $\left(u, K^{\prime}, M^{\prime}, \boldsymbol{S}_{\text {thread }}\right)$ is $O(N \log (N)$ ), where $N$ is the number of thread candidates in the set linkThreads derived using the threshold $M^{\prime}$.

### 3.6 Experiments

### 3.6.1 Dataset for Experiments

BBC Message Boards dataset. The BBC (British Broadcasting Corporation) website provides a forum network called Message Boards ${ }^{5}$. The service allows registered users to post messages discussing different topics they are interested in. We select this network to conduct experimental evaluations for the models presented in this chapter. The dataset used for our evaluations is a subset of the BBC Message Boards network spanning from June 20, 2005 to June 16, 2009. This dataset is published for research purposes at the CyberEmotion Website ${ }^{6}$ [95]. It consists of 2.474 .781 messages posted by 18.249 users in 97.946 discussion threads mainly about ethical, religious, and news-related topics.

[^6]Table 3.2: Main topics discussed by users in the BBC Message Boards network. These topics are used as ground truth for experimental evaluations.

| Topic Id | Categorization | \#Messages |
| :---: | :--- | ---: |
| 01 | Eastern Religions | 21.402 |
| 02 | Christian topic | 715.792 |
| 03 | Ethics and free thought | 86.088 |
| 04 | Jewish topic | 65.141 |
| 05 | TV and Radio | 20.518 |
| 06 | UK News | 1.063 .136 |
| 07 | World News | 489.247 |

After running a data cleaning step and removing empty messages, the dataset finally contains 2.461 .324 messages, 18.031 users, and 97.942 threads. The list of main topics and the number of messages categorized in each topic are presented in Table 3.2, which are used as ground truth for our evaluations. We further organize the dataset in monthly interval snapshots for conducting the experiments. The number of users, number of threads, and number of messages posted by users in 49 monthly interval snapshots are shown in Figure 3.6.


Figure 3.6: Statistics of the number of users, number of threads, and number of messages posted by users in monthly interval snapshots of the BBC Message Boards dataset. The first and the last snapshot contain only the last 10 days of June 2005 and the first 16 days of June 2009, respectively.

Dynamics of Users and Threads. To get an idea about the dynamics of the $B B C$ Message Boards network over time, we retrieve users in each snapshot and compute the union and the intersection of the user identities in snapshots. The results show that about $42.50 \%$ of users are stable over consecutive snapshots. The stable measure here is derived using the Jaccard coefficient, i.e., the fraction of the intersection and the union of the user identities in two consecutive snapshots. The same method is employed to measure the dynamics of threads, and we find that only $5.88 \%$ of threads remain over consecutive snapshots. Statistical results of the dynamics of users and threads are shown in Figure 3.7.


Figure 3.7: The dynamics of users and threads in the BBC Message Boards network over time.

Data Filtering. For the purpose of efficiency and reliability in conducting evaluations, we first apply two steps of data filtering to remove users and threads that are not of importance in the network. These are users and threads that post and contain, respectively, a very few messages compared to others. Figure 3.8 shows the histograms of the number of messages posted by users, and of the number of messages in threads of the network. Both exhibit power law distributions. Based on this, a threshold is applied to filter users and threads. The results of the following experiments are computed after filtering users who post less than 10 messages and threads that contain less than 10 messages in a snapshot. After filtering the data as described, the stable measure computed for users increases to
$58.30 \%$ while the number of stable threads decreases to $3.01 \%$. The details of such measures computed for six snapshots from February 2008 to July 2008 after filtering the data are summarized in Table 3.3. These six snapshots are selected to conduct evaluations for social link measures, which are discussed in the following sections.


Figure 3.8: Histograms of the number of messages posted by users (left) and the number of messages in threads (right). Data for this plot are aggregated over all 49 monthly snapshots.

Table 3.3: Statistics of stable users and stable threads in six snapshots from February 2008 to July 2008 of the BBC Message Boards network. The results are computed after applying a 10 message threshold filtering to users and threads.

|  | February | March | April | May | June | July | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| \# users | 495 | 499 | 490 | 464 | 498 | 515 | 493 |
| \% stable users | 59.60 | 57.27 | 54.29 | 58.73 | 59.27 | 60.79 | 58.34 |
| \# threads | 892 | 899 | 981 | 881 | 928 | 1044 | 937 |
| \% stable threads | 3.25 | 3.04 | 2.22 | 3.21 | 2.78 | 3.08 | 2.93 |

### 3.6.2 Interaction-based Link Network

In this section, we show the results of applying our interaction-based social link measure to study the BBC Message Boards network. For each snapshot of the network, we compute three graphs. The first graph is created from the direct interactions between users. This graph gives an idea of how users contextually interact with each other in threads. The second graph and the third graph are the results of applying our $l i n k_{\text {thread }}$ measure and cosine similarity on the user-thread association bipartite graph (see Sec. 3.3.2 and Def. 3.4) obtained from that snapshot, respectively.

Direct interaction network. For each snapshot $s n$, information extracted from replied messages is used to create a direct interaction network $\mathcal{G}_{\text {direct }}=\langle U, E\rangle$, where nodes $U$ are users in the snapshot $s n$ and each edge $\left(u_{i}, u_{j}\right) \in E$ is weighted by the $\operatorname{link}_{\text {direct }}$ (Eq. 3.8), i.e., the normalized value of the number of messages exchanged between users $u_{i}$ and $u_{j}$. We
then compute statistical measures for the graph to get more insights into how users directly communicate in the BBC Message Boards network. We find that even though the number of replied messages is very large, as shown in Figure 3.6, such direct interactions happen quite locally between pairs of users. This is indicated by small graph density and node degree measures, which are, on average, about 0.014 and 6.94 , respectively. These results imply that relying on direct interactions between users one can only find very few users who are linked to each other. The details of node degrees, graph density, and clustering coefficient computed for the direct interaction graphs of six snapshots from February 2008 to July 2008 are presented in Table 3.4. The distributions of the degrees of nodes in these graphs are shown in Figure 3.9.

Table 3.4: Statistical measures obtained from direct interaction graphs for six snapshots from February 2008 to July 2008 of the BBC Message Boards network.

|  | February | March | April | May | June | July | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Mean of node degree | 6.55 | 6.18 | 7.01 | 6.70 | 7.43 | 7.74 | 6.93 |
| Graph density | 0.013 | 0.012 | 0.014 | 0.014 | 0.015 | 0.015 | 0.014 |
| Clustering coefficient | 0.362 | 0.338 | 0.374 | 0.342 | 0.388 | 0.390 | 0.365 |



Figure 3.9: Distribution of node degrees in graphs built from direct interactions between users in the BBC Message Boards network for six snapshots from February to July 2008.

We apply the modularity-based clustering algorithm [87] for extracting community structures from direct interaction graphs. The results show that over six months from February to July 2008 the direct interactions between users always form large and really cohesive community structures. The number of communities varies from 4 to 6 as shown Figure 3.10, where the PageRank algorithm [92] is applied to measure social influence of each user, denoted by the label size, regarding her direct interactions with others.


Figure 3.10: Community structures in graphs built from direct interactions between users in selected snapshots of the BBC Message Boards network.

Thread association link vs direct interaction. We now apply our $\operatorname{link}_{\text {thread }}$ measure (Eq. 3.7) to extract social links between users from their participations in threads. Based on the histograms of the link scores as shown in Figure 3.11, a filtering step is first applied to remove links that have a weight less than 0.0005 before analyzing the obtained results. Having such steps accomplished, we find that even though direct interactions between users happen locally, many users are actually linked to each other in the context of posting messages to the same threads of interest. By relating the direct interaction $l_{\text {link }}^{\text {direct }}$ and the thread association $\operatorname{link}_{\text {thread }}$ measures for each pair of users, we find that users who tend to reply to each other only join together in a few threads. This is indicated by many pairs of users having high $\operatorname{link}_{\text {direct }}$ but low link $_{\text {thread }}$ scores. There are many users who do not have messages replying to each other but post messages to many common threads. These users are socially linked in terms of having similar interests but might not directly interact with each other, which is highlighted by high $\operatorname{link}_{\text {thread }}$ but low $\operatorname{link} k_{\text {direct }}$ scores between them. Figure 3.12 shows the results obtained from applying $\operatorname{link}_{\text {direct }}$ and $l i n k_{\text {thread }}$ measures to two snapshots in June and July 2008.

We further compute statistical measures for graphs built from applying our $l_{\text {link }}^{\text {thread }}$ measure to each snapshot of the network. The results clearly show that more users are linked to each other. The average of the graph density and the degrees of nodes in such
graphs are about 0.079 and 39.12 , respectively. The details of node degrees, clustering coefficient, and density measures of thread association-based link graphs are summarized in Table 3.5. The distributions of the degrees of nodes in such graphs built for six snapshots from February 2008 to July 2008 are shown in Figure 3.13.


Figure 3.11: Histogram of link scores obtained from applying link $_{\text {thread }}$ measure on selected snapshots of the BBC Message Boards network (left) and a threshold is employed to filter edges having weights less than 0.0005 (right).

Table 3.5: Statistical measures obtained from thread association-based link graphs of six snapshots from February 2008 to July 2008 of the BBC Message Boards network. The results are computed after removing links that have a link thread weight less than 0.0005 .

|  | February | March | April | May | June | July | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Mean of node degree | 37.63 | 37.27 | 39.64 | 40.08 | 38.98 | 41.13 | 39.12 |
| Graph density | 0.076 | 0.075 | 0.081 | 0.088 | 0.078 | 0.080 | 0.079 |
| Clustering coefficient | 0.360 | 0.360 | 0.500 | 0.387 | 0.383 | 0.370 | 0.390 |

The modularity-based clustering algorithm [87] is again employed to extract community structures. As expected, more communities are found in a thread association-based link graph compared to those extracted from the corresponding direct interaction graph. The main community structures are shown in Figure 3.14.


Figure 3.12: Social link scores between users obtained from $\operatorname{link}_{\text {thread }}$ and $\operatorname{link} k_{\text {direct }}$ measures for two snapshots: June 2008 and July 2008. Many pairs of users having high $\operatorname{link} k_{\text {direct }}$ but low link $_{\text {thread }}$ scores indicate that users who tend to reply to each other only participate in a few number of threads. On the other hand, pairs of users having high link thread but low link $_{\text {direct }}$ scores highlight that such users have common interests but do not directly interact with each other.


Figure 3.13: Distribution of the degrees of nodes in graphs derived from applying link ${ }_{\text {thread }}$ measure to six monthly snapshots from February to July 2008.


Figure 3.14: Community structures in graphs derived from applying $l_{i n} k_{t h r e a d}$ measure to six monthly snapshots from February to July 2008.

Qualitative evaluation. For a qualitative evaluation, we compare the results of our link $_{\text {thread }}$ measure and the results derived from employing cosine similarity for measuring social links. Given a user-thread association matrix $\boldsymbol{B}$ (Def. 3.4), the cosine similarity between two users $u_{i}$ and $u_{j}$ is computed as follows.

$$
\begin{equation*}
\operatorname{cosine}\left(u_{i}, u_{j}\right)=\frac{u_{i} \cdot u_{j}}{\left|u_{i}\right| \times\left|u_{j}\right|}=\frac{\sum_{z \in Z} \boldsymbol{B}\left[u_{i}, z\right] \times \boldsymbol{B}\left[u_{j}, z\right]}{\sqrt{\sum_{z \in Z} \boldsymbol{B}\left[u_{i}, z\right]^{2}} \times \sqrt{\sum_{z \in Z} \boldsymbol{B}\left[u_{j}, z\right]^{2}}} \tag{3.15}
\end{equation*}
$$

Figure 3.15 shows the histograms of link scores obtained from link $_{\text {thread }}$ measure and cosine similarity measure, respectively, for four selected snapshots from February 2008 to May 2008. It can be observed from the figure, cosine similarity returns long tail histograms, which indicate that quite many users are considered to be very similar. This is because, by employing cosine similarity, only the association of the two users $u_{i}$ and $u_{j}$ under consideration in threads is taken into account to assign a link score. Therefore, the participation of other users in a thread $z$ is neglected in measuring the social link for users $u_{i}$ and $u_{j}$ in $z$. Our link $_{\text {thread }}$ measure, however, not only considers how frequent two users $u_{i}$ and $u_{j}$ participate in $z$ but also put their association in the context of the participation of other users in $z$ as well (see Eq. 3.7). By this, our model only returns high link scores for the pairs of users who really participate in the same threads and are distinguished from other users. This is shown in Figure 3.16, where the highest link scores of pairs of users derived from cosine similarity and from our $\operatorname{link}_{\text {thread }}$ measures are plotted. In the figure, two filtering procedures are applied to the link scores between pairs of users in each snapshot. A filtering applied to a measure means that only pairs of users that have the highest link scores derived from using that measure are plotted. By doing this, we find that if two users $u_{i}$ and $u_{j}$ have a high $\operatorname{link}_{\text {thread }}$ score then they also have a high link score obtained from cosine similarity. The other direction, however, does not hold. There are pairs of users that have high link scores derived from cosine similarity but have low $\operatorname{link}_{\text {thread }}$ scores. These users are similar in terms of taking only their association in threads into account but such a similarity is not much distinguished when considered in the context of the participations in threads of other users in the whole network.


Figure 3.15: Histograms of link scores obtained from link $_{\text {thread }}$ measure (left) and cosine similarity measure (right).



(a) snapshot: June 2008

(b) snapshot: July 2008

Figure 3.16: Comparing link scores derived from link thread measure and cosine similarity measure in two snapshots: June 2008 and July 2008. Cosine similarity is normalized to sum up to 1 for readability.

### 3.6.3 Latent Semantic-based Network

This section presents the results obtained by applying our latent semantic-based social link measure link $_{\text {latent }}$ (Eq. 3.14) to the BBC Message Boards network. We first show that by relying only on the content of the messages to derive social links between users, semantic-based communities can be extracted. We then qualitatively evaluate our model by comparing the results derived with the results obtained from using the typical TF.IDF weighting schema. For this purpose, we first employ our weighting schema $\operatorname{sig}(w, u)$ (Eq. 3.12) to derive the significance of terms for users in each snapshot of the network. Singular Value Decomposition is then applied, where the number of dimensions to be reduced is determined using the principle introduced in [100, Chapter 11], i.e, $40 \%$ of the dimensions are reduced. Finally, link scores between users are computed using $\operatorname{link}_{\text {latent }}$ measure from which a semanticbased link graph is created for each snapshot. Community structures are detected using the modularity-based clustering algorithm [87]. Having these steps accomplished, we find that extracted communities are very cohesive regarding both structural and semantic properties ${ }^{7}$. This is interesting, because no other information was considered in our model except the content of users' postings. In every snapshot from February to July 2008, the number of main communities varies between 4 and 7 , among them there are always 4 large communities. By studying the category of messages (provided as ground truth in Table 3.2) posted by users in each community we find that such communities are clearly distinguished by the topics about Eastern religion, Christian religion, Ethics and free thought, Jewish, and TV, Radio and News. Figure 3.17 shows the proportion of the number of users in semantic-based communities extracted from six selected snapshots.


Figure 3.17: Proportion of the number of users in communities extracted from graphs derived using link $_{\text {latent }}$ measure for six snapshots of the BBC Message Boards network.

[^7]Qualitative evaluation. We now show that our weighting schema outperforms the TF.IDF schema in terms of extracting social characteristics of users from their postings. For this, we analyze the results of the two models applied to the same snapshots of the $B B C$ Message Boards network. In order to apply TF.IDF schema, all messages of a user in a snapshot are first aggregated to form a single document. By this, each user is characterized by a document and such documents of all users form a corpus. Based on this corpus, the TF.IDF schema is employed to compute a term-document matrix that actually plays the role of a term-user matrix $\mathbf{W}$ (see Section 3.4.1). Singular Value Decomposition is adopted with the same setting as applied in our model. Finally, link scores between users are computed using the same formulas as defined for the link $_{\text {latent }}$ measure (Eq. 3.14). Having such so-called TF.IDF-based graphs derived, we then run the modularity-based clustering algorithm [87] to extract community structures. The results show that in each of all six selected snapshots the algorithm only detects 2 or 3 large communities. This implies that many users are considered to be similar when TF.IDF is applied. As a consequence, it looses the structure of the semantic-based communities of the network, which are provided by the ground truth (Table 3.2 ). Figure 3.18 shows the number of users in each community extracted from the corresponding graphs obtained from using our model and using TF.IDF, respectively. For each snapshot shown in the figure, the number of large communities extracted from the graph built by our model is close to the number of categorized topics in the network while the number of large TF.IDF-based communities in each snapshot varies from 2 to 3 .


Figure 3.18: Number of users in communities extracted from graphs derived from $\operatorname{link}_{\text {latent }}$ measure (left) and from TF.IDF-based link measure (right). For each snapshot, the number of large communities obtained from our approach is close to the number of categorized topics in the BBC Message Boards network while only 2 or 3 large communities are derived when $T F . I D F$ is employed.

### 3.7 Summary and Discussion

We conclude the chapter by first giving a short summary of the proposed models and then presenting an outlook for extracting and measuring social links between users in locationbased social networks (LBSNs).

### 3.7.1 Summary

Extracting social links between users is an important step in social network analysis as its results are used in various applications. In this chapter, we have presented two models for extracting and measuring social links. In the first model ( link $_{\text {int }}$ ), relationships between users are identified and measured based on the association of users in threads of discussions (link $\left.k_{\text {thread }}\right)$ together with their direct interactions $\left(\right.$ link $\left._{\text {direct }}\right)$. The second model $\left(\right.$ link $\left._{\text {latent }}\right)$ extracts social characteristics of users reflected in their postings from which socalled semantic-based social links are derived. Since direct interactions are observable and simple to measure, we are more interested in the thread association-based links ( link $_{\text {thread }}$ ) and semantic-based links $\left(\right.$ link $\left._{\text {latent }}\right)$. These two types are referred to as hidden links between users. By using $l^{\text {link }}$ thread measure, a high link score between two users indicates that such users frequently occur together in many threads of discussions. For the $\operatorname{link}_{\text {latent }}$ measure, a link score is assigned to a pair of users based on the similarity of social characteristics extracted from their postings. The proposed models have been evaluated using a dataset from the BBC Message Boards network. The obtained results indicate the utility the models in extracting and measuring hidden social links between users and, thus, further show that more users are socially related than those just observed from direct interactions. It is possible to combine the introduced models to have a social link measure that considers both the interactions between users and the similarity of their social characteristics to assess the relationship between them. By this, a new social link measure can be formally specified as

$$
\begin{equation*}
\operatorname{link}_{\text {combine }}\left(u_{i}, u_{j}\right)=\beta \times \operatorname{link} k_{\text {int }}\left(u_{i}, u_{j}\right)+(1-\beta) \times \operatorname{link}_{\text {latent }}\left(u_{i}, u_{j}\right) \tag{3.16}
\end{equation*}
$$

where the value of $\beta \in[0,1]$ controls the level of emphasis on the interaction-based social link and the latent semantic-based social link measures.

### 3.7.2 Outlook for LBSN Data

Due to the strong adoption of people worldwide for mobile social networking services, the percentage of social network data that contains information about geographic locations of users is increasing. In such data, location information can be found in the profile of users, in different types of media posted by users including geotagged messages and geotagged photos, or in the history of check-in places of users. An intuitive observation is that users sharing a number places they have visited during a certain time period are likely to share
some common interests or are related to each other under some setting (e.g., a group of people traveling together, a group of colleagues in a company). This implies that social links between users can also be extracted from their spatio-temporal mobility history. A method to this could be to model occurrences of users in a snapshot as a user-location bipartite graph $\mathcal{G}=\langle U, L, E\rangle$ and to derive social links between users based on this graph. The two sets of nodes of the graph are users $U$ and location nodes $L$. Edges $E$ of the graph are the connections between users and location nodes.


Figure 3.19: An illustration of three methods applied to create location nodes for building a user-location network. (a) a regular grid is created and location nodes are derived from cells of the grid. (b) a set of points of interest (POI) is extracted. A spatial neighborhood of each POI specifies a location node. (c) a density-based clustering algorithm is applied to detect dense clusters. Each cluster is considered a location node.

Generally, each location node locNode $\in L$ can be a geographic point specified by longitude and latitude coordinates. However, employing such exact geographic coordinates returns a huge number of location nodes. Further, it rarely occurs that different contents are posted exactly from the same location due to the mobility of users and other factors including the limitation of location sensing devices and noise. Indeed, an intuitive observation is that close geographic locations associated with postings often indicate the same (or close by) places from where the postings have been sent. Therefore, a location node should be modeled as a region covering some spatial area rather than only a geographic point. Three methods can be employed to create location nodes for building a user-location network: griding the spatial area, determining points of interest, and density-based clustering.

Griding spatial area. The first simple strategy is to create a regular grid on the spatial area defined by the bounding box of geographic locations associated with postings of users. The grid is built with an input bandwidth $r$ specifying the resolution of grid cells. Each cell plays the role of a location node in the user-location network. Figure 3.19 (a) illustrates the griding method to build location nodes for a small geotagged tweet dataset collected in London in 2012.

Point of Interest Identification. The second method is to extract a set of points of interest (POI) from social network data. One can extract frequency-based keywords from texts posted by users and identify POI based on such keywords. That is, only words that occur in user postings more than a given frequency threshold are considered, and the
geographic location associated with each keyword becomes a point of interest. It is possible, however, to apply other methods to specify POI. For example, one can empirically build a list of application-specific words from which POI are derived or one can explicitly specify a number of well-known places in the dataset to be POI. Similar to the griding method, each identified point of interest together with a specific radius $r$ define a spatial neighborhood serving as a location node. A sample result of this method applied to the same dataset used in Figure 3.19 (a) is shown in Figure 3.19 (b).

Density-based Clustering. The third method is to apply a density-based clustering algorithm with a prior neighborhood radius $r$ and a threshold of number of neighbors minPts to find dense clusters. Each cluster is then considered a location node. An illustration of running the density-based clustering [34] on the dataset used in Figures 3.19 (a) and (b) is presented in Figure 3.19 (c). In the figure, each dense cluster is shown with a convex hull covering the geographic locations of users falling in the location node specified by the cluster.

In all three approaches, each location node has a spatial coverage, which is specified by a bandwidth or a radius $r$ and other parameters depending on the selected algorithm(s). Choosing appropriate values of input parameters is an application specific problem. Generally, adopting a finer granularity of location nodes returns a better model for assessing similarity between users, because only spatially close occurrences of users are clustered into the same location node. However, creating location nodes with a small spatial area requires more computations and does not always give good results. For example, two users visit the same museum and post comments from different locations in that building. Such geographic locations of these users might be assigned to different location nodes, which is unexpected, if location nodes are created with a small spatial area.

Once the location nodes are identified, the user-location network is then derived by connecting users to location nodes based on their occurrence in the spatial area of location nodes. That is, an edge is created between a user node $u$ and a location node locNode if the user $u$ appears at least once in the area of locNode. Having a user-location network $\mathcal{G}=\langle U, L, E\rangle$ identified for each snapshot, the next step is to measure how two users are related to each other in terms of their spatio-temporal mobility history. By disregarding the method used to derive the user-location network $\mathcal{G}$, each location node locNode in $\mathcal{G}$ has a spatial area where geographic locations of some users fall in, as described above. A principle is that users sharing more visited places are more likely to be related to each other. To this extent, one can rely on: (1) the number of location nodes whose spatial area contains geographic locations of two users $u_{i}$ and $u_{j}$, and (2) the variance of the number of occurrences of $u_{i}$ and $u_{j}$ in each shared location node to measure the social link between $u_{i}$ and $u_{j}$. Specifically, the larger the number of shared location nodes and the less the variance of the number of occurrences of the two users in each location node, the higher the likelihood that they are socially linked.

## Chapter 4

## Regional LinkTopic Community Extraction

### 4.1 Overview and Objectives

In this chapter, we introduce a model to discover a new type of community called regional LinkTopic. A community of this type is formed by users that are geographically close to each other over time, have common interests indicated by the topical similarity of their postings, and are contextually linked to each other. Taking all these features into account to extract communities will obviously return meaningful and practical results. However, it is a challenging task due to the complex constraints to be considered. To date, existing approaches to community detection have paid attention only to the static links and/or the postings of users. The regional aspect and contextual links among users have been neglected in the context of modeling and extracting communities.

To address these gaps and to achieve the goal of extracting regional LinkTopic communities, we develop a probabilistic model called rLinkTopic. The model jointly considers the spatio-temporal proximity of users with respect to (1) the geotagged messages they post over time, (2) the contextual links embedded in their messages, and (3) message topics to derive communities. This probabilistic approach allows users to have a membership in more than just one community, which is an important feature when discovering communities based on topics. Each community derived is not only characterized by a mixture of topics but also by its geographic and regional properties. Using data from Twitter, we demonstrate the effectiveness of our model in extracting regional LinkTopic communities, which are described in terms of both geographic locations and topics of interests. The experimental results show that our model outperforms existing models that rely only on links and topics in terms of the perplexity measure and the regional aspect of the communities extracted.

This chapter is structured as follows. Section 4.2 recaps Latent Dirichlet Allocation, a probabilistic model for extracting topics from documents. Section 4.3 formalizes the con-
cepts and definitions underlying our $r$ LinkTopic model. In Section 4.4, we discuss the model in detail, including the derivation of the Gibbs sampling rules and the sampling algorithm. A spatial entropy measure for evaluating the geographic localization of communities and the perplexity measure of the model are presented in Section 4.5. The results of the experimental evaluations are shown in Section 4.6. This chapter is concluded with a summary and discussion in Section 4.7.

### 4.2 Topic Models

In the context of topical analysis from text documents and other related applications, Latent Dirichlet Allocation (LDA) [12] is known to be the best model to date. Since its publication in 2003, LDA has been quickly adopted as a powerful tool for extracting clusters of objects in many application domains. These include the topical analysis in text mining [49, 132, 83], object extraction in computer vision [45, 119], and community detection in social network analysis [120, 135, 136]. Even though several models have been introduced as an extension of LDA, it is interesting to note that research communities tend to employ LDA mostly as a black-box. There are few studies contributing to the explanation of the model [44, 51] but still, the authors skipped most of the detailed steps especially for the posterior estimation. Motivated by this and also because the underlying idea of LDA is employed in the rLinkTopic model introduced in this chapter, this section gives a more detailed overview of the LDA model.

### 4.2.1 Latent Dirichlet Allocation

LDA is a probabilistic model originally proposed for extracting semantic topics from a corpus of documents. The key idea of the model is that it considers a document as a mixture of topics, a topic being a mixture of terms ${ }^{1}$, and topics are shared among documents [12, 113]. Particularly, given a corpus of documents $\mathcal{D}=\left\{d_{1}, d_{2}, \ldots, d_{|\mathcal{D}|}\right\}$ built from a vocabulary set consisting of $|V|$ terms, $V=\left\{w_{1}, w_{2}, \ldots, w_{|V|}\right\}$, LDA considers words occurring in any document $d$ in the corpus to be independently sampled from a common number of topics $Z=\left\{z_{1}, z_{2}, \ldots, z_{|Z|}\right\}$. One can, therefore, assume that the topics $Z$ are shared among documents. Another assumption employed in LDA is that documents as well as words within each document are considered to be exchangeable, respectively. To learn the mixture of topics in a document and the mixture of terms in a topic, a probabilistic framework was introduced, which works as follows.

The mixture of terms in a topic $z \in Z$ is modeled as a multinomial distribution specified by a multinomial parameter $\phi_{z}=\left\{\phi_{z, w_{1}}, \phi_{z, w_{2}}, \ldots, \phi_{z, w_{|V|}}\right\}$. Each $\phi_{z, w}$ is the probability that term $w$ belongs to topic $z$, denoted $P\left(w \mid \phi_{z}\right)$, such that $\sum_{w \in V} P\left(w \mid \phi_{z}\right)=1$. The mixture

[^8]of topics in a document $d$, usually referred to as the topic proportion of the document, is also modeled as a multinomial parameter $\theta_{d}=\left\{\theta_{d, z_{1}}, \theta_{d, z_{2}}, \ldots, \theta_{d, z_{|Z|}}\right\}$. Each $\theta_{d, z}$ indicates the likelihood of topic $z$ in document $d$, denoted $P\left(z \mid \theta_{d}\right)$, such that $\sum_{z \in Z} P\left(z \mid \theta_{d}\right)=1$.

Obviously, if one knows the distribution of terms in topic $z$ and the topic proportion of document $d$ beforehand, then the probability that a word $w$ in $d$ belongs to topic $z$ would be

$$
\begin{equation*}
P\left(w, z \mid \phi_{z}, \theta_{d}\right)=P\left(z \mid \theta_{d}\right) P\left(w \mid \phi_{z}\right)=\theta_{d, z} \phi_{z, w} . \tag{4.1}
\end{equation*}
$$

However, generally, we are given a corpus of documents and asked to find some topics in these documents without having knowledge about the distribution of terms in topics and the proportion of topics in documents. In other words, not only the topic that a word should be assigned to but also the distribution of terms in any topic $\left(\phi_{z}\right)$ and the topic proportion of any document $\left(\theta_{d}\right)$ are hidden. One therefore has to learn such hidden variables from the occurrences of terms in the corpus.

Suppose each of the two variables $\phi_{z}$ and $\theta_{d}$ is generated by a probability distribution, denoted $P\left(\phi_{z} \mid \beta\right)$ and $P\left(\theta_{d} \mid \alpha\right)$, respectively, where $\alpha$ and $\beta$ are the hyperparameters of the corresponding distribution; then the joint probability of word $w$ and topic $z$ in document $d$ is

$$
\begin{equation*}
P\left(w, z, \phi_{z}, \theta_{d} \mid \alpha, \beta\right)=P\left(\phi_{z} \mid \beta\right) P\left(\theta_{d} \mid \alpha\right) P\left(z \mid \theta_{d}\right) P\left(w \mid \phi_{z}\right), \tag{4.2}
\end{equation*}
$$

and the joint distribution of all words and topics in document $d$ becomes $^{2}$

$$
\begin{equation*}
P\left(d, \boldsymbol{z}, \phi, \theta_{d} \mid \alpha, \beta\right)=\prod_{z \in Z} P\left(\phi_{z} \mid \beta\right) \times P\left(\theta_{d} \mid \alpha\right) \prod_{w \in d} P\left(z_{w} \mid \theta_{d}\right) P\left(w \mid \phi_{z_{w}}\right), \tag{4.3}
\end{equation*}
$$

where $\phi=\left\{\phi_{z}\right\}, \boldsymbol{z}=\left\{z_{w}\right\}, w \in d$. Each $z_{w} \in \boldsymbol{z}$ is a topic index (i.e., $1 . .|Z|$ ) indicating the topic assignment of word $w$ in document $d$. Finally, the joint distribution of words and topics in the entire corpus, which is referred to as the joint distribution of the LDA model, is

$$
\begin{equation*}
P(\mathcal{D}, \boldsymbol{z}, \phi, \theta \mid \alpha, \beta)=\prod_{z \in Z} P\left(\phi_{z} \mid \beta\right) \times \prod_{d \in \mathcal{D}} P\left(\theta_{d} \mid \alpha\right) \prod_{w \in d} P\left(z_{w} \mid \theta_{d}\right) P\left(w \mid \phi_{z_{w}}\right), \tag{4.4}
\end{equation*}
$$

where $\theta=\left\{\theta_{d}\right\}, d \in \mathcal{D}$.
Substituting $P\left(z_{w} \mid \theta_{d}\right)$ and $P\left(w \mid \phi_{z_{w}}\right)$ in Eq. 4.4 by the respective multinomial components, i.e., $\theta_{d, z_{w}}$ of the topic proportion $\theta_{d}$, and $\phi_{z_{w}, w}$ of the distribution $\phi_{z_{w}}$ of terms in topic $z_{w}$, we have

$$
\begin{equation*}
P(\mathcal{D}, \boldsymbol{z}, \phi, \theta \mid \alpha, \beta)=\prod_{z \in Z} P\left(\phi_{z} \mid \beta\right) \times \prod_{d \in \mathcal{D}} P\left(\theta_{d} \mid \alpha\right) \prod_{w \in d} \theta_{d, z_{w}} \phi_{z_{w}, w} . \tag{4.5}
\end{equation*}
$$

To complete the model, one needs to specify the probability distributions that generate samples of the distribution $\phi_{z}$ of terms in a topic, and the topic proportion $\theta_{d}$ of a document.

[^9]As presented above, both $\phi_{z}$ and $\theta_{d}$ are modeled as multinomial parameters. Therefore, the Dirichlet distribution is used as prior of $\phi_{z}$ and $\theta_{d}$. This is due to the conjugacy between the Dirichlet and Multinomial distributions as discussed in Section 2.5.3. Thus, one can now present the joint distribution of the LDA model in a more specific way as ${ }^{3}$

$$
\begin{equation*}
P(\mathcal{D}, \boldsymbol{z}, \phi, \theta \mid \alpha ; \beta)=\prod_{z \in Z} \operatorname{Dir}\left(\phi_{z} \mid \beta\right) \times \prod_{d \in \mathcal{D}} \operatorname{Dir}\left(\theta_{d} \mid \alpha\right) \prod_{w \in d} \theta_{d, z_{w}} \phi_{z_{w}, w}, \tag{4.6}
\end{equation*}
$$

where $\alpha=\left\langle\alpha_{1}, \alpha_{2}, \ldots, \alpha_{|Z|}\right\rangle$ and $\beta=\left\langle\beta_{1}, \beta_{2}, \ldots, \beta_{|V|}\right\rangle$ are the hyperparameters of the Dirichlet distributions, which present prior knowledge for the topic proportion of a document and the distribution of terms in a topic, respectively.

Figure 4.1 shows the graphical models explaining three main joint distributions in the LDA model. (a) and (b) are the graphical models of Eq. 4.2 and Eq. 4.3, respectively; (c) is the complete graphical model of LDA represented by Eq. 4.4.


Figure 4.1: Graphical models representing selected joint distributions in the LDA model. (a) is the joint distribution of word $w$ in topic $z$ of document $d$; (b) is the joint distribution of all words and topics in document $d$; (c) is the complete graphical model of LDA.

Generative process. Having the graphical model shown in Figure 4.1(c), the generative process of the LDA model is as follows.

1. sample the distributions of terms in topics

$$
\phi=\left\{\phi_{z} \sim \operatorname{Dir}_{|V|}(\beta)\right\}, z \in Z
$$

2. for each document $d$
2.1. sample topic proportion $\theta_{d} \sim \operatorname{Dir_{|Z|}}(\alpha)$
2.2. for each word $w$ in document $d$
a. sample a topic index $z \sim \operatorname{Mult}\left(\theta_{d}\right)$
b. sample term $w$ in the selected topic $z$, i.e., $w \sim \operatorname{Mult}\left(\phi_{z}\right)$

In the following section, the detailed steps to derive the Gibbs sampling rules for estimating the distributions of hidden variables in LDA are presented.

[^10]
### 4.2.2 Gibbs Sampling for LDA

There are hidden variables represented by $\boldsymbol{z}$ (topic assignments), $\phi$ (distributions of terms in topics), and $\theta$ (topic proportions of documents) in the LDA model. The posterior distribution of such variables is analytically obtained using Bayes' theorem as in Eq. 4.7. This distribution is, however, intractable to compute due to the marginalization over the hidden variables [12].

$$
\begin{equation*}
P(\boldsymbol{z}, \phi, \theta \mid \mathcal{D} ; \alpha, \beta)=\frac{P(\mathcal{D}, \boldsymbol{z}, \phi, \theta \mid \alpha, \beta)}{P(\mathcal{D} \mid \alpha, \beta)}=\frac{P(\mathcal{D}, \boldsymbol{z}, \phi, \theta \mid \alpha, \beta)}{\int_{\phi} \int_{\theta} \sum_{z \in Z} P(\mathcal{D}, \boldsymbol{z}, \phi, \theta \mid \alpha, \beta) \mathrm{d} \theta \mathrm{~d} \phi} \tag{4.7}
\end{equation*}
$$

By applying sampling, the posterior distribution is approximated through the samples of the joint distribution as shown in Eq. 4.8.

$$
\begin{equation*}
P(\boldsymbol{z}, \phi, \theta \mid \mathcal{D} ; \alpha, \beta)=\frac{P(\mathcal{D}, \boldsymbol{z}, \phi, \theta \mid \alpha, \beta)}{P(\mathcal{D} \mid \alpha, \beta)} \propto P(\mathcal{D}, \boldsymbol{z}, \phi, \theta \mid \alpha, \beta) \tag{4.8}
\end{equation*}
$$

Generally, implementing a Gibbs sampling algorithm for all variables in the LDA model is straightforward. However, it is inefficient due to the sampling for the multinomial parameters $\phi$ and $\theta$, which can be computed from the topic assignment variables $\boldsymbol{z}$. In other words, it is better to make use of the conjugacy between the Dirichlet and the Multinomial distributions to integrate out the multinomial parameters $\theta$ and $\phi$ in Eq. 4.8 and build a collapsed Gibbs sampling for $\boldsymbol{z}$ from which $\theta$ and $\phi$ are then derived. In the following, the detailed steps to integrate out $\theta$ and $\phi$ are given.

First, from Eq. 4.8, the joint distribution of the topic assignments of all words in the corpus is obtained by

$$
\begin{equation*}
P(\boldsymbol{z} \mid \mathcal{D} ; \alpha, \beta)=\int_{\phi} \int_{\theta} P(\boldsymbol{z}, \phi, \theta \mid \mathcal{D} ; \alpha, \beta) \mathrm{d} \theta \mathrm{~d} \phi \propto \int_{\phi} \int_{\theta} P(\mathcal{D}, \boldsymbol{z}, \phi, \theta \mid \alpha, \beta) \mathrm{d} \theta \mathrm{~d} \phi . \tag{4.9}
\end{equation*}
$$

It is noted that the second term in Eq. 4.4 can be represented as

$$
\begin{equation*}
\prod_{d \in \mathcal{D}} P\left(\theta_{d} \mid \alpha\right) \prod_{w \in d} P\left(z_{w} \mid \theta_{d}\right) P\left(w \mid \phi_{z_{w}}\right)=\prod_{d \in \mathcal{D}} \prod_{w \in d} P\left(w \mid \phi_{z_{w}}\right) \times \prod_{d \in \mathcal{D}} P\left(\theta_{d} \mid \alpha\right) \prod_{w \in d} P\left(z_{w} \mid \theta_{d}\right) . \tag{4.10}
\end{equation*}
$$

Therefore, the joint distribution of the LDA model (Eq. 4.4 ) can be rewritten as follows.

$$
\begin{equation*}
P(\mathcal{D}, \boldsymbol{z}, \phi, \theta \mid \alpha ; \beta)=\prod_{z \in Z} P\left(\phi_{z} \mid \beta\right) \times \prod_{d \in \mathcal{D}} \prod_{w \in d} P\left(w \mid \phi_{z_{w}}\right) \times \prod_{d \in \mathcal{D}} P\left(\theta_{d} \mid \alpha\right) \prod_{w \in d} P\left(z_{w} \mid \theta_{d}\right) \tag{4.11}
\end{equation*}
$$

By applying Eq. 4.11 to Eq. 4.9 and using the notation $n_{w}^{(z)}$ to denote the number of occurrences of term $w$ assigned to topic $z$, we have

$$
\begin{align*}
P(z \mid \mathcal{D} ; \alpha, \beta) & \propto \int_{\phi} \int_{\theta} \prod_{z \in Z} P\left(\phi_{z} \mid \beta\right) \times \prod_{d \in \mathcal{D}} \prod_{w \in d} P\left(w \mid \phi_{z_{w}}\right) \times \prod_{d \in \mathcal{D}} P\left(\theta_{d} \mid \alpha\right) \prod_{w \in d} P\left(z_{w} \mid \theta_{d}\right) \mathrm{d} \theta \mathrm{~d} \phi \\
& =\int_{\phi} \prod_{z \in Z} P\left(\phi_{z} \mid \beta\right) \times \prod_{d \in \mathcal{D}} \prod_{w \in d} P\left(w \mid \phi_{z_{w}}\right) \times \int_{\theta} \prod_{d \in \mathcal{D}} P\left(\theta_{d} \mid \alpha\right) \prod_{w \in d} P\left(z_{w} \mid \theta_{d}\right) \mathrm{d} \theta \mathrm{~d} \phi \\
& =\int_{\theta} \prod_{d \in \mathcal{D}} P\left(\theta_{d} \mid \alpha\right) \prod_{w \in d} P\left(z_{w} \mid \theta_{d}\right) \mathrm{d} \theta \times \int_{\phi} \prod_{z \in Z} P\left(\phi_{z} \mid \beta\right) \times \prod_{d \in \mathcal{D}} \prod_{w \in d} P\left(w \mid \phi_{z_{w}}\right) \mathrm{d} \phi \\
& =\prod_{d \in \mathcal{D}} \int_{\theta_{d}} P\left(\theta_{d} \mid \alpha\right) \prod_{w \in d} P\left(z_{w} \mid \theta_{d}\right) \mathrm{d} \theta_{d} \times \int_{\phi} \prod_{z \in Z} P\left(\phi_{z} \mid \beta\right) \times \prod_{z \in Z} \prod_{w \in V} P\left(w \mid \phi_{z_{w}}\right)^{n_{w}^{(z)}} \mathrm{d} \phi \\
& =\prod_{d \in \mathcal{D}} \int_{\theta_{d}} P\left(\theta_{d} \mid \alpha\right) \prod_{w \in d} P\left(z_{w} \mid \theta_{d}\right) \mathrm{d} \theta_{d} \times \underbrace{\int_{\phi \in Z} P\left(\phi_{z} \mid \beta\right) \prod_{w \in V} P\left(w \mid \phi_{z_{w}}\right)^{n_{w}^{(z)}} \mathrm{d} \phi}_{(* *)} \\
& =\prod_{d \in \mathcal{D}} \int_{\theta_{d}} P\left(\theta_{d} \mid \alpha\right) \prod_{w \in d} P\left(z_{w} \mid \theta_{d}\right) \mathrm{d} \theta_{d} \tag{4.12}
\end{align*} \prod_{z \in Z}^{\int_{\phi_{z}} P\left(\phi_{z} \mid \beta\right) \prod_{w \in V} P\left(w \mid \phi_{z_{w}}\right)^{n_{w}^{(z)}} \mathrm{d} \phi_{z}} .(4.12) .
$$

Substituting $P\left(\theta_{d} \mid \alpha\right)$ by the Dirichlet distribution, and $P\left(z_{w} \mid \theta_{d}\right)$ by the corresponding component $\theta_{d, z_{w}}$ of the multinomial parameter $\theta_{d}$, the first term (*) in Eq. 4.12 becomes

$$
\begin{align*}
(*) & =\prod_{d \in \mathcal{D}} \int_{\theta_{d}} \overbrace{\Gamma\left(\sum_{z \in Z} \alpha_{z}\right)}^{\text {just a constant }} \prod_{z \in Z} \theta_{d, z}^{\alpha_{z}-1} \prod_{w \in d} \theta_{d, z_{w}} d \theta_{d}  \tag{4.13}\\
& \propto \prod_{d \in \mathcal{D}} \int_{\theta_{d}} \prod_{z \in Z} \theta_{d, z}^{\alpha_{z}-1} \prod_{z \in Z} \theta_{d, z}^{n_{d}^{(d)}} d \theta_{d}=\prod_{d \in \mathcal{D}} \int_{\theta_{d}} \prod_{z \in Z} \theta_{d, z}^{n_{d, z}^{(d)}+\alpha_{z}-1} d \theta_{d}=\prod_{d \in \mathcal{D}} \frac{\prod_{z \in Z} \Gamma\left(n_{z}^{(d)}+\alpha_{z}\right)}{\Gamma\left(\sum_{z \in Z} n_{z}^{(d)}+\alpha_{z}\right)},
\end{align*}
$$

where $n_{z}^{(d)}$ is the number of words in document $d$ that were assigned to topic $z$.
Similarly, substituting $P\left(\phi_{z} \mid \beta\right)$ by the Dirichlet distribution, and $P\left(w \mid \phi_{z_{w}}\right)$ by the corresponding component $\phi_{z_{w}, w}$ of the multinomial parameter $\phi_{z_{w}}$, the second term ( $* *$ ) in Eq. 4.12 becomes

$$
\begin{align*}
(* *) & =\prod_{z \in Z} \int_{\phi_{z}} \overbrace{\frac{\Gamma\left(\sum_{w \in V} \beta_{w}\right)}{\text { just a constant }}}^{\prod_{w \in V} \Gamma\left(\beta_{w}\right)} \prod_{w \in V} \phi_{z, w}^{\beta_{w}-1} \prod_{w \in V} \phi_{z, w}^{n_{w}^{(z)}} d \phi_{z} \\
& \propto \prod_{z \in Z} \int_{\phi_{z}} \prod_{w \in V} \phi_{z, w}^{n_{z}^{(z)}+\beta_{w}-1} d \phi_{z}=\prod_{z \in Z} \frac{\prod_{w \in V} \Gamma\left(n_{w}^{(z)}+\beta_{w}\right)}{\Gamma\left(\sum_{w \in V} n_{w}^{(z)}+\beta_{w}\right)} . \tag{4.14}
\end{align*}
$$

Substituting the results of Eq. 4.13 and Eq. 4.14 for the corresponding terms in Eq. 4.12, we have

$$
\begin{equation*}
P(\boldsymbol{z} \mid \mathcal{D} ; \alpha, \beta) \propto \underbrace{\prod_{d \in \mathcal{D}} \frac{\prod_{z \in Z} \Gamma\left(n_{z}^{(d)}+\alpha_{z}\right)}{\Gamma\left(\sum_{z \in Z} n_{z}^{(d)}+\alpha_{z}\right)}}_{\left(T_{1}\right)} \times \underbrace{\prod_{z \in Z} \frac{\prod_{w \in V} \Gamma\left(n_{w}^{(z)}+\beta_{w}\right)}{\Gamma\left(\sum_{w \in V} n_{w}^{(z)}+\beta_{w}\right)}}_{\left(T_{2}\right)} . \tag{4.15}
\end{equation*}
$$

Intuitively, the first term $T_{1}$ in Eq. 4.15 indicates the joint distribution of topics $Z$ in documents $\mathcal{D}$ whereas the second term $T_{2}$ is the joint distribution of terms $V$ in topics $Z$.

To derive the likelihood of a word $w$ in a topic, denoted $z_{w}$, the joint distribution of the topic assignments in Eq. 4.15 is rewritten as

$$
\begin{equation*}
P(\boldsymbol{z} \mid \mathcal{D} ; \alpha, \beta)=P\left(z_{w}, \boldsymbol{z}_{-w} \mid \mathcal{D} ; \alpha, \beta\right)=P\left(z_{w} \mid \boldsymbol{z}_{-w}, \mathcal{D} ; \alpha, \beta\right) P\left(\boldsymbol{z}_{-w} \mid \mathcal{D} ; \alpha, \beta\right) \tag{4.16}
\end{equation*}
$$

where $z_{w}$ is the topic assignment of word $w$, and $z_{-w}$ are the topic assignments of all words in the corpus except $w$. Therefore, we have

$$
\begin{equation*}
P\left(z_{w} \mid \boldsymbol{z}_{-w}, \mathcal{D} ; \alpha, \beta\right)=\frac{P\left(z_{w}, \boldsymbol{z}_{-w} \mid \mathcal{D} ; \alpha, \beta\right)}{P\left(\boldsymbol{z}_{-w} \mid \mathcal{D} ; \alpha, \beta\right)}=\frac{P(\boldsymbol{z} \mid \mathcal{D} ; \alpha, \beta)}{P\left(\boldsymbol{z}_{-w} \mid \mathcal{D} ; \alpha, \beta\right)} \tag{4.17}
\end{equation*}
$$

Notice that the only difference between the numerator and the denominator in Eq. 4.17 is that the numerator is the joint distribution of the topic assignments of all words whereas the information about the topic assignment of the currently considered word $w$ is removed in the denominator. Using the notations $T_{1}$ and $T_{2}$ in Eq. 4.15 , we represent Eq. 4.17 as

$$
\begin{equation*}
P\left(z_{w} \mid \boldsymbol{z}_{-w}, \mathcal{D} ; \alpha, \beta\right)=\frac{P\left(z_{w}, \boldsymbol{z}_{-w} \mid \mathcal{D} ; \alpha, \beta\right)}{P\left(\boldsymbol{z}_{-w} \mid \mathcal{D} ; \alpha, \beta\right)}=\frac{P(\boldsymbol{z} \mid \mathcal{D} ; \alpha, \beta)}{P\left(\boldsymbol{z}_{-w} \mid \mathcal{D} ; \alpha, \beta\right)}=\frac{T_{1}}{T_{-w, 1}} \times \frac{T_{2}}{T_{-w, 2}} \tag{4.18}
\end{equation*}
$$

where $T_{-w, 1}$ and $T_{-w, 2}$ are computed using the same formula as of $T_{1}$ and $T_{2}$, respectively, having the topic assignment of the currently considered word $w$ discarded. In the following, information that is independent of the assignment of word $w$ to topic $z_{w}$ is first removed from $T_{1}$ and $T_{2}$. The resulting $T_{1}$ and $T_{2}$ are then represented in terms of $T_{-w, 1}$ and $T_{-w, 2}$, respectively, to simplify the formula in Eq. 4.18.

Note that by employing the local Markov assumption the probability that word $w$ in document $d$ belongs to topic $z$ depends only on (1) the occurrences of term $w$ in $z$ (i.e., more occurrences of $w$ in $z$ intuitively imply that this occurrence $w$ should be assigned to $z$ as well), and (2) the presence of other words in document $d$ in $z$ (i.e., more words in document $d$ appearing in $z$ indicate that $d$ is likely talking about that topic; therefore, $w$ should also be assigned to $z$ ). In other words, such a probability does not depend on the occurrence of other terms in other documents on any topic and it does not depend on the presence of words in $d$ on other topics.

Suppose the word $w$ in $P\left(z_{w} \mid \boldsymbol{z}_{-w}, \mathcal{D} ; \alpha, \beta\right)$ is in document $d$; then, the information that is independent of the computation of the likelihood of $w$ in $z_{w}$ can be removed from the two terms $T_{1}$ and $T_{2}$ as follows.

$$
\begin{align*}
T_{1} & =\frac{\prod_{z \in Z} \Gamma\left(n_{z}^{(d)}+\alpha_{z}\right)}{\Gamma\left(\sum_{z \in Z} n_{z}^{(d)}+\alpha_{z}\right)} \overbrace{\prod_{d^{\prime} \in \mathcal{D} \backslash d} \frac{\prod_{z \in Z} \Gamma\left(n_{z}^{\left(d^{\prime}\right)}+\alpha_{z}\right)}{\Gamma\left(\sum_{z \in Z} n_{\left.n_{z}^{\left(d^{\prime}\right)}+\alpha_{z}\right)}^{\text {independent of document } d}\right.}} \\
& \propto \frac{\prod_{z \in Z} \Gamma\left(n_{z}^{(d)}+\alpha_{z}\right)}{\Gamma\left(\sum_{z \in Z} n_{z}^{(d)}+\alpha_{z}\right)}=\frac{\Gamma\left(n_{z_{w}}^{(d)}+\alpha_{z_{w}}\right) \overbrace{\prod_{z \in Z \backslash z_{w}} \Gamma\left(n_{z}^{(d)}+\alpha_{z}\right)}^{\text {independent of topic } z_{w}}}{\Gamma\left(\sum_{z \in Z} n_{z}^{(d)}+\alpha_{z}\right)} \propto \frac{\Gamma\left(n_{z_{w}}^{(d)}+\alpha_{z_{w}}\right)}{\Gamma\left(\sum_{z \in Z} n_{z}^{(d)}+\alpha_{z}\right)} \tag{4.19}
\end{align*}
$$

$$
\begin{align*}
T 2 & =\prod_{z \in Z} \frac{\Gamma(n_{w}^{(z)}+\beta_{w} \overbrace{\prod_{w^{\prime} \in V \backslash w}}^{\text {independent of term } w} \Gamma\left(n_{w^{\prime}}^{(z)}+\beta_{w^{\prime}}\right)}{\Gamma\left(\sum_{w^{\prime} \in V} n_{w^{\prime}}^{(z)}+\beta_{w^{\prime}}\right)} \propto \prod_{z \in Z} \frac{\Gamma\left(n_{w}^{(z)}+\beta_{w}\right)}{\Gamma\left(\sum_{w^{\prime} \in V} n_{w^{\prime}}^{(z)}+\beta_{w^{\prime}}\right)} \\
& =\frac{\Gamma\left(n_{w}^{\left(z_{w}\right)}+\beta_{w}\right)}{\Gamma\left(\sum_{w^{\prime} \in V} n_{w^{\prime}}^{\left(z_{w}\right)}+\beta_{w^{\prime}}\right)} \prod_{z \in Z \backslash z_{w}} \frac{\Gamma\left(n_{w}^{(z)}+\beta_{w}\right)}{\Gamma\left(\sum_{w^{\prime} \in V} n_{w^{\prime}}^{(z)}+\beta_{w^{\prime}}\right)} \propto \frac{\Gamma\left(n_{w}^{\left(z_{w}\right)}+\beta_{w}\right)}{\Gamma\left(\sum_{w^{\prime} \in V} n_{w^{\prime}}^{\left(z_{z}\right)}+\beta_{w^{\prime}}\right)} \tag{4.20}
\end{align*}
$$

In order to represent $T_{1}$ and $T_{2}$ in terms of $T_{-w, 1}$ and $T_{-w, 2}$, we use $n_{-w, z}^{(d)}$ and $n_{-w, w}^{(z)}$, respectively, to indicate the number of words in document $d$ assigned to topic $z$, and the number of times occurrences of term $w$ assigned to $z$ excluding the currently considered word $w$. Employing these notations, $T_{1}$ is now represented as

$$
\begin{align*}
T_{1} & \propto \frac{\Gamma\left(n_{z_{w}}^{(d)}+\alpha_{z_{w}}\right)}{\Gamma\left(\sum_{z \in Z} n_{z}^{(d)}+\alpha_{z}\right)}=\frac{\Gamma\left(1+n_{-w, z_{w}}^{(d)}+\alpha_{z_{w}}\right)}{\Gamma\left(1+\sum_{z \in Z} n_{-w, z}^{(d)}+\alpha_{z}\right)}  \tag{4.21}\\
& =\frac{\left(n_{-w, z_{w}}^{(d)}+\alpha_{z_{w}}\right)}{\left(\sum_{z \in Z} n_{-w, z}^{(d)}+\alpha_{z}\right)} \times \frac{\Gamma\left(n_{-w, z_{w}}^{(d)}+\alpha_{z_{w}}\right)}{\Gamma\left(\sum_{z \in Z} n_{-w, z}^{(d)}+\alpha_{z}\right)}=\frac{n_{-w, z_{w}}^{(d)}+\alpha_{z_{w}}}{\sum_{z \in Z} n_{-w, z}^{(d)}+\alpha_{z}} \times T_{-w, 1} .
\end{align*}
$$

Similarly, $T_{2}$ is simplified by

$$
\begin{align*}
T_{2} & \propto \frac{\Gamma\left(n_{w}^{\left(z_{w}\right)}+\beta_{w}\right)}{\Gamma\left(\sum_{w^{\prime} \in V} n_{w^{\prime}}^{\left(z_{w}\right)}+\beta_{w^{\prime}}\right)}=\frac{\Gamma\left(1+n_{-w, w}^{\left(z_{w}\right)}+\beta_{w}\right)}{\Gamma\left(1+\sum_{w^{\prime} \in V} n_{-w, w^{\prime}}^{\left(z_{w}\right)}+\beta_{w^{\prime}}\right)}  \tag{4.22}\\
& =\frac{\left(n_{-w, w}^{\left(z_{w}\right)}+\beta_{w}\right)}{\left(\sum_{w^{\prime} \in V} n_{-w, w^{\prime}}^{\left(z_{w}\right)}+\beta_{w^{\prime}}\right)} \times \frac{\Gamma\left(n_{-w, w}^{\left(z_{w}\right)}+\beta_{w}\right)}{\Gamma\left(\sum_{w^{\prime} \in V} n_{-w, w^{\prime}}^{\left(z_{w}\right)}+\beta_{w^{\prime}}\right)}=\frac{n_{-w, w}^{\left(z_{w}\right)}+\beta_{w}}{\sum_{w^{\prime} \in V} n_{-w, w^{\prime}}^{\left(z_{w}\right)}+\beta_{w^{\prime}}} \times T_{-w, 2 .} .
\end{align*}
$$

Finally, by substituting the results of Eq. 4.21 and Eq. 4.22 for the corresponding terms in Eq. 4.17, we have

$$
\begin{equation*}
P\left(z_{w} \mid \boldsymbol{z}_{-w}, \mathcal{D} ; \alpha, \beta\right) \propto \frac{n_{-w, z_{w}}^{(d)}+\alpha_{z_{w}}}{\sum_{z \in Z} n_{-w, z}^{(d)}+\alpha_{z}} \times \frac{n_{-w, w}^{\left(z_{w}\right)}+\beta_{w}}{\sum_{w^{\prime} \in V} n_{-w, w^{\prime}}^{\left(z_{w}\right)}+\beta_{w^{\prime}}} . \tag{4.23}
\end{equation*}
$$

Intuitively, Eq. 4.23 states that the probability of word $w$ in document $d$ being assigned to topic $z_{w}$ is proportional to (1) the number of words in $d$ already assigned to $z_{w}$ and (2) the number of times term $w$ occurred in $z_{w}$. In other words, the first ratio in Eq. 4.23 expresses the probability of topic $z_{w}$ in document $d$, and the second ratio expresses the probability of $w$ in topic $z_{w}$.

Once a sample $\boldsymbol{z}$ of the topic assignments is computed, the topic proportion $\theta_{d}$ of a document and the distribution $\phi_{z}$ of terms in a topic are derived as follows.

Topic proportion. Given the topic assignments of words in document $d$, denoted $\boldsymbol{z}_{d}$, the distribution of topics in $d$ is obtained by

$$
\begin{gather*}
P\left(\theta_{d} \mid \boldsymbol{z}_{d} ; \alpha\right)=\frac{P\left(\boldsymbol{z}_{d}, \theta_{d} \mid \alpha\right)}{P\left(\boldsymbol{z}_{d} \mid \alpha\right)}=\frac{P\left(\boldsymbol{z}_{d} \mid \theta_{d}\right) P\left(\theta_{d} \mid \alpha\right)}{P\left(\boldsymbol{z}_{d} \mid \alpha\right)}=\frac{\prod_{w \in d} P\left(z_{w} \mid \theta_{d}\right) P\left(\theta_{d} \mid \alpha\right)}{\int_{\theta_{d}} \prod_{w \in d} P\left(z_{w} \mid \theta_{d}\right) P\left(\theta_{d} \mid \alpha\right) d \theta_{d}} \\
=\frac{\left.\prod_{z \in Z} \theta_{d, z}^{n_{d}^{(d)}} \frac{1}{\operatorname{Beta(\alpha )}} \prod_{z \in Z} \theta_{d, z}^{\alpha_{z}-1}\right)}{\left.\int_{\theta_{d}} \prod_{z \in Z} \theta_{d, z}^{n_{d}^{(d)}} \frac{1}{\operatorname{Beta(\alpha )}} \prod_{z \in Z} \theta_{d, z}^{\alpha_{z}-1}\right) d \theta_{d}}=\frac{\Gamma\left(\sum_{z \in Z} n_{z}^{(d)}+\alpha_{z}\right)}{\prod_{z \in Z} \Gamma\left(n_{z}^{(d)}+\alpha_{z}\right)} \prod_{z \in Z} \theta_{d, z}^{n_{d}^{(d)}+\alpha_{z}-1} . \tag{4.24}
\end{gather*}
$$

The final result of Eq. 4.24 is the updated Dirichlet distribution of $\theta_{d}$ after observing the words in document $d$, i.e., $\operatorname{Dir}\left(\theta_{d} \mid n^{(d)}+\alpha\right.$ ) where $n^{(d)}=\left\langle n_{1}^{(d)}, n_{2}^{(d)}, \ldots, n_{|Z|}^{(d)}\right\rangle$ and $\alpha=$ $\left\langle\alpha_{1}, \alpha_{2}, \ldots, \alpha_{|Z|}\right\rangle$. Therefore, the likelihood of topic $z$ in document $d$ is obtained from the expectation of $\operatorname{Dir}\left(\theta_{d} \mid n^{(d)}+\alpha\right)$, computed by

$$
\begin{equation*}
\theta_{d, z}=\frac{n_{z}^{(d)}+\alpha_{z}}{\sum_{z^{\prime} \in Z} n_{z^{\prime}}^{(d)}+\alpha_{z^{\prime}}}, d \in \mathcal{D}, z \in Z \tag{4.25}
\end{equation*}
$$

Distribution of terms in a topic. Given words assigned to topic $z$, denoted $\boldsymbol{z}_{z}$, the distribution of terms in $z$ is derived from

$$
\begin{array}{r}
P\left(\phi_{z} \mid \boldsymbol{z}_{z} ; \beta\right)=\frac{P\left(\boldsymbol{z}_{z}, \phi_{z} \mid \beta\right)}{P\left(\boldsymbol{z}_{z} \mid \beta\right)}=\frac{P\left(\boldsymbol{z}_{z} \mid \phi_{z}\right) P\left(\phi_{z} \mid \beta\right)}{P\left(\boldsymbol{z}_{z} \mid \beta\right)}=\frac{\prod_{w \in \boldsymbol{z}_{z}} P\left(w \mid \phi_{z}\right) P\left(\phi_{z} \mid \beta\right)}{P\left(\boldsymbol{z}_{z} \mid \beta\right)} \\
=\frac{\prod_{w \in V} P\left(w \mid \phi_{z}\right)^{n_{w}^{(z)}} P\left(\phi_{z} \mid \beta\right)}{\int_{\phi_{z}} \prod_{w \in V} P\left(w \mid \phi_{z}\right)^{n_{w}^{(z)}} P\left(\phi_{z} \mid \beta\right) d \phi_{z}}=\frac{\prod_{w \in V} \phi_{z, w}^{n_{w}^{(z)}} \frac{1}{\operatorname{Beta(\beta )} \prod_{w \in V} \phi_{z, w}^{\beta_{w}-1}}}{\int_{\phi_{z}} \prod_{w \in V} \phi_{z, w}^{n_{z}^{(z)}} \frac{1}{\operatorname{Beta(\beta )}} \prod_{w \in V} \phi_{z, w}^{\beta_{w}-1} d \phi_{z}} \\
=\frac{\Gamma\left(\sum_{w \in V} n_{w}^{(z)}+\beta_{w}\right)}{\prod_{w \in V} \Gamma\left(n_{w}^{(z)}+\beta_{w}\right)} \prod_{w \in V} \phi_{z, w}^{n_{w}^{(z)}+\beta_{w}-1} . \tag{4.26}
\end{array}
$$

The final result of Eq. 4.26 is the Dirichlet distribution of $\phi_{z}$ with the parameter $n^{(z)}+\beta$, where $n^{(z)}=\left\langle n_{1}^{(z)}, n_{2}^{(z)}, \ldots, n_{|V|}^{(z)}\right\rangle$ and $\beta=\left\langle\beta_{1}, \beta_{2}, \ldots, \beta_{|V|}\right\rangle$. Therefore, the likelihood of term $w$ in topic $z$ is obtained as the expectation of this distribution, computed by

$$
\begin{equation*}
\phi_{z, w}=\frac{n_{w}^{(z)}+\beta_{w}}{\sum_{w^{\prime} \in V} n_{w^{\prime}}^{(z)}+\beta_{w^{\prime}}}, z \in Z, w \in V . \tag{4.27}
\end{equation*}
$$

```
Algorithm 4: Collapsed Gibbs sampling algorithm for the \(L D A\) model.
    Input:
    \(\mathcal{D}\) : corpus of documents
    \(|Z|\) : number of topics to be extracted
    \(\alpha, \beta\) : Dirichlet hyperparameters
    Output:
    \(\phi\) : distributions of terms in topics
    \(\theta\) : topic proportions of documents
    \(I:=\) Interations; BurnIn \(:=\) BurnInSteps;
    /* Initialization */
    foreach \(d \in \mathcal{D}\) do
        foreach \(w \in d\) do
        \(z \sim\) uniform();
        assign \(w\) to \(z\);
    /* Burn-in and update parameters */
    foreach \(i=1\)..I do
        foreach \(d \in \mathcal{D}\) do
        foreach \(w \in d\) do
                            \(z \sim \frac{n_{-w, z}^{(d)}+\alpha_{z}}{\sum_{z^{\prime} \in Z} n_{-w, z^{\prime}}^{(d)}+\alpha_{z^{\prime}}} \frac{n_{-w, w}^{(z)}+\beta_{w}}{\sum_{w^{\prime} \in V} n_{-w, w^{\prime}}^{(z)}+\beta_{w^{\prime}}} ;\)
                assign \(w\) to \(z\);
        if \(i>\) BurnIn then
            update parameters \(\theta\) and \(\phi\) using
            Eq. 4.25 and Eq. 4.27, respectively;
```

Sampling algorithm. Having the sampling rule for the topic assignments and formulas for updating the multinomial parameters (i.e., the topic proportion of a document and the distribution of terms in a topic) derived, the collapsed Gibbs sampling algorithm for the LDA model is shown in Algorithm 4. The algorithm first randomly assigns each word to a topic and then applies the sampling rule to build a Markov chain for the topic assignments. After the Burn-in stage, the updating rules are employed to derive the multinomial parameters representing the topic proportion of documents and the distribution of terms in topics. Given a predefined number of sampling steps $I$, the algorithm has the time complexity $O(I \times|\mathcal{D}| \times|d| \times|Z|)$.

LDA was initially designed for the extraction of topics from a corpus of documents. However, it can be employed to cluster observations in a dataset from various applications, often applying these three assumptions: (1) observations are organized in groups (e.g., a group is a document); (2) it is desirable to share clusters among groups (e.g., topics are shared among documents); (3) both groups as well as observations in each group are exchangeable. Also, one can extend LDA to applications where each observation in the dataset is described by multiple features. That is, for each observation, more than one
feature needs to be jointly considered to compute the likelihood of the observation in a cluster. These principles of LDA are employed in the LinkTopic model to discover regional LinkTopic communities, which is presented in the next section.

### 4.3 Regional LinkTopic Communities

### 4.3.1 Introduction

The past couple of years have witnessed a significant increase in research targeted towards the discovery and analysis of communities in social networks. This interest is driven by various questions raised in different applications domains, ranging from studying the social behavior and ties of users in social networks to targeting users with tailored services and advertisements.

As discussed in Section 2.4, the typical approaches for finding communities rely on the link structure of users, which is presented as a graph. This leads to the application of different graph clustering algorithms to detect such link-based communities. Recent studies, however, pay more attention to finding topical communities. By this, topical analysis is applied to the messages of users to derive topics indicating their interests. The extracted topics are used as another feature besides the link structures to identify relationships between users. The key idea is that by leveraging more common features describing users one can discover more meaningful communities. That is, users in a community exhibit both structural and hidden semantic links to each others. The main approach to extracting communities based on this idea is to develop a probabilistic model simulating a process of generating the observed features associated with users from hidden communities.

In the proposed models (discussed in Section 2.5.6), the two important features, namely the contextual links of users and the regional aspect of communities, have been either neglected or paid only very little attention to. Generally, existing models consider all static links of a user to compute the likelihood of that user in a community. This, however, leads to the problem of loosing the semantic context of the links. It is also worth to note that a large proportion of "link users" in a social network is inactive [67, 124]; thus, considering them in the detection of communities is not that meaningful.

Social networks provide users with a contextual link feature that can be associated with postings. This feature is thought of as one of the underlying reasons motivating users to spend more time online. For example, a Twitter user can mention other users (e.g., using @username) in her messages, reply to or retweet a message posted by users she follows. This is similar to the case on Facebook where a user can tag other users in her comments and reply to a comment that she is involved or interested in. Even though a user might have many "link users", it is intuitive that not all of these are of the same community. This is because structural links to other users are created for several reasons and at different time points but it is likely that such users might not have similar topics of interest, and their
topics change over time. A user tends to tag only others who are involved in a discussion or interested in what she is sharing. Therefore, instead of employing static links among users, one better relies on the contextual links associated with messages to extract communities.

In addition to contextual links, another feature that is helpful in finding more meaningful communities is the spatio-temporal proximity of users. The underlying idea is that co-occurrences of users in time and geographic space indicate some type of social interaction. This holds especially for users having similar interests indicated by their postings and their contextual links. Such an observation is supported by recent studies on the characteristics of social relationships, which show that co-occurrences of users in spatio-temporal proximity imply the existence of social links between them [29, 70, 90, 98]. In this respect, communities tend to be geographically localized. Extracting such regional communities with topical characteristics leads to practical applications especially for recommendations, advertisements, and geographically focused social studies, e.g., [65, 114]. This regional aspect, however, has not been considered in existing studies on the community detection.

To address these shortcomings, we develop a model called rLinkTopic to discover (regional) communities. All three features, namely spatio-temporal proximity, contextual links, and postings of users in a social network are leveraged in a probabilistic model. The model considers user occurrences in the network to be created by communities in geographic regions. Specifically, a region determined based on geographic locations of users is modeled as a mixture of communities. A community is a distribution of users who have similar topics and contextually link to each other while posting messages to the network. A community is further characterized by a topic proportion and a degree of geographic localization. Finally, a topic is a distribution of terms from a vocabulary.

A general scenario of the generative process is as follows. Occurrences of users are first assigned to regions. Each region is selected in turn to create communities. Each community is selected to generate users and topics. Each topic is selected to generate words in the messages of users. Following this probabilistic principle, a user can be a member of more than one community, and a community can discuss different topics. Also, a community is constrained to a relatively small geographic area, such as a city or neighborhood.

### 4.3.2 Preliminaries

In the following, we outline the data model and the concept of regional LinkTopic communities underlying our framework. Notations used throughout this chapter are shown in Table 4.1. As input to the model, we assume occurrences of users $U$ in a given social network. The concept of user occurrences was given in Def. 3.1. Nevertheless, for the purpose of generality, we aim at developing a model that is able to extract communities in a social network where no thread of discussion is associated with the occurrences of users. Otherwise information about threads is discarded. The user occurrence is therefore reformalized as follows.

Table 4.1: Main notations used in the rLinkTopic model for extracting communities based on spatio-temporal proximity, contextual links, and topics of users.

| Notation | Description |
| :---: | :--- |
| $U$ | set of users in social network, $u$ is a user in $U$ |
| $C$ | set of communities, $c$ is a community in $C$ |
| $R$ | set of geographic regions, $r$ is a region in $R$ |
| $V$ | vocabulary set, $w$ is a term in $V$ |
| $Z$ | set of community topics, $z$ is a topic in $Z$ |
| $\theta$ | set of community distributions in geographic regions, i.e., $\theta=\left\{\theta_{r}\right\}, r \in R$ |
| $\phi$ | set of user distributions for communities $C$, i.e., $\phi=\left\{\phi_{c}\right\}, c \in C$ |
| $\pi$ | set of topic proportions of communities $C$, i.e., $\pi=\left\{\pi_{c}\right\}, c \in C$ |
| $\varphi$ | set of term distributions for topics $Z$, i.e., $\varphi=\left\{\varphi_{z}\right\}, z \in Z$ |
| $\boldsymbol{r}$ | region assignments of the occurrences of users |
| $\boldsymbol{c}$ | community assignments of the occurrences of users |
| $\boldsymbol{z}$ | topic assignments of the messages of users |

Definition 4.1 (User Occurrence) An occurrence $o=\langle u, l o c, m s g, f, t\rangle$ of a user $u \in U$ in a social network consists of a message msg posted by u at a geographic location loc and at time point $t$ with an optional set of contextual link users $f \subseteq U$. The message msg contains a set of words from a vocabulary $V$.

A user occurrence thus is a formalization of the postings that have (a) a geographic location attached (geotagged) and (b) links to other users. Semantically, we refer to the link users $f$ in the occurrence $o$ as contextual links. Two messages, one posted by a Facebook user and another posted by a Twitter user, both having contextual links (indicated by boxes) are shown in Figure 4.2.


Figure 4.2: Examples of postings that contain contextual links. (a) a comment on Facebook; (b) a tweet on Twitter.

For the extraction of communities from such occurrences of users, we make use of snapshots of the social network. By this, the temporal aspect is taken into account to determine users co-occurring in the network within temporal proximity. The snapshot concept defined in Def. 3.2 is repeated here for a complete formalization of the model.

Definition 4.2 (Snapshot) Given a set $U$ of users in a social network, the set of occurrences of users in $U$ during a time interval $\triangle t=\left[t_{s}, t_{e}\right]$ is called a snapshot of the network, denoted $s n_{t}=\{\langle u, l o c, m s g, f, t\rangle\}$, where $u \in U$ and $t \in \triangle t$.

Practically, a snapshot can be thought of as a set of, for example, geotagged tweets collected during a 24 -hour interval. Note that within a snapshot a user can occur several times, meaning that several postings of a user might appear in one snapshot at possibly different geographic locations.

Having the concept of snapshots formalized, a social network is considered a sequence of snapshots, i.e., $S N=\left\{s n_{1}, s n_{2}, \ldots, s n_{T}\right\}$, which provides us with the underlying data model for the extraction of the regional LinkTopic communities. Following traditional topic modeling, we consider a community as a multinomial distribution of users in $U$. Formally, a community $c$ is represented by a multinomial parameter $\phi_{c}=\left\{\phi_{c, u}\right\}, u \in U$. Each $\phi_{c, u}$ is the conditional probability of user $u$ in community $c$, denoted $P\left(u \mid \phi_{c}\right)$, such that $\sum_{u \in U} P\left(u \mid \phi_{c}\right)=1$. It is noted that the membership of a user in a community is modeled by a likelihood measure, therefore, a user can be a member of more than one community. We detail how regional LinkTopic communities are extracted in the following section.

## 4.4 rLinkTopic Probabilistic Model

This section presents the rLinkTopic model in detail. As mentioned above, there are three features that are considered for computing the likelihood of a user in a community: contextual links, topics of interest, and spatio-temporal proximity of users. In the following, we first explain how the first two features are employed (Section 4.4.1) and then introduce a geographic region model to address the last feature (Section 4.4.2). The generative process and the posterior estimation for the rLinkTopic model are presented in Section 4.4.3 and Section 4.4.4, respectively.

### 4.4.1 Joint Contextual Links and Topics

Given an occurrence $o=\langle u, l o c, m s g, f, t\rangle$ of a user $u$, the idea is that by jointly searching for the associated features, i.e., user $u$, users o. $f$ that $u$ interacts with, and the topic indicated by o.msg, one can find which community this occurrence of $u$ should be assigned to. The first observed feature to be considered is the set o.f of links of $u$ with other users in a community. If $u$ and the contextual links o.f occur in the same community then it is a good indicator that this occurrence of $u$ belongs to that community. In terms of the generative scenario, this property is specified as follows. Once a community $c$ is sampled for $u$ regarding the occurrence $o=\langle u, l o c, m s g, f, t\rangle$, all users that $u$ interacts with in this occurrence are also assigned to community $c$. This is intuitive because users in the interaction associated with a posting are clearly related to each other in the context described by this posting.

The second feature is the similarity of the posting $o . m s g$ with the topics of a community. For this, we make use of a single topic feature for each posting of a user. This is because a posting is short and normally addresses exactly one topic that the user is currently interested in. An occurrence $o$ should be assigned to a community whose topics include the topic related to the posting o.msg.

Users in community $c$ share common interests in a mixture of topics $Z$ that indicates the topic proportion of the community. This topic proportion is modeled as a multinomial parameter $\pi_{c}=\left\{\pi_{c, z}\right\}, z \in Z$. Each $\pi_{c, z}$ is the likelihood of the topic $z$ in the community $c$, denoted $P\left(z \mid \pi_{c}\right)$, such that $\sum_{z \in Z} P\left(z \mid \pi_{c}\right)=1$. A topic $z$ is (again) considered a multinomial distribution of terms in the vocabulary $V$, i.e., $\varphi_{z}=\left\{\varphi_{z, w}\right\}, w \in V$. Each $\varphi_{z, w}$ is the likelihood of term $w$ in topic $z$, denoted $P\left(w \mid \varphi_{z}\right)$, such that $\sum_{w \in V} P\left(w \mid \varphi_{z}\right)=1$.

### 4.4.2 Geographic Region Model

This section introduces an approach to add information about the geographic locations of users to the model so that not only the contextual links and topics but also the spatiotemporal proximity of users are taken into account for extracting communities. The idea is that users co-occurring in a social network within spatio-temporal proximity are more likely to be related compared to others. In the setting of community detection, such users should have a high likelihood to be in the same community, given the existence of contextual links between them and the similarity of their topics. The model therefore needs to use information about the geographic locations of users within each snapshot, i.e., besides the contextual links and topics, to compute their membership in communities. To add this property to the model, we adopt the method developed in the Spatial LDA (SLDA) model [119] to organize occurrences of users in each snapshot to geographic regions. The goal is that the occurrences of nearby users are more likely to be assigned to the same regions. A brief review of the main properties of the SLDA model (for details, see [119]): developed for applications in computer vision, SLDA is an extension of LDA for detecting object classes (topics) in a corpus of images. For this, each object class is modeled as a distribution of image patches (called visual words) that appear close to each other in images. The key idea of SLDA is that, instead of generating directly an image as would be done in the LDA model, it generates an image through sampling close visual words into so-called documents. Each document is considered to contain hidden object classes. By this, a document is a random variable representing a distribution of visual words in spatial proximity and is further modeled as a distribution of the object classes from which visual words have been generated.

In our adoption of the SLDA model, snapshots introduced in the previous section correspond to images, regions to documents, and occurrences of users to visual words. The idea of SLDA is employed in our rLinkTopic model as follows. For each snapshot $s n_{t}$, a number of so-called regions $R_{t}$ is generated. This is done by modeling the spatial distribution of
occurrences of users in snapshot $s n_{t}$ as a mixture of a number of Gaussians with a prior covariance. Each Gaussian is intuitively considered a region consisting of occurrences of users in spatial proximity. Each region $r \in R_{t}$ is characterized by three components: a snapshot index $t$ indicating from which snapshot it has been generated, a representative location (the mean of the Gaussian), and a hidden distribution of occurrences of users.

The steps to identify the representative locations of regions and to sample occurrences of users to regions are as follows. Occurrences of each user $u$ who occurs more than a predefined number of times, specified by a threshold minCount, in a snapshot $s n_{t}$ are sampled to compute a representative location of $u$. This location is used to specify a center location of a region. The center location of region $r$ is denoted $l o c_{r}$. The identified center locations are then filtered based on the density of their neighborhood to merge regions. That is, if two center locations are located sufficiently close to each other, specified by a distance threshold minRad, then they are removed and a new one is derived as the mean point of them. The sampling process to assign occurrence $o$ to a region is performed by the following uniform Gaussian mixture model.

$$
\begin{equation*}
P(o, r)=P(r) P(o \mid r) \text { where } P(r)=\text { Uniform }() \text { and } P(o \mid r)=\mathcal{N}\left(l o c_{o} \mid l o c_{r}, \sigma\right) . \tag{4.28}
\end{equation*}
$$

The likelihood of occurrence $o$ being assigned to region $r$ depends on the distance between the respective locations $l o c_{o}$ and $l o c_{r}$. The closer the locations, the higher the likelihood that $o$ will be assigned to $r$. Based on this concept of regions, occurrences of users that often co-occur in spatial proximity in a snapshot are more likely to appear in the same regions.

After accomplishing the above steps, a complete set $R_{t}=\left\{r_{1}, r_{2}, \ldots, r_{\left|R_{t}\right|}\right\}$ of regions is obtained for snapshot $s n_{t}$. We use $R$ to denote the set of all regions generated from all snapshots of the network. A sample result of the region assignments computed by our rLinkTopic model applied to a Twitter dataset collected from England during the time between June 15 and June 20, 2012 is shown in Figure 4.3.

Having such regions identified, the model derives communities from regions instead of snapshots. Particularly, each region is considered a mixture of communities being extracted. As a result, users that co-occur in the network within spatio-temporal proximity tend to be sampled into the same community; this is because their occurrences have been assigned to the same regions. The mixture of communities in a region is represented by a multinomial parameter $\theta_{r}=\left\{\theta_{r, c}\right\}, c \in C$. Each $\theta_{r, c}$ is the conditional probability of community $c$ in region $r$, denoted $P\left(c \mid \theta_{r}\right)$, such that $\sum_{c \in C} P\left(c \mid \theta_{r}\right)=1$.

Putting all together, our generative model samples occurrences of users to regions and, at the same time, discovers communities of users having joint contextual links and similar topics within spatio-temporal proximity.


Figure 4.3: A sample result of the region assignments obtained from the rLinkTopic model. Regions are distinguished by colors. This is the result of running the model on a Twitter dataset collected from England during the time between June 15 and June 20, 2012.

### 4.4.3 Generative Process

Based on the above descriptions, for presenting the generative process, we first give a short summary of the components in the rLinkTopic model as follows.
a. For each occurrence $o=\langle u, l o c, m s g, f, t\rangle$ in snapshot $s n_{t}$, there are four observed features $u$, loc, msg, and $f$ need to be generated from the model.
b. Each region $r$ in snapshot $s n_{t}$ has a prior representative location specified by $l o c_{r}$, and is formed by a mixture of communities represented by $\theta_{r}$.
c. Each community $c$ is a distribution of users, denoted $\phi_{c}$, and has a topic proportion described by $\pi_{c}$.
d. Each topic $z$ is a distribution of terms, represented by $\varphi_{z}$.
e. For each snapshot $s n_{t}$, we employ a uniform distribution $\eta_{t}$ to setup a mixture of Gaussians for assigning occurrences of users to the regions created from $s n_{t}$.
f. All multinomial parameters $\phi_{c}, \theta_{r}, \pi_{c}$, and $\varphi_{z}$ in the model are sampled using a Dirichlet prior with the corresponding hyperparameters $\beta, \alpha, \gamma$, and $\mu$.

The graphical model of $r$ LinkTopic is shown in Figure 4.4 where the observed features are represented by shaded variables. The generative process of the rLinkTopic model is as follows.


Figure 4.4: Graphical model presenting the generative process of rLinkTopic to extract communities based on spatio-temporal proximity, contextual links, and topics of users.

1. sample distributions of users in communities
$\phi=\left\{\phi_{c} \sim \operatorname{Dir}_{|U|}(\beta)\right\}, c \in C$
2. sample topic proportions for communities

$$
\pi=\left\{\pi_{c} \sim \operatorname{Dir}_{|Z|}(\gamma)\right\}, c \in C
$$

3. sample distributions of terms in topics

$$
\varphi=\left\{\varphi_{z} \sim \operatorname{Dir}_{|V|}(\mu)\right\}, z \in Z
$$

4. for each snapshot $s n_{t}$
4.1. sample the distribution of communities for each region in $R_{t}$

$$
\theta_{t}=\left\{\theta_{r} \sim \operatorname{Dir}_{|C|}(\alpha)\right\}, r \in R_{t}
$$

4.2. for each occurrence $o$ in snapshot $s n_{t}$
a. sample a region $r_{o}$ from a uniform distribution $P\left(r_{o} \mid \eta_{t}\right)$
b. sample the geographic location of $o$ from the distribution $P\left(l o c_{o} \mid l o c_{r_{o}}, \sigma\right)$, which is derived from a Gaussian kernel as follows

$$
P\left(l o c_{o} \mid l o c_{r_{o}}, \sigma\right) \propto \exp \left(-\frac{\operatorname{dist}\left(l o o_{0}, l o c_{r_{0}}\right)}{\sigma^{2}}\right)
$$

c. sample a community index $c_{o} \sim \operatorname{Mult}\left(\theta_{t, r_{o}}\right)$
d. sample the user $u_{o} \sim \operatorname{Mult}\left(\phi_{c_{o}}\right)$
e. sample link users o.f

$$
f_{o}=\left\{u^{\prime} \sim \operatorname{Mult}\left(\phi_{c_{o}}\right)\right\}, u^{\prime} \in o . f
$$

f. sample a topic index $z_{o} \sim \operatorname{Mult}\left(\pi_{c_{o}}\right)$
g. sample words in the posting o.msg

$$
m s g_{o}=\left\{w \sim \operatorname{Mult}\left(\varphi_{z_{o}}\right)\right\}, w \in o . m s g
$$

### 4.4.4 Posterior Estimation for rLinkTopic

In the rLinkTopic model, only user $u_{o}$ who sends the message, contextual links $f_{o}$, and location $l o c_{o}$ of user $u_{o}$ are observed for a given user occurrence $o$. Other variables including the (1) multinomial parameters: the distribution $\theta_{r}$ of communities in a region, distribution $\phi_{c}$ of users in a community, topic proportion $\pi_{c}$ of a community, and distribution $\varphi_{z}$ of terms in a topic; and (2) the assignment variables: the region assignment $r_{o}$, community assignment $c_{o}$, and topic assignment $z_{o}$; are hidden variables. This section presents steps to derive a collapsed Gibbs sampling algorithm to compute these hidden variables.

Dirichlet prior for multinomial parameters. The model extracts a set of communities $C$, each of which is considered a multinomial distribution of users $U$, denoted $\phi_{c}=\left\{\phi_{c, u}\right\}, u \in U$. Each $\phi_{c}$ is sampled from a Dirichlet prior with a $|U|$-dimensional hyperparameter $\beta$. The joint distribution of $\phi=\left\{\phi_{c}\right\}$ is

$$
\begin{equation*}
P(\phi \mid \beta)=\prod_{c \in C} P\left(\phi_{c} ; \beta\right) \triangleq \prod_{c \in C} \operatorname{Dir}\left(\phi_{c} ; \beta\right) . \tag{4.29}
\end{equation*}
$$

Each community $c$ has a topic proportion, denoted $\pi_{c}=\left\{\pi_{c, z}\right\}, z \in Z$, which is sampled from a Dirichlet prior with a $|Z|$-dimensional hyperparameter $\gamma$. The joint distribution of $\pi=\left\{\pi_{c}\right\}, c \in C$ is

$$
\begin{equation*}
P(\pi \mid \gamma)=\prod_{c \in C} P\left(\pi_{c} ; \gamma\right) \triangleq \prod_{c \in C} \operatorname{Dir}\left(\pi_{c} ; \gamma\right) . \tag{4.30}
\end{equation*}
$$

Each topic $z$ is a mixture of terms $V$, denoted $\varphi_{z}=\left\{\varphi_{z, w}\right\}, w \in V$, which is sampled from a Dirichlet prior with a $|V|$-dimensional hyperparameter $\mu$. The joint distribution of $\varphi=\left\{\varphi_{z}\right\}, z \in Z$ is

$$
\begin{equation*}
P(\varphi \mid \mu)=\prod_{z \in Z} P\left(\varphi_{z} ; \mu\right) \triangleq \prod_{z \in Z} \operatorname{Dir}\left(\varphi_{z} ; \mu\right) \tag{4.31}
\end{equation*}
$$

For each snapshot $s n_{t}$, there are $\left|R_{t}\right|$ distributions of communities in regions $R_{t}$, i.e, $\theta_{t}=\left\{\theta_{r}\right\}, r \in R_{t}$, where $\theta_{r}=\left\{\theta_{r, c}\right\}, c \in C$. Each $\theta_{r}$ is sampled from a Dirichlet prior with a $|C|$-dimensional hyperparameter $\alpha$. The joint distribution of $\theta_{t}$ is

$$
\begin{equation*}
P\left(\theta_{t} \mid \alpha\right)=\prod_{r \in R_{t}} P\left(\theta_{r} ; \alpha\right) \triangleq \prod_{r \in R_{t}} \operatorname{Dir}\left(\theta_{r} ; \alpha\right) . \tag{4.32}
\end{equation*}
$$

Joint distribution of the model. For an occurrence $o=\langle u, l o c, m s g, f, t\rangle$ of user $u$ in snapshot $s n_{t}$, all associated features including the observed and hidden ones are generated by the following procedure.

- The region $r_{o}$ that occurrence $o$ is assigned to is sampled from a uniform distribution $\eta_{t}$. The conditional probability of $r_{o}$ is denoted $P\left(r_{o} \mid \eta_{t}\right)$.
- The likelihood of the geographic location of $o$ in region $r_{o}$ is $P\left(l o c_{o} \mid l o c_{r_{o}}, \sigma\right)$ that is derived from a Gaussian kernel, where $\sigma$ is a prior standard deviation.
- The conditional probability of $c_{o}$, i.e., the community that $u$ belongs to, given the distributions $\theta_{t}$ of communities in regions and region $r_{o}$, is $P\left(c_{o} \mid \theta_{t, r_{o}}\right)$.
- The conditional probability of $u_{o}$, i.e., the user $u$ is sampled for occurrence $o$, and contextual links o.f, given community $c_{o}$ and the distributions of users in communities $(\phi)$, is $P\left(u_{o} \mid \phi_{c_{o}}\right) \prod_{u^{\prime} \in o . f} P\left(u^{\prime} \mid \phi_{c_{o}}\right)$.
- The conditional probability of $z_{o}$, i.e., the topic that is sampled for message $m s g$, given the proportions of topics in communities, i.e., $\pi$, and community $c_{o}$ is $P\left(z_{o} \mid \pi_{c_{o}}\right)$.
- The conditional probability of message o.msg in topic $z_{o}$ is $\prod_{w \in o . m s g} P\left(w \mid \varphi_{z_{o}}\right)$.

Therefore, the joint distribution of occurrence $o=\langle u, l o c, m s g, f, t\rangle$ in snapshot $s n_{t}$ is

$$
\begin{array}{r}
P\left(o, \phi, \pi, \varphi, \theta_{t}, r_{o}, c_{o}, z_{o} \mid \beta, \gamma, \mu, \alpha, \eta_{t}, \sigma\right)=  \tag{4.33}\\
P(\phi \mid \beta) P(\pi \mid \gamma) P(\varphi \mid \mu) \times \\
P\left(\theta_{t} \mid \alpha\right) P\left(r_{o} \mid \eta_{t}\right) P\left(l o c_{o} \mid l o c_{r_{o}}, \sigma\right) \times \\
P\left(c_{o} \mid \theta_{t, r_{o}}\right) P\left(u_{o} \mid \phi_{c_{o}}\right) \prod_{u^{\prime} \in o . f} P\left(u^{\prime} \mid \phi_{c_{o}}\right) \times \\
P\left(z_{o} \mid \pi_{c_{o}}\right) \prod_{w \in o . m s g} P\left(w \mid \varphi_{z_{o}}\right) .
\end{array}
$$

By employing the assumption that occurrences of users are independently and identically distributed, the joint distribution of occurrences in all snapshots $S N=\left\{s n_{1}, s n_{2}, \ldots, s n_{T}\right\}$ is

$$
\begin{array}{r}
P(S N, \phi, \pi, \varphi, \theta, \boldsymbol{r}, \boldsymbol{c}, \boldsymbol{z} \mid \beta, \gamma, \mu, \alpha, \eta, \sigma)=P(\phi \mid \beta) P(\pi \mid \gamma) P(\varphi \mid \mu) \times \\
\prod_{t=1}^{T} P\left(\theta_{t} \mid \alpha\right) \underbrace{\prod_{o \in s n_{t}} P\left(r_{o} \mid \eta_{t}\right) P\left(l o c_{o} \mid l o c_{r_{o}}, \sigma\right) P\left(c_{o} \mid \theta_{t, r_{o}}\right) P\left(u_{o} \mid \phi_{c_{o}}\right) \prod_{u^{\prime} \in o . f} P\left(u^{\prime} \mid \phi_{c_{o}}\right) P\left(z_{o} \mid \pi_{c_{o}}\right) \prod_{w \in o . m s g} P\left(w \mid \varphi_{z_{o}}\right)}, \tag{4.34}
\end{array}
$$

(*) - occurrences in one snapshot
where $\boldsymbol{r}, \boldsymbol{c}$, and $\boldsymbol{z}$ represent the region assignments, community assignments, and topic assignments, respectively, of all user occurrences in the network.

The marginal probability of the whole network is analytically obtained from the joint distribution by integrating over all multinomial parameters $\phi, \pi, \varphi$, and $\theta$; and summing over regions, communities, and topics, which is mathematically presented as follows ${ }^{4}$.

$$
\begin{equation*}
P(S N \mid \beta, \gamma, \mu, \alpha, \eta, \sigma)=\int_{\theta} \int_{\phi} \int_{\pi} \int_{\varphi} \sum_{r, c, z}^{R, C, Z} P(S N, \phi, \pi, \varphi, \theta, \boldsymbol{r}, \boldsymbol{c}, \boldsymbol{z} \mid \cdot) \mathrm{d} \varphi \mathrm{~d} \pi \mathrm{~d} \phi \mathrm{~d} \theta \tag{4.35}
\end{equation*}
$$

[^11]Applying Bayes' theorem, the posterior distribution of the hidden variables $\phi, \pi, \varphi, \theta$, $\boldsymbol{r}, \boldsymbol{c}$, and $\boldsymbol{z}$ is analytically obtained by

$$
\begin{equation*}
P(\phi, \pi, \varphi, \theta, \boldsymbol{r}, \boldsymbol{c}, \boldsymbol{z} \mid S N ; \beta, \gamma, \mu, \alpha, \eta, \sigma)=\frac{P(S N, \phi, \pi, \varphi, \theta, \boldsymbol{r}, \boldsymbol{c}, \boldsymbol{z} \mid \beta, \gamma, \mu, \alpha, \eta, \sigma)}{P(S N \mid \beta, \gamma, \mu, \alpha, \eta, \sigma)} \tag{4.36}
\end{equation*}
$$

Because the marginal probability of the network is intractable, the above posterior distribution cannot be exactly derived. As a typical approach, we develop a collapsed Gibbs sampling algorithm to approximate the distributions of the hidden variables from the joint distribution of the model. For this purpose, we first represent the joint distribution of the model as independent terms and then apply the conjugacy between: $P(\phi \mid \beta)$ with $P\left(u_{o} \mid \phi_{c_{o}}\right)$ and $P\left(u_{o}^{\prime} \in o . f \mid \phi_{c_{o}}\right) ; P\left(\theta_{t} \mid \alpha\right)$ with $P\left(c_{o} \mid \theta_{c_{o}}\right) ; P(\pi \mid \gamma)$ with $P\left(z_{o} \mid \pi_{c_{o}}\right) ;$ and $P(\varphi \mid \mu)$ with $P\left(w \in o . m s g \mid \varphi_{z_{o}}\right)$ to integrate out multinomial parameters $\phi, \theta, \pi$, and $\varphi$. The steps in the simplification are presented as follows.

First, the term denoted by $\left(^{*}\right)$ in the joint distribution of the model derived in Eq. 4.34 is restructured as shown in Eq. 4.37.

$$
\begin{align*}
(*) & =\underbrace{\prod_{o \in s n_{t}} P\left(r_{o} \mid \eta\right) P\left(l o c_{o} \mid l o c_{r_{o}}, \sigma\right) \times}_{(I)} \underbrace{\prod_{o \in s n_{t}} P\left(c_{o} \mid \theta_{t, r_{o}}\right) \times}_{(I I)} \times \underbrace{\prod_{o \in s n_{t}} P\left(u_{o} \mid \phi_{c_{o}}\right) \prod_{u^{\prime} \in o . f} P\left(u^{\prime} \mid \phi_{c_{o}}\right)}_{(I V)} \\
& \times \underbrace{\prod_{o \in s n_{t}} P\left(z_{o} \mid \pi_{c_{o}}\right) \times}_{(I I I)} \underbrace{\prod_{o \in s n_{t}} \prod_{w \in o . m s g} P\left(w \mid \varphi_{z_{o}}\right)}_{(I V)} \tag{4.37}
\end{align*}
$$

Note that in Eq. $4.37(I)$ does not depend on any multinomial parameter, while each of the other terms depends only on one multinomial parameter. In particular, $(I I)$ depends on $\theta_{t},(I I I)$ depends on $\phi,(I V)$ depends on $\pi$, and $(V)$ depends on $\varphi$. Employing such simplifications, the joint distribution of the model is now rewritten as follows.

$$
\begin{array}{r}
P(S N, \phi, \pi, \varphi, \theta, \boldsymbol{r}, \boldsymbol{c}, \boldsymbol{z} \mid \beta, \gamma, \mu, \alpha, \eta, \sigma)=\prod_{t=1}^{T} \prod_{o \in s n_{t}} P\left(r_{o} \mid \eta\right) P\left(l o c_{o} \mid l o c_{r_{o}}, \sigma\right) \times \\
\prod_{t=1}^{T} P\left(\theta_{t} \mid \alpha\right) \prod_{o \in s n_{t}} P\left(c_{o} \mid \theta_{t, r_{o}}\right) \times \\
P(\phi) \prod_{t=1}^{T} \prod_{o \in s n_{t}} P\left(u_{o} \mid \phi_{c_{o}}\right) \prod_{u^{\prime} \in o . f} P\left(u^{\prime} \mid \phi_{c_{o}}\right) \times \\
P(\varphi \mid \mu) \prod_{t=1}^{T} \prod_{o \in s n_{t}} \prod_{w \in o . m s g} P\left(w \mid \varphi_{z_{o}}\right)
\end{array}
$$

Table 4.2: Notations used to present the count variables in the rLinkTopic model.

| Symbol | Description |
| :---: | :--- |
| $n_{c}^{(r)}$ | number of occurrences in region $r$ that are assigned to community $c$ |
| $n_{u}^{(c)}$ | number of occurrences of user $u$ that are assigned to community $c$ |
| $n_{f . u}^{(c)}$ | number of times user $u$ is contextually linked by other users in community $c$ |
| $n_{w}^{(z)}$ | number of occurrences of term $w$ that are assigned to topic $z$ |
| $n_{z}^{(c)}$ | number of messages in community $c$ that are assigned to topic $z$ |

By applying Eq. 4.29 to Eq. 4.32, and using the notations defined in Table 4.2, each term in Eq. 4.38 is further simplified as follows ${ }^{5}$ :

$$
\begin{align*}
& (I I)=\prod_{t=1}^{T} \prod_{r \in R_{t}} P\left(\theta_{r} \mid \alpha\right) \prod_{o \in s n_{t}} P\left(c_{o} \mid \theta_{t, r_{o}}\right)=\prod_{t=1}^{T} \prod_{r \in R_{t}} P\left(\theta_{r} \mid \alpha\right) \prod_{r \in R_{t}}^{\text {due to } c_{o} \in C \text { and } r_{o} \in R_{t}} \overbrace{c \in C} P\left(c \mid \theta_{r}\right)^{n_{c}^{(r)}} \\
& =\quad \prod_{t=1}^{T} \prod_{r \in R_{t}} P\left(\theta_{r} \mid \alpha\right) \prod_{c \in C} P\left(c \mid \theta_{r}\right)^{n_{c}^{(r)}}=\prod_{t=1}^{T} \prod_{r \in R_{t}} \frac{1}{\operatorname{Beta}(\alpha)} \prod_{c \in C} \theta_{r, c}^{\alpha_{c}-1} \prod_{c \in C} \theta_{r, c}^{n_{c}^{(r)}} \\
& \propto \\
& \prod_{t=1}^{T} \prod_{r \in R_{t}} \prod_{c \in C} \theta_{r, c}^{n_{c}^{(r)}+\alpha_{c}-1} \tag{4.39}
\end{align*}
$$

$$
\begin{align*}
& (I I I)=\prod_{c \in C} P\left(\phi_{c} \mid \beta\right) \prod_{t=1}^{T} \prod_{o \in s n_{t}} P\left(u_{o} \mid \phi_{c_{o}}\right) \prod_{u^{\prime} \in o . f} P\left(u^{\prime} \mid \phi_{c_{o}}\right)=\prod_{c \in C} P\left(\phi_{c} \mid \beta\right) \prod_{\substack{ }}^{\text {due to } c_{o} \in C \text { and } u_{o} \in U} \prod_{u \in U} P\left(u \mid \phi_{c}\right) n_{u}^{(c)}+n_{f \cdot u}^{(c)} \\
& =\prod_{c \in C} P\left(\phi_{c} \mid \beta\right) \prod_{u \in U} P\left(u \mid \phi_{c}\right)^{n_{u}^{(c)}+n_{f \cdot u}^{(c)}}=\prod_{c \in C} \frac{1}{\operatorname{Bet} a(\beta)} \prod_{u \in U} \phi_{c, u}^{\beta_{u}-1} \prod_{u \in U} \phi_{c, u}^{n_{u}^{(c)}+n_{f . u}^{(c)}} \\
& \propto \\
& \prod_{c \in C} \prod_{u \in U} \phi_{c, u}^{n_{u}^{(c)}+n_{f . u}^{(c)}+\beta_{u}-1} \tag{4.40}
\end{align*}
$$

$$
\begin{align*}
(I V) & =\quad \prod_{c \in C} P\left(\pi_{c} \mid \gamma\right) \prod_{t=1}^{T} \prod_{o \in s n_{t}} P\left(z_{o} \mid \pi_{c_{o}}\right)=\prod_{c \in C} P\left(\pi_{c} \mid \gamma\right) \overbrace{\prod_{c \in C} \prod_{z \in Z} P\left(z \mid \pi_{c}\right)^{n_{z}^{(c)}}}^{\text {due to } c_{o} \in C \text { and } z_{o} \in Z} \\
& =\quad \prod_{c \in C} P\left(\pi_{c} \mid \gamma\right) \prod_{z \in Z} P\left(z \mid \pi_{c}\right)^{n_{z}^{(c)}}=\prod_{c \in C} \frac{1}{\operatorname{Beta}(\gamma)} \prod_{z \in Z} \pi_{c, z}^{\gamma_{z}-1} \prod_{z \in Z} \pi_{c, z}^{n_{z}^{(c)}} \\
& \propto
\end{align*}
$$

[^12]\[

$$
\begin{align*}
(V) & = & \prod_{z \in Z} P\left(\varphi_{z} \mid \mu\right) \prod_{t=1}^{T} \prod_{o \in s n_{t}} \prod_{w \in o . m s g} P\left(w \mid \varphi_{z_{o}}\right)=\prod_{z \in Z} P\left(\varphi_{z} \mid \mu\right) \overbrace{\prod_{z \in Z} \prod_{w \in V} P\left(w \mid \varphi_{z}\right)^{n_{w}^{(z)}}}^{\text {due to } z_{o} \in Z \text { and } w \in V} \\
& = & \quad \prod_{z \in Z} P\left(\varphi_{z} \mid \mu\right) \prod_{w \in V} P\left(w \mid \varphi_{z}\right)^{n_{w}^{(z)}}=\prod_{z \in Z} \frac{1}{\operatorname{Beta}(\mu)} \prod_{w \in V} \varphi_{z, w}^{\mu_{w}-1} \prod_{w \in V} \varphi_{z, w}^{n_{z}^{(z)}} \\
\propto & & \prod_{z \in Z} \prod_{w \in V} \varphi_{z, w}^{n \in z}+\mu_{w}-1
\end{align*}
$$
\]

By substituting the results of Eq. 4.39 to Eq. 4.42 for the corresponding terms in Eq. 4.38, the joint distribution of the model becomes

$$
\begin{array}{r}
P(S N, \phi, \pi, \varphi, \theta, \boldsymbol{r}, \boldsymbol{c}, \boldsymbol{z} \mid \beta, \gamma, \mu, \alpha, \eta, \sigma) \propto \prod_{t=1}^{T} \prod_{o \in s n_{t}} P\left(r_{o} \mid \eta_{t}\right) P\left(l o c_{o} \mid l o c_{r_{o}}, \sigma\right) \times \\
\prod_{t=1}^{T} \prod_{r \in R_{t}} \prod_{c \in C} \theta_{r, c}^{n_{c}^{(r)}+\alpha_{c}-1} \times \prod_{c \in C} \prod_{u \in U} \phi_{c, u}^{n_{c}^{(c)}+n_{f, u}^{(c)}+\beta_{u}-1} \times \prod_{c \in C} \prod_{z \in Z} \pi_{c, z}^{n_{c}^{(c)}+\gamma_{z}-1} \times \prod_{z \in Z} \prod_{w \in V} \varphi_{z, w}^{n_{z}^{(z)}+\mu_{w}-1} . \tag{4.43}
\end{array}
$$

Generally, the posterior distribution $P(\phi, \pi, \varphi, \theta, \boldsymbol{r}, \boldsymbol{c}, \boldsymbol{z} \mid S N, \beta, \gamma, \mu, \alpha, \eta, \sigma)$ can be approximated by sampling from the above distribution. However, for efficiency purposes, as presented in the discussion of the LDA model (Section 4.2.2), we integrate out multinomial parameters $\phi, \pi, \varphi$, and $\theta$ in order to build a collapsed Gibbs sampling for the model. Particularly, the joint distribution of the region assignments, community assignments, and topic assignments of all occurrences of users in the network is ${ }^{6}$

$$
\begin{array}{r}
P(\boldsymbol{r}, \boldsymbol{c}, \boldsymbol{z} \mid S N ; \beta, \gamma, \mu, \alpha, \eta, \sigma)=\int_{\theta} \int_{\phi} \int_{\pi} \int_{\varphi} P(\phi, \theta, \pi, \varphi, \boldsymbol{r}, \boldsymbol{c}, \boldsymbol{z} \mid S N ; \beta, \gamma, \mu, \alpha, \eta, \sigma) \mathrm{d} \varphi \mathrm{~d} \pi \mathrm{~d} \phi \mathrm{~d} \theta \\
\propto \prod_{t=1}^{T} \prod_{o \in s n_{t}} P\left(r_{o} \mid \eta\right) P\left(l o c_{o} \mid l o c_{r_{o}}, \sigma\right) \times \int_{\theta} \prod_{t=1}^{T} \prod_{r \in R_{t}} \prod_{c \in C} \theta_{r, c}^{n_{r, c}^{(r)}+\alpha_{c}-1} \mathrm{~d} \theta \times \\
\int_{\phi} \prod_{c \in C} \prod_{u \in U} \phi_{c, u}^{n_{c}^{(c)}+n_{f, u}^{(c)}+\beta_{u}-1} \mathrm{~d} \phi \times \int_{\pi} \prod_{c \in C} \prod_{z \in Z} \pi_{c, z}^{n_{c}^{(c)}+\gamma_{z}-1} \mathrm{~d} \pi \times \int_{\varphi} \prod_{z \in Z} \prod_{w \in V} \varphi_{z, w}^{n_{w}^{(z)}+\mu_{w}-1} \mathrm{~d} \varphi . \tag{4.44}
\end{array}
$$

Each integral term in Eq. 4.44 is then computed as follows:

$$
\begin{align*}
& \int_{\theta} \prod_{t=1}^{T} \prod_{r \in R_{t}} \prod_{c \in C} \theta_{r, c}^{n_{c}^{(r)}+\alpha_{c}-1} \mathrm{~d} \theta=\prod_{t=1}^{T} \prod_{r \in R_{t}} \int_{\theta_{r}} \prod_{c \in C} \theta_{r, c}^{n_{c}^{(r)}+\alpha_{c}-1} \mathrm{~d} \theta_{r}=\prod_{r \in R} \frac{\prod_{c \in C} \Gamma\left(n_{c}^{(r)}+\alpha_{c}\right)}{\Gamma\left(\sum_{c \in C} n_{c}^{(r)}+\alpha_{c}\right)}  \tag{4.45}\\
& \int_{\phi} \prod_{c \in C} \prod_{u \in U} \phi_{c, u}^{n_{c}^{(c)}+n_{f, u}^{(c)}+\beta_{u}-1} \mathrm{~d} \phi=\prod_{c \in C} \int_{\phi_{c}} \prod_{u \in U} \phi_{c, u}^{n_{c}^{(c)}+n_{f, u}^{(c)}+\beta_{u}-1} \mathrm{~d} \phi_{c}=\prod_{c \in C} \frac{\prod_{u \in U} \Gamma\left(n_{u}^{(c)}+n_{f . u}^{(c)}+\beta_{u}\right)}{\Gamma\left(\sum_{u \in U} n_{u}^{(c)}+n_{f . u}^{(c)}+\beta_{u}\right)} \tag{4.46}
\end{align*}
$$

[^13]\[

$$
\begin{gather*}
\int_{\pi} \prod_{c \in C} \prod_{z \in Z} \pi_{c, z}^{n_{c}^{(c)}+\gamma_{z}-1} \mathrm{~d} \pi=\prod_{c \in C} \int_{\pi_{c}} \prod_{z \in Z} \pi_{c, z}^{n_{c}^{(c)}+\gamma_{z}-1} \mathrm{~d} \pi_{c}=\prod_{c \in C} \frac{\prod_{z \in Z} \Gamma\left(n_{z}^{(c)}+\gamma_{z}\right)}{\Gamma\left(\sum_{z \in Z} n_{z}^{(c)}+\gamma_{z}\right)}  \tag{4.47}\\
\int_{\varphi} \prod_{z \in Z} \prod_{w \in V} \varphi_{z, w}^{n_{z}^{(z)}+\mu_{w}-1} \mathrm{~d} \varphi=\prod_{z \in Z} \int_{\varphi_{z}} \prod_{w \in V} \varphi_{z, w}^{n_{n}^{(z)}+\mu_{w}-1} \mathrm{~d} \varphi_{z}=\prod_{z \in Z} \frac{\prod_{w \in V} \Gamma\left(n_{w}^{(z)}+\mu_{w}\right)}{\Gamma\left(\sum_{w \in V} n_{w}^{(z)}+\mu_{w}\right)} \tag{4.48}
\end{gather*}
$$
\]

Finally, by applying the results of Eq. 4.45, Eq. 4.46, Eq. 4.47, and Eq. 4.48 to the corresponding terms in Eq. 4.44, the joint distribution of the assignment variables $\boldsymbol{r}, \boldsymbol{c}$, and $\boldsymbol{z}$ is obtained:

$$
\begin{array}{r}
P(\boldsymbol{r}, \boldsymbol{c}, \boldsymbol{z} \mid S N ; \beta, \gamma, \mu, \alpha, \eta, \sigma) \propto \underbrace{\prod_{t=1}^{T} \prod_{o \in s n_{t}} P\left(r_{o} \mid \eta_{t}\right) P\left(l o c_{o} \mid l o c_{r_{o}}, \sigma\right) \times}_{\left(T_{1}\right)} \times \underbrace{\prod_{r \in R} \frac{\prod_{c \in C} \Gamma\left(n_{c}^{(r)}+\alpha_{c}\right)}{\Gamma\left(\sum_{c \in C} n_{c}^{(r)}+\alpha_{c}\right)}}_{\left(T_{3}\right)} \times \\
\underbrace{\prod_{c \in C} \frac{\prod_{u \in U} \Gamma\left(n_{u}^{(c)}+n_{f . u}^{(c)}+\beta_{u}\right)}{\Gamma\left(\sum_{u \in U} n_{u}^{(c)}+n_{f . u}^{(c)}+\beta_{u}\right)}}_{\left(T_{2}\right)} \times \underbrace{\prod_{c \in C} \frac{\prod_{z \in Z} \Gamma\left(n_{z}^{(c)}+\gamma_{z}\right)}{\Gamma\left(\sum_{z \in Z} n_{z}^{(c)}+\gamma_{z}\right)}}_{\left(T_{4}\right)} \times \underbrace{\prod_{z \in Z} \frac{\prod_{w \in V} \Gamma\left(n_{w}^{(z)}+\mu_{w}\right)}{\Gamma\left(\sum_{w \in V} n_{w}^{(z)}+\mu_{w}\right)}}_{\left(T_{5}\right)} \tag{4.49}
\end{array}
$$

One can intuitively interpret the meaning of Eq. 4.49 as follows. The first term $T_{1}$ is the joint distribution of geographic locations of users $U$ in regions $R$, which is derived from a uniform Gaussian mixture model. The second term $T_{2}$ is the joint distribution of communities $C$ in regions $R$. The third term is the joint distribution of users $U$ in communities $C$. The forth term $T_{4}$ is the joint distribution of topics $Z$ in communities $C$, and the last term $T_{5}$ is the joint distribution of terms $V$ in topics $Z$.

Note that $\boldsymbol{r}, \boldsymbol{c}$, and $\boldsymbol{z}$ are the region assignments, community assignments, and topic assignments of all occurrences of users, respectively. To derive the Gibbs sampling rules for these assignments for a particular occurrence $o=\langle u, l o c, m s g, f, t\rangle$, given such assignments of other occurrences, the joint distribution in Eq. 4.49 is rewritten as

$$
\begin{equation*}
P(\boldsymbol{r}, \boldsymbol{c}, \boldsymbol{z} \mid S N ; \beta, \gamma, \mu, \alpha, \eta, \sigma)=\overbrace{P\left(r_{o}, c_{o}, z_{o} \mid \boldsymbol{r}_{-\boldsymbol{o}}, \boldsymbol{c}_{-\boldsymbol{o}}, \boldsymbol{z}_{-\boldsymbol{o}}, S N ; \cdot\right) P\left(\boldsymbol{r}_{-\boldsymbol{o}}, \boldsymbol{c}_{-\boldsymbol{o}}, \boldsymbol{z}_{-\boldsymbol{o}} \mid S N ; \cdot\right)}^{P\left(r_{o}, c_{o}, z_{o}, \boldsymbol{r}_{-o}, \boldsymbol{c}_{-\boldsymbol{o}}, \boldsymbol{z}_{-\boldsymbol{o}} \mid S N ; \cdot\right)} \tag{4.50}
\end{equation*}
$$

where $r_{o}, c_{o}$, and $z_{o}$ are the region assignment, community assignment, and topic assignment, respectively, of occurrence $o$; and $\boldsymbol{r}_{-\boldsymbol{o}}, \boldsymbol{c}_{-\boldsymbol{o}}$, and $\boldsymbol{z}_{-\boldsymbol{o}}$ are the respective assignments of all other occurrences. The joint distribution of the region assignment, community assignment, and topic assignment of occurrence $o$ given such assignments of other occurrences is therefore derived from

$$
\begin{equation*}
P\left(r_{o}, c_{o}, z_{o} \mid \boldsymbol{r}_{-\boldsymbol{o}}, \boldsymbol{c}_{-\boldsymbol{o}}, \boldsymbol{z}_{-\boldsymbol{o}}, S N ; \beta, \gamma, \mu, \alpha, \eta, \sigma\right)=\frac{P(\boldsymbol{r}, \boldsymbol{c}, \boldsymbol{z} \mid S N ; \cdot)}{P\left(\boldsymbol{r}_{-\boldsymbol{o}}, \boldsymbol{c}_{-\boldsymbol{o}}, \boldsymbol{z}_{-\boldsymbol{o}} \mid S N ; \cdot\right)} \tag{4.51}
\end{equation*}
$$

Note that the only difference between the numerator and the denominator in Eq. 4.51 is that the numerator is the full joint distribution of the region, community, and topic assignments of all occurrences whereas such assignments of the currently considered occurrence $o$ are not being counted in the denominator. By using the notations $T_{1}, T_{2}, T_{3}, T_{4}$, and $T_{5}$ in Eq. 4.49 and defining the corresponding terms $T_{-o, 1}, T_{-o, 2}, T_{-o, 3}, T_{-o, 4}$, and $T_{-o, 5}$ where information about the assignments of $o$ is removed, the joint distribution of the assignments of $o$ can be represented as follows.

$$
\begin{equation*}
P\left(r_{o}, c_{o}, z_{o} \mid \boldsymbol{r}_{-\boldsymbol{o}}, \boldsymbol{c}_{-\boldsymbol{o}}, \boldsymbol{z}_{-\boldsymbol{o}}, S N ; \cdot\right)=\frac{P(\boldsymbol{r}, \boldsymbol{c}, \boldsymbol{z} \mid S N ; \cdot)}{P\left(\boldsymbol{r}_{-\boldsymbol{o}}, \boldsymbol{c}_{-\boldsymbol{o}}, \boldsymbol{z}_{-o} \mid S N ; \cdot\right)}=\frac{T_{1}}{T_{-o, 1}} \frac{T_{2}}{T_{-o, 2}} \frac{T_{3}}{T_{-o, 3}} \frac{T_{4}}{T_{-o, 4}} \frac{T_{5}}{T_{-o, 5}} \tag{4.52}
\end{equation*}
$$

Since we are interested in the region, community, and topic assignments of the currently considered occurrence $o=\langle u, l o c, m s g, f, t\rangle$ in snapshot $s n_{t}$, information in $P(\boldsymbol{r}, \boldsymbol{c}, \boldsymbol{z} \mid S N ; \cdot)$ and in $P\left(\boldsymbol{r}_{-\boldsymbol{o}}, \boldsymbol{c}_{-\boldsymbol{o}}, \boldsymbol{z}_{-\boldsymbol{o}} \mid S N ; \cdot\right)$ that is independent of such assignments can be discarded. Such independent information is identified based on the underlying assumption of the local Markov property employed in the model.

In the following, independent information in each term $T_{i}$ in Eq. 4.52 regarding the region, community, and topic assignments of $o$ is first removed, and then each resulting term $T_{i}$ is presented in terms of $T_{-o, i}$ for further simplification. Also, the same convention used to define $T_{-o, i}$ is applied for the notations introduced in Table 4.2. For example, $n_{-o, c_{o}}^{\left(r_{o}\right)}$ denotes the number of occurrences in region $r_{o}$ that were assigned to community $c_{o}$ excluding $o=\langle u, l o c, m s g, f, t\rangle$ that is currently considered.

Region assignment. There are two terms $T_{1}$ and $T_{2}$ in $P(\boldsymbol{r}, \boldsymbol{c}, \boldsymbol{z} \mid S N ; \cdot)$ (Eq. 4.49) that contribute to the likelihood of an occurrence $o$ in a region $r$. $T_{1}$ is the joint distribution of the geographic locations of users $U$ in regions $R . T_{2}$ is the joint distribution of communities $C$ in regions $R$. We consider $T_{1}$ here and leave $T_{2}$ for the next discussion of the distribution of communities in regions. The likelihood computed by $T_{1}$ of occurrence $o$ in region $r_{o}$ depends only on the spatial distance between $o$ and the representative location of $r_{o}$. The geographic locations of other occurrences are independent of the likelihood of $o$ in $r_{o}$. Therefore, $T_{-o, 1}$ is independent of $T_{1}$, and $T_{1}$ itself can be reduced to retain only the information derived from $o$. Particularly, we have

$$
\begin{equation*}
\frac{T_{1}}{T_{-o, 1}} \propto T_{1}=\prod_{t=1}^{T} \prod_{o \in s n_{t}} P\left(r_{o} \mid \eta_{t}\right) P\left(l o c_{o} \mid l o c_{r_{o}}, \sigma\right) \propto P\left(r_{o} \mid \eta_{t}\right) P\left(l o c_{o} \mid l o c_{r_{o}}, \sigma\right) \tag{4.53}
\end{equation*}
$$

Independence of communities. The likelihood of community $c_{o}$ in region $r_{o}$ is independent of all communities in other regions and other communities in region $r_{o}$. Therefore, the second term $T_{2}$ in Eq. 4.49 is simplified by

$$
\begin{array}{rlrl}
T_{2} & = & \prod_{r \in R} \frac{\prod_{c \in C} \Gamma\left(n_{c}^{(r)}+\alpha_{c}\right)}{\Gamma\left(\sum_{c \in C} n_{c}^{(r)}+\alpha_{c}\right)}=\frac{\prod_{c \in C} \Gamma\left(n_{c}^{\left(r_{o}\right)}+\alpha_{c}\right)}{\Gamma\left(\sum_{c \in C} n_{c}^{\left(r_{o}\right)}+\alpha_{c}\right)} \prod_{r \in R \backslash r_{o}} \frac{\prod_{c \in C} \Gamma\left(n_{c}^{(r)}+\alpha_{c}\right)}{\Gamma\left(\sum_{c \in C} n_{c}^{(r)}+\alpha_{c}\right)} \\
& \propto & \frac{\prod_{c \in C} \Gamma\left(n_{c}^{\left(r_{o}\right)}+\alpha_{c}\right)}{\Gamma\left(\sum_{c \in C} n_{c}^{\left(r_{o}\right)}+\alpha_{c}\right)}=\frac{\Gamma\left(n_{c_{o}}^{\left(r_{o}\right)}+\alpha_{c_{o}}\right) \prod_{c \in C \backslash c_{o}} \Gamma\left(n_{c}^{\left(r_{o}\right)}+\alpha_{c}\right)}{\Gamma\left(\sum_{c \in C} n_{c}^{\left(r_{o}\right)}+\alpha_{c}\right)} \\
\propto & \frac{\Gamma\left(n_{c_{o}}^{\left(r_{o}\right)}+\alpha_{c_{o}}\right)}{\Gamma\left(\sum_{c \in C} n_{c}^{\left(r_{o}\right)}+\alpha_{c}\right)}=\frac{\Gamma\left(1+n_{-o, c_{o}}^{\left(r_{o}\right)}+\alpha_{c_{o}}\right)}{\Gamma\left(1+\sum_{c \in C} n_{-o, c}^{\left(r_{o}\right)}+\alpha_{c}\right)} \\
& = & \frac{\left(n_{-o, c_{o}}^{\left(r_{o}\right)}+\alpha_{c_{o}}\right)}{\left(\sum_{c \in C} n_{-o, c}^{\left(r_{o}\right)}+\alpha_{c}\right)} \frac{\Gamma\left(n_{-o, c_{o}}^{\left(r_{0}\right)}+\alpha_{c_{o}}\right)}{\Gamma\left(\sum_{c \in C} n_{-o, c}^{\left(r_{o}\right)}+\alpha_{c}\right)}=\frac{\left(n_{\left.-o, c_{o}+\alpha_{c_{o}}\right)}^{\left(\sum_{c \in C}^{\left(r_{o}\right.} n_{-o, c}^{\left(r_{o}\right)}+\alpha_{c}\right)} \times T_{-o, 2 .} .\right.}{}
\end{array}
$$

Community assignment. The likelihood of occurrence $o$ in community $c_{o}$ only depends on the occurrences of user $u_{o}$ in that community. The community assignments of the occurrences of other users, and of the occurrences of user $u_{o}$ in other communities are independent of the likelihood of $o$ in $c_{o}$. Therefore, such independent formation in the third term $T_{3}$ in Eq. 4.49 is removed as follows.

$$
\begin{align*}
& T_{3}=\prod_{c \in C} \frac{\prod_{u \in U} \Gamma\left(n_{u}^{(c)}+n_{f . u}^{(c)}+\beta_{u}\right)}{\Gamma\left(\sum_{u \in U} n_{u}^{(c)}+n_{f . u}^{(c)}+\beta_{u}\right)}=\frac{\prod_{u \in U} \Gamma\left(n_{u}^{\left(c_{o}\right)}+n_{f, u}^{\left(c_{o}\right)}+\beta_{u}\right)}{\Gamma\left(\sum_{u \in U} n_{u}^{\left(c_{o}\right)}+n_{f . u}^{\left(c_{o}\right)}+\beta_{u}\right)} \prod_{c \in C \backslash c_{o}} \frac{\prod_{u \in U} \Gamma\left(n_{u}^{(c)}+n_{f . u}^{(c)}+\beta_{u}\right)}{\Gamma\left(\sum_{u \in U} n_{u}^{(c)}+n_{f . u}^{(c)}+\beta_{u}\right)} \\
& \propto \quad \frac{\prod_{u \in U} \Gamma\left(n_{u}^{\left(c_{o}\right)}+n_{f . u}^{\left(c_{o}\right)}+\beta_{u}\right)}{\Gamma\left(\sum_{u \in U} n_{u}^{\left(c_{o}\right)}+n_{f . u}^{\left(c_{o}\right)}+\beta_{u}\right)}=\frac{\Gamma\left(n_{u_{o}}^{\left(c_{o}\right)}+n_{f . u_{o}}^{\left(c_{o}\right)}+\beta_{u_{o}}\right) \prod_{u \in U \backslash u_{o}} \Gamma\left(n_{u}^{\left(c_{o}\right)}+n_{f . u}^{\left(c_{o}\right)}+\beta_{u}\right)}{\Gamma\left(\sum_{u \in U} n_{u}^{\left(c_{o}\right)}+n_{f . u}^{\left(c_{o}\right)}+\beta_{u}\right)} \\
& \propto \\
& \frac{\Gamma\left(n_{u_{o}}^{\left(c_{o}\right)}+n_{f . u_{o}}^{\left(c_{o}\right)}+\beta_{u_{o}}\right)}{\Gamma\left(\sum_{u \in U} n_{u}^{\left(c_{o}\right)}+n_{f . u}^{\left(c_{o}\right)}+\beta_{u}\right)}=\frac{\Gamma\left(1+n_{-o, u_{o}}^{\left(c_{o}\right)}+n_{f . u_{o}}^{\left(c_{o}\right)}+\beta_{u_{o}}\right)}{\Gamma\left(1+\sum_{u \in U} n_{-o, u}^{\left(c_{o}\right)}+n_{f . u}^{\left(c_{0}\right)}+\beta_{u}\right)} \\
& =\frac{\left(n_{-o, u_{o}}^{\left(c_{o}\right)}+n_{f . u_{o}}^{\left(c_{o}\right)}+\beta_{u_{o}}\right)}{\left(\sum_{u \in U} n_{-o, u}^{\left(c_{o}\right)}+n_{f . u_{o}}^{\left(c_{o}\right)}+\beta_{u}\right)} \frac{\Gamma\left(n_{-0, u_{o}}^{\left(c_{o}\right)}+n_{f . u_{o}}^{\left(c_{o}\right)}+\beta_{u_{o}}\right)}{\Gamma\left(\sum_{u \in U} n_{-o, u}^{\left(c_{o}\right)}+n_{f . u}^{\left(c_{o}\right)}+\beta_{u}\right)}=\frac{\left(n_{-o, u_{o}}^{\left(c_{o}\right)}+n_{f . u_{o}}^{\left(c_{o}\right)}+\beta_{u_{o}}\right)}{\left(\sum_{u \in U} n_{-o, u}^{\left(c_{o}\right)}+n_{f . u_{o}}^{\left(c_{o}\right)}+\beta_{u}\right)} \times T_{-o, 3} \tag{4.55}
\end{align*}
$$

Independence of topics. The likelihood of topic $z_{o}$ in community $c_{o}$ is independent of the topic proportion of other communities and the likelihood of other topics in community $c_{o}$. Therefore, the forth term $T_{4}$ in Eq. 4.49 is reduced as follows.

$$
\begin{align*}
T_{4} & =\prod_{c \in C} \frac{\prod_{z \in Z} \Gamma\left(n_{z}^{(c)}+\gamma_{z}\right)}{\Gamma\left(\sum_{z \in Z} n_{z}^{(c)}+\gamma_{z}\right)}=\frac{\prod_{z \in Z} \Gamma\left(n_{z}^{\left(c_{o}\right)}+\gamma_{z}\right)}{\Gamma\left(\sum_{z \in Z} n_{z}^{\left(c_{o}\right)}+\gamma_{z}\right)} \prod_{c \in C \backslash c_{o}} \frac{\prod_{z \in Z} \Gamma\left(n_{z}^{(c)}+\gamma_{z}\right)}{\Gamma\left(\sum_{z \in Z} n_{z}^{(c)}+\gamma_{z}\right)} \propto \frac{\prod_{z \in Z} \Gamma\left(n_{z}^{\left(c_{o}\right)}+\gamma_{z}\right)}{\Gamma\left(\sum_{z \in Z} n_{z}^{\left(c_{o}\right)}+\gamma_{z}\right)} \\
& =\frac{\Gamma\left(n_{z_{o}}^{\left(c_{o}\right)}+\gamma_{z_{o}}\right) \prod_{z \in Z \backslash z_{o}} \Gamma\left(n_{z}^{\left(c_{o}\right)}+\gamma_{z}\right)}{\Gamma\left(\sum_{z \in Z} n_{z}^{\left(c_{o}\right)}+\gamma_{z}\right)} \propto \frac{\Gamma\left(n_{z_{o}}^{\left(c_{o}\right)}+\gamma_{z_{o}}\right)}{\Gamma\left(\sum_{z \in Z} n_{z}^{\left(c_{o}\right)}+\gamma_{z}\right)}=\frac{\Gamma\left(1+n_{-o, z_{o}}^{\left(c_{o}\right)}+\gamma_{z_{o}}\right)}{\Gamma\left(1+\sum_{z \in Z} n_{-o, z}^{\left(c_{o}\right)}+\gamma_{z}\right)} \\
& =0 \quad \frac{\left(n_{-o, z_{o}}^{\left(c_{o}\right)}+\gamma_{z_{o}}\right)}{\left(\sum_{z \in Z} n_{-o, z}^{\left(c_{o}\right)}+\gamma_{z}\right)} \frac{\Gamma\left(n_{-o, z_{o}}^{\left(c_{o}\right)} \gamma_{z_{o}}\right)}{\Gamma\left(\sum_{z \in Z} n_{-o, z}^{\left(c_{o}\right)}+\gamma_{z}\right)}=\frac{\left(n_{-o, z_{o}}^{\left(c_{o}+\gamma_{z_{o}}\right)}\right.}{\left(\sum_{z \in Z} n_{-o, z}^{\left(c_{o}\right)}+\gamma_{z}\right)} \times T_{-o, 4}
\end{align*}
$$

Topic assignment. The likelihood of any term in other topics, and the likelihood of terms not occurring in message o.msg in topic $z_{o}$ are independent of the assignment of words in $o . m s g$ to $z_{0}$. In other words, the assignment of words in o.msg to topic $z_{o}$ only depends on the likelihood of terms occurring in o.msg in topic $z_{o}$. Therefore, the last term $T_{5}$ in Eq. 4.49 is simplified by

$$
\begin{align*}
T_{5} & =\quad \prod_{z \in Z} \frac{\prod_{w \in V} \Gamma\left(n_{w}^{(z)}+\mu_{w}\right)}{\Gamma\left(\sum_{w \in V} n_{w}^{(z)}+\mu_{w}\right)}=\frac{\prod_{w \in V} \Gamma\left(n_{w}^{\left(z_{o}\right)}+\mu_{w}\right)}{\Gamma\left(\sum_{w \in V} n_{w}^{\left(z_{o}\right)}+\mu_{w}\right)} \prod_{z \in Z \backslash z_{o}} \frac{\prod_{w \in V} \Gamma\left(n_{w}^{(z)}+\mu_{w}\right)}{\Gamma\left(\sum_{w \in V}^{\left.n_{w}^{(z)}+\mu_{w}\right)}\right.} \\
& \propto \frac{\prod_{w \in V} \Gamma\left(n_{w}^{\left(z_{o}\right)}+\mu_{w}\right)}{\Gamma\left(\sum_{w \in V} n_{w}^{\left(z_{o}\right)}+\mu_{w}\right)} \propto \frac{\prod_{w \in o . m s g} \Gamma\left(n_{w}^{\left(z_{o}\right)}+\mu_{w}\right)}{\Gamma\left(\sum_{w \in V} n_{w}^{\left(z_{o}\right)}+\mu_{w}\right)}=\frac{\prod_{w \in o . m s g} \Gamma\left(n_{w} \cdot m s g+n_{-w, w}^{\left(z_{o}\right)}+\mu_{w}\right)}{\Gamma\left(n . m s g+\sum_{w \in V} n_{-w, w}^{\left(z_{o}\right)}+\mu_{w}\right)}, \tag{4.57}
\end{align*}
$$

where (1) $n_{w} \cdot m s g$ is the number of occurrences of term $w$ in message o.msg; (2) $n_{-w, w}^{\left(z_{o}\right)}$ is the number occurrences of term $w$ assigned to topic $z_{o}$ excluding the occurrences of $w$ in $o . m s g$; (3) n.msg is the number of words in o.msg. By applying the property of the Gamma function, i.e., $\Gamma(x+1)=x \Gamma(x)$, to the numerator of Eq. 4.57, we have

$$
\begin{array}{r}
\prod_{w \in o . m s g} \Gamma\left(n_{w} \cdot m s g+n_{-w, w}^{\left(z_{o}\right)}+\mu_{w}\right)=\prod_{w \in o . m s g}\left(n_{w} \cdot m s g-1+n_{-w, w}^{\left(z_{o}\right)}+\mu_{w}\right) \times \\
\quad\left(n_{w} \cdot m s g-2+n_{-w, w}^{\left(z_{o}\right)}+\mu_{w}\right) \ldots\left(n_{-w, w}^{\left(z_{o}\right)}+\mu_{w}\right) \Gamma\left(n_{-w, w}^{\left(z_{o}\right)}+\mu_{w}\right) \\
=\prod_{w \in o . m s g} \prod_{i=1}^{n_{w} \cdot m s g}\left(i-1+n_{-w, w}^{\left(z_{o}\right)}+\mu_{w}\right) \times \underbrace{\prod_{w \in o . m s g} \Gamma\left(n_{-w, w}^{\left(z_{o}\right)}+\mu_{w}\right)}_{\text {numerator of } T_{-o, 5}} . \tag{4.58}
\end{array}
$$

Similarly, the denominator of Eq. 4.57 is restructured as

$$
\begin{array}{r}
\Gamma\left(n . m s g+\sum_{w \in V} n_{-w, w}^{\left(z_{o}\right)}+\mu_{w}\right)=\left(n . m s g-1+\sum_{w \in V} n_{-w, w}^{\left(z_{o}\right)}+\mu_{w}\right) \times \\
\left(n . m s g-2+\sum_{w \in V} n_{-w, w}^{\left(z_{o}\right)}+\mu_{w}\right) \ldots\left(\sum_{w \in V} n_{-w, w}^{\left(z_{o}\right)}+\mu_{w}\right) \Gamma\left(\sum_{w \in V} n_{-w, w}^{\left(z_{o}\right)}+\mu_{w}\right) \\
=\prod_{i=1}^{n . m s g}\left(i-1+\sum_{w \in V} n_{-w, w}^{\left(z_{o}\right)}+\mu_{w}\right) \times \underbrace{\Gamma\left(\sum_{w \in V} n_{-w, w}^{\left(z_{o}\right)}+\mu_{w}\right)}_{\text {denominator of } T_{-o, 5}} . \tag{4.59}
\end{array}
$$

Substituting the numerator and the denominator of Eq. 4.57 by the results of Eq. 4.58 and Eq. 4.59, respectively, term $T_{5}$ becomes

$$
\begin{equation*}
T_{5}=\prod_{z \in Z} \frac{\prod_{w \in V} \Gamma\left(n_{w}^{(z)}+\mu_{w}\right)}{\Gamma\left(\sum_{w \in V} n_{w}^{(z)}+\mu_{w}\right)} \propto \frac{\prod_{w \in o . m s g} \prod_{i=1}^{n_{w} \cdot m s g}\left(i-1+n_{-w, w}^{\left(z_{o}\right)}+\mu_{w}\right)}{\prod_{i=1}^{n . m s g}\left(i-1+\sum_{w \in V} n_{-w, w}^{\left(z_{o}\right)}+\mu_{w}\right)} \times T_{-o, 5} . \tag{4.60}
\end{equation*}
$$

Finally, by applying the results of Eq. 4.53, Eq. 4.54, Eq. 4.55, Eq. 4.56, and Eq. 4.60 to the corresponding terms in Eq. 4.52, the joint distribution of the region assignment,
community assignment, and topic assignment of occurrence $o=\langle u, l o c, m s g, f, t\rangle$ given such assignments of other occurrences is

$$
\begin{align*}
& P\left(r_{o}, c_{o}, z_{o} \mid \boldsymbol{r}_{-o}, \boldsymbol{c}_{-o}, z_{-o}, S N ; \beta, \gamma, \mu, \alpha, \eta, \sigma\right)=P\left(r_{o} \mid \eta_{t}\right) P\left(l o c_{o} \mid l o c_{r_{o}}, \sigma\right) \times \frac{n_{-o, c_{o}}^{\left(r_{o}\right)}+\alpha_{c_{o}}}{\sum_{c \in C} n_{-o, c}^{\left(r_{o}\right)}+\alpha_{c}} \\
& \times \frac{n_{-o, u_{o}}^{\left(c_{o}\right)}+n_{f . u_{o}}^{\left(c_{o}\right)}+\beta_{u_{o}}}{\sum_{u \in U} n_{-o, u}^{\left(c_{o}\right)}+n_{f . u}^{\left(c_{o}\right)}+\beta_{u}} \times \frac{n_{-o, z_{o}}^{\left(c_{o}\right)}+\gamma_{z_{o}}}{\sum_{z \in Z} n_{-o, z}^{\left(c_{o}\right)}+\gamma_{z}} \times \frac{\prod_{w \in o . m s g} \prod_{i=1}^{n_{w . m s g}}\left(i-1+n_{-w, w}^{\left(z_{o}\right)}+\mu_{w}\right)}{\prod_{i=1}^{n . m s g}\left(i-1+\sum_{w \in V} n_{-w, w}^{\left(z_{o}\right)}+\mu_{w}\right)} . \tag{4.61}
\end{align*}
$$

Based on Eq. 4.61, the sampling rule for each assignment variable, i.e., $r_{o}, c_{o}$, and $z_{o}$, is then derived by removing terms that are independent of the likelihood of such a particular assignment. For example, to compute the likelihood of occurrence $o=\langle u, l o c, m s g, f, t\rangle$ in region $r$, given that $o$ is assigned to community $c_{o}$ and topic $z_{o}$, only the first two terms in Eq. 4.61 are taken into account. The first term measures how close the geographic location of occurrence $o$ is to the representative location of region $r$. The second term is the likelihood of community $c_{o}$ in region $r$. Details of the sampling rules are presented as follows.

## 1. Region assignment sampling rule:

$$
\begin{align*}
& P\left(r_{o}=r \mid c_{o}, z_{o}, \boldsymbol{r}_{-\boldsymbol{o}}, \boldsymbol{c}_{-\boldsymbol{o}}, \boldsymbol{z}_{-\boldsymbol{o}}, S N ; \cdot\right)=P\left(r \mid \eta_{t}\right) P\left(l o c_{o} \mid l o c_{r}, \sigma\right) \times \frac{n_{-o, c_{o}}^{(r)}+\alpha_{c_{o}}}{\sum_{c \in C} n_{-o, c}^{(r)}+\alpha_{c}} \\
& \propto \quad \exp \left(-\frac{\left|l o c_{o}, l o c_{r}\right|}{\sigma^{2}}\right) \times \frac{n_{-o, c_{o}}^{(r)}+\alpha_{c_{o}}}{\sum_{c \in C} n_{-o, c}^{(r)}+\alpha_{c}} \tag{4.62}
\end{align*}
$$

where $n_{-o, c}^{(r)}$ is the number of occurrences of users in region $r$ that were assigned to community $c$ excluding $o$.

## 2. Community assignment sampling rule:

$$
\begin{align*}
P\left(c_{o}=c \mid r_{o}, z_{o}, \boldsymbol{c}_{-\boldsymbol{o}}, \boldsymbol{r}_{-\boldsymbol{o}}, \boldsymbol{z}_{-\boldsymbol{o}}, S N ; \cdot\right) \propto \frac{n_{-o, u_{o}}^{(c)}+n_{-o, f . u_{o}}^{(c)}+\beta_{u_{o}}}{\sum_{u \in U} n_{-o, u}^{(c)}+n_{-o, f . u}^{(c)}+\beta_{u}} & \times \frac{n_{-o, c}^{\left(r_{o}\right)}+\alpha_{c}}{\sum_{c^{\prime} \in C} n_{-o, c^{\prime}}^{\left(r_{o}\right)}+\alpha_{c^{\prime}}} \\
& \times \frac{n_{-o, z_{o}}^{(c)}+\gamma_{z_{o}}}{\sum_{z \in Z} n_{-o, z}^{(c)}+\gamma_{z}} \tag{4.63}
\end{align*}
$$

where $n_{-o, u_{o}}^{(c)}$ is the number of occurrences of user $u_{o}$ that were assigned to community $c$; $n_{-o, f . u_{o}}^{(c)}$ is the number of times $u_{o}$ is contextually linked by other users in community $c$; $n_{-o, u}^{(c)}$ and $n_{-o, f . u}^{(c)}$ are computed similarly to $n_{-o, u_{o}}^{(c)}$ and $n_{-o, f . u_{o}}^{(c)}$, respectively, but applied to user $u ; n_{-o, z}^{(c)}$ is the number of postings in community $c$ that were assigned to topic $z$. All count variables are computed with the exclusion of occurrence $o$ that is currently considered.

## 3. Topic assignment sampling rule:

$P\left(z_{o}=z \mid r_{o}, c_{o}, \boldsymbol{r}_{-\boldsymbol{o}}, \boldsymbol{c}_{-\boldsymbol{o}}, \boldsymbol{z}_{-\boldsymbol{o}}, S N ; \cdot\right) \propto \frac{n_{-o, z}^{\left(c_{o}\right)}+\gamma_{z}}{\sum_{z^{\prime} \in Z} n_{-o, z^{\prime}}^{\left(c_{o}\right)}+\gamma_{z^{\prime}}} \times \frac{\prod_{w \in o . m s g} \prod_{i=1}^{n_{w} \cdot m s g}\left(i-1+n_{-w, w}^{(z)}+\mu_{w}\right)}{\prod_{i=1}^{n, m s g}\left(i-1+\sum_{w \in V} n_{-w, w}^{(z)}+\mu_{w}\right)}$
where $n_{-w, w}^{(z)}$ is the number of occurrences of term $w$ that were assigned to topic $z$ excluding the occurrences of $w$ in message o.msg.

Updating multinomial parameters from assignment samples. Given a sample $\langle\boldsymbol{r}, \boldsymbol{c}, \boldsymbol{z}\rangle$ of the region assignments, community assignments, and topic assignments of all occurrences, the posterior distributions of (1) users in a community, i.e., $\phi_{c}$, (2) communities in a region, i.e., $\theta_{r}$, (3) topics of a community, i.e., $\pi_{c}$, and (4) terms in a topic, i.e., $\varphi_{z}$, are then derived. To be precise, let $\boldsymbol{c}_{c}$ denote the occurrences assigned to community $c ; \boldsymbol{c}_{r}$ denote the community assignments of occurrences in region $r ; \boldsymbol{z}_{c}$ denote the topic assignments of messages of community $c$; and $\boldsymbol{z}_{z}$ denote the words assigned to topic $z$, then $\phi_{c}, \theta_{r}, \pi_{c}$, and $\varphi_{z}$ are obtained as follows.

1. Distribution of users in a community. Given the occurrences assigned to community $c$, the distribution of users in $c$ is

$$
\begin{align*}
P\left(\phi_{c} \mid \boldsymbol{c}_{c} ; \beta\right) & =\frac{P\left(\boldsymbol{c}_{c}, \phi_{c} \mid \beta\right)}{P\left(\boldsymbol{c}_{c} \mid \beta\right)}=\frac{P\left(\boldsymbol{c}_{c} \mid \phi_{c}\right) P\left(\phi_{c} \mid \beta\right)}{\int_{\phi_{c}} P\left(\boldsymbol{c}_{c} \mid \phi_{c}\right) P\left(\phi_{c} \mid \beta\right) d \phi_{c}} \\
& =\frac{\prod_{o \in \boldsymbol{c}_{c}} P\left(u_{o} \mid \phi_{c}\right) \prod_{u^{\prime} \in o . f} P\left(u^{\prime} \mid \phi_{c}\right) P\left(\phi_{c} \mid \beta\right)}{\int_{\phi_{c}} \prod_{o \in c_{c}} P\left(u_{o} \mid \phi_{c}\right) \prod_{u^{\prime} \in o . f} P\left(u^{\prime} \mid \phi_{c}\right) P\left(\phi_{c} \mid \beta\right) d \phi_{c}} \\
& =\frac{\prod_{u \in U} P\left(u \mid \phi_{c}\right)^{n_{u}^{(c)}+n_{f, u}^{(c)}} P\left(\phi_{c} \mid \beta\right)}{\int_{\phi_{c}} \prod_{u \in U} P\left(u \mid \phi_{c}\right)_{u u}^{n_{u}^{(c)}+n_{f, u}^{(c)}} P\left(\phi_{c} \mid \beta\right) d \phi_{c}}=\frac{\prod_{u \in U} \phi_{c, u}^{n_{c}^{(c)}+n_{f, u}^{(c)}} \frac{1}{\operatorname{Beta(\beta )}} \prod_{u \in U} \phi_{c, u}^{\beta_{u}-1}}{\int_{\phi_{c}} \prod_{u \in U} \phi_{c, u}^{n_{c}^{(c)}+n_{f, u}^{(c)}} \frac{1}{\operatorname{Beta(\beta )}} \prod_{u \in U} \phi_{c, u}^{\beta_{u}-1} d \phi_{c}} \\
& =\frac{\Gamma\left(\sum_{u \in U} n_{u}^{(c)}+n_{f . u}^{(c)}\right)}{\prod_{u \in U} \Gamma\left(n_{u}^{u}+n_{f . u}^{(c)}\right)} \prod_{u \in U} \phi_{c, u}^{n_{c}^{(c)}+n_{f, u}^{(c)}+\beta_{u}-1}=\operatorname{Dir}\left(\phi_{c} \mid n^{(c)}+\beta\right), \tag{4.65}
\end{align*}
$$

where $n^{(c)}=\left\langle n_{u}^{(c)}+n_{f . u}^{(c)}\right\rangle, u \in U$.
Having the posterior distribution of $\phi_{c}$ identified as the Dirichlet distribution $\operatorname{Dir}\left(\phi_{c} \mid n^{(c)}+\beta\right.$, the likelihood of user $u$ in community $c$, i.e., $\phi_{c, u}$, is estimated as the expectation of $\operatorname{Dir}\left(\phi_{c} \mid n^{(c)}+\beta\right)$, computed as

$$
\begin{equation*}
\phi_{c, u}=\frac{n_{u}^{(c)}+n_{f . u}^{(c)}+\beta_{u}}{\sum_{u^{\prime} \in U} n_{u^{\prime}}^{(c)}+n_{f . u^{\prime}}^{(c)}+\beta_{u^{\prime}}}, c \in C, u \in U . \tag{4.66}
\end{equation*}
$$

2. Distribution of communities in a region. Given the community assignments of the occurrences in region $r$, the distribution of communities in $r$ is

$$
\begin{align*}
P\left(\theta_{r} \mid \boldsymbol{c}_{r} ; \alpha\right) & =\frac{P\left(\theta_{r}, \boldsymbol{c}_{r} \mid \alpha\right)}{P\left(\boldsymbol{c}_{r} \mid \alpha\right)}=\frac{P\left(\boldsymbol{c}_{r} \mid \theta_{r}\right) P\left(\theta_{r} \mid \alpha\right)}{\int_{\theta_{r}} P\left(\boldsymbol{c}_{r} \mid \theta_{r}\right) P\left(\theta_{r} \mid \alpha\right)}=\frac{\prod_{o \in r} P\left(c_{o} \mid \theta_{r}\right) P\left(\theta_{r} \mid \alpha\right)}{\int_{\theta_{r}} \prod_{o \in r} P\left(c_{o} \mid \theta_{r}\right) P\left(\theta_{r} \mid \alpha\right) d \theta_{r}} \\
& =\frac{\prod_{c \in C} P\left(c \mid \theta_{r}\right)^{n_{c}^{(r)}} P\left(\theta_{r} \mid \alpha\right)}{\int_{\theta_{r}} \prod_{c \in C} P\left(c \mid \theta_{r}\right)^{n_{c}^{(r)}} P\left(\theta_{r} \mid \alpha\right) d \theta_{r}}=\frac{\prod_{c \in C} \theta_{r, c}^{n_{r}^{(r)}} \frac{1}{\operatorname{Beta(\alpha )} \prod_{c \in C} \theta_{r, c}^{\alpha_{c}-1}}}{\int_{\theta_{r}} \prod_{c \in C} \theta_{r, c}^{n_{c}^{(r)}} \frac{1}{\operatorname{Beta(\alpha )}} \prod_{c \in C} \theta_{r, c}^{\alpha_{c}-1} d \theta_{r}} \\
& =\frac{\Gamma\left(\sum_{c \in C} n_{c}^{(r)}+\alpha_{c}\right)}{\prod_{c \in C} \Gamma\left(n_{c}^{(r)}+\alpha_{c}\right)} \prod_{c \in C} \theta_{r, c}^{n_{c}^{(r)}+\alpha_{c}-1}=\operatorname{Dir}\left(\theta_{r} \mid n^{(r)}+\alpha\right), \tag{4.67}
\end{align*}
$$

where $n^{(r)}=\left\langle n_{c}^{(r)}\right\rangle, c \in C$.
The likelihood of community $c$ in region $r$ is estimated as the expectation of $\operatorname{Dir}\left(\theta_{r} \mid n^{(r)}+\right.$ $\alpha$ ) for the component $\theta_{r, c}$, computed as

$$
\begin{equation*}
\theta_{r, c}=\frac{n_{c}^{(r)}+\alpha_{c}}{\sum_{c^{\prime} \in C} n_{c^{\prime}}^{(r)}+\alpha_{c^{\prime}}}, r \in R, c \in C \tag{4.68}
\end{equation*}
$$

3. Topic proportion of a community. Given the topic assignments of the messages of community $c$, the proportion of topics in $c$ is

$$
\begin{align*}
P\left(\pi_{c} \mid \boldsymbol{z}_{c} ; \gamma\right) & =\frac{P\left(\boldsymbol{z}_{c}, \pi_{c} \mid \gamma\right)}{P\left(\boldsymbol{z}_{c} \mid \gamma\right)}=\frac{P\left(\boldsymbol{z}_{c} \mid \pi_{c}\right) P\left(\pi_{c} \mid \gamma\right)}{P\left(\boldsymbol{z}_{c} \mid \gamma\right)}=\frac{\prod_{m s g \in \boldsymbol{z}_{c}} P\left(z_{m s g} \mid \pi_{c}\right) P\left(\pi_{c} \mid \gamma\right)}{\int_{\pi_{c}} \prod_{m s g \in \boldsymbol{z}_{c}} P\left(z_{m s g} \mid \pi_{c}\right) P\left(\pi_{c} \mid \gamma\right) d \pi_{c}} \\
& =\frac{\prod_{z \in Z} P\left(z \mid \pi_{c}\right)^{n_{z}^{(c)}} P\left(\pi_{c} \mid \gamma\right)}{\int_{\pi_{c}} \prod_{z \in Z} P\left(z \mid \pi_{c}\right)^{n_{z}^{(c)}} P\left(\pi_{c} \mid \gamma\right) d \pi_{c}}=\frac{\prod_{z \in Z} \pi_{c, z}^{n_{c}^{(c)}} \frac{1}{\operatorname{Beta(\gamma )}} \prod_{z \in Z} \pi_{c, z}^{\gamma_{z}-1}}{\int_{\pi_{c}} \prod_{z \in Z} \pi_{c, z}^{n_{c}^{(c)}} \frac{1}{\operatorname{Beta(\gamma )}} \prod_{z \in Z} \pi_{c, z}^{\gamma_{z}-1} d \pi_{c}} \\
& =\frac{\Gamma\left(\sum_{z \in Z} n_{z}^{(c)}+\gamma_{z}\right)}{\prod_{z \in Z} \Gamma\left(n_{z}^{(c)}+\gamma_{z}\right)} \prod_{z \in Z} \pi_{c, z}^{n_{c}^{(c)}+\gamma_{z}-1}=\operatorname{Dir}\left(\pi_{c} \mid n^{(c)}+\gamma\right), \tag{4.69}
\end{align*}
$$

where $n^{(c)}=\left\langle n_{z}^{(c)}\right\rangle, z \in Z$.
The likelihood of topic $z$ in community $c$ is obtained from the expectation of $\operatorname{Dir}\left(\pi_{c} \mid n^{(c)}+\gamma\right)$ for the component $\pi_{c, z}$, computed as

$$
\begin{equation*}
\pi_{c, z}=\frac{n_{z}^{(c)}+\gamma_{z}}{\sum_{z^{\prime} \in Z} n_{z^{\prime}}^{(c)}+\gamma_{z^{\prime}}}, c \in C, z \in Z \tag{4.70}
\end{equation*}
$$

4. Distribution of terms in a topic. Given words assigned to topic $z$, the distribution of terms in $z$ is

$$
\begin{align*}
P\left(\varphi_{z} \mid \boldsymbol{z}_{z} ; \mu\right) & =\frac{P\left(\boldsymbol{z}_{z}, \varphi_{z} \mid \mu\right)}{P\left(\boldsymbol{z}_{z} \mid \mu\right)}=\frac{P\left(\boldsymbol{z}_{z} \mid \varphi_{z}\right) P\left(\varphi_{z} \mid \mu\right)}{P\left(\boldsymbol{z}_{z} \mid \mu\right)}=\frac{\prod_{w \in \boldsymbol{z}_{z}} P\left(w \mid \varphi_{z}\right) P\left(\varphi_{z} \mid \mu\right)}{\int_{\varphi_{z}} \prod_{w \in \boldsymbol{z}_{z}} P\left(w \mid \varphi_{z}\right) P\left(\varphi_{z} \mid \mu\right) d \varphi_{z}} \\
& =\frac{\prod_{w \in V} P\left(w \mid \varphi_{z}\right)^{n_{w}^{(z)}} P\left(\varphi_{z} \mid \mu\right)}{\int_{\varphi_{z}} \prod_{w \in V} P\left(w \mid \varphi_{z}\right)^{n_{w}^{(z)}} P\left(\varphi_{z} \mid \mu\right) d \varphi_{z}}=\frac{\prod_{w \in V} \varphi_{z, w}^{n_{w}^{(z)}} \frac{1}{\operatorname{Beta(\mu )}} \prod_{w \in V} \varphi_{z, w}^{\mu_{w}-1}}{\int_{\varphi_{z}} \prod_{w \in V} \varphi_{z, w}^{n_{z}^{(z)}} \frac{1}{\operatorname{Beta(\mu )}} \prod_{w \in V} \varphi_{z, w}^{\mu_{w}-1} d \varphi_{z}} \\
& =\frac{\Gamma\left(\sum_{w \in V} n_{w}^{(z)}+\mu_{w}\right)}{\prod_{w \in V} \Gamma\left(n_{w}^{(z)}+\mu_{w}\right)} \prod_{w \in V} \varphi_{z, w}^{n_{z}^{(z)}+\mu_{w}-1}=\operatorname{Dir}\left(\varphi_{z} \mid n^{(z)}+\mu\right), \tag{4.71}
\end{align*}
$$

where $n^{(z)}=\left\langle n_{w}^{(z)}\right\rangle, w \in V$.
The likelihood of term $w$ in topic $z$ is obtained from the expectation of $\operatorname{Dir}\left(\varphi_{z} \mid n^{(z)}+\mu\right)$ for the component $\varphi_{z, w}$, computed as

$$
\begin{equation*}
\varphi_{z, w}=\frac{n_{w}^{(z)}+\mu_{w}}{\sum_{w^{\prime} \in V} n_{w^{\prime}}^{(z)}+\mu_{w^{\prime}}}, z \in Z, w \in V . \tag{4.72}
\end{equation*}
$$

### 4.4.5 Gibbs Sampling Algorithm

Having the sampling rules and the formulas for updating the multinomial parameters derived, the Gibbs sampling algorithm for the rLinkTopic model is shown in Algorithm 5. The algorithm runs through three stages. In the initialization, each occurrence is randomly assigned to a region, a community, and a topic, respectively. In the second stage, called Burn-in, sampling rules are applied to build a Markov chain for assignment variables $\boldsymbol{r}, \boldsymbol{c}$ and $\boldsymbol{z}$. In the last stage, the algorithm collects assignment samples and updates the multinomial parameters $\phi_{c}, \theta_{r}, \pi_{c}$, and $\varphi_{z}$. These variables represent the distributions of (1) users in a community, (2) communities in a region, (3) topics of a community, and (4) terms in a topic, respectively. The expectations of $\phi_{c}, \theta_{r}, \pi_{c}$, and $\varphi_{z}$ are the output of the model.

Computational complexity. Three main tasks of the proposed algorithm are the sampling for the (1) region assignment (line 12), (2) community assignment (line 13), and (3) topic assignment (line 14). For a snapshot $s n_{t}$ having $\left|R_{t}\right|$ regions, the computation for an occurrence $o$ at a sampling step has time complexity $O\left(\left|R_{t}\right|+|C|+|Z|\right)$. Therefore, the time complexity of the algorithm for a network of $T$ snapshots $S N=\left\{s n_{1}, s n_{2}, \ldots, s n_{T}\right\}$ and with $I$ iterations for sampling will be $O\left(I \times T \times\left|s n_{t}\right| \times\left(\left|R_{t}\right|+|C|+|Z|\right)\right)$.

```
Algorithm 5: Gibbs sampling algorithm for the rLinkTopic probabilistic model.
rLinkTopic \(\left(S N=\left\{s n_{1}, . ., s n_{T}\right\},|C|,|Z|, \alpha, \beta, \gamma, \mu, \operatorname{minRad}, \sigma\right)\)
    Input:
    \(S N=\left\{s n_{1}, s n_{2}, \ldots, s n_{T}\right\}\) : snapshots of a social network
    \(|C|\) : number of communities to be extracted
    \(|Z|:\) number of topics associated with communities
    minRad: a threshold to determine representative locations of regions
    \(\sigma\) : prior standard deviation for Gaussian
    \(\alpha, \beta, \gamma, \mu\) : Dirichlet hyperparameters
    Output:
    \(\theta\) : distributions of communities in regions
    \(\phi\) : distributions of users in communities
    \(\pi\) : topic proportions of communities
    \(\varphi\) : distributions of terms in topics
    \(I:=\) Interations; BurnIn \(:=\) BurnInSteps;
    /* Initialization */
    determineCentreOfRegions(minRad);
    foreach \(t=1 . . T\) do
        foreach \(o \in s n_{t}\) do
            \(r, c, z \sim\) uniform ();
            assign \(o\) to \(r, c\), and \(z\);
    /* Burn-in */
    foreach \(i=1 . . I\) do
        foreach \(t=1 . . T\) do
            foreach \(o \in s n_{t}\) do
                \(r \sim \exp \left(-\frac{\left|l o c_{o}, l o c_{r}\right|}{\sigma^{2}}\right) \times \frac{n_{-o, c_{o}}^{(r)}+\alpha_{c_{o}}}{\sum_{c \in C}\left(n_{-o, c}^{(r)}+\alpha_{c}\right)} ;\)
                \(c \sim \frac{n_{-o, u_{o}}^{(c)}+n_{-o, f, u_{o}}^{(c)}+\beta_{u_{o}}}{\sum_{u \in U}\left(n_{-o, u}^{(c)}+n_{-o, f . u}^{(c)}+\beta_{u}\right)} \times \frac{n_{-o, c}^{\left(r_{o}\right)}+\alpha_{c}}{\sum_{c^{\prime} \in C}\left(n_{-o, c^{\prime}}^{\left(r_{o}\right)}+\alpha_{c^{\prime}}\right)} \times \frac{n_{-0, z_{o}}^{(c)}+\gamma_{z_{o}}}{\sum_{z \in Z} n_{-0, z}^{c}+\gamma_{z}} ;\)
```



```
                assign \(o\) to \(r, c, z\);
        /* Update parameters */
        if \(i>\) BurnIn then
            update parameters \(\phi, \theta, \pi, \varphi\) using
            Eq. 4.66, 4.68, 4.70, 4.72, respectively;
```


### 4.5 Evaluation Measures

This section presents two measures applied to evaluate the rLinkTopic model. The first measure is introduced to study the regional aspect of communities. The second measure is the perplexity of the model.

### 4.5.1 Spatial Entropy Measure

In information theory, the entropy measure describes how much information is needed on average to encode the observations of a distribution. If the observations are almost random then one needs more information to describe them because the number of possible instances of such observations is large [68, 108]. On the other hand, less information is needed to encode a distribution whose observations are somehow prior. Based on this principle, we introduce a spatial entropy measure to study the geographic localization of communities. Specifically, the measure gives a high (entropy) value to a community whose members are randomly distributed over a large geographic area and gives a small value to a community whose members are located in a small geographic area. Given a community, the spatial entropy is obtained as follows.

For each snapshot, a representative location is first computed for each user $u$ in the community, i.e., a user $u$ might occur at different locations during a snapshot. Suppose a user $u$ has a trajectory of $k$ geographic locations, $\operatorname{traj}(u)=\left\{l o c_{1}, l o c_{2}, \ldots, l o c_{k}\right\}$, then the representative location $u . l o c$ of $u$ is derived as the centroid of $\operatorname{traj}(u)$, i.e, $u . l o c=$ centroid $(\operatorname{traj}(u))$. By this, a community $c$ is regarded as a spatial distribution of the representative locations of users, i.e., $\{u . l o c \mid u \in c\}$. We then apply a simple approach to organize the spatial bounding box of the area of interest i.e., the spatial coverage of the dataset, as a regular grid consisting of spatial cells, $\mathcal{G}=\{s c\}$.

To compute spatial entropy, a spatial density, denoted $p_{c}(s c)$, is defined for community $c$ in cell $s c$. This density is the likelihood of finding the users of community $c$ in the area of cell $s c$, computed as

$$
\begin{equation*}
p_{c}(s c)=\frac{|u . l o c \in s c| u \in c \mid}{|c|} . \tag{4.73}
\end{equation*}
$$

The spatial entropy of community $c$ is then obtained from the spatial density measures derived over all cells of the grid. That is

$$
\begin{equation*}
\operatorname{entropy}(c)=-\sum_{s c: p_{c}(s c)>0}^{\mathcal{G}} p_{c}(s c) \log \left(p_{c}(s c)\right) \in[0, \log (|\mathcal{G}|)] . \tag{4.74}
\end{equation*}
$$

The defined entropy measure gets a minimum value 0 if the users of a community are located within one cell, and gets a maximize value $\log (|\mathcal{G}|)$ if the representative locations of users are uniformly distributed over all cells. Therefore, it can be normalized by $\log (|\mathcal{G}|)$ to have a value in the range of $[0,1]$. By applying this measure, the spatial characteristics of communities that have different topics of discussion and/or communities located in different geographic areas can be explored. One can further employ this measure to evaluate models
for community detection regarding the geographic localization of communities extracted. These will be discussed in the experimental evaluations presented in Section 4.6.

### 4.5.2 Perplexity Measure

The concept of perplexity comes from the cross entropy measure that is mainly used to evaluate the capacity of a probabilistic model in generating an observed dataset [23]. Given a dataset $\mathcal{D}$ and two probabilistic models $P$ and $M$ developed for $\mathcal{D}$, the cross entropy of $M$ and $P$ is computed as

$$
\begin{equation*}
H_{\mathcal{D}}(P, M)=-\sum_{o \in \mathcal{D}} P(o) \times \log (M(o)) \tag{4.75}
\end{equation*}
$$

The underlying idea is that if $M$ is identical to $P$ then the cross entropy becomes the entropy of $P$. It further implies that if $P$ was the true probability distribution of the dataset then one would expect to have a model, e.g., $M$, that has cross entropy $H_{\mathcal{D}}(P, M)$ close to the entropy of $P$. In other words, the cross entropy is at its minimum when the model $M$ is identical to the true distribution $P$. Even though the true distribution $P$ underlying a dataset is generally unknown, the fact is that the Maximum Likelihood Estimator (MLE) approaches to the true distribution as the number of observations in the dataset goes to infinity. This leads to the concept of log probability (or corpus entropy as used in text mining literature [75]) of model $M$, defined as follows.

$$
\begin{equation*}
H_{\mathcal{D}}(M)=-\frac{1}{|\mathcal{D}|} \log (M(\mathcal{D}))=-\frac{1}{|\mathcal{D}|} \sum_{o \in \mathcal{D}} \log (M(o)) \tag{4.76}
\end{equation*}
$$

Note that Eq. 4.76 is the cross entropy of model $M$ and the MLE for the dataset $\mathcal{D}$. To be more precise, let us assume that observations in $\mathcal{D}$ are of objects $U=\left\{u_{1}, u_{2}, \ldots, u_{|U|}\right\}$, and let $n_{u}$ denote the number of times $u$ occurs in $\mathcal{D}$. Then, Eq. 4.76 can be rewritten as the formula of the cross entropy of $M$ and $M L E$ as follows.

$$
\begin{align*}
H_{\mathcal{D}}(M) & =-\frac{1}{|\mathcal{D}|} \sum_{o \in \mathcal{D}} \log (M(o))=-\sum_{u \in U} \frac{n_{u}}{|\mathcal{D}|} \times \log (M(u)) \\
& =-\sum_{u \in U} M L E(u) \times \log (M(u))=H_{\mathcal{D}}(M L E, M) \tag{4.77}
\end{align*}
$$

Based on these principles, model $M$ that has less log probability compared to others that are developed for the same dataset is better in terms of the capacity of generating the data. The perplexity of the model is defined as

$$
\begin{equation*}
\text { perplexity }(M)=e^{H_{\mathcal{D}}(M)} \tag{4.78}
\end{equation*}
$$

Applying to our rLinkTopic model, the likelihood of a user occurrence is computed using Eq. 4.33 and summing over regions $R_{t}$, communities $C$, and topics $Z$, as shown in Eq. 4.79.

$$
\begin{align*}
& P\left(o \mid \phi, \pi, \varphi, \theta_{t}, \beta, \gamma, \mu, \alpha, \eta, \sigma\right) \quad=  \tag{4.79}\\
& \sum_{r \in R_{t}} P(r \mid \eta) P\left(l o c_{o} \mid l o c_{r}, \sigma\right) \sum_{c \in C} P\left(c \mid \theta_{t, r}\right) \quad P\left(u_{o} \mid \phi_{c}\right) \prod_{u^{\prime} \in o . f} P\left(u^{\prime} \mid \phi_{c}\right) \sum_{z \in Z} P\left(z \mid \pi_{c}\right) \prod_{w \in o . m s g} P\left(w \mid \varphi_{z}\right)
\end{align*}
$$

In the experimental evaluations presented in the next section, the perplexity measure is employed to show how the rLinkTopic model improves itself while learning community structures as more sampling steps are accomplished, and as it is trained by more data.

### 4.6 Experiments

This section presents experiments to evaluate our rLinkTopic model for extracting communities from social network data. We show that interesting and intuitive results are obtained regarding the geographic localization and the topics of communities discovered by the $r$ LinkTopic model. We compare $r$ LinkTopic with a recent and most related approach called TUCRM [102] in terms of the regional aspect of communities extracted by the two models. We further show that rLinkTopic outperforms TURCM in terms of the perplexity measure. All experiments are conducted using Twitter data.

### 4.6.1 Twitter Datasets

We collected tweets from US and Europe for around six months from June 1 to November 28, 2012 and extracted all the geotagged tweets for our experiments. That is, in addition to other features, e.g., the userId, contextual links, and message, each tweet in the datasets has a geographic coordinate (latitude/longitude) stating from where it has been sent. Relevant statistics of these two datasets are shown in Table 4.3.

Table 4.3: Maps and statistics of Twitter datasets used for experimental evaluations.

| US dataset | EUROPE dataset |
| :--- | :--- | :--- |

### 4.6.2 Link Structure and Spatial Characteristics of Datasets

We first apply some statistical measures to the two datasets to get an idea of the link structures and spatial distances between the occurrences of Twitter users and to find evidence to further support our approach. More precisely, we show that in the datasets the spatial proximity among occurrences of users gives a good indication for social links. That is, the closer two tweets are geographically, the more likely there is an explicit link between respective users. For this purpose, we partition each of the two datasets into 10-day interval snapshots. For each such snapshot, link structures are extracted by first counting the tweets that have either the feature replyTo or mentionedUsers, resulting in a set of so-called $s$-linked users, denoted $S L$. For each user $u_{i} \in S L$ there exists a user $u_{j} \in S L$ such that $u_{i}$ replied to or mentioned $u_{j}$, denoted $u_{i} \rightarrow u_{j}$. From the set $S L$, we then obtain a subset of so-called bi-linked users such that if $u_{i} \rightarrow u_{j}$, then also $u_{j} \rightarrow u_{i}$, i.e., there is a bidirectional interaction between the two users. Averaged over all snapshots, about $3.66 \%$ of users in the US dataset and $2.05 \%$ of users in the EUROPE dataset are s-linked. The number of bi-linked users in the US dataset is about $1.11 \%$, while in the EUROPE dataset the number is $0.35 \%$. These results imply that even though there are many users, the link structures among these users are very sparse.

To study how geographic locations of users affects the formation or the existence of explicit links between them, we compute the spatial distance between s-linked users or rather their geographic occurrences. The result shows that explicit links between Twitter users are strongly governed by the spatial distance between them. As shown in Figure 4.5, most of the links occur between users in a distance less than 150 km from each other. This supports our claim that communities are formed by users in geographic regions.


Figure 4.5: Distribution of spatial distances between Twitter users having explicit links.

### 4.6.3 Experimental Setup

This section presents the results of applying our rLinkTopic model to extract communities of Twitter users. We show that discovered communities are associated with intuitive topics ${ }^{7}$ and users in each community are geographically localized. Different subsets of the two datasets shown in Table 4.3 are used to conduct the evaluations. The results presented in the following are obtained from 4 selected (sub-)datasets described in Table 4.4. Note that each of the two datasets Sub-England $\mathbf{0 1}$ and Sub-England $\mathbf{0 2}$ is a subset of the dataset Sub-England 03. We use these three datasets of the same geographic area to see changes in the community structures discovered from different time intervals.

Table 4.4: Statistics of Twitter datasets used to extract regional LinkTopic communities. These datasets are created from the EUROPE and US datasets described in Table 4.3.

| Dataset | Bounding Box | Users | Tweets | Terms | Time |
| :---: | :---: | ---: | ---: | ---: | :---: |
| Sub-England 01 | $-4.00,50.70,1.60,52.70$ | 188.312 | 519.883 | 222.333 | June 15 - Jun 20 |
| Sub-England 02 | $-4.00,50.70,1.60,52.70$ | 339.095 | 1.146 .598 | 423.646 | June 15 - Jun 30 |
| Sub-England 03 | $-4.00,50.70,1.60,52.70$ | 740.407 | 3.665 .714 | 1.120 .133 | June 10 - July 30 |
| Sub-US | $-75.20,40.3,-73.3,41.36$ | 210.361 | 685.809 | 309.896 | Oct 25 - Nov 10 |

Tweet Normalization. For each geotagged tweet, the following features are used as input to the rLinkTopic model: userId, time, coordinates, contextual links, and tweet content. Some sample tweets are shown in Table 4.5. We apply lexical normalization techniques proposed in [46] to convert abbreviations and slang words to normal word format before cleaning the text, i.e., removing special characters such as $\#, \&, \$$, removing stop words, and stemming words. Each resulting dataset is then organized into daily snapshots for conducting experiments.

Table 4.5: Sample tweets showing the format of input data for the $r$ LinkTopic model.

| UserId | Time | Lng | Lat | Contextual links | Message |
| :--- | :---: | :---: | :---: | :--- | :--- |
| JKGosling | $2012-07-01$ | -0.203 | 51.527 | MattKingBoo | I love the maps on sale. <br> Get what you want. |
| SafeDiego86 | $2012-07-01$ | 0.173 | 51.433 | henrywinter,Dartford | It should be no question <br> of that. |
| pkfashoni | $2012-07-01$ | -0.196 | 51.523 |  | Someone tells me a book <br> to read please. |

Data filtering. For each selected dataset shown in Table 4.4, we further apply two filtering steps to refine the data before running the rLinkTopic model to extract communities. Particularly, users who posted less than numM messages, and terms that occurred less

[^14]than numW times in the dataset are removed. Details of the filtering parameters applied and the refined datasets are summarized in Table 4.6.

Table 4.6: Statistics of the selected datasets in Table 4.4 after empirically filtering users who sent less than 01 message per day and terms that occurred less than 02 times per day in each dataset.

| Dataset | numM | numW | \#Users | \#Tweets | \#Terms | Time |
| :---: | :---: | ---: | ---: | ---: | ---: | :---: |
| Sub-England 01 | 05 | 10 | 37.567 | 456.624 | 10.811 | June 15 - Jun 20 |
| Sub-England 02 | 15 | 30 | 10.643 | 720.114 | 7.259 | June 15 - June 30 |
| Sub-England 03 | 50 | 100 | 11.739 | 2.057 .895 | 12.731 | June 10 - July 30 |
| Sub-US | 15 | 30 | 11.914 | 502.156 | 8.399 | Oct 25 - Nov 10 |

Parameter settings. Table 4.7 shows the input parameters of the rLinkTopic model. In our experiments, for each dataset, all parameters excepted $|C|$ and the number of BurnIn steps are empirically determined. Particularly, we assign $|Z|=20, \sigma=0.033$ (about $5 \mathrm{~km})$, minRad $=0.066$ (a region is about $100 \mathrm{~km}^{2}$ ). The number of Burn-in steps is identified based on the perplexity computed while sampling. Specifically, we find that after a round 800 to 850 iterations, the perplexity starts to be always smaller in the later steps. We employ the heuristic reported in [44] to assign values for the hyperparameters of the Dirichlet distributions in the model. Particularly, $\alpha_{c}=50 /|C|$ for all $c \in C, \gamma_{z}=50 /|Z|$ for all $z \in Z, \beta_{u}=0.1$ for all $u \in U$ and $\mu_{w}=0.1$ for all $w \in V$. We then run the model with different values of $|C|$ and use the perplexity measure to select the best one, i.e., the value of $|C|$ that returns the lowest perplexity of the model. The results presented in the following are computed using the parameter settings in Table 4.7 where the number of communities for each dataset is selected based on the perplexity shown in Figure 4.6.

Table 4.7: Setting values of parameters for the rLinkTopic model to apply to the selected datasets used in experiments. The number of communities $|C|$ and the Burn-In steps are determined based on the perplexity measure. The heuristic reported in [44] is used to assign values for the hyperparameters $\alpha, \beta, \gamma$ and $\mu$. The two parameters $\sigma$ and minRad are empirically determined to build regions.

| Dataset | $\|C\|$ | $\|Z\|$ | $\sigma$ | $\operatorname{minRad}$ | $\alpha_{c}$ | $\beta_{u}$ | $\gamma_{z}$ | $\mu_{w}$ | Burn-In steps |
| :---: | :---: | ---: | ---: | ---: | :---: | :---: | :---: | :---: | :---: |
| Sub-England 01 | 70 | 10 | 0.033 | 0.066 | 0.014 | 0.01 | 0.1 | 0.01 | 800 |
| Sub-England 02 | 40 | 10 | 0.033 | 0.066 | 0.025 | 0.01 | 0.1 | 0.01 | 820 |
| Sub-England 03 | 20 | 10 | 0.033 | 0.066 | 0.050 | 0.01 | 0.1 | 0.01 | 820 |
| Sub-US | 30 | 10 | 0.033 | 0.066 | 0.033 | 0.01 | 0.1 | 0.01 | 800 |



Figure 4.6: Perplexity of the rLinkTopic model computed for the selected datasets in Table 4.4. For each dataset, different number of communities are used to determine the best setting.

### 4.6.4 Regional LinkTopic Communities

Topics of communities. Using the above parameter settings for the rLinkTopic model to extract communities, we find that topics associated with communities are intuitive even though Twitter data are so noisy. Generally, topics extracted in all datasets can be empirically classified into the groups politics, jobs, social activities, weather, music and social events, social media, social networks (SNs), and sports. There are some topics that contain terms describing different subjects. Such topics are labeled as general ${ }^{8}$. The top 15 terms that have the highest likelihood in selected topics associated with communities discovered from the Sub-US dataset and Sub-England 01-03 datasets are shown in Table 4.8 and Table 4.9, respectively.

By studying the topic proportions of communities we further find that each community is associated with at most two topics and between them one topic has much higher likelihood. Topic proportions of selected communities extracted from the Sub-US dataset are presented in Figure 4.7 and Table 4.10.

[^15]Table 4.8: Eight selected topics associated with communities extracted by the $r$ LinkTopic model from the Sub-US dataset.

| Jobs-Topic: 19 |  | Politics-Topic: 02 |  | Weather-Topic: 11 |  | Charity-Topic: 08 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Term | Likelihood | Term | Likeli. | Term | Likeli. | Term | Likeli. |
| job | 0.1956 | nsur | 0.1638 | forecast | 0.0905 | cake | 0.0451 |
| tweetmyjob | 0.0604 | fastest | 0.0827 | cloudi | 0.0566 | home | 0.0354 |
| retail | 0.0188 | job | 0.0819 | nov | 0.0538 | breezi | 0.0354 |
| manag | 0.0175 | fairfield | 0.0819 | shower | 0.0536 | word | 0.0346 |
| alert | 0.0170 | recruit | 0.0819 | mostli | 0.0448 | point | 0.0341 |
| sale | 0.0126 | aflac | 0.0819 | oct | 0.0399 | donation | 0.0341 |
| hospit | 0.0121 | grow | 0.0819 | partli | 0.0369 | spread | 0.0333 |
| prudenti | 0.0120 | agenc | 0.0684 | chance | 0.0365 | alon | 0.0317 |
| marketing | 0.0119 | obama | 0.0261 | sunni | 0.0289 | demi | 0.0309 |
| account | 0.0117 | mitt | 0.0178 | rain | 0.0259 | rebuild | 0.0298 |
| internship | 0.0104 | ugli | 0.0172 | sat | 0.0205 | amc | 0.0257 |
| veteranjob | 0.0093 | alert | 0.0135 | thu | 0.0178 | eric | 0.0254 |
| insur | 0.0079 | vote | 0.0117 | lake | 0.0140 | maynor | 0.0254 |
| assist | 0.0078 | blue | 0.0113 | sun | 0.0114 | east | 0.0185 |
| businessmgr | 0.0072 | economi | 0.0105 | mon | 0.0107 | teamheat | 0.0182 |
| Restau | ant: 09 | Social Me | a: 16 | Tour | m: 17 | Scho | 18 |
| Term | Likelihood | Term | Likeli. | Term | Likeli. | Term | Likeli. |
| coupo | 0.0748 | instagood | 0.0687 | airport | 0.0288 | studytim | 0.0725 |
| ridgewood | 0.0309 | photoofdai | 0.0677 | station | 0.0248 | previous | 0.0606 |
| restaur | 0.0256 | instamood | 0.0463 | intern | 0.0231 | found | 0.0604 |
| funni | 0.0159 | iger | 0.0393 | jfk | 0.0205 | unavail | 0.0576 |
| real | 0.0159 | iphonesia | 0.0376 | john | 0.0179 | earlier | 0.0536 |
| acn | 0.0159 | picofthedai | 0.0354 | kennedi | 0.0179 | hurri | 0.0451 |
| blue | 0.0145 | iphone4 | 0.0271 | art | 0.0171 | manag | 0.0390 |
| pino | 0.0145 | iphonegraphi | 0.0244 | museum | 0.0162 | stumbl | 0.0244 |
| rauti | 0.0145 | iphoneonli | 0.0244 | amc | 0.0152 | brother | 0.0240 |
| bgm | 0.0145 | iphon | 0.0240 | loew | 0.0134 | girl | 0.0226 |
| pizza | 0.0138 | instadaili | 0.0215 | north | 0.0130 | find | 0.0214 |
| dara | 0.0121 | earth | 0.0124 | train | 0.0129 | kid | 0.0175 |
| sender | 0.0121 | stuck | 0.0123 | york | 0.0120 | student | 0.0154 |
| teamheat | 0.0111 | ecuador | 0.0103 | park | 0.0116 | final | 0.0151 |
| ridgefield | 0.0092 | tweegram | 0.0086 | modern | 0.0096 | boi | 0.0131 |

Table 4.9: Eight selected topics associated with communities extracted by the $r$ LinkTopic model from three datasets Sub-England 01-03.

| Jobs-Topic: 01 |  | Arts-Topic: 04 |  | Weather-Topic: 05 |  | SNs-Topic: 07 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Term | Likelihood | Term | Likeli. | Term | Likeli. | Term | Likeli. |
| job | 0.1206 | ar | 0.0539 | mph | 0.0908 | track | 0.1148 |
| contract | 0.1117 | free | 0.0423 | rain | 0.0872 | updat | 0.1063 |
| develop | 0.0326 | exhibit | 0.0408 | wind | 0.0869 | visit | 0.1063 |
| engin | 0.0267 | chd | 0.0386 | humid | 0.0791 | info | 0.1063 |
| manag | 0.0231 | fit | 0.0383 | temperatur | 0.0725 | transpond | 0.1063 |
| stalban | 0.0219 | train | 0.0275 | baromet | 0.0652 | follow | 0.0911 |
| analyst | 0.0177 | crawlei | 0.0216 | slowli | 0.0475 | theo | 0.0241 |
| softwar | 0.0165 | bristol | 0.0197 | hpa | 0.0422 | roi | 0.0087 |
| consult | 0.0141 | person | 0.0182 | rise | 0.0402 | word | 0.0084 |
| rental | 0.0137 | group | 0.0178 | fall | 0.0361 | spread | 0.0084 |
| senior | 0.0116 | artist | 0.0176 | temp | 0.0141 | tweet | 0.0084 |
| busi | 0.0100 | raw | 0.0149 | deg | 0.0128 | check | 0.0084 |
| month | 0.0099 | event | 0.0138 | steadi | 0.0123 | outofcontrol | 0.0084 |
| support | 0.0085 | materi | 0.0137 | weather | 0.0119 | krai | 0.0066 |
| web | 0.0083 | buzz | 0.0136 | pressur | 0.0057 | swag | 0.0065 |
| Traffic | Topic: 06 | Football | opic: 02 | Music-To | ic: 09 | General-T | ic: 08 |
| Term | Likelihood | Term | Likeli. | Term | Likeli. | Term | Likeli. |
| station | 0.0794 | work | 0.0609 | plai | 0.0702 | work | 0.0654 |
| railwai | 0.0699 | watch | 0.0519 | radio1 | 0.0266 | watch | 0.0514 |
| greater | 0.0297 | people | 0.0410 | music | 0.0217 | people | 0.0460 |
| bristol | 0.0181 | feel | 0.0398 | live | 0.0031 | ill | 0.0437 |
| cross | 0.0155 | ill | 0.0390 | girl | 0.0024 | feel | 0.0423 |
| airport | 0.0148 | game | 0.0388 | heart | 0.0023 | hope | 0.0364 |
| ben | 0.0134 | plai | 0.0364 | boy | 0.0023 | home | 0.0332 |
| west | 0.0133 | home | 0.0363 | life | 0.0020 | thing | 0.0323 |
| king | 0.0127 | man | 0.0356 | home | 0.0018 | great | 0.0320 |
| heathrow | 0.0127 | great | 0.0356 | station | 0.0018 | happi | 0.0319 |
| lhr | 0.0121 | hope | 0.0354 | nice | 0.0017 | man | 0.0318 |
| hounslow | 0.0119 | wait | 0.0341 | talk | 0.0017 | wait | 0.0314 |
| midland | 0.0096 | happi | 0.0332 | weekend | 0.0016 | follow | 0.0310 |
| cambridg | 0.0094 | euro2012 | 0.0305 | song | 0.0015 | girl | 0.0299 |
| climb | 0.0090 | start | 0.0305 | happi | 0.0015 | year | 0.0297 |



Figure 4.7: Topic proportions of 6 communities extracted from the Sub-US dataset. The most prominent topics associated with each community are manually classified.

Table 4.10: Details of the topic proportions of 10 communities extracted from the Sub-US dataset. The index of communities, i.e., $c \in C$, and the index of topics, i.e., $z \in Z$, are returned from rLinkTopic model. Each column is the topic proportion of a community, i.e., $\pi_{c}=\{P(z \mid c)\}, z \in Z$.

| Topic <br> Index | Community Index |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{0 1}$ | $\mathbf{0 2}$ | $\mathbf{0 3}$ | $\mathbf{0 4}$ | $\mathbf{0 5}$ | $\mathbf{0 6}$ | $\mathbf{0 7}$ | $\mathbf{0 8}$ | $\mathbf{0 9}$ | $\mathbf{1 0}$ |  |
| $\mathbf{0 1}$ | $4.5 \mathrm{E}-7$ | $4.6 \mathrm{E}-7$ | $6.0 \mathrm{E}-7$ | $5.6 \mathrm{E}-7$ | $4.4 \mathrm{E}-7$ | $5.4 \mathrm{E}-7$ | $4.6 \mathrm{E}-7$ | $4.3 \mathrm{E}-7$ | $5.2 \mathrm{E}-7$ | $4.0 \mathrm{E}-7$ |  |
| $\mathbf{0 2}$ | $3.2 \mathrm{E}-7$ | $1.7 \mathrm{E}-7$ | $4.4 \mathrm{E}-7$ | $3.9 \mathrm{E}-7$ | $3.3 \mathrm{E}-7$ | $4.0 \mathrm{E}-7$ | $3.4 \mathrm{E}-7$ | $3.0 \mathrm{E}-7$ | $\mathbf{0 . 4 5}$ | $2.9 \mathrm{E}-7$ |  |
| $\mathbf{0 3}$ | $4.6 \mathrm{E}-7$ | $4.5 \mathrm{E}-7$ | $6.2 \mathrm{E}-7$ | $5.4 \mathrm{E}-7$ | $4.4 \mathrm{E}-7$ | $5.6 \mathrm{E}-7$ | $4.8 \mathrm{E}-7$ | $4.3 \mathrm{E}-7$ | $5.1 \mathrm{E}-7$ | $4.1 \mathrm{E}-7$ |  |
| $\mathbf{0 4}$ | $\mathbf{0 . 9 9}$ | $1.7 \mathrm{E}-7$ | $4.4 \mathrm{E}-7$ | $3.9 \mathrm{E}-7$ | $3.3 \mathrm{E}-7$ | $\mathbf{0 . 9 9}$ | $\mathbf{0 . 9 9}$ | $3.0 \mathrm{E}-7$ | $3.7 \mathrm{E}-7$ | $2.9 \mathrm{E}-7$ |  |
| $\mathbf{0 5}$ | $4.6 \mathrm{E}-7$ | $4.3 \mathrm{E}-7$ | $4.9 \mathrm{E}-7$ | $5.1 \mathrm{E}-7$ | $4.6 \mathrm{E}-7$ | $6.2 \mathrm{E}-7$ | $5.3 \mathrm{E}-7$ | $3.5 \mathrm{E}-7$ | $5.1 \mathrm{E}-7$ | $4.3 \mathrm{E}-7$ |  |
| $\mathbf{0 6}$ | $3.9 \mathrm{E}-7$ | $3.2 \mathrm{E}-7$ | $4.4 \mathrm{E}-7$ | $3.9 \mathrm{E}-7$ | $3.3 \mathrm{E}-7$ | $4.0 \mathrm{E}-7$ | $3.4 \mathrm{E}-7$ | $3.0 \mathrm{E}-7$ | $3.7 \mathrm{E}-7$ | $2.9 \mathrm{E}-7$ |  |
| $\mathbf{0 7}$ | $3.2 \mathrm{E}-7$ | $3.2 \mathrm{E}-7$ | $4.4 \mathrm{E}-7$ | $\mathbf{0 . 4 8}$ | $3.3 \mathrm{E}-7$ | $4.0 \mathrm{E}-7$ | $3.4 \mathrm{E}-7$ | $3.0 \mathrm{E}-7$ | $3.7 \mathrm{E}-7$ | $2.9 \mathrm{E}-7$ |  |
| $\mathbf{0 8}$ | $3.2 \mathrm{E}-7$ | $4.7 \mathrm{E}-7$ | $6.2 \mathrm{E}-7$ | $5.8 \mathrm{E}-7$ | $4.7 \mathrm{E}-7$ | $5.6 \mathrm{E}-7$ | $4.8 \mathrm{E}-7$ | $4.5 \mathrm{E}-7$ | $5.0 \mathrm{E}-7$ | $4.0 \mathrm{E}-7$ |  |
| $\mathbf{0 9}$ | $3.2 \mathrm{E}-7$ | $3.2 \mathrm{E}-7$ | $2.1 \mathrm{E}-6$ | $3.9 \mathrm{E}-7$ | $\mathbf{0 . 9 9}$ | $4.0 \mathrm{E}-7$ | $3.4 \mathrm{E}-7$ | $3.0 \mathrm{E}-7$ | $3.7 \mathrm{E}-7$ | $\mathbf{0 . 9 9}$ |  |
| $\mathbf{1 0}$ | $3.2 \mathrm{E}-7$ | $8.4 \mathrm{E}-7$ | $4.4 \mathrm{E}-7$ | $5.3 \mathrm{E}-7$ | $4.5 \mathrm{E}-7$ | $5.8 \mathrm{E}-7$ | $4.7 \mathrm{E}-7$ | $3.8 \mathrm{E}-7$ | $4.9 \mathrm{E}-7$ | $4.6 \mathrm{E}-7$ |  |
| $\mathbf{1 1}$ | $3.2 \mathrm{E}-7$ | $1.6 \mathrm{E}-7$ | $4.4 \mathrm{E}-7$ | $\mathbf{0 . 5 1}$ | $3.3 \mathrm{E}-7$ | $4.0 \mathrm{E}-7$ | $3.4 \mathrm{E}-7$ | $3.0 \mathrm{E}-7$ | $3.7 \mathrm{E}-7$ | $2.9 \mathrm{E}-7$ |  |
| $\mathbf{1 2}$ | $3.2 \mathrm{E}-7$ | $4.3 \mathrm{E}-7$ | $6.4 \mathrm{E}-7$ | $5.4 \mathrm{E}-7$ | $4.8 \mathrm{E}-7$ | $5.9 \mathrm{E}-7$ | $4.8 \mathrm{E}-7$ | $3.5 \mathrm{E}-7$ | $5.2 \mathrm{E}-7$ | $4.0 \mathrm{E}-7$ |  |
| $\mathbf{1 3}$ | $3.2 \mathrm{E}-7$ | $4.7 \mathrm{E}-7$ | $6.4 \mathrm{E}-7$ | $5.1 \mathrm{E}-7$ | $4.4 \mathrm{E}-7$ | $5.8 \mathrm{E}-7$ | $4.6 \mathrm{E}-7$ | $4.5 \mathrm{E}-7$ | $5.4 \mathrm{E}-7$ | $4.4 \mathrm{E}-7$ |  |
| $\mathbf{1 4}$ | $3.2 \mathrm{E}-7$ | $3.2 \mathrm{E}-7$ | $4.4 \mathrm{E}-7$ | $3.9 \mathrm{E}-7$ | $3.3 \mathrm{E}-7$ | $4.0 \mathrm{E}-7$ | $3.4 \mathrm{E}-7$ | $3.0 \mathrm{E}-7$ | $3.7 \mathrm{E}-7$ | $2.9 \mathrm{E}-7$ |  |
| $\mathbf{1 5}$ | $3.2 \mathrm{E}-7$ | $3.2 \mathrm{E}-7$ | $\mathbf{0 . 9 9}$ | $3.9 \mathrm{E}-7$ | $3.3 \mathrm{E}-7$ | $4.0 \mathrm{E}-7$ | $3.4 \mathrm{E}-7$ | $3.0 \mathrm{E}-7$ | $3.7 \mathrm{E}-7$ | $2.9 \mathrm{E}-7$ |  |
| $\mathbf{1 6}$ | $3.2 \mathrm{E}-7$ | $\mathbf{0 . 3 6}$ | $4.4 \mathrm{E}-7$ | $3.9 \mathrm{E}-7$ | $3.3 \mathrm{E}-7$ | $4.0 \mathrm{E}-7$ | $3.4 \mathrm{E}-7$ | $3.0 \mathrm{E}-7$ | $3.7 \mathrm{E}-7$ | $2.9 \mathrm{E}-7$ |  |
| $\mathbf{1 7}$ | $3.2 \mathrm{E}-7$ | $\mathbf{0 . 6 3}$ | $4.4 \mathrm{E}-7$ | $3.9 \mathrm{E}-7$ | $3.3 \mathrm{E}-7$ | $4.0 \mathrm{E}-7$ | $3.4 \mathrm{E}-7$ | $\mathbf{0 . 9 9}$ | $5.5 \mathrm{E}-7$ | $2.9 \mathrm{E}-7$ |  |
| $\mathbf{1 8}$ | $3.2 \mathrm{E}-7$ | $4.0 \mathrm{E}-7$ | $6.1 \mathrm{E}-7$ | $6.8 \mathrm{E}-7$ | $4.7 \mathrm{E}-7$ | $5.5 \mathrm{E}-7$ | $4.9 \mathrm{E}-7$ | $4.2 \mathrm{E}-7$ | $3.7 \mathrm{E}-7$ | $2.9 \mathrm{E}-7$ |  |
| $\mathbf{1 9}$ | $3.2 \mathrm{E}-7$ | $3.2 \mathrm{E}-7$ | $4.4 \mathrm{E}-7$ | $3.9 \mathrm{E}-7$ | $3.3 \mathrm{E}-7$ | $4.0 \mathrm{E}-7$ | $3.4 \mathrm{E}-7$ | $3.0 \mathrm{E}-7$ | $\mathbf{0 . 5 4}$ | $2.9 \mathrm{E}-7$ |  |
| $\mathbf{2 0}$ | $3.2 \mathrm{E}-7$ | $4.3 \mathrm{E}-7$ | $6.2 \mathrm{E}-7$ | $5.4 \mathrm{E}-7$ | $4.7 \mathrm{E}-7$ | $5.8 \mathrm{E}-7$ | $4.8 \mathrm{E}-7$ | $3.4 \mathrm{E}-7$ | $5.2 \mathrm{E}-7$ | $4.2 \mathrm{E}-7$ |  |

Geographic locations. In addition to topics, communities discovered by the $r$ LinkTopic model exhibit regional characteristics. Particularly, users in each community are spatially located close to each other when occurring in the network. Geographic locations of users in selected communities extracted from the Sub-US dataset and SubEngland 01-03 datasets are shown in Figure 4.8 and Figure 4.9, respectively. In terms of application, one can further explore the geographic area and topics of communities extracted by the rLinkTopic model to get more insights into the characteristics of users in specific areas. This, however, is not presented here due to the lack of knowledge about local geographic areas.

### 4.6.5 Quantitative Evaluation

We employ the two measures presented in the previous section, i.e., the spatial entropy measure and the perplexity measure, to evaluate the effectiveness of the rLinkTopic model in extracting communities. Particularly, by comparing the results of the rLinkTopic model with the results of the TURCM model [102] we show that communities extracted by rLinkTopic reveal better geographic localization and $r$ LinkTopic outperforms TURCM in terms of the perplexity measure.

Geographic localization. We first run the rLinkTopic model with two settings: (1) to extract regional LinkTopic communities and (2) to extract (only) LinkTopic communities by manually setting the number of regions to 1 as input to the rLinkTopic model. This allows the $r$ LinkTopic model to extract communities in the way that no region assignments are done. We then employ the TURCM model with different settings for the number of communities to be extracted and select the best setting regarding the perplexity measure. It is noted here that TURCM derives single topic communities. That is, the number of communities actually returned from TURCM is $|C| \times|Z|$, given the input $|C|$ and $|Z|$. Because of this, the number of communities discovered by TURCM is always greater than the number of $r$ LinkTopic communities.

The steps to conduct the comparison are as follows: (1) all communities extracted by the two settings of rLinkTopic are considered; (2) communities discovered by TURCM are first manually classified based on their topic and then randomly selected to have the same number as for $r$ LinkTopic communities; (3) the spatial entropy measure is applied to compute entropy of communities in two ways: (a) daily entropy, i.e., entropy of a community is computed based on daily occurrences of users; and (b) ten-day entropy, i.e., entropy of a community is computed based on occurrences of users in ten consecutive days.

The results show that about half of the number of communities extracted by the TURCM model are comparable with LinkTopic communities, i.e., communities extracted by the $r$ LinkTopic model without assigning occurrences of users to regions. The obtained regional LinkTopic communities always have less entropy compared to TURCM and LinkTopic communities. Especially, such a difference is significantly shown by the measure of the


Figure 4.8: Geographic locations of users in selected communities extracted from the SubUS dataset.


Figure 4.9: Geographic locations of users in selected communities extracted from datasets Sub-England 01-03.
ten-day entropy. These indicate the effectiveness of the rLinkTopic model in extracting communities that are geographically localized. Figure 4.10 shows the spatial entropy of selected communities discovered by the (1) rLinkTopic model with the parameter setting shown in Table 4.7, (2) rLinkTopic model with the same setting except the number of regions set to 1 , and (3) the TURCM model.

Perplexity Analysis. We compare the perplexity of $r$ LinkTopic and TURCM to show the effectiveness of rLinkTopic in terms of fitting community structures to the selected datasets. For this purpose, we apply three methods, denoted $M 1, M 2$, and $M 3$, to compute the perplexity of the two models.

- M1: no data are used to train the models before computing the perplexity.
- M2: a portion of each daily snapshot is used to train the models.
- M3: a number of consecutive (full) snapshots is used to train the models.

For each method, we compute the perplexity at different sampling steps to see how the models learn community structures as more sampling steps are accomplished. For the methods $M 2$ and $M 3$, we further compute the perplexity as more data are used to train the models.

Having the results computed as described, we find that in all cases the perplexity of $r$ LinkTopic is much less than the perplexity of TURCM. This implies that employing spatiotemporal proximity of users together with their contextual links in extracting communities derives much better results in terms of fitting the underlying community structures in the datasets. Furthermore, $r$ LinkTopic improves the perplexity faster than TURCM when no data are used to train the models. Both models have a similar learning rate when being trained with the same data before computing their perplexity. This holds for both methods $M 2$ and M3. The results computed from the Sub-England $\mathbf{0 3}$ dataset, i.e., the largest one among 4 selected datasets, are selected to support our findings. Figure 4.11 shows the perplexity of both models when no training is applied. It can be observed that the perplexity of the $r$ LinkTopic model decreases quickly after the Burn-in stage ( 820 iterations), which means that our model learns community structures faster than TURCM does. Figure 4.12 and Figure 4.13 show the perplexity of the two models when different amounts of data, i.e., different percentages of each daily snapshot and different number of snapshots, are used to train the models.

Based on the behavior of the perplexity of both models, we find that relying on the occurrences of users on a daily basis to learn communities will properly return better results. This claim is clearly supported by the perplexity of the two models presented in Figure 4.14. Specifically, the more daily occurrences are used to train the models the lower the perplexity is obtained. This, however, does not hold when the models are trained by more consecutive (full) snapshots. As shown in Figure 4.14 (right), the perplexity of both models quickly increases again after being trained by 36 daily snapshots.


Figure 4.10: Spatial entropy of communities extracted by the rLinkTopic and TURCM models from the Sub-England 02-03 (a) and Sub-US (b) datasets. The indices of communities in each plot are ordered based on the spatial entropy measure.


Figure 4.11: Perplexity of rLinkTopic and TURCM computed at different sampling steps from the Sub-England 03 dataset when no data are used to train the models. The perplexity of $r$ LinkTopic decreases quickly indicating that $r$ LinkTopic improves its learning capacity better than TURCM does.


Figure 4.12: Perplexity of the rLinkTopic and TURCM models computed at different sampling steps from the Sub-England $\mathbf{0 3}$ dataset when both models are trained by a number of full snapshots.


Figure 4.13: Perplexity of rLinkTopic model and TURCM model computed at different sampling steps from the Sub-England $\mathbf{0 3}$ dataset when a portion of each daily snapshot is used to train the models.


Figure 4.14: Perplexity of rLinkTopic model and TURCM model computed at the last sampling step from the Sub-England $\mathbf{0 3}$ dataset. The methods $M 2$ and $M 3$ are applied to hold out the data for training the models.

### 4.7 Summary and Discussion

We have introduced a new type of community in social networks, i.e., the community of users occurring in a social network within spatio-temporal proximity, sharing similar topics, and having contextual links while posting messages to the network. A probabilistic model called rLinkTopic has been developed to discover such communities. The two important features that have never been considered in existing studies, i.e., the regional aspect of communities and the contextual links of users, are addressed in our model. We conducted extensive evaluations using Twitter data. The experimental results show that this approach discovers communities that are characterized not only by the topics but also by regional aspects. This property of communities cannot be obtained by existing approaches to community detection. Also, due to the consideration of the spatio-temporal proximity and the contextual links of users in extracting communities, our model gives much better results in terms of the perplexity measure, when compared to other models.

Nonparametric extension. In the rLinkTopic model, the number of communities $|C|$ and the number of topics $|Z|$ are assumed to be the input parameters. In our experiments, we empirically choose $|Z|$ and run the model with different values of $|C|$ to find the best setting regarding the perplexity measure derived. However, different values of $|Z|$ affect more or less the extracted communities. Furthermore, such a method is intuitively inefficient because one has to run the model different times. This is the common weakness of the parametric Bayesian approach. Fortunately, with the success of the nonparametric Bayesian approach in clustering data [3, 113], this shortcoming of the rLinkTopic model can be solved. Particularly, the model can be extended by employing a Dirichlet process as prior distribution for each of the parameters $|C|$ and $|Z|$. By this, one neither has to specify the number of communities nor the number of topics to be extracted.

Dynamics of communities. Based on our experimental results, we find that community structures, e.g., on Twitter, change over time. This observation is obtained from relating the time span of a dataset and the number of communities fitted by the model for that dataset. Particularly, the number of communities fitted by the model for different subsets of a dataset regarding the time interval decreases as more snapshots are used to discover communities. For example, considering the selected datasets shown in Table 4.4, the number of communities fitted by the model for three datasets Sub-England 01, 02, 03 are 70, 40, and 20, respectively, as shown in Figure 4.6. This implies the dynamics of communities, i.e., more communities are observed for a short time interval but not many communities exist for a long time, and thus brings new questions about the evolution of communities. For example, how to capture changes in the community memberships of users, changes in the topics of communities, and so on. In the next chapter, a comprehensive framework is developed based on the rLinkTopic model to address such questions.

## Chapter 5

## Analysis of Community Evolution

### 5.1 Overview and Objectives

Communities in a social network evolve over time due to several reasons. A user is interested in the topics of a community and joins as a new member while some users might leave the community. The happening of social events, e.g., an election, and other phenomena also lead to the evolution of communities. Such an evolution is implied by changes in the features describing a community. These include, for example, users in the community, topics of the community, and geographic locations of the users. Given that a community is characterized by even more features, analyzing its evolution thus is a challenging task. This is because one has to have a complex model that is able to discover communities and to capture changes in as many features describing a community as possible. To date, existing approaches for the analysis of evolving communities attempt to study changes with respect to one feature, which are the community members [7, 22, 73, 74]. The concept of evolution is therefore defined only in the context of the user population of a community over time. Because of this, no information is obtained with respect to how other features of the community evolve. From an application perspective, one is usually interested not only in the dynamics of users, e.g., which users are in a community at what time, but also in other features that describe the community over time. These observations motivate our study and development of a comprehensive framework that takes more features of interest into account to study the evolution of communities in social networks. Particularly, in this chapter, we introduce a probabilistic model called ErLinkTopic that is an extension of the rLinkTopic model developed in the previous chapter for extracting regional LinkTopic communities and analyzing their complex evolution. By stating complex evolution, we are particularly interested in changes in the features describing a community as formalized in the rLinkTopic model. These include (1) the community membership of users in a community, which is characterized by $\phi_{c}$; (2) topic proportion of a community, which is characterized by $\pi_{c}$; and (3) terms occurring in a community topic, which is characterized by $\varphi_{z}$. The idea is that if $\phi_{c}, \pi_{c}$, and $\varphi_{z}$ are appropriately derived over time then one can base on the
changes in these variables to formalize community evolution. For example, a community is stable in terms of its members during a time period if there is no changes in $\phi_{c}$. Similarly, the evolution of the prominence of community topics and a topic itself is extracted from $\pi_{c}$, and $\varphi_{z}$ over time, respectively. Also, because information about geographic locations is associated with users' postings, the model further supports the study of changes in the regional and geographic characteristics of communities.

This chapter is organized as follows. Section 5.2 presents the underlying data model and introduces notations used to present the ErLinkTopic model. In Section 5.3, we first describe how $r$ LinkTopic is extended to build ErLinkTopic that can discover communities and, at the same time, capture their evolution (Section 5.3.1). We then give detailed steps to derive a Gibbs sampling algorithm to compute the posterior distribution of the ErLinkTopic model (Section 5.3.2). Section 5.4 introduces measures to identify specific changes in the features describing a community. The results of our experimental evaluations using Twitter data are presented in Section 5.5. We summarize this chapter and give an outlook for ongoing work in Section 5.6.

### 5.2 Data Model and Notations

In this section, we first describe the data model underlying our ErLinkTopic framework and then introduce notations used throughout this chapter.

In the $r$ LinkTopic model proposed in the previous chapter, a social network is formalized as a sequence of snapshots. The model relies on the occurrences of users in each snapshot to identify users who occur in the network within spatio-temporal proximity. This cooccurrence feature together with the contextual links and the topics of user postings are employed to extract communities. By this, the temporal order of the occurrences of users, i.e., the order of snapshots, is not important and is discarded in the rLinkTopic model. Our aim in the development of the ErLinkTopic model, however, is to take advantage of the rLinkTopic model to extract communities; and, at the same time, to capture community evolution. For the latter aspect, the temporal order is crucial, because it is used to explain the evolution of the characteristics of a community over time. To achieve these goals, we organize network snapshots in a sequence of sliding windows, each of which consists of a number of consecutive snapshots. The general idea is that communities are extracted within each sliding window, i.e., the temporal order of the snapshots in a sliding window is discarded. Information about the community structures obtained from the current sliding window then is employed to derive communities at the next sliding window. By this, we implicitly make an assumption that the community membership of users, topic proportion of communities, and distribution of terms in topics are stable during a sliding window and gradually evolve between two consecutive ones. Adopting the data model introduced in the previous chapter, the concept of sliding windows is formalized as follows.

Definition 5.1 (Network Sliding Window) Given a social network $S N=\left\{s n_{1}, s n_{2}, \ldots\right.$, $\left.s n_{T}\right\}$ and a time span $\Delta t=\left[t_{s}, t_{e}\right]$, a sliding window $\mathcal{W}_{t}$ of size $\Delta t$ is a sequence of consecutive snapshots $\mathcal{W}_{t}=\left\{s n_{t_{s}}, \ldots, s n_{t_{e}}\right\}$.

Having the sliding window defined, a social network is now considered a sequence of sliding windows, i.e., $S N=\left\{\mathcal{W}_{1}, \mathcal{W}_{2}, \ldots, \mathcal{W}_{T}\right\}$, which is the underlying data model for the ErLinkTopic framework. Note that for simplicity $T$ is also used to denote the number of sliding windows in the network. The sliding window data model is illustrated in Figure 5.1, where a slot presents a snapshot and a sequence of consecutive slots indicates a sliding window. The time span of a snapshot and/or a sliding window is identified based on the application and analysis task under consideration. This will be discussed again in the experimental evaluations presented in Section 5.6.


Figure 5.1: Illustration of the sliding window data model underlying the ErLinkTopic framework for extracting regional LinkTopic communities and analyzing their evolution.

It is noted that by organizing network snapshots in sliding windows one can continuously apply the $r$ LinkTopic model to extract communities from a single sliding window, e.g., $\mathcal{W}_{t}$. This is done by considering only the occurrences of users in the snapshots of the sliding window $\mathcal{W}_{t}$ to derive the posterior distribution of the $r$ LinkTopic model. In other words, the distribution of communities in regions, distribution of users in communities, topic proportion of communities, and distribution of terms in topics are learned by the rLinkTopic model from the occurrences of users in the snapshots belonging to $\mathcal{W}_{t}$. Based on this principle, $r L i n k T o p i c ~ i s ~ e x t e n d e d ~ t o ~ E r L i n k T o p i c ~ t o ~ d i s c o v e r ~ c o m m u n i t i e s ~ a n d, ~ a t ~ t h e ~ s a m e ~ t i m e, ~$ capture their evolution.

To present the ErLinkTopic model, the main notations used in the previous chapter for the rLinkTopic model are employed and some other notations are introduced, all of which are described in Table 5.1.

It should be emphasized that the subscript $t$ in variables $\theta_{t}, \phi_{t}, \pi_{t}, \varphi_{t}, \boldsymbol{r}_{t}, \boldsymbol{c}_{t}$, and $\boldsymbol{z}_{t}$ introduced in Table 5.1 indicates the time index of the sliding window, not of the snapshot. For instance, the notation $\phi_{t ; c}$ denotes the distribution of users in the community $c$, and $\phi_{t ; c, u}$ denotes the likelihood of user $u$ in the community $c$, where $c$ is obtained from the occurrences of users in the snapshots of the sliding window $\mathcal{W}_{t}$.

Table 5.1: Notations used in the ErLinkTopic model for extracting regional LinkTopic communities and analyzing their evolution.

| Notation | Description |
| :---: | :--- |
| $U$ | set of users in social network, $u$ is a user in $U$ |
| $C$ | set of communities, $c$ is a community in $C$ |
| $V$ | vocabulary set, $w$ is a word in $V$ |
| $Z$ | set of community topics, $z$ is a topic in $Z$ |
| $R_{\mathcal{W}_{t}}$ | set of geographic regions created from snapshots of sliding window $\mathcal{W}_{t}$ |
| $\theta_{t}$ | set of community distributions in geographic regions $R_{\mathcal{W}_{t}}$, i.e., $\theta_{t}=\left\{\theta_{r}\right\}, r \in R_{\mathcal{W}_{t}}$ |
| $\phi_{t}$ | set of user distributions for communities $C$ at window $\mathcal{W}_{t}$, i.e., $\phi_{t}=\left\{\phi_{t ; c}\right\}, c \in C$ |
| $\pi_{t}$ | set of topic proportions of communities $C$ at window $\mathcal{W}_{t}$, i.e., $\pi_{t}=\left\{\pi_{t ; c}\right\}, c \in C$ |
| $\varphi_{t}$ | set of term distributions for topics $Z$ at window $\mathcal{W}_{t}$, i.e., $\varphi_{t}=\left\{\varphi_{t ; z}\right\}, z \in Z$ |
| $\boldsymbol{r}_{t}$ | region assignments of the occurrences of users at window $\mathcal{W}_{t}$ |
| $\boldsymbol{c}_{t}$ | community assignments of the occurrences of users at window $\mathcal{W}_{t}$ |
| $\boldsymbol{z}_{t}$ | topic assignments of the messages of users at window $\mathcal{W}_{t}$ |

### 5.3 ErLinkTopic Probabilistic Model

This section presents in detail the ErLinkTopic model for extracting regional LinkTopic communities and analyzing their evolution. In Section 5.3.1, a discussion explaining how $r$ LinkTopic is employed to develop ErLinkTopic is given. We present the steps to derive a Gibbs sampling algorithm for the ErLinkTopic model in Section 5.3.2.

### 5.3.1 rLinkTopic to ErLinkTopic

Typically, a two-step approach is applied to study the evolution of communities. In the first step, communities are extracted independently of the occurrences of users at different time points, e.g., snapshots or sliding windows. In the second step, a matching of the communities obtained from consecutive time points is accomplished. Based on the result of the matching, the evolution of communities is then explained. For example, if the rLinkTopic model is employed to study community evolution based on this two-step approach, then one would run the model independently on each sliding window to extract communities. Communities obtained from consecutive sliding windows are then matched to find out their evolution. Almost all of existing studies for the analysis of evolving communities follow this strategy [7, 94, 109]. Even that, this typical approach has two main shortcomings. First, the matching procedure always requires extensive computations and the selection of a matching solution is a subjective task. This issue becomes even harder for our setting, because we aim at studying the evolution of multiple features describing a community. The second weakness affecting the result more is that this approach fails to capture the gradual evolution of communities. It is because communities are independently extracted from different sliding windows and none of the obtained information is employed while deriving new communities.

That is, for example, the community structures obtained from the previous sliding window are not used in the extraction of communities at the current sliding window.

Obviously, community memberships of a user at the current sliding window should be derived based on the memberships of that user in communities discovered from the previous sliding window. This happens similarly to the evolution of the topic proportion of a community, and the evolution of terms in a topic. To handle these observations, the ErLinkTopic model is developed to discover communities over sliding windows in the way that information about the community structures obtained from a sliding window is used for deriving communities at the next window. That is, the community membership of users, the topic proportion of communities, and the distribution of terms in topics obtained from sliding window $\mathcal{W}_{t-1}$ are used as prior knowledge provided to compute the corresponding distributions at sliding window $\mathcal{W}_{t}$. This is basically done by extending the rLinkTopic model. The key idea in the rLinkTopic model is that we employ the conjugacy between the Dirichlet distribution and the Multinomial distribution to model the features describing a community. Such features include (1) the distribution $\phi_{c}$ of users, (2) the topic proportion $\pi_{c},(3)$ the distribution $\varphi_{z}$ of terms in a topic associated with $c$, and (4) the geographic areas where $c$ is observed, which is characterized by the likelihood of $c$ in regions, denoted $\theta_{r, c}, r \in R$. As a result, the posterior distribution of each of these variables is also a Dirichlet distribution as presented in Section 4.4.4 (Eq. 4.65, Eq. 4.69, Eq. 4.71, Eq. 4.67). Therefore, it is straightforward to extend the rLinkTopic model so that it can be used to discover communities and, at the same time, to capture their gradual evolution. More precisely, the scenario of extracting and capturing the evolution of communities over two sliding windows $\mathcal{W}_{t-1}$ and $\mathcal{W}_{t}$ is as follows. First, applying the rLinkTopic model to the occurrences of users in the snapshots of $\mathcal{W}_{t-1}$ to extract communities from that sliding window. Each identified community $c$ is characterized by the posterior distributions of the (1) users in $c$, denoted $\phi_{t-1 ; c}$, (2) topic proportion of $c$, denoted $\pi_{t-1 ; c}$, (3) terms in topics associated with $c$, denoted $\varphi_{t-1 ; z}, z \in Z$, and (4) locations of $c$, denoted $\theta_{t ; r, c}, r \in R_{\mathcal{W}_{t-1}}$, derived at sliding window $\mathcal{W}_{t-1}$. The estimated value of each of these variables except $\theta_{t}$ is then used as an evidence to compute the corresponding variables at the next step for extracting communities from sliding window $\mathcal{W}_{t}$. By this, all features describing a community are obtained over time and their changes are gradually captured. Figure 5.2 shows the graphical model representing the generative process of the ErLinkTopic model as described. It is a sequence of $r$ LinkTopic models linked to each other. Each block describes the extraction of communities in a sliding window.

Note that in our framework geographic regions in a snapshot are identified from the occurrences of users in that snapshot. Based on this, the structure of regions might change over snapshots. Therefore, we do not model the evolution of the distribution of communities in a region over time. This means we assume $\theta_{t}$ to be independent of $\theta_{t-1}$. Nevertheless, if regions are fixed over snapshots (e.g., by applying a grid-based approach to modeling re-
gions), then it is straightforward to capture the evolution of the distribution of communities in a region as well.


Figure 5.2: Graphical model presenting the generative process of the ErLinkTopic model. It consists of a sequence of $r$ LinkTopic models linked to each other. Each block represents the extraction of communities in a sliding window.

### 5.3.2 Posterior Estimation for ErLinkTopic Model

There are assumptions implicitly employed in the ErLinkTopic model shown in Figure 5.2. First, the distributions $\phi_{t}$ of users in communities, the topic proportions $\pi_{t}$ of communities, and the distributions $\varphi_{t}$ of terms in topics at the current sliding window $\mathcal{W}_{t}$ are conditionally independent of the occurrences of users at the previous sliding window $\mathcal{W}_{t-1}$, given the corresponding distributions obtained from $\mathcal{W}_{t-1}$, i.e., $\phi_{t-1}, \pi_{t-1}$, and $\varphi_{t-1}$. Second, the occurrences of users in the snapshots of sliding window $\mathcal{W}_{t}$ are conditionally independent of all other information, given $\phi_{t}, \pi_{t}, \varphi_{t}$, and $\theta_{t}$. Note that $\theta_{t}$ in this model denotes the set of distributions of communities in the regions created from the snapshots of sliding window $\mathcal{W}_{t}$. In terms of notations, this is a little bit different compared to the rLinkTopic model where $\theta_{t}$ is used to denote the set of distributions of communities in the regions created from snapshot $t$. Also, as mentioned above, there is no connection regarding the geographic regions obtained from different snapshots in our model. Having such assumptions employed, the joint distribution of the ErLinkTopic model is represented as follows.

$$
\begin{align*}
P(S N, \phi, \theta, \pi, \varphi, \boldsymbol{r}, \boldsymbol{c}, \boldsymbol{z} \mid \beta, \gamma, \mu, \alpha, \eta, \sigma) & =P\left(\mathcal{W}_{1}, \phi_{1}, \theta_{1}, \pi_{1}, \varphi_{1}, \boldsymbol{r}_{1}, \boldsymbol{c}_{\mathbf{1}}, \boldsymbol{z}_{\mathbf{1}} \mid \beta, \gamma, \mu, \alpha, \eta, \sigma\right)  \tag{5.1}\\
& \times \prod_{t=2}^{T} P\left(\mathcal{W}_{t}, \phi_{t}, \theta_{t}, \pi_{t}, \varphi_{t}, \boldsymbol{r}_{t}, \boldsymbol{c}_{\boldsymbol{t}}, \boldsymbol{z}_{t} \mid \phi_{t-1}, \pi_{t-1}, \varphi_{t-1}, \alpha, \eta, \sigma\right)
\end{align*}
$$

Based on Eq. 5.1, the posterior distribution of the model is derived incrementally over sliding windows. Particularly, it is first computed based on the occurrences of users in the snapshots of the first sliding window $\mathcal{W}_{1}$ and the hyperparamters of the model. This is actually the posterior estimation of the $r \operatorname{LinkTopic}$ model applied to the snapshots of $\mathcal{W}_{1}$. For each of the next sliding windows, information about the community structures derived
from the previous step, together with the user occurrences in the snapshots of that sliding window are used to extract communities.

The posterior distribution of the model at sliding window $\mathcal{W}_{t}(t>1)$ is computed based on the user occurrences in the snapshots of $\mathcal{W}_{t}$ and the posterior distribution derived from $\mathcal{W}_{t-1}$, which is presented as follows.

$$
\begin{align*}
P\left(\phi_{t}, \theta_{t}, \pi_{t}, \varphi_{t}, \boldsymbol{r}_{t}, \boldsymbol{c}_{\boldsymbol{t}}, \boldsymbol{z}_{t} \mid\right. & \left.\mathcal{W}_{t}, \phi_{t-1}, \pi_{t-1}, \varphi_{t-1}, \alpha, \eta, \sigma\right)=  \tag{5.2}\\
& \frac{P\left(\mathcal{W}_{t}, \phi_{t}, \theta_{t}, \pi_{t}, \varphi_{t}, \boldsymbol{r}_{t}, \boldsymbol{c}_{\boldsymbol{t}}, \boldsymbol{z}_{\boldsymbol{t}} \mid \phi_{t-1}, \pi_{t-1}, \varphi_{t-1}, \alpha, \eta, \sigma\right)}{P\left(\mathcal{W}_{t} \mid \phi_{t-1}, \pi_{t-1}, \varphi_{t-1}, \alpha, \eta, \sigma\right)}
\end{align*}
$$

Using the same strategy applied in the rLinkTopic model, we estimate the above posterior distribution by sampling from the joint distribution of the model. More specifically, it is estimated from the joint distribution applied to the user occurrences in the snapshots of sliding window $\mathcal{W}_{t}$, given the information derived from the previous sliding window $\mathcal{W}_{t-1}$ and the hyperparameters, which is computed as follows.

$$
\begin{array}{r}
P\left(\mathcal{W}_{t}, \phi_{t}, \theta_{t}, \pi_{t}, \varphi_{t}, \boldsymbol{r}_{\boldsymbol{t}}, \boldsymbol{c}_{\boldsymbol{t}}, \boldsymbol{z}_{\boldsymbol{t}} \mid \phi_{t-1}, \pi_{t-1}, \varphi_{t-1}, \alpha, \eta, \sigma\right)=\prod_{s n_{t} \in \mathcal{W}_{t}} \prod_{o \in s n_{t}} P\left(r_{o} \mid \eta_{t}\right) P\left(l o c_{o} \mid l o c_{r_{o}}, \sigma\right) \times \\
\prod_{s n_{t} \in \mathcal{W}_{t}} P\left(\theta_{t} \mid \alpha\right) \prod_{o \in s n_{t}} P\left(c_{o} \mid \theta_{t, r_{o}}\right) \times \\
P\left(\phi_{t-1}\right) \prod_{s n_{t} \in \mathcal{W}_{t}} \prod_{o \in s n_{t}} P\left(u_{o} \mid \phi_{t, c_{o}}\right) \prod_{u^{\prime} \in o . f} P\left(u^{\prime} \mid \phi_{t, c_{o}}\right) \times \\
P\left(\varphi_{t} \mid \pi_{t-1}\right) \prod_{s n_{t} \in \mathcal{W}_{t}} \prod_{o \in s n_{t}} P\left(z_{o} \mid \pi_{t, c_{o}}\right) \times \\
\prod_{s n_{t} \in \mathcal{W}_{t}} \prod_{o \in s n_{t}} \prod_{w \in o . m s g} P\left(w \mid \varphi_{t, z_{o}}\right) \tag{V}
\end{array}
$$

Table 5.2: Notations used to present the count variables in the ErLinkTopic model. Each variable is computed based on the user occurrences in the snapshots of one sliding window.

| Notation | Description |
| :---: | :--- |
| $n_{c}^{(r)}$ | number of occurrences in region $r$ that are assigned to community $c$ |
| $n_{u}^{(c)}$ | number of occurrences of user $u$ that are assigned to community $c$ |
| $n_{f . u}^{(c)}$ | number of times user $u$ is contextually linked by other users in community $c$ |
| $n_{w}^{(z)}$ | number of occurrences of term $w$ that are assigned to topic $z$ |
| $n_{z}^{(c)}$ | number of messages in community $c$ that are assigned to topic $z$ |

Adopting the notations defined in the rLinkTopic model, which are repeated in Table 5.2, the above joint distribution is simplified by applying the same steps as presented in the $r$ LinkTopic model, i.e., Eq. 4.39, Eq. 4.40, Eq. 4.41, and 4.42, so that the posterior distribution in Eq. 5.2 is then estimated as follows ${ }^{1}$.

[^16]\[

$$
\begin{array}{r}
P\left(\phi_{t}, \theta_{t}, \pi_{t}, \varphi_{t}, \boldsymbol{r}_{\boldsymbol{t}}, \boldsymbol{c}_{\boldsymbol{t}}, \boldsymbol{z}_{\boldsymbol{t}} \mid \mathcal{W}_{t} ; \phi_{t-1}, \pi_{t-1}, \varphi_{t-1}, \alpha, \eta, \sigma\right) \propto \prod_{s n_{t} \in \mathcal{W}_{t}} \prod_{o \in s n_{t}} P\left(r_{o} \mid \eta_{t}\right) P\left(l o c_{o} \mid l o c_{r_{o}}, \sigma\right) \times \\
\prod_{r \in R \mathcal{W}_{t}} \prod_{c \in C} \theta_{r, c}^{n_{r}^{(r)}+\alpha_{c}-1} \times \prod_{c \in C} \prod_{u \in U} \phi_{t ; c, u}^{n_{u}^{(c)}+n_{f, u}^{(c)}+\phi_{t-1 ; c, u}-1} \times
\end{array}
$$
\]

$$
\begin{equation*}
\prod_{c \in C} \prod_{z \in Z} \pi_{t ; c, z}^{n_{z}^{(c)}+\pi_{t-1 ; c, z}-1} \times \prod_{z \in Z} \prod_{w \in V} \varphi_{t ; z, w}^{n_{t}^{(z)}+\varphi_{t-1 ; z, w}-1} \tag{5.4}
\end{equation*}
$$

By integrating out the multinomial parameters $\phi_{t}, \pi_{t}, \varphi_{t}$, and $\theta_{t}$, the posterior distribution of the region assignments $\boldsymbol{r}_{\boldsymbol{t}}$, community assignments $\boldsymbol{c}_{\boldsymbol{t}}$, and topic assignments $\boldsymbol{z}_{\boldsymbol{t}}$ of the user occurrences in the snapshots of sliding window $\mathcal{W}_{t}$ becomes

$$
\begin{array}{r}
P\left(\boldsymbol{r}_{\boldsymbol{t}}, \boldsymbol{c}_{\boldsymbol{t}}, \boldsymbol{z}_{\boldsymbol{t}} \mid \mathcal{W}_{t} ; \phi_{t-1}, \pi_{t-1}, \varphi_{t-1}, \alpha, \eta, \sigma\right) \propto \underbrace{\prod_{s n_{t} \in \mathcal{W}_{t}} \prod_{o \in s n_{t}} P\left(r_{o} \mid \eta_{t}\right) P\left(l o c_{o} \mid l o c_{r_{o}}, \sigma\right)}_{\left(T_{1}\right)} \times \\
\underbrace{\prod_{r \in R_{\mathcal{W}_{t}}} \frac{\prod_{c \in C} \Gamma\left(n_{c}^{(r)}+\alpha_{c}\right)}{\Gamma\left(\sum_{c \in C} n_{c}^{(r)}+\alpha_{c}\right)}}_{\left(T_{2}\right)} \times \underbrace{\prod_{c \in C} \frac{\prod_{u \in U} \Gamma\left(n_{u}^{(c)}+n_{f, u}^{(c)}+\phi_{t-1 ; c, u}\right)}{\Gamma\left(\sum_{u \in U} n_{u}^{(c)}+n_{f, u}^{(c)}+\phi_{t-1 ; c, u}\right)}}_{\left(T_{4}\right)} \times \\
\underbrace{\prod_{c \in C} \frac{\prod_{z \in Z} \Gamma\left(n_{z}^{(c)}+\pi_{t-1 ; c, z}\right)}{\Gamma\left(\sum_{z \in Z} n_{z}^{(c)}+\pi_{t-1 ; c, z}\right)}}_{\left(T_{3}\right)} \times \underbrace{\prod_{z \in Z} \frac{\prod_{w \in V} \Gamma\left(n_{w}^{(z)}+\varphi_{t-1 ; z, w}\right)}{\Gamma\left(\sum_{w \in V} n_{w}^{(z)}+\varphi_{t-1 ; z, w)}\right)}}_{\left(T_{5}\right)} . \tag{5.5}
\end{array}
$$

From Eq. 5.5, the joint distribution of the region assignment $r_{o}$, community assignment $c_{o}$, and topic assignment $z_{o}$ of occurrence $o$ is obtained as follows.

$$
\begin{array}{r}
P\left(r_{o}, c_{o}, z_{o} \mid \boldsymbol{r}_{\boldsymbol{t} ;-\boldsymbol{o}}, \boldsymbol{c}_{\boldsymbol{t} ;-\boldsymbol{o}}, \boldsymbol{z}_{\boldsymbol{t} ;-\boldsymbol{o}}, \mathcal{W}_{t} ; \phi_{t-1}, \pi_{t-1}, \varphi_{t-1}, \alpha, \eta, \sigma\right)=P\left(r_{o} \mid \eta_{t}\right) P\left(l o c_{o} \mid l o c_{r_{o}}, \sigma\right) \times \\
\frac{n_{-o, c_{o}}^{\left(r_{o}\right)}+\alpha_{c_{o}}}{\sum_{c \in C} n_{-o, c}^{\left(r_{o}\right)}+\alpha_{c}} \times \frac{n_{-o, u_{o}}^{\left(c_{o}\right)}+n_{f . u_{o}}^{\left(c_{o}\right)}+\phi_{t-1 ; c_{o}, u_{o}}}{\sum_{u \in U} n_{-o, u}^{\left(c_{o}\right)}+n_{f . u}^{\left(c_{o}\right)}+\phi_{t-1 ; c_{o}, u}} \times \\
\frac{n_{-o, z_{o}}^{\left(c_{o}\right)}+\pi_{t-1 ; c_{o}, z_{o}}}{\sum_{z \in Z} n_{-o, z}^{\left(c_{o}\right)}+\pi_{t-1 ; c_{o}, z}} \times \frac{\prod_{w \in o . m s g} \prod_{i=1}^{n_{w} \cdot m s g}\left(i-1+n_{-w, w}^{\left(z_{o}\right)}+\varphi_{t-1 ; z_{o}, w}\right)}{\prod_{i=1}^{n . m s g}\left(i-1+\sum_{w \in V} n_{-w, w}^{\left(z_{o}\right)}+\varphi_{t-1 ; z_{o}, w}\right)} \tag{5.6}
\end{array}
$$

Finally, the sampling rule for each of the assignment variables $r_{o}, c_{o}$, and $z_{o}$ is obtained similarly to the corresponding sampling rule in the $r$ LinkTopic model, which is presented as follows.

1. Sampling rule for region assignment:

$$
\begin{align*}
P\left(r_{o}=r \mid c_{o}, z_{o}, \boldsymbol{r}_{-\boldsymbol{o}}, \boldsymbol{c}_{-\boldsymbol{o}}, \boldsymbol{z}_{-\boldsymbol{o}}, \mathcal{W}_{t} ; \cdot\right) & =\quad P\left(r \mid \eta_{t}\right) P\left(l o c_{o} \mid l o c_{r}, \sigma\right) \times \frac{n_{-o, c_{o}}^{(r)}+\alpha_{c_{o}}}{\sum_{c \in C} n_{-o, c}^{(r)}+\alpha_{c}} \\
\propto & \exp \left(-\frac{\left|l o c_{o}, l o c_{r}\right|}{\sigma^{2}}\right) \times \frac{n_{-o, c_{o}}^{(r)}+\alpha_{c_{o}}}{\sum_{c \in C} n_{-o, c}^{(r)}+\alpha_{c}} \tag{5.7}
\end{align*}
$$

## 2. Sampling rule for community assignment:

$$
\begin{align*}
P\left(c_{o}=c \mid r_{o}, z_{o}, \boldsymbol{c}_{-o}, \boldsymbol{r}_{-o},\right. & \left.\boldsymbol{z}_{-o}, \mathcal{W}_{t} ; \cdot\right) \propto \frac{n_{-o, u_{o}}^{(c)}+n_{-o, f, u_{o}}^{(c)}+\phi_{t-1 ; c, u_{o}}}{\sum_{u \in U} n_{-o, u}^{(c)}+n_{-o, f . u}^{(c)}+\phi_{t-1 ; c, u}} \\
& \times \frac{n_{-o, c}^{\left(r_{o}\right)}+\alpha_{c}}{\sum_{c^{\prime} \in C} n_{-o, c^{\prime}}^{\left(r_{o}\right)}+\alpha_{c^{\prime}}} \times \frac{n_{-o, z_{o}}^{(c)}+\pi_{t-1 ; c, z_{o}}}{\sum_{z \in Z} n_{-0, z}^{(c)}+\pi_{t-1 ; c, z}} \tag{5.8}
\end{align*}
$$

## 3. Sampling rule for topic assignment:

$$
\begin{array}{r}
P\left(z_{o}=z \mid r_{o}, c_{o}, \boldsymbol{r}_{-o}, \boldsymbol{c}_{-o}, \boldsymbol{z}_{-\boldsymbol{o}}, \mathcal{W}_{t} ; \cdot\right) \propto \frac{\prod_{w \in o . m s g} \prod_{i=1}^{n_{w} \cdot m s g}\left(i-1+n_{-w, w}^{(z)}+\varphi_{t-1 ; z_{o}, w}\right)}{\prod_{i=1}^{n . m s g}\left(i-1+\sum_{w \in V} n_{-w, w}^{(z)}+\varphi_{\left.t-1 ; z_{o}, w\right)}\right)} \\
\times \frac{n_{-o, z}^{\left(c_{o}\right)}+\pi_{t-1 ; c_{o}, z}}{\sum_{z^{\prime} \in Z} n_{-o, z^{\prime}}^{\left(c_{0}\right)}+\pi_{t-1 ; c_{o}, z^{\prime}}} \tag{5.9}
\end{array}
$$

Updating multinomial parameters from assignment samples. Given a sample $\left\langle\boldsymbol{r}_{\boldsymbol{t}}, \boldsymbol{c}_{\boldsymbol{t}}, \boldsymbol{z}_{\boldsymbol{t}}\right\rangle$ of the region, community, and topic assignments of all user occurrences in the snapshots of sliding window $\mathcal{W}_{t}$, the posterior distributions of (1) users in a community $\left(\phi_{t ; c}\right),(2)$ communities in a region $\left(\theta_{t ; r}\right),(3)$ topics of a community $\left(\pi_{t ; c}\right)$, and (4) terms in a topic $\left(\varphi_{t ; z}\right)$ are derived using the same method applied in the rLinkTopic model (Eq. 4.65, Eq. 4.67, Eq. 4.69, Eq. 4.71). Finally, the updating rules for these multinomial parameters at sliding window $\mathcal{W}_{t}$ are as follows.

1. Distribution of users in a community:

$$
\begin{equation*}
\phi_{t ; c, u}=\frac{n_{u}^{(c)}+n_{f . u}^{(c)}+\phi_{t-1 ; c, u}}{\sum_{u^{\prime} \in U} n_{u^{\prime}}^{(c)}+n_{f . u^{\prime}}^{(c)}+\phi_{t-1 ; c, u^{\prime}}}, c \in C, u \in U \tag{5.10}
\end{equation*}
$$

## 2. Distribution of communities in a region: ${ }^{2}$

$$
\begin{equation*}
\theta_{t ; r, c}=\frac{n_{c}^{(r)}+\alpha_{c}}{\sum_{c^{\prime} \in C} n_{c^{\prime}}^{(r)}+\alpha_{c^{\prime}}}, r \in R \mathcal{W}_{t}, c \in C \tag{5.11}
\end{equation*}
$$

## 3. Topic proportion of a community:

$$
\begin{equation*}
\pi_{t ; c, z}=\frac{n_{z}^{(c)}+\pi_{t ; c, z}}{\sum_{z^{\prime} \in Z} n_{z^{\prime}}^{(c)}+\pi_{t ; c, z^{\prime}}}, c \in C, z \in Z \tag{5.12}
\end{equation*}
$$

4. Distribution of terms in a topic:

$$
\begin{equation*}
\varphi_{t ; z, w}=\frac{n_{w}^{(z)}+\varphi_{t ; z, w}}{\sum_{w^{\prime} \in V} n_{w^{\prime}}^{(z)}+\varphi_{t ; z, w^{\prime}}}, z \in Z, w \in V \tag{5.13}
\end{equation*}
$$

[^17]Gibbs sampling algorithm. The Gibbs sampling algorithm for the ErLinkTopic model is shown in Algorithm 6. Input of the algorithm is a sequence of sliding windows $S N=\left\{\mathcal{W}_{1}, \mathcal{W}_{2}, \ldots, \mathcal{W}_{T}\right\}$ and the hyperparameters. Hidden variables are first estimated for the first sliding window $\mathcal{W}_{1}$ using the rLinkTopic model with the given hyperparameters. From the second sliding window, the rLinkTopic model is employed in the way that the values of $\phi_{t-1}, \pi_{t-1}$ and $\varphi_{t-1}$ obtained from the previous sliding window are used as the prior hyperparameters of model. Based on the sequence of each of these variables computed over sliding windows, the evolution of communities regarding the community membership of users, the topic proportion of communities, and the distribution of terms in topics is then analyzed. The main task of the ErLinkTopic algorithm is to extract communities from the user occurrences in the snapshots of each sliding window, which is done by the rLinkTopic algorithm (lines 2 and 5). Therefore, both algorithms have the same time complexity (see Section 4.4.5).

```
Algorithm 6: Gibbs sampling algorithm for the ErLinkTopic probabilistic model.
\(\operatorname{ErLinkTopic}\left(S N=\left\{\mathcal{W}_{1}, \mathcal{W}_{2}, \ldots, \mathcal{W}_{T}\right\},|C|,|Z|, \alpha, \beta, \gamma, \mu, \operatorname{minRad}, \sigma\right)\)
    Input:
    \(S N=\left\{\mathcal{W}_{1}, \mathcal{W}_{2}, \ldots, \mathcal{W}_{T}\right\}:\) sequence of network sliding windows
    \(|C|\) : number of communities to be extracted
    \(|Z|\) : number of topics associated with communities
    minRad: a threshold to determine representative locations of regions
    \(\sigma\) : prior standard deviation for Gaussian
    \(\alpha, \beta, \gamma, \mu\) : Dirichlet hyperparameters
    Output:
    set of evolving communities characterized by:
    (1) \(\theta=\left\{\theta_{1}, \theta_{2}, \ldots, \theta_{T}\right\}\) : sequence of distributions of communities in regions
    (2) \(\phi=\left\{\phi_{1}, \phi_{2}, \ldots, \phi_{T}\right\}\) : sequence of distributions of users in communities
    (3) \(\pi=\left\{\pi_{1}, \pi_{2}, \ldots, \pi_{T}\right\}\) : sequence of topic proportions of communities
    (4) \(\varphi=\left\{\varphi_{1}, \varphi_{2}, \ldots, \varphi_{T}\right\}\) : sequence of distributions of terms in topics
    /* first sliding window */
    \(\phi_{1}, \pi_{1}, \varphi_{1}, \theta_{1} \leftarrow \boldsymbol{r} \operatorname{LinkTopic}\left(\mathcal{W}_{1},|C|,|Z|, \alpha, \beta, \gamma, \mu, \operatorname{minRad}, \sigma\right)\);
    /* from second sliding window */
    foreach \(t=2 . . T\) do
    \(\phi_{t}, \pi_{t}, \varphi_{t}, \theta_{t} \leftarrow \boldsymbol{r} \operatorname{LinkTopic}\left(\mathcal{W}_{t},|C|,|Z|, \alpha, \phi_{t-1}, \pi_{t-1}, \varphi_{t-1}, \operatorname{minRad}, \sigma\right) ;\)
    /* detect changes in community memberships of users */
    detectChangesFrom \(\left(\phi_{t-1}, \phi_{t}\right)\);
    /* detect changes in topic proportions of communities */
    detectChangesFrom \(\left(\pi_{t-1}, \pi_{t}\right)\);
    /* detect changes in topics of communities */
    detectChangesFrom \(\left(\varphi_{t-1}, \varphi_{t}\right)\);
```


### 5.4 Evolution of Communities

This section formalizes the evolution of the features describing communities. Particularly, we introduce methods to study the dynamics and to detect specific evolving phenomena of the community members, topic proportion of communities, and terms in topics over time.

Based on the ErLinkTopic algorithm, a community $c$ at sliding window $\mathcal{W}_{t}$ is characterized by the features describing $c$ at that time. Such features include (1) users in $c$, represented by $\phi_{t ; c} ;(2)$ topic proportion of $c$, represented by $\pi_{t ; c} ;(3)$ terms in the topics associated with $c$, represented by $\varphi_{t ; z}, z \in Z$; and (4) where $c$ is observed, which is characterized by the likelihood of $c$ in regions, denoted $\theta_{t ; r, c}, r \in \mathcal{R}_{\mathcal{W}_{t}}$.

Note that in this study we assume the dynamics of regions over time as explained above. As a consequence, $\theta_{t}$ is independent of $\theta_{t-1}$, and, because of this, we do not capture the evolution of the likelihood of communities in a region over time. Thus, we are interested only in the gradual changes in each of the three features: users in community $c$, topics of community $c$, and terms in topics associated with community $c$ over sliding windows to study the evolution of community $c$. These features are encoded in the variables $\phi_{t ; c}, \pi_{t ; c}$, and $\varphi_{t ; z}, z \in Z$, respectively, and again described as follows.

1. $\phi_{t ; c}=\{P(u \mid c, t)\}, u \in U$ and $\sum_{u \in U} P(u \mid c, t)=1$, where $P(u \mid c, t)$ is the likelihood of user $u$ in community $c$ at sliding window $\mathcal{W}_{t}$.
2. $\pi_{t ; c}=\{P(z \mid c, t)\}, z \in Z$ and $\sum_{z \in Z} P(z \mid c, t)=1$, where $P(z \mid c, t)$ is the likelihood of topic $z$ in community $c$ at sliding window $\mathcal{W}_{t}$.
3. $\varphi_{t ; z}=\{P(w \mid z, t)\}, w \in V$ and $\sum_{w \in V} P(w \mid z, t)=1$, where $P(w \mid z, t)$ is the likelihood of term $w$ in topic $z$.


Figure 5.3: Illustration of the (a) likelihood of users in a community $c$, (b) topic proportion of a community $c$, and (c) likelihood of terms in a topic $z$ at a sliding window $\mathcal{W}_{t}$. Note that for sake of illustration the likelihood of users in a community, topic proportion of a community, and likelihood of terms in a topic are represented by continuous lines.

Although $\phi_{t ; c}$ consists of the likelihood of all users, we are particularly interested in only a number of users that have the highest likelihood in $c$, which are referred to as the members
of community $c$. It is similar to the topic proportion $\pi_{t ; c}$ and topic $\varphi_{t ; z}$. That is, only a number of topics that have the highest likelihood in $c$ are considered the topics of $c$; and only a number of terms that have the highest likelihood in $z$ are considered terms occurring in $z$. Thus, to formalize the evolution of these features, we first assume three predefined cardinality thresholds, namely (1) number of users in a community, denoted numU; (2) number of topics of a community, denoted $n u m Z$; and (3) number of terms in a topic, denoted numV. These mean we consider (1) a community $c$ to consist of only numU users that have the highest likelihood in $c$; (2) the topic proportion of $c$ to consist of only num $Z$ topics that have the highest likelihood in $c$; and (3) a topic $z$ to consist of only numV terms that have the highest likelihood in $z$. Figure 5.3 illustrates the likelihood of users in a community, topic proportion of a community, and likelihood of terms in a topic. In the figure, we also show the selection of community members, community topics, and terms in a topic using num $U$, num $Z$, and $n u m V$, respectively, as described.

To study the evolution of these features, the following notations are introduced, given the parameters numU, num $Z$, and numV.

1. $U(c, t$, num $U)$ : set of num $U$ users that have the highest likelihood in community $c$ at sliding window $\mathcal{W}_{t}$.
2. $Z(c, t$, num $Z)$ : set of num $Z$ topics that have the highest likelihood in community $c$ at $\mathcal{W}_{t}$.
3. $V(z, t$, num $V)$ : set of num $V$ terms that have the highest likelihood in topic $z$ at $\mathcal{W}_{t}$.

For example, in Figure 5.3 we have: $U(c, t, n u m U)=\left\{u_{3}, u_{5}, u_{7}, u_{8}\right\}, Z(c, t, n u m Z)=$ $\left\{z_{2}, z_{6}\right\}$, and $V(z, t, n u m V)=\left\{w_{2}, w_{6}, w_{8}, w_{12}\right\}$. It is noted that one can select community members, community topics, and terms in topics using a likelihood threshold. That is, instead of defining numU , num $Z$, and num $V$ as described, one can rely on the distributions $\phi_{t ; c}, \pi_{t ; c}$, and $\varphi_{t ; z}$ to specify the likelihood thresholds $\min _{\phi}, \min _{\pi}$, and $\min _{\varphi}$ for deriving community members, community topics, and terms in topics, respectively. By this, the following notations are formalized.

1. $U\left(c, t, \min _{\phi}\right):$ set of users $u \in U$ such that $P(u \mid c, t)>\min _{\phi}$.
2. $Z\left(c, t, \min _{\pi}\right)$ : set of topics $z \in Z$ such that $P(z \mid c, t)>\min _{\pi}$.
3. $V\left(z, t, \min _{\varphi}\right)$ : set of terms $w \in V$ such that $P(w \mid z, t)>\min _{\varphi}$.

Based on these notations, the evolution of a community with respect to the community members, community topics, and terms in topics is formalized in the following sections.

### 5.4.1 Changes in Community Members

This section presents methods that we apply to study the evolution of community members. We first introduce a measure to assess the frequency of changes in the set of users that have the highest likelihood in a community. We then formalize four main evolving phenomena one might observe from a community over time.

Dynamics of users. In our model, the evolution of users in a community is indicated by the frequency of changes in the set $U(c, t, n u m U)$ of users over sliding windows. Generally, the difference between the two sets $U(c, t-1, n u m U)$ and $U(c, t, n u m U)$ is the result of two possibilities. First, some users having less likelihood in $c$ at sliding window $\mathcal{W}_{t-1}$ are becoming more active, e.g, posting more messages or interacting with more users in $c$, at sliding window $\mathcal{W}_{t}$. Second, it is also the case that some users change from an active state in $c$ at $t-1$ to an inactive one at $t$. Both situations result in the update of the likelihood of users in $c$, thus making the difference between $U(c, t-1$, num $U)$ and $U(c, t$, num $U)$.

To capture the dynamics of users in community $c$ over two consecutive sliding windows $\mathcal{W}_{t-1}$ and $\mathcal{W}_{t}$, we introduce a user dynamic measure $\partial_{\phi}(c, t-1, t, n u m U)$, computed as follows.

$$
\begin{equation*}
\partial_{\phi}(c, t-1, t, n u m U)=\frac{n u m U-|U(c, t-1, n u m U) \cap U(c, t, n u m U)|}{n u m U} \in[0,1] \tag{5.14}
\end{equation*}
$$

A small value of $\partial_{\phi}(c, t-1, t, n u m U)$ indicates that not many users in community $c$ change their behavior during the time interval of the two sliding windows $\mathcal{W}_{t-1}$ and $\mathcal{W}_{t}$. On the other hand, if many users in $c$ change their activities, e.g., moving to other areas, having new "link users" or posting messages about other topics, then a large value of $\partial_{\phi}(c, t-1, t, n u m U)$ is obtained. This is because such changes of users lead to the update of their likelihood in $c$ resulting in the difference between $U(c, t-1, n u m U)$ and $U(c, t, n u m U)$. There are two extreme situations corresponding to the values 0 and 1 of $\partial_{\phi}(c, t-1, t, n u m U)$. These are respectively called stable and separating phenomena of users in a community.

Stability of users. A community $c$ is stable between two sliding windows $\mathcal{W}_{t-1}$ and $\mathcal{W}_{t}$ if the users in $c$ at sliding windows $\mathcal{W}_{t-1}$ and $\mathcal{W}_{t}$ are the same, i.e., $U(c, t-1, n u m U)=$ $U(c, t, n u m U)$. The defined measure $\partial_{\phi}(c, t-1, t, n u m U)$ therefore has the value 0 for this case. One should note that we identify the stability based on the identities of users in the two sets $U(c, t-1, n u m U)$ and $U(c, t, n u m U)$. This means the likelihood of users in $c$ might change between $\mathcal{W}_{t-1}$ and $\mathcal{W}_{t}$ but all users in $U(c, t-1$, num $U)$ still appear in $U(c, t, n u m U)$.

Separation of users. A community $c$ is separated if all users in $c$ are changed between $\mathcal{W}_{t-1}$ and $\mathcal{W}_{t}$, i.e., $U(c, t-1, n u m U) \cap U(c, t, n u m U)=\emptyset$. In this case $\partial_{\phi}(c, t-1, t, n u m U)=$ 1. It is noted that in our approach, a community is characterized by not only the users but also the topics and the geographic locations. This means, even though the community is separated regarding its members at $t$, i.e., users in $U(c, t, n u m U)$ are all new compared
to users in $U(c, t-1$, num $U$ ), community $c$ is still alive in terms of the topics associated with it. One can therefore assume the user separation is a renew event of the community members.

In addition to the stability and separation, there are other evolving events can be observed based on changes in the likelihood of users in a community. Two of which are the increase and the decrease of the community members, described as follows.


Figure 5.4: Changes in the memberships of users in a community over two consecutive sliding windows. More users having a high membership at $t$ indicate the growth of the community.

Growth of communities. The growth of a community between two sliding windows $\mathcal{W}_{t-1}$ and $\mathcal{W}_{t}$ means that there are more users at $\mathcal{W}_{t}$ that have a high membership in community $c$ compared to such users at $\mathcal{W}_{t-1}$. Such a growth event is illustrated in Figure 5.4, where the number of community members increases from two users ( $u_{3}$ and $u_{7}$ ) at $t-1$ to four users $\left(u_{3}, u_{5}, u_{7}\right.$ and $\left.u_{8}\right)$ at $t$, given a likelihood threshold $\min _{\phi}=0.2$. To identify this event of a community $c$, one can rely on the histograms of $\phi_{t-1 ; c}$ and $\phi_{t ; c}$ to determine a likelihood threshold $\min _{\phi}$ for selecting the members of $c$ at $t-1$ and $t$, denoted $U\left(c, t-1, \min _{\phi}\right)$ and $U\left(c, t, \min _{\phi}\right)$, respectively. That is, instead of selecting users based on the predefined cardinality numU of the community, a likelihood threshold $\min _{\phi}$ is applied to identify community members. By comparing the users in $U\left(c, t-1, \min _{\phi}\right)$ and $U\left(c, t, \min _{\phi}\right)$ one can then extract the growth event. Particularly, a community $c$ grows from $t-1$ to $t$ if $U\left(c, t-1, \min _{\phi}\right) \subset U\left(c, t, \min _{\phi}\right)$.

Shrinkage of communities. Contrary to the growth event, a community $c$ might shrink because of the leaving of some members. This phenomenon is indicated by changes in the memberships of users in $c$ in the inverse direction of the growth event. That is, more users having a high membership in community $c$ at sliding window $\mathcal{W}_{t-1}$ than at sliding window $\mathcal{W}_{t}$. Figure 5.5 illustrates the shrinkage of a community. This event can be detected using the same method described above for the identification of the growth of a community. Particularly, given a likelihood threshold $\min _{\phi}$, a community $c$ shrinks between two sliding windows $\mathcal{W}_{t-1}$ and $\mathcal{W}_{t}$ if $U\left(c, t, \min _{\phi}\right) \subset U\left(c, t-1, \min _{\phi}\right)$.


Figure 5.5: Changes in the community memberships of users in a community over two consecutive sliding windows. Fewer users having a high membership at sliding window $t$ indicate the shrinkage of the community.

### 5.4.2 Changes in Topics of Communities

The evolution of a community is also indicated by changes in the prominence of the topics discussed by community members. A community is associated with a number of topics where the prominence of each topic is characterized in the topic proportion of the community. Over time, the likelihood of each topic in the community can change. For example, a topic about weather is discussed a lot by community members during a time span before and after a tropical storm hits a country. This topic, however, might become less prominent on other days. Such changes in the prominence of the topics associated with a community $c$ are implied by the difference between the two sets $Z(c, t-1, n u m Z)$ and $Z(c, t, n u m Z)$. Applying the same method for analyzing the dynamics of community members, we first have the topic-prominence dynamic measure $\partial_{\pi}(c, t-1, t, n u m Z)$ to determine the frequency of updating the prominence of the topics associated with community $c$.

$$
\begin{equation*}
\partial_{\pi}(c, t-1, t, n u m Z)=\frac{n u m Z-|Z(c, t-1, n u m Z) \cap Z(c, t, n u m Z)|}{n u m Z} \in[0,1] \tag{5.15}
\end{equation*}
$$

Based on $\partial_{\pi}(c, t-1, t, n u m Z)$ or the two sets $Z(c, t-1, n u m Z)$ and $Z(c, t, n u m Z)$, the stability (i.e., the prominence of associated topics does not change), generalization (i.e., more topics become prominent), and specification (i.e., fewer topics become prominent) in terms of the prominence of topics of a community are captured. For example, a community $c$ is stable in terms of the prominence of topics discussed by its members if the likelihood of topics in the topic proportion $\pi_{c}$ does not change. This phenomenon can be observed by checking whether $Z(c, t-1, n u m Z)$ and $Z(c, t, n u m Z)$ are the same.

In addition to the dynamics of the prominence of topics associated with a community, terms describing a topic itself change over time also. For example, the frequency of terms used to describe the weather topic changes over seasons. Such a frequency of changes of
terms occurring in a topic $z$ is obtained by the term dynamic measure $\partial_{\varphi}(z, t-1, t, n u m V)$.

$$
\begin{equation*}
\partial_{\varphi}(z, t-1, t, n u m V)=\frac{n u m V-|V(z, t-1, n u m V) \cap V(z, t, n u m V)|}{n u m V} \in[0,1] \tag{5.16}
\end{equation*}
$$

By adopting the same method applied to study the dynamics of community members and of the prominence of community topics, we can formalize the stability, emergence (i.e., specific terms describing the topic become prominent), and vanishing (i.e., no terms is prominent) phenomena of a topic over time.

### 5.5 Experiments

This section presents the experimental results of applying our approach to extracting and analyzing the evolution of (regional LinkTopic) communities in social networks. Particularly, by using Twitter data, we show the effectiveness and efficiency of the ErLinkTopic model in terms of discovering communities and, at the same time, capturing changes in the features describing communities. Our framework is implemented in Java. All experiments are run on an $\operatorname{Intel}(\mathrm{R})$ Core(TM) i7-4770 CPU @ 3.40G with 16GB RAM, running Ubuntu 64bit.

### 5.5.1 Twitter Datasets

We use two six-month interval subsets created from the EUROPE and US Twitter datasets presented in the previous chapter (Section 4.6.1) for conducting the experiments. The first subset is called Sub-England dataset and the second subset is called Sub-US dataset. For each dataset, we first compute the histogram of the number of occurrences of users and terms, respectively, to get an idea of the properties of these datasets. Based on this, a filtering step is applied so that users posting less than 180 messages, i.e., on average 1 message a day, and terms occurring less than 360 times, i.e., on average 2 time a day, are removed from the Sub-US dataset. Such numbers applied to filter users and terms in the Sub-England dataset are 180 and 540, respectively. Relevant statistics of the two datasets before and after filtering users and terms are summarized in Table 5.3.

Table 5.3: Statistics of Twitter datasets used to evaluate the ErLinkTopic model in extracting regional LinkTopic communities and analyzing their evolution. These datasets are created from the EUROPE and US datasets described in the previous chapter (Section 4.6.1, Table 4.3).

| Dataset | Users/Filtered | Tweets/Filtered | Terms/Filtered | Time |
| :---: | ---: | ---: | ---: | :---: |
| Sub-England | $1.720 .956 / 18.264$ | $13.114 .353 / 6.572 .764$ | $2.915 .851 / 15.215$ | June 01 - Nov 28 |
| Sub-US | $980.924 / 14.756$ | $6.301 .435 / 3.654 .000$ | $2.135 .098 / 16.260$ | June 01 - Nov 28 |

### 5.5.2 Experimental Setup

The main objective of our experiments is to extract communities and capture their evolution from which to study how the features describing a community evolve over time. Besides this, it is also necessary to verify the efficiency of the ErLinkTopic model regarding the computational complexity. For these purposes, we empirically organize each of our datasets in three different sliding window intervals: 1 week, 2 weeks, and 1 month. Each sliding window is further structured into daily snapshots. We then employ the same method applied in the rLinkTopic model presented in Section 4.6 to setup values for the input parameters. Particularly, the number of communities to be extracted and the number of Burn-in steps are identified based on the perplexity measure. Other parameters are empirically determined. The values assigned to the main parameters for each time interval setting of sliding windows applied to each dataset are summarized in Table 5.4.

Table 5.4: Setting values for the input parameters in the ErLinkTopic model applied to each Twitter dataset used in the experiments.

| Dataset | 1 week |  |  |  | 2 week |  |  |  | month |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\|C\|$ | $\|Z\|$ | $\sigma$ | $R a d$ | $\|C\|$ | $\|Z\|$ | $\sigma$ | $R a d$ | $\|C\|$ | $\|Z\|$ | $\sigma$ | $R a d$ |
| Sub-England | 70 | 20 | 0.033 | 0.066 | 40 | 20 | 0.033 | 0.066 | 30 | 20 | 0.033 | 0.066 |
| Sub-US | 40 | 20 | 0.033 | 0.066 | 30 | 20 | 0.033 | 0.066 | 25 | 20 | 0.033 | 0.066 |

### 5.5.3 Dynamic Measure Analysis

Based on the results extracted from the three different settings of sliding windows, i.e., 1week interval, 2-week interval, and 1-month interval, we study the dynamics of communities in terms of changes in (1) the members of each community using the user dynamic measure $\partial_{\phi}(c, t-1, t, n u m U),(2)$ the prominence of topics associated with each community using the topic-prominence dynamic measure $\partial_{\pi}(c, t-1, t, n u m Z)$, and (2) terms occurring in each community topic using the term dynamic measure $\partial_{\varphi}(z, t-1, t, n u m W)$. We visualize the community membership of users in each community and the likelihood of terms in each topic to determine appropriate values for numU and numW, respectively. By studying the community membership of users, we find two prevalent points at numU $=5$ and $n u m U=30$ where the likelihood of users in every community strongly decreases. However, the top 5 users in all communities change frequently at every sliding window. We therefore select numU $=30$ for evaluating the dynamics of users in communities. Applying the same method we determine that a good value for num $W$ is 20 . The community membership of users in selected communities and the likelihood of terms in selected topics extracted from the two datasets are shown in Figures 5.6, 5.7, 5.8. Finally, we choose num $Z=5$ for
measuring the dynamics of the prominence of community topics. The following findings are obtained from both two datasets.

1. Communities evolve gradually over a short time interval of sliding windows. This evolving trend applies to all three features of interests, i.e., community members, community topics, and terms describing a topic. Changes to these features happen more often when longer time intervals are employed to form a sliding window. This finding confirms that social networks and especially communities in social networks are dynamic structures.
2. Community members evolve faster than community topics, which is indicated by a larger value of $\partial_{\phi}(c, t-1, t, n u m U)$ compared to the value of $\partial_{\pi}(c, t-1, t, n u m Z)$ or $\partial_{\varphi}(z, t-1, t, n u m W)$. This implies that the topics discussed by a community are more stable regarding both the topic prominence and terms describing topics even though users might change topics of interest and leave a community and join other communities more often. The dynamic measures of six communities extracted from the Sub-US dataset and five communities extracted from the Sub-England dataset are presented in Table 5.5 and Table 5.6, respectively. Figure 5.9 and Figure 5.10 show the user dynamic measure of ten communities and term dynamic measure of four topics, all extracted from the Sub-US dataset.


Figure 5.6: Distributions of the likelihood of users in six selected communities extracted from the Sub-US dataset. For each community, the likelihood of users decreases strongly at around the $5^{\text {th }}$ and the $30^{\text {th }}$ users.


Figure 5.7: Distributions of the likelihood of terms in selected topics associated with communities extracted from the Sub-US dataset. For each topic, the likelihood of terms decreases strongly at around the $4^{\text {th }}$ and the $20^{t h}$ terms.


Figure 5.8: Distributions of the likelihood of terms in selected topics associated with communities extracted from the Sub-England dataset. For each topic, the likelihood of terms decreases strongly at around the $7^{\text {th }}$ and the $20^{t h}$ terms.

Table 5.5: Dynamic measures computed at the first five sliding windows for six selected communities extracted from the Sub-US dataset. These communities are manually labeled based on the topic that is the most prominence in all sliding windows.

| Politics communities: |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Sliding Window | 1-week interval |  |  | 2-week interval |  |  | 1-month interval |  |  |
|  | $\partial_{\phi}$ | $\partial_{\pi}$ | $\partial_{\varphi}$ | $\partial_{\phi}$ | $\partial_{\pi}$ | $\partial_{\varphi}$ | $\partial_{\phi}$ | $\partial_{\pi}$ | $\partial_{\varphi}$ |
| 01 | 0.40 | 0.20 | 0.35 | 0.73 | 0.60 | 0.40 | 0.93 | 0.40 | 0.30 |
| 02 | 0.60 | 0.20 | 0.40 | 0.76 | 0.40 | 0.40 | 0.93 | 0.40 | 0.40 |
| 03 | 0.63 | 0.40 | 0.25 | 0.70 | 0.40 | 0.35 | 0.96 | 0.40 | 0.65 |
| 04 | 0.53 | 0.40 | 0.35 | 0.63 | 0.40 | 0.60 | 0.93 | 0.40 | 0.70 |
| 05 | 0.66 | 0.0 | 0.45 | 0.76 | 0.20 | 0.35 | 0.70 | 0.40 | 0.75 |
| Average | 0.56 | 0.24 | 0.36 | 0.71 | 0.40 | 0.41 | 0.89 | 0.40 | 0.56 |
| 01 | 0.56 | 0.20 | 0.20 | 0.76 | 0.40 | 0.30 | 0.86 | 0.40 | 0.55 |
| 02 | 0.76 | 0.20 | 0.30 | 0.70 | 0.20 | 0.25 | 0.96 | 0.40 | 0.68 |
| 03 | 0.70 | 0.20 | 0.20 | 0.73 | 0.20 | 0.10 | 0.96 | 0.40 | 0.60 |
| 04 | 0.66 | 0.0 | 0.15 | 0.66 | 0.40 | 0.15 | 0.86 | 0.60 | 0.72 |
| 05 | 0.56 | 0.0 | 0.20 | 0.63 | 0.30 | 0.30 | 0.90 | 0.60 | 0.62 |
| Average | 0.65 | 0.12 | 0.21 | 0.70 | 0.30 | 0.22 | 0.91 | 0.48 | 0.63 |
| Job communities: |  |  |  |  |  |  |  |  |  |
| Sliding Window | 1-week interval |  |  | 2-week interval |  |  | 1-month interval |  |  |
|  | $\partial_{\phi}$ | $\partial_{\pi}$ | $\partial_{\varphi}$ | $\partial_{\phi}$ | $\partial_{\pi}$ | $\partial_{\varphi}$ | $\partial_{\phi}$ | $\partial_{\pi}$ | $\partial_{\varphi}$ |
| 01 | 0.66 | 0.10 | 0.20 | 0.76 | 0.40 | 0.40 | 0.86 | 0.60 | 0.35 |
| 02 | 0.63 | 0.20 | 0.25 | 0.86 | 0.40 | 0.40 | 1.00 | 0.40 | 0.45 |
| 03 | 0.76 | 0.20 | 0.20 | 0.86 | 0.20 | 0.35 | 0.93 | 0.60 | 0.60 |
| 04 | 0.66 | 0.0 | 0.25 | 0.93 | 0.60 | 0.60 | 1.00 | 0.20 | 0.70 |
| 05 | 0.76 | 0.0 | 0.15 | 0.80 | 0.80 | 0.10 | 0.86 | 0.40 | 0.80 |
| Average | 0.69 | 0.10 | 0.21 | 0.84 | 0.48 | 0.37 | 0.93 | 0.44 | 0.58 |
| 01 | 0.76 | 0.20 | 0.20 | 0.75 | 0.60 | 0.35 | 0.85 | 0.40 | 0.60 |
| 02 | 0.63 | 0.20 | 0.25 | 0.73 | 0.20 | 0.40 | 0.80 | 0.40 | 0.65 |
| 03 | 0.66 | 0.0 | 0.20 | 0.80 | 0.60 | 0.65 | 0.93 | 0.60 | 0.55 |
| 04 | 0.70 | 0.0 | 0.25 | 0.76 | 0.20 | 0.55 | 0.96 | 0.40 | 0.70 |
| 05 | 0.60 | 0.0 | 0.15 | 0.63 | 0.40 | 0.55 | 0.93 | 0.50 | 0.50 |
| Average | 0.67 | 0.08 | 0.21 | 0.73 | 0.40 | 0.50 | 0.89 | 0.46 | 0.60 |
| Weather communities: |  |  |  |  |  |  |  |  |  |
| Sliding Window | 1-week interval |  |  | 2-week interval |  |  | 1-month interval |  |  |
|  | $\partial_{\phi}$ | $\partial_{\pi}$ | $\partial_{\varphi}$ | $\partial_{\phi}$ | $\partial_{\pi}$ | $\partial_{\varphi}$ | $\partial_{\phi}$ | $\partial_{\pi}$ | $\partial_{\varphi}$ |
| 01 | 0.63 | 0.30 | 0.25 | 0.63 | 0.60 | 0.40 | 0.90 | 0.40 | 0.40 |
| 02 | 0.70 | 0.0 | 0.45 | 0.70 | 0.60 | 0.45 | 1.00 | 0.20 | 0.70 |
| 03 | 0.66 | 0.0 | 0.50 | 0.76 | 0.20 | 0.50 | 0.93 | 0.60 | 0.75 |
| 04 | 0.66 | 0.0 | 0.40 | 0.86 | 0.80 | 0.55 | 0.96 | 0.0 | 0.70 |
| 05 | 0.76 | 0.0 | 0.30 | 0.66 | 0.60 | 0.45 | 0.93 | 0.60 | 0.70 |
| Average | 0.68 | 0.06 | 0.38 | 0.72 | 0.56 | 0.47 | 0.94 | 0.36 | 0.65 |
| 01 | 0.66 | 0.20 | 0.45 | 0.73 | 0.40 | 0.50 | 0.83 | 0.40 | 0.55 |
| 02 | 0.50 | 0.30 | 0.55 | 0.76 | 0.40 | 0.40 | 0.93 | 0.40 | 0.50 |
| 03 | 0.63 | 0.0 | 0.25 | 0.80 | 0.10 | 0.60 | 1.00 | 0.40 | 0.55 |
| 04 | 0.50 | 0.0 | 0.30 | 0.73 | 0.20 | 0.55 | 0.86 | 0.20 | 0.65 |
| 05 | 0.56 | 0.20 | 0.15 | 0.70 | 0.40 | 0.60 | 0.93 | 0.40 | 0.70 |
| Average | 0.59 | 0.14 | 0.34 | 0.74 | 0.30 | 0.53 | 0.91 | 0.36 | 0.59 |

Table 5.6: Dynamic measures computed at the first five sliding windows for five selected communities extracted from the Sub-England dataset. These communities are manually labeled based on the topic that is the most prominence in all sliding windows.

| Football community: |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Sliding Window | 1-week interval |  |  | 2-week interval |  |  | 1-month interval |  |  |
|  | $\partial_{\phi}$ | $\partial_{\pi}$ | $\partial_{\varphi}$ | $\partial_{\phi}$ | $\partial_{\pi}$ | $\partial_{\varphi}$ | $\partial_{\phi}$ | $\partial_{\pi}$ | $\partial_{\varphi}$ |
| 01 | 0.40 | 0.0 | 0.35 | 0.63 | 0.20 | 0.50 | 0.73 | 0.40 | 0.60 |
| 02 | 0.53 | 0.20 | 0.40 | 0.73 | 0.0 | 0.45 | 0.83 | 0.20 | 0.50 |
| 03 | 0.50 | 0.0 | 0.35 | 0.76 | 0.20 | 0.35 | 0.86 | 0.20 | 0.65 |
| 04 | 0.53 | 0.20 | 0.45 | 0.80 | 0.0 | 0.50 | 0.83 | 0.20 | 0.60 |
| 05 | 0.46 | 0.0 | 0.45 | 0.83 | 0.20 | 0.60 | 0.70 | 0.40 | 0.65 |
| Average | 0.48 | 0.08 | 0.40 | 0.75 | 0.12 | 0.48 | 0.79 | 0.28 | 0.60 |
| Social media community: |  |  |  |  |  |  |  |  |  |
| Sliding Window | 1-week interval |  |  | 2-week interval |  |  | 1-month interval |  |  |
|  | $\partial_{\phi}$ | $\partial_{\pi}$ | $\partial_{\varphi}$ | $\partial_{\phi}$ | $\partial_{\pi}$ | $\partial_{\varphi}$ | $\partial_{\phi}$ | $\partial_{\pi}$ | $\partial_{\varphi}$ |
| 01 | 0.46 | 0.0 | 0.20 | 0.66 | 0.0 | 0.25 | 0.76 | 0.20 | 0.35 |
| 02 | 0.53 | 0.0 | 0.25 | 0.70 | 0.0 | 0.35 | 0.86 | 0.40 | 0.45 |
| 03 | 0.66 | 0.20 | 0.25 | 0.76 | 0.20 | 0.30 | 0.83 | 0.20 | 0.60 |
| 04 | 0.66 | 0.0 | 0.35 | 0.86 | 0.0 | 0.40 | 0.80 | 0.20 | 0.50 |
| 05 | 0.56 | 0.20 | 0.15 | 0.86 | 0.40 | 0.25 | 0.86 | 0.20 | 0.40 |
| Average | 0.57 | 0.08 | 0.24 | 0.76 | 0.12 | 0.31 | 0.82 | 0.24 | 0.46 |
| Weather community: |  |  |  |  |  |  |  |  |  |
| Sliding Window | 1-week interval |  |  | 2-week interval |  |  | 1-month interval |  |  |
|  | $\partial_{\phi}$ | $\partial_{\pi}$ | $\partial_{\varphi}$ | $\partial_{\phi}$ | $\partial_{\pi}$ | $\partial_{\varphi}$ | $\partial_{\phi}$ | $\partial_{\pi}$ | $\partial_{\varphi}$ |
| 01 | 0.45 | 0.20 | 0.20 | 0.76 | 0.20 | 0.45 | 0.75 | 0.40 | 0.50 |
| 02 | 0.51 | 0.0 | 0.30 | 0.80 | 0.20 | 0.35 | 0.80 | 0.20 | 0.40 |
| 03 | 0.53 | 0.0 | 0.22 | 0.73 | 0.0 | 0.30 | 0.85 | 0.20 | 0.55 |
| 04 | 0.60 | 0.20 | 0.40 | 0.73 | 0.40 | 0.40 | 0.75 | 0.20 | 0.65 |
| 05 | 0.55 | 0.20 | 0.10 | 0.60 | 0.20 | 0.55 | 0.83 | 0.40 | 0.50 |
| Average | 0.53 | 0.12 | 0.24 | 0.72 | 0.20 | 0.41 | 0.80 | 0.32 | 0.52 |
| Food community: |  |  |  |  |  |  |  |  |  |
| Sliding Window | 1-week interval |  |  | 2-week interval |  |  | 1-month interval |  |  |
|  | $\partial_{\phi}$ | $\partial_{\pi}$ | $\partial_{\varphi}$ | $\partial_{\phi}$ | $\partial_{\pi}$ | $\partial_{\varphi}$ | $\partial_{\phi}$ | $\partial_{\pi}$ | $\partial_{\varphi}$ |
| 01 | 0.45 | 0.20 | 0.10 | 0.73 | 0.20 | 0.40 | 0.80 | 0.20 | 0.50 |
| 02 | 0.50 | 0.0 | 0.30 | 0.66 | 0.0 | 0.75 | 0.83 | 0.20 | 0.40 |
| 03 | 0.30 | 0.20 | 0.20 | 0.76 | 0.30 | 0.35 | 0.73 | 0.40 | 0.55 |
| 04 | 0.50 | 0.20 | 0.15 | 0.83 | 0.20 | 0.25 | 0.90 | 0.20 | 0.30 |
| 05 | 0.53 | 0.0 | 0.20 | 0.63 | 0.0 | 0.50 | 0.85 | 0.40 | 0.60 |
| Average | 0.46 | 0.12 | 0.19 | 0.72 | 0.14 | 0.45 | 0.82 | 0.28 | 0.47 |
| Music and event community: |  |  |  |  |  |  |  |  |  |
| Sliding Window | 1-week interval |  |  | 2-week interval |  |  | 1-month interval |  |  |
|  | $\partial_{\phi}$ | $\partial_{\pi}$ | $\partial_{\varphi}$ | $\partial_{\phi}$ | $\partial_{\pi}$ | $\partial_{\varphi}$ | $\partial_{\phi}$ | $\partial_{\pi}$ | $\partial_{\varphi}$ |
| 01 | 0.30 | 0.0 | 0.20 | 0.63 | 0.0 | 0.25 | 0.72 | 0.20 | 0.40 |
| 02 | 0.40 | 0.20 | 0.30 | 0.73 | 0.20 | 0.45 | 0.80 | 0.20 | 0.60 |
| 03 | 0.45 | 0.0 | 0.32 | 0.76 | 0.20 | 0.80 | 0.65 | 0.20 | 0.55 |
| 04 | 0.41 | 0.0 | 0.20 | 0.80 | 0.0 | 0.35 | 0.85 | 0.40 | 0.45 |
| 05 | 0.50 | 0.20 | 0.35 | 0.73 | 0.40 | 0.50 | 0.80 | 0.40 | 0.40 |
| Average | 0.41 | 0.08 | 0.27 | 0.73 | 0.16 | 0.47 | 0.76 | 0.28 | 0.48 |



Figure 5.9: User dynamic measure computed for ten communities discovered from the SubUS dataset with three different time intervals of sliding windows. Larger values of the user dynamic measure are observed as a longer time interval is employed to create a sling window. This indicates that the likelihood of users in a community changes gradually over short time.


Figure 5.10: Term dynamic measure computed for four topics associated with communities discovered from the Sub-US dataset with three different time intervals of sliding windows. By comparing the user dynamic measure and term dynamic measure (see Figure 5.9), it is observed that changes in the community members happen more often than changes in terms describing community topics.

### 5.5.4 Selected Evolving Communities

Example communities extracted from the Sub-US dataset are presented in this section to demonstrate the effectiveness of the ErLinkTopic model in extracting evolving communities. For this purpose, topics associated with communities extracted by the model are first manually classified into the groups politics, jobs, social activities, weather, music and social events, social media, social networks, sports, and general. A topic is labeled as general if terms occurring in that topic are about different subjects making it unclear for a classification. Example terms describing some selected topics are summarized in Table 5.7.

Table 5.7: Example terms occurring in selected topics associated with communities extracted from the Sub-US dataset.

| Topic label | Example terms |
| :---: | :--- |
| politics | vote, insur (insurance), job, fairfield, agenc (agency), obama <br> (Barack Obama), mitt (Mitt Romney), blue (blue party), economi |
| jobs | job, retail, manag (manager), sale, hospital, marketing, account, <br> internship, assist (assistant), businessmgr (business management) |
| social media | instagood, photooftheday (photo of the day), instagram, iphone, <br> iphonegraphi, earth, iphonesia |
| social networks | update, follow,track, visit, info (information), spread, tweet, <br> check, wall, friends |
| weather | forecast, sunni (sunny), cloudi (cloudy), rain, shower, mostli (mostly), <br> chanc (chance), wind, termperatur (temperature), rise, storm, cold |
| music and events | plai (play), music, live, girl, boy, station, song, happi (happy), <br> weekend, life, ,radio |
| food and restaurant | coupon, restaurant, rauti, pizza, menu, pric (price), tast (taste) |
| sports | plai (play), watch, game, great, hope, start, people, happi (happy), man |

We then manually label each community based on the prominence of topics associated with it. Generally, each community is associated with at most two topics at a time point. The evolution of each community is characterized by changes in the community membership of users, the prominence of topics, and the likelihood of terms in each topic as well. Evolving phenomena that are observed from communities extracted from our datasets include the stability, generalization, specification, and shifting of the prominence of topics associated with a community; the growth and shrinkage of community members; and the stability of terms describing topics. In our experiments, we rarely find the stability of community members, especially when a sliding window of more than 2 -week inteval is applied. This indicates that users in social networks in general and particularly Twitter users are dynamic in terms of posting messages associated with contextual links of different topics reflecting their complex life and changing geographic locations over time. In the following, selected communities that exhibit some specific evolving phenomena are described.

Stability of topic prominence. Almost all communities exhibit a stability regarding the prominence of topics for a while. The time period of such stability varies from different communities but reaches a maximum of two months. Figure 5.11 shows a community characterized by a topic about music and social events from September 16, 2012 to November 15, 2012. As shown in the Figure 5.11(b), during this period only the topic indexed 1 that is manually classified as "music and social events" is prominent for this community.


Figure 5.11: The evolution of community members (above) and the stability of the prominence of a topic about music and social events (below) of a community discovered from the Sub-US dataset.

Shifting of topics of interest. There are communities that gradually change the topics of interest at some point in time. That is, the likelihood of the topic characterizing the community (i.e., the topic having the highest likelihood in the community) starts to decrease and another topic becomes more prominent at the same time. In this regard, we find an interesting trend from the Sub-US dataset that communities characterized by a job topic tend to shift their interest to politics before the election in the US in 2012. Figure 5.12 shows an example. At first, this community is associated with a topic described by terms about jobs (the topic indexed 19) during August 2012. The shifting of topics happens at the beginning of September 2012, where the likelihood of the topic described by terms about politics (the topic indexed 16) increases. By the end of September 2012, the community is characterized by only the politics topic.


Figure 5.12: The evolution of community members and the shifting of the prominence of a topic about jobs (indexed 19) to a topic about politics (indexed 16) of a community discovered from the Sub-US dataset.

Another example of the shifting of topic prominence from a general topic to a topic about music and social events is shown in Figure 5.13. For this community, it is first associated with the topic indexed 3 , which is very general (i.e., words occurring in this topic are about many subjects). The shifting phenomenon then happens at the beginning of August 2012, where the community is also characterized by another topic about music and social events (the topic indexed 1). Since middle of August, only this new emerging topic is associated with the community.


Figure 5.13: The evolution of community members and the shifting of the prominence of a general topic (indexed 3) to a topic about music and social events (indexed 1) of a community discovered from the Sub-US dataset.

Specification. An example of communities that change the interest from more topics to fewer topics, i.e., a community becomes more topical specific, is shown in Figure 5.14. Here, two topics indexed 14 and 17, one is about social networks (e.g., update, check-in, follows,...) and another is more about social media (e.g., iphone, pictureoftheday, shot,...), characterize the community for the first two weeks in June 2012. Then, the topic about social networks becomes less prominent and the community finally described by only the topic about social media.


Figure 5.14: The evolution of community members and changes in the prominence of topics of a community discovered from the Sub-US dataset. The community becomes more topical specific due to the changes in the number of prominent topics from two to one.

Change to a new topic and then return to old topic. We also find an interesting phenomenon that a community might quickly change the interest to another topic for a while and then turns back to the topic characterizing it before. An example of this phenomenon is shown in Figure 5.15. This community is associated with a topic about weather (indexed 6) for almost all the time. However, during the period of the last two weeks in July 2012 users in this community post messages about social networks (indexed 14).


Figure 5.15: This community is characterized by a topic about weather for almost of the time from June 16, 2012 to September 15, 2012 except the last two weeks in July where it quickly turns the interest to social networks.

### 5.5.5 Evolution of Topics Associated with Communities

This section describes the evolution of example topics that exhibit changes in the likelihood of specific terms reflecting some real-world phenomena and events.

Topic about weather. The evolution of terms occurring in the topic about weather is shown in Figure 5.16. Based on the likelihood of terms at different points in time, it is observable that in June and July 2012, the weather topic is more clear compared to other time periods. Furthermore, the likelihood of some specific terms changes over seasons or reflects a related weather phenomenon happening. For example, "storm", "chanc" (chance), "wind", "forecast", "mph" (miles per hour), and "rain" have a high likelihood in the topic during the last two weeks in June 2012. Actually, there was a storm happening in the New York area at that time ${ }^{3}$. The term "thundersto" (thunderstorm) occurs more in the first two weeks in August 2012, at that time severe thunderstorms happened in New York also. In addition, the evolution of the likelihood of "falls" and "cold" follows the trend that such terms are used to describe weather over seasons in a year.


Figure 5.16: The evolution of a topic about weather discovered from the Sub-US dataset.

[^18]Topic about politics. The evolution of terms occurring in the politics topic is shown in Figure 5.17. As expected, changes in the likelihood of terms exhibit a reflection of the presidential election in the US in 2012. It is observable that as time approaches the election schedule (December 2012) the likelihood of the related terms increases sufficiently.


Figure 5.17: The evolution of a topic about politics discovered from the Sub-US dataset.

Topic about jobs. The evolution of the likelihood of terms in the topic about jobs is not that clear as in the topics about weather and politics described above. However, there are some terms that co-occur at specific points in time that might be of interest. For example, "job", "financi" (financial), and "degree" occur more in June 2012. Terms about specific job positions such as "develop" (development), "senior", "assist" (assistant), and "engin" (engineer) are prominent in August and September 2012. This topic is not much clear in October and November 2012 as not many terms describing jobs are prominent during these two months, which implies a vanishing phenomenon of the topic.


Figure 5.18: The evolution of a topic about jobs discovered from the Sub-US dataset.

### 5.5.6 Evaluation of Runtime

This section discusses the running time of the rLinkTopic algorithm applied to the datasets used in the experiments presented. Particularly, for each time interval of sliding windows, we measure the running time of the algorithm using three different settings of the number of iterations for sampling. In the first setting, the model is run with 820 steps for the Burn-In stage and 180 steps for collecting assignment samples and updating multinomial parameters. The results (i.e., the communities, topics, and their evolution) presented in this chapter are derived from this configuration. In the second setting, 700 steps for the Burn-In stage and 100 steps for collecting assignment samples and updating multinomial parameters are employed. Such steps of iterations for the last setting are 600 and 100, respectively.

The results show that for each dataset the model takes almost the same time when it is run with different time intervals of sliding windows, given that the same number of communities $|C|$ and number of topics $|Z|$ are assigned to the model. This is shown by the rows marked by $\left(^{*}\right)$ in Table 5.8. Also, the running time of the algorithm increases linearly to the number of iterations and the number of communities applied. Details of the evaluations are summarized in Table 5.8 and Figures 5.19, 5.20.


Figure 5.19: Running time of the ErLinkTopic algorithm applied to the Sub-US dataset (left) and Sub-England dataset (right) when different number of communities are extracted. Three settings of the number of iterations (700, 800, and 1000) are employed to measure running time.


Figure 5.20: Running time of the ErLinkTopic algorithm applied to the Sub-England dataset (a) and Sub-US dataset (b). Three time intervals (1 week, 2 weeks, and 1 month) are employed to create sliding windows. For each time interval, three settings of the number of iterations (700, 800, and 1000) are used in the ErLinkTopic algorithm. The detailed measurements are shown in Table 5.8.

Table 5.8: Parameter settings and the corresponding running time of the ErLinkTopic algorithm when applied to the Sub-England and Sub-US datasets. Noted that the parameters in the rows marked by $\left({ }^{*}\right)$ for each dataset are the same except the time interval of sliding windows. The running time shown in these rows indicates that the size of windows does not affect the computational efficiency of the algorithm.

| Sub-England dataset: |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\|C\|$ | $\|Z\|$ | Burn-In | Sampling steps | Time (Minutes) | Time/Window |
| 1-week window | 70 | 20 | 820 | 180 | 450.0 | 17.3(*) |
|  | 70 | 20 | 700 | 100 | 430.0 | 16.5 |
|  | 70 | 20 | 600 | 100 | 411.0 | 15.8 |
| 2-week window | 40 | 20 | 820 | 180 | 400.0 | 30.0 |
|  | 40 | 20 | 700 | 100 | 377.0 | 29.0 |
|  | 40 | 20 | 600 | 100 | 360.0 | 27.6 |
|  | 70 | 20 | 820 | 180 | 447.0 | 34.3 ${ }^{*}$ ) |
| 1-month window | 30 | 20 | 820 | 180 | 380.0 | 63.3 |
|  | 30 | 20 | 700 | 100 | 352.0 | 58.7 |
|  | 30 | 20 | 600 | 100 | 340.0 | 56.6 |
|  | 70 | 20 | 820 | 180 | 452 | 75.3 (*) |
| Sub-US dataset: |  |  |  |  |  |  |
|  | $\|C\|$ | $\|Z\|$ | Burn-In | Sampling steps | Time (Minutes) | Time/Window |
| 1-week window | 40 | 20 | 820 | 180 | 95.0 | 3.6(*) |
|  | 40 | 20 | 700 | 100 | 86.0 | 3.3 |
|  | 40 | 20 | 600 | 100 | 80.0 | 3.1 |
| 2-week window | 30 | 20 | 820 | 180 | 85.0 | 6.5 |
|  | 30 | 20 | 700 | 100 | 83.0 | 6.3 |
|  | 30 | 20 | 600 | 100 | 77.0 | 5.9 |
|  | 40 | 20 | 820 | 180 | 94.0 | 7.2(*) |
| 1-month window | 25 | 20 | 820 | 180 | 84.0 | 14.0 |
|  | 25 | 20 | 700 | 100 | 82.0 | 13.6 |
|  | 25 | 20 | 600 | 100 | 74.0 | 12.3 |
|  | 40 | 20 | 820 | 180 | 95.0 | 15.8(*) |

### 5.6 Summary and Discussion

Summary. Understanding how communities evolve over time have become a hot topic in the field of social network analysis due to the wide range of its applications. In this context, several approaches have been introduced to capture changes in the community members. Our claim is that a community is characterized by complex features, not only the identity of users. Examples include the topics of interest, and the regional and geographic characteristics. Studying changes in such features of communities also provides informative findings for related applications. This leads to the main goal of the study in this chapter, which is to capture the evolution of complex features describing communities. Particularly, we have extended the rLinkTopic model developed in Chapter 4 to build a complete framework called ErLinkTopic model. The model is able to extract regional LinkTopic communities and to capture gradual changes in three features describing each community, i.e., community
members, the prominence of topics describing communities, and terms describing such topics. It further supports the study of regional and geographic characteristics of communities as well as changes in such features. Experimental evaluations have been conducted using Twitter data to evaluate the model in terms of its effectiveness and efficiency in extracting communities and capturing changes in the features describing each community.
Open issues. There are aspects in the proposed framework that we would like to study in order to improve the model. First, in this framework, regions are derived from the density of geographic locations of users within each snapshot. This implies an assumption that regions might change over time. Because of this, the model ignores the evolution of the community distribution in each region. There should be an improvement for the model in a way that it is able to capture region evolution as well. Second, even though our model supports the study of changes in the regional and geographic characteristics of communities, the results of such analysis tasks have not been discussed in the experiments. The reason is that we need more knowledge about local geographic areas to be able to give comments on the evolution of such features of communities. Third, due to the lack of ground truth in real-world datasets, evaluating the results of extracting feature-based communities and analyzing their evolution is a challenging task. In this work, case studies have been employed. However, it is not a comprehensive method to evaluate the results because no quantitative measures are derived. There might be two possible solutions for this. The first method is to develop a Bayesian prediction model and adapt it to the framework to predict some features of users in a sub-dataset and compare the predicted results with the features of users. This method was employed in [74]. The second method, as usual, is to develop annotated benchmarks, which is more changeling due to the complex constraints in extracting and analyzing feature-based communities. Finally, in our framework, we assume there are no changes in the number of communities $|C|$ and the number of topics $|Z|$ across time. As discussed in the last section of Chapter 4, it should be more appropriate if a Dirichlet process is employed so that these constraints are relaxed.

## Chapter 6

## Conclusions and Future Work

Social networking has become part of our life. Hundreds of millions of users are active in social networks and create massive amounts of rich-feature data on a daily basis. Thus, social networks are becoming the largest data repositories that capture information reflecting real-life activities of people worldwide. Extracting knowledge from such data is apparently useful for understanding human beings and society in general, and potentially facilitates to obtain more benefits from various applications that take advantages of knowing the behavior of users through social networks. This makes research studies in the field of social network analysis to be popularized. In the context of this dissertation, social links and communities were targeted as hidden structures obtained from investigating different features embedded in user-generated data. Those imply meaningful and interpretable relationships between users. Particularly, the thesis presents new models and algorithms for the measurements of hidden social links between users and the extraction and analysis of feature-based communities in social networks. In the following, we first summarize the key results of the dissertation and then give an outlook for further studies.

### 6.1 Summary

The thesis begins with a discussion of the motivation, the goals and challenges, and the background and related works, which were presented in the first two chapters. In Chapter 3, the concepts of user occurrence, snapshot, and social network were first formalized. These build the underlying data model used to address the problems presented in the whole dissertation. We then developed two approaches for extracting and measuring social links between users; one is based on the participations of users in threads of a blog or a forum network, and another one is derived from applying latent semantic extraction to the postings of users. The models were evaluated using the data collected from the BBC Message Boards network. Based on the results obtained, we emphasize that meaningful and interpretable relationships between users can be extracted from the features describing their activities in social networks.

The other major contributions of this dissertation were presented in Chapter 4 and Chapter 5 , where a comprehensive framework for extracting and analyzing a new type of feature-based community called regional LinkTopic was developed. In Chapter 4, a probabilistic model, rLinkTopic, was introduced for extracting regional LinkTopic communities from a social network during a period of time. The model was then extended to ErLinkTopic in Chapter 5 to address the complex evolution of such communities over time. Technically, both rLinkTopic and ErLinkTopic are very complex because different features describing users (geographic locations, contextual links, and topics) are taken into account to discover regional LinkTopic communities as well as to capture their evolution. Different datasets collected from Twitter were used to evaluate the utility, effectiveness, and efficiency of the models and the obtained results were discussed to highlight the advantages our approach.

### 6.2 Future Work

As discussed in the last section of each of the three previous chapters, several open issues can be targeted as extensions to our work presented in this dissertation. We briefly review such remarks and suggest some other aspects for further investigation.

- Learning social links. For the extraction and measurements of hidden social links, we have discussed the possibility of employing the history of spatio-temporal mobility of users. A further exploration is to take all the interactions between users, the topics of user postings, and the history of spatio-temporal mobility of users into account to derive a social link measure. Such a sophisticated model is helpful especially for specific applications, for example, detecting criminal or terrorist groups and investigating their communication patterns [126]. In such applications, multiple features describing activities of users are carefully analyzed to derive social link weights between users.
- Learning communities. In our framework for extracting and analyzing dynamic regional LinkTopic communities, the parametric Bayesian approach has been employed to develop the rLinkTopic and ErLinkTopic models. A more practical approach is to adapt these models to a nonparametric Bayesian framework so that the number of communities and the number of topics associated with a community are automatically learned by the models. This leads to another issue that needs to be investigated, which is the scalability of the models when applied to large-scale datasets. In addition, the models should be able to capture the evolution of geographic regions so that changes in the distribution of communities in regions are captured as well. Finally, conducting more experiments using data from other social networks, instead of using only Twitter data, might give more insights into the results obtained, for example, to evaluate the reliability of the results, as well as the flexibility of the models.
- Other applications. Extracting communities from social networks is actually an instance of a more general problem known as mining patterns from data. There are several types of patterns that have been defined and explored. Examples include frequent itemsets and sequential patterns in transactional databases $[1,2]$ and various spatio-temporal patterns in spatial and temporal data [57, 127]. Among these, co-location patterns $[20,56]$ defined as a subset of features whose instances are frequently located together in spatial proximity is most relevant to the concept of regional LinkTopic communities. While existing approaches for mining co-location patterns are limited in utility due to the predefined spatial neighborhood (i.e., a distance threshold is used to identify neighbor objects) and topological structures (e.g., clique co-location, star co-location) employed, adapting our probabilistic approach as presented in the rLinkTopic model to extract co-location patterns is a promising idea. By this, given a dataset $\mathcal{D}$ consisting of spatial objects categorized by the features $F=\left\{f_{1}, f_{2}, \ldots, f_{n}\right\}$, a co-location pattern $c$ is modeled as a multinomial distribution over the features in $F$, which is characterized by a variable $\phi_{c}=\{P(f \mid c)\}$ such that $\sum_{f \in F} P(f \mid c)=1$. Each $P(f \mid c)$ is the likelihood of feature $f$ in pattern $c$. Based on the spatial distribution of objects in $\mathcal{D}$, the model derives the likelihood for features in patterns such that the features having objects located close to each other obtain a high membership in the same pattern. Following this, no predefined constraints employed in the typical approaches for mining co-location patterns are necessary. Nevertheless, there are open issues such as how to determine the number of patterns and how to measure the prevalence of patterns.
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[^13]:    ${ }^{6}$ Note that the rule $\sum_{x} \sum_{y} f(x) g(y)=\sum_{x}\left(f(x) \sum_{y} g(y)\right)=\sum_{x} f(x) \sum_{y} g(y)$ is applied in Eq. 4.44.

[^14]:    ${ }^{7}$ By intuitive we mean that one can empirically classify topics in specific subjects.

[^15]:    ${ }^{8}$ The label associated with a topic is empirically named by the author of this dissertation. The general label does not mean the topic is about a general subject but it rather denotes that the topic is not intuitive enough to be classified.

[^16]:    ${ }^{1}$ Note that the count variables introduced in Table 5.2 are applied to the user occurrences in the snapshots of exactly one sliding window, e.g., $\mathcal{W}_{t}$.

[^17]:    ${ }^{2}$ The distribution of communities in a region at sliding window $\mathcal{W}_{t}$ is independent of the information obtained from the previous window, as explained.

[^18]:    ${ }^{3}$ http://www.erh.noaa.gov/okx/stormtotals.html[Accessed January 2014]

