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Abstract

Development and application of a multi-modality inverse treatment planning system

The introduction of intensity-modulated radiation therapy (IMRT) opened new possibilities for the treatment planning process. Most of the existing treatment planning (TP) tools for the IMRT are focusing on the use of photons for the treatment. To achieve a very high computational speed only simplified dose calculation algorithms are used. Furthermore, approximations are made during the calculation of the fluence matrix. This thesis develops an IMRT planning tool which can be used with any available radiation modality and makes use of improved dose calculation algorithms. For the dose calculation engine a method was developed where the dose deposited in every voxel by all beams is precalculated and for later use stored in a dose matrix. This enables the use of advanced dose calculation algorithms and the simultaneous optimization of different radiation modalities. The new TP system was applied to clinical patient data for proton and photon IMRT plans. For the delivery of the proton IMRT plans two promising delivery techniques, "distal edge tracking" (DET) and the 3D technique, were compared with each other. By using the DET technique dose distributions as good as for the 3D technique were achieved but the optimization time and the expected delivery time are reduced by a factor 10. In addition, no significant differences in the effect of organ motion and particle range uncertainties are observed for either technique.
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Chapter 1

Introduction

With the development of the first intensity-modulated radiotherapy (IMRT) treatment planning system for photons, KonRad by Bortfeld et. al [6, 9], a new approach in radiotherapy for cancer was created at the German Cancer Research Center (DKFZ). Patients are normally treated with several beams coming from different directions to create a dose distribution around a common center of rotation (isocenter) [74, 75]. By varying the intensity of every beam element (bixel) it is possible to generate dose distributions with a higher conformation to the target volume compared to conventional irradiation techniques, where only the weight of each beam can be optimized. This leads to a better sparing of the organs at risk (OAR) especially for concave target volumes surrounding the OAR. Another benefit of the IMRT technique is the possibility of escalating the dose in the tumor volume to achieve a better tumor control probability [44, 51, 57]. From 1995 to 2001 only a small fraction of all patients receiving radiotherapy were treated with IMRT. For these first patients the application of IMRT had to be done very carefully, requiring a lot of time, and careful quality assurance. Nevertheless, the use of IMRT will be more common in the near future [22].

The number of planning tools available to create IMRT treatment plans is large [1, 14, 18, 46, 56, 70], but most of the existing planning tools were designed to offer only one radiation modality mostly photons to the physicians. To reduce the computation time for the optimization process simplified dose calculation algorithms and approximations during the calculation of the bixel weights [56] are made. Therefore the use of different radiation modalities and more accurate dose calculation algorithms or even Monte Carlo or superposition algorithms is not possible within most of the existing IMRT planning tools.

To improve the quality of future IMRT treatment plans the use of more accurate dose calculation algorithms and the possibility to select different radiation modalities within the systems must be available. The achieve these aims a new
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multi modality inverse treatment planning tool was developed. A modular design between the three important parts of the program, the optimization loop, the dose engine and the graphical user interface for the new IMRT planning tool was achieved. This enables the easily extension or modification of one of the three modules of the system without the need to change any other part. Any module of the planning tool only communicates with the other parts through the pre-calculated $D_{ij}$ matrix. Because the computational power and the amount of available memory in personal computers has increased a lot in the last few years it is now possible to use the $D_{ij}$ dose matrix approach as the central component of the new planning tool.

By choosing the modular design and the $D_{ij}$ dose matrix approach we show that it is now possible to use accurate dose calculations for the IMRT treatment planning process. Another important advantage of the $D_{ij}$ matrix is the potential to use different radiation modalities within the IMRT treatment planning system. It is therefore not only possible to optimize for example protons but also to explore the potential of the simultaneous optimization of proton and photon treatments.

To test the potential of accurate dose calculation algorithms two dose calculation engines were built. First a photon dose calculation engine was developed and implemented to calculate the dose matrix [12]. Secondly, a dose calculation engine for heavy, charged particles was created [23, 28, 39, 50, 60, 64]. The system is not limited to these two dose engines. With the newly developed design any dose calculation can be attached to the system, for example a photon Monte Carlo or an electron pencil beam dose engine.

The first application of the new system was to two patient studies. One was treated for a prostate carcinoma and the second for a clivus chordoma. Both tumors are complicated to irradiate and should therefore be treated with IMRT. Optimized plans for photons, electrons, protons and carbon ions were calculated and are presented and discussed.

For the heavy, charged particles, especially protons, the differences between the available delivery technique (DET [21] and 3D [47]) are explored. To test the potential of these two new techniques treatment plans for a different number of beam directions were calculated and compared to each other and to photon IMRT plans. To evaluate the influence of the target motion on the optimized treatment plans the dose volume histograms are compared for different target positions.

For heavy, charged particles the calculated position of the Bragg peak inside the patients is of paramount importance. Every slight miscalculation or mispositioning of the peak position could lead to a different dose distribution. The uncertainties of the used relative stopping power [34, 61, 65] and the errors introduced by the treatment device [48] could lead to a misalignment of the beam.
spots. Therefore, the optimized treatment plans were recalculated with different relative stopping powers to analyze the effect on the dose distributions.

This thesis describes the development and application of a new multi modality inverse treatment planning system. In chapter 2 the new modular design and the $D_{ij}$ matrix approach are explained. In chapter 3 the physical models used to create the $D_{ij}$ matrix for photons and heavy, charged particles, especially protons, are developed and tested. Chapter 4 presents the first result of the new planning tool and explores the potential of the 3D and DET delivery technique for heavy, charged particles and the simultaneous optimization of protons and photons. In chapter 5 the implications of this thesis are discussed and the final conclusions are presented. A summary and outlook concludes the thesis.
Chapter 2

Design of the multi-modality treatment planning system

2.1 Overview of existing planning tools

Since the introduction of the intensity-modulated radiotherapy by Bortfeld et al. [6,9] and the development of the first IMRT planning tool by Preiser et al. [56] other radiation planning systems have been developed. In table 2.1 the most frequently used IMRT planning tools for photons and in table 2.2 some of the available IMRT systems for heavy, charged particles are listed.

Most of the existing planning tools are only able to optimize one radiation modality within the same system. Only Korevaar et al. [38] can optimize electron and photon IMRT plans at the same time. In order to compare possible IMRT plans using different radiation modalities, like protons or photons [19,48,49,52], two

<table>
<thead>
<tr>
<th>Name</th>
<th>Company or research facility</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>KonRad</td>
<td>DKFZ, MRC</td>
<td>[56]</td>
</tr>
<tr>
<td>Corvus</td>
<td>Nomos</td>
<td>[18]</td>
</tr>
<tr>
<td>Helios</td>
<td>Varian</td>
<td>[70]</td>
</tr>
<tr>
<td>Pinnacle</td>
<td>Adac</td>
<td>[14]</td>
</tr>
<tr>
<td>-</td>
<td>Sweden</td>
<td>[46]</td>
</tr>
<tr>
<td>Hyperion</td>
<td>Tübingen</td>
<td>[1]</td>
</tr>
</tbody>
</table>

Table 2.1: Overview over the most frequently used IMRT planning tools for photons.
different planning systems with different optimization algorithms must be used. This makes comparison of the results very difficult. A comparison within the same system would be preferable, and would eliminate possible errors due to the use of different optimization algorithms.

## 2.2 Why another planning tool?

The answer to this question is to overcome the existing limitations of available IMRT treatment planning systems. As mentioned in section 2.1 it is not possible with most other treatment planning tools to optimize and compare different radiation modalities within a single system. However there are other disadvantages which are more serious. One is the use of less accurate photon dose calculation models to save computing time during the optimization process. This compromises the quality of the treatment plans. For example the scattering of photons is only taken into account in the dose calculation but not in the optimization of the bixel weights. See section 2.4.1.3 for a more detailed explanation.

In most other IMRT planning tools the dose calculation and the optimization loop are merged together to save computing time (see figure 2.4(a)). Therefore it is not easily possible to change either the dose calculation engine or the optimization algorithm without a major revision of the planning tool like rewriting and redesigning a significant part of the source code.

The goal of the new multi-modality IMRT treatment planning system is to overcome these limitations by using the developed $D_{ij}$ matrix approach. This is now possible because the new personal computers and workstations are more powerful and provide a larger amount of memory. By using the $D_{ij}$ matrix approach it is now possible to overcome the known limitations of the existing planning tools, especially the use of accurate dose calculations and scatter corrections already during the optimization loop.
Figure 2.1: Definition of the $D_{ij}$ matrix. (a) The isocenter plane is divided into small elements (bixels). Each bixel has an individual weight $w_j$ (e.g. given by the numbers in the bixels) (b) Schematic view of a CT cube. The dose deposited by bixel $j$ in voxel $i$ is stored in the $D_{ij}$ matrix at column $j$ and row $i$.

### 2.3 The $D_{ij}$ matrix approach

The basic information for any planning system is the 3D data set from the computed tomograph (CT). The 3D CT data is divided into small volume elements of a given resolution called voxels. A typical voxel has a transverse dimension of about 2 mm and a height of 3 mm in the slice direction. The next step is the correlation of every voxel to a volume of interest (VOI). A VOI can be an organ at risk, normal body tissue or tumor volume. For this segmentation, a physician draws a 2D polygon contour in every transverse CT slice to define the different VOIs.

After this correlation, the different incident beam directions are chosen (see figure 2.1(b)). The fluence matrix is defined separately for each beam in the isocenter plane. The isocenter plane is perpendicular to the beam direction and contains the isocenter position. The fluence in the isocenter plane is divided into small elements called bixels (see figure 2.1(a)). Each bixel has its own weight $w_j$. The size of the bixels is defined by the user. The selected bixel or spot size depends
on the radiation modality and the treatment device. The weights \(w_j\) of all bixels are optimized individually.

Therefore, the dose \(d_i\) at a given voxel \(i\) is the linear superposition of the dose delivered by all bixels. This can be written mathematically as

\[
d_i = \sum_{j=1}^{N_j} D_{ij}w_j
\]

\[
\vec{d} = D\vec{w},
\]

where \(N_j\) is the number of bixel elements used during the treatment plan optimization. The \(D_{ij}\) matrix is the central component of the new planning tool. The matrix contains all necessary information to calculate the whole physical dose distribution. The column \(j\) in the \(D_{ij}\) matrix describes the 3D dose distribution originating from the bixel \(j\). The dose deposited at the voxel position \(i\) from the bixel \(j\) is therefore stored in the \(D_{ij}\) matrix at column \(j\) and row \(i\). Any type of dose calculation algorithm can be used to create the \(D_{ij}\) matrix.

Once the \(D_{ij}\) matrix has been calculated, dose calculation inside the optimization loop is very fast because only a matrix multiplication has to be done (see figure 2.4(b)). With this approach, accurate and time consuming dose calculations like Monte Carlo or superposition algorithms can be integrated into the treatment planning system. Additionally, it does not matter which dose calculation engine has created the \(D_{ij}\) matrix for the given bixel \(j\). It is possible for the photon dose engine to create the columns for the photon bixels and the proton engine to create the columns for the proton spots. Simultaneous optimization of an arbitrary number of radiation modalities is consequently no problem.

The disadvantage of the \(D_{ij}\) matrix approach is the amount of required computer memory. In table 2.3 the required memory is listed for three sample IMRT plans. Today's workstations or even personal computers can handle up to two gigabytes of RAM with no problems. In the near future PCs will be able to handle more than four gigabytes.

To save computer memory only a reduced matrix is stored in the computer memory. There are two ways to select the element of the \(D_{ij}\) matrix which must be stored in the computer memory. First only elements with a dose value above a selected threshold \(T\) are taken into account:

\[
D_{ij} \geq T.
\]
Table 2.3: Required memory for the \( D_{ij} \) matrix for a typical photon IMRT plan and two different proton delivery techniques. For each \( D_{ij} \) matrix element 6 bytes of computer memory is allocated (Voxel resolution is 2.5 mm\(^3\)).

<table>
<thead>
<tr>
<th>Radiation</th>
<th>Photons</th>
<th>Protons DET</th>
<th>Protons 3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nr. of Beams</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Bixel size [mm]</td>
<td>10x10</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Bixels per beam</td>
<td>100</td>
<td>700</td>
<td>7000</td>
</tr>
<tr>
<td>Voxels per bixel</td>
<td>200000</td>
<td>4000</td>
<td>4000</td>
</tr>
<tr>
<td>Memory usage [MB]</td>
<td>840</td>
<td>118</td>
<td>1176</td>
</tr>
</tbody>
</table>

Figure 2.2: Lateral cutoff calculation. If the distance \( l \) between the central ray of the bixel \( j \) and the center of the voxel \( i \) is larger than \( L_c \), the voxel is not stored inside the \( D_{ij} \) matrix.

A second possibility is to define a lateral cutoff \( L_c \). Only voxels with a distance \( l \) from the central ray of the bixel \( j \) (see figure 2.2) smaller than the lateral cutoff \( L_c \) are stored:

\[
l \leq L_c. \tag{2.4}
\]

The lateral cutoff \( L_c \) must be selected carefully to not introduce a systematic error into the dose calculation. \( L_c \) is set individually for every radiation modality and energy.
The lateral cutoff and threshold methods [20] are not the only methods which are available to reduce the amount of needed computer memory. The technique of stochastic sampling of the $D_{ij}$ matrix reduces the number of elements [71] as well.

### 2.4 Design of the planning tool

The focus during the development and implementation of the new IMRT planning tool was to create a system which is modular and keeps a strict separation between the three main modules of every treatment system. First there is the optimization part. The optimization engine, is responsible for the calculation of the weights $w_j$ for the optimal treatment plan. The only information which is shared between this module of the planning tool and the second important section, the dose engine, is the $D_{ij}$ matrix. The third part of the system is the graphical user interface (GUI). An overview of the planning tool structure is shown in figure 2.3.

By choosing a modular approach any part of the system can later be replaced by a more sophisticated version without the need to redesign the whole system.

#### 2.4.1 The optimization engine

The optimization engine is split into three parts:
1. The objective function.

2. The optimization algorithm.

3. The optimization loop.

For any section of the optimization engine different possibilities are available [6, 16, 27, 46, 47, 70, 76, 77, 79]. For the first implementation of the new IMRT planning tool the following selection was made.

### 2.4.1.1 The objective function

The goal of every IMRT planning tool is to produce a plan which is as close as possible to the requirements set by the physicians. To measure the difference between the treatment plan achieved and the prescribed dose distribution a mathematical norm must be defined. In this thesis, as in the implementation of most other treatment system, [18, 56, 70] the quadratic norm was used [9]. For every target volume $t$ the user defines a minimum ($d_i^{\text{min}}$) and maximum ($d_i^{\text{max}}$) dose which should be applied to the target. Also a penalty ($s_i^t$) for under- or overdosage ($s_o^t$) is specified. The objective function for the target is then given by

$$F_t = \sum_i^{N_t} s_i^t [d_i^{\text{min}} - d_i]^2 + s_i^t [d_i - d_i^{\text{max}}]^2,$$  \hspace{1cm} (2.5)$$

where $d_i$ is the dose at the target voxel $i$ and $N_t$ are the number of voxels for the target $t$.

$[\cdot]^+$ is the positive operator which is defined as

$$[x]^+ = x H(x) = \begin{cases} x & x \geq 0 \\ 0 & \text{else} \end{cases} \hspace{1cm} (2.6)$$

For the organs at risk (OAR) ($r$) another objective function is defined:

$$F_r = \sum_i^{N_r} s_o^r [d_i - d_r^{\text{max}}]^2,$$  \hspace{1cm} (2.7)$$
\(\delta_r^{\text{max}}\) is the maximum dose which is allowed for the organ at risk \(r\). \(s_o^r\) is the penalty for overdosage and \(N_r\) is the number of voxels which belong to the organ \(r\).

The complete objective function is then given by the sum over the number of targets \(N^{\text{TARGET}}\) and organs at risk \(N^{\text{OAR}}\):

\[
F = \sum_{i}^{N^{\text{TARGET}}} F_i + \sum_{r}^{N^{\text{OAR}}} F_r.
\] (2.8)

The concept of penalizing only under- or overdosage of a defined volume can be extended by the introduction of dose volume constraints into the objective function [13].

2.4.1.2 The optimization algorithm

The optimization algorithm is the essential part of the optimization engine. By using iterative [6] or stochastic methods [73] the weights of the bixels \(w_j\) are updated to find the optimal treatment plan. By using the modular approach any optimization algorithm could be integrated into the planning system. In the following sections the iterative gradient approach which is implemented into the new planning tool is explained in greater detail. Experience with the iterative Newton gradient approach in the predecessor of the new planning tool has shown that this optimization algorithm is a very fast and robust method. An overview of existing optimization algorithms can be found in Holmes et al. [27].

In this thesis a modified Newton gradient approach was used to update the weights of the bixels.

The dose \(d_i\) for any voxel \(i\) is given by

\[
d_i = \sum_{j=1}^{N_j} D_{ij} w_j.
\] (2.9)

Using a generalized objective function, the derivatives of the function for the voxel \(i\) with the penalty factor \(s_i\) and the prescribed dose \(d^{\text{pres}}\) can then be calculated.
by
\[ f_i = s_i [d_i - d_i^{\text{pres}}]^2 \]  
(2.10)
\[ F = \sum_i f_i \]  
(2.11)
\[ \frac{\partial f_i}{\partial d_i} = 2 \cdot s_i \cdot [d_i - d_i^{\text{pres}}] \]  
(2.12)
\[ \frac{\partial^2 f_i}{\partial d_i^2} = 2 \cdot s_i. \]  
(2.13)

By using the Newton gradient approach the result for the weights is then
\[ w_j^{t+1} = \left[ w_j^t - \alpha \frac{dF}{dw_j} \right]_+ \]  
(2.14)
\[ \frac{dF}{dw_j} = \sum_k \frac{\partial F}{\partial d_k} \frac{\partial d_k}{\partial w_j} \]  
(2.15)
\[ = \sum_k 2 s_k [d_k - d_k^{\text{pres}}] D_{kj} \]  
(2.16)
\[ \frac{d^2 F}{dw_j^2} = 2 \cdot \sum_k s_k D_{kj}^2, \]  
(2.17)

with \( \alpha \) as a normalization factor.

The result of this calculation is a procedure describing how to update the weights in every iteration step:
\[ w_j^{t+1} = \left[ w_j^t - \alpha \frac{2 \sum_i s_i [d_i - d_i^{\text{pres}}] D_{ij}}{2 \sum_i s_i D_{ij}^2} \right]_+. \]  
(2.18)

It is important to remember that the information required to evaluate equation 2.18 can be obtained by using the pre-calculated \( D_{ij} \) matrix. The calculation of the updated weights \( w_j^{t+1} \) can be done very fast because equation 2.18 contains no computationally time-consuming terms.

The only unknown variable in equation 2.18 is the normalization factor (damping factor) \( \alpha \). The following procedure is used to determine the factor:

1. Set all weights \( w_j^0 \) to zero and \( \alpha = 1 \).
2. Calculate the weights \( w_j^1 \) by using equation 2.18.
3. Calculate the mean dose in the target volume \( D_i^{\text{mean, actual}} = \frac{1}{N_i} \sum_i N_i d_i \) and \( D_i^{\text{mean, pres}} = \frac{1}{N_i} \sum_i N_i d_i^{\text{pres}} \).
4. Set the damping factor to \( \alpha = \frac{D_{\text{imaging, prior}}}{D_{\text{IMRT, initial}}} \).

If the damping factor is not set appropriately, the objective function will not converge.

### 2.4.1.3 The optimization loop

The optimization loop is an important part for every IMRT planning tool. After the user has specified all required information, the optimization loop takes over. First the dose engine is called to calculate the \( D_{ij} \) matrix for the given beam and radiation modality. This step is only done once. The next step in the optimization loop is to update the beam weights. The iterative equation \( x_i^{(t)} = \alpha (x_i^{(t-1)} + \alpha c_i - f(x_i^{(t-1)})) \) is used to calculate the new weights. The next step is to calculate the new 3D dose distribution with equation 2.2. Thereafter the value of the objective function
is calculated. If the percentage difference between the current and the previous objective function value is smaller than a user defined threshold, the optimization loops stops, otherwise the next beam weights are calculated. See figure 2.4 for a schematic overview of both optimization loops.

The major difference between the optimization loop of the integrated IMRT tool and the modular system is the second step inside the loop. In the integrated optimization loop a complete dose calculation must be performed during each iteration step. For photons, for example, a pencil beam dose calculation which includes scattering is done. This takes only a few seconds but must be done in every iteration step. With the integrated loop Monte Carlo or superposition dose calculation could not be used within the IMRT systems because of the long time these dose calculations need. In the modular optimization loop the dose calculation is only a matrix multiplication which can be done in seconds. This time is independent of the dose calculation method and makes it possible to use Monte Carlo or superposition, since the real dose calculation (creation of the $D_{ij}$ matrix) is done in advance. The time to create a superposition $D_{ij}$ matrix is not important for the time the loop needs to find the optimal solution since the matrix is only calculated once before the loop starts.

Another disadvantage of the integrated loop in most treatment planning systems is that, for the photons, scattering is not handled completely correctly by the system. The dose calculation includes scattering, but during the updating of weights (projection), scattering is not taken into account. Again the modular optimization loop includes the scatter correction in the projection and the backprojection because in both steps the $D_{ij}$ matrix is used.

### 2.4.2 The dose engine

The second but most important part of the new multi-modality planning system is the dose engine. The task of the dose engine is to create the $D_{ij}$ matrix. Since the planning tool can handle more than one radiation modality at the same time, the dose engine is responsible for calling the correct dose calculation algorithm for every bixel. With this design it is also possible to mix different dose calculation algorithms for the same radiation modality, e.g. superposition and pencil beam algorithms.

To save valuable computer time and memory the $D_{ij}$ matrix is stored as a compact matrix $\tilde{D}_{ij}$. Every element in the $\tilde{D}_{ij}$ matrix needs only six bytes. Four bytes are used to keep track of the voxel position inside the dose cube. To save computer memory the value of the matrix element is only stored by a two byte short integer value with ranging from 1 to 100000. To convert the short value into a real dose
value, a calibration factor $c_j$ is stored only once for every bixel. The real value matrix element can then calculated by

$$D_{ij} = c_j \cdot \tilde{D}_{ij}. \quad (2.19)$$

By using only six bytes for every $D_{ij}$ matrix element, instead of the conventional eight bytes (four bytes for the value and four bytes for the index), memory usage is reduced by 25%.

See figure 2.3 for an overview of the available dose calculation algorithms. The photon and proton pencil beam algorithms are explained in detail in chapter 3.

### 2.4.3 The graphical user interface

The graphical user interface of the prior version was changed simply to give the user access to the new options available (see figure 2.5). In this way physicians will be able to make use of the new system within a short period of time because they do not have to learn how to use a complete new system.
Figure 2.6: The dashed line is the projection of the target volumes into the isocenter plane. The regular grid (solid lines) is defined in one direction by the leaf size and by the user in the other direction. Only shaded bixels are taken into account during the optimization.

The new user interface enables the user to select an individual radiation modality and delivery technique for every beam. The bixel and scanning resolution can also be set. From the developer’s point of view, there was no need to rewrite the working components of an established planning system like the display of the computed tomography slices or the dose volume histograms.

2.5 Dose delivery modes

How the calculated fluence profiles are delivered to the patient depends mostly on the radiation modality used. The treatment device used limits the possible positions and the number of the bixel elements. In the following section the algorithm for calculating the bixel positions is explained for the two delivery systems used most frequently.

2.5.1 Multileaf collimators

Multileaf collimators (MLC) are used mostly to deliver the optimized IMRT treatment plan for photons and for electrons. An overview of the existing delivery modes like step & shoot or dynamic MLC movement can be found in the book of S. Webb [74]. For the calculation of the bixel positions the MLC mode used is irrelevant.
Figure 2.7: Schematic view of a heavy, particle scanner: The two magnets control the lateral scan position of the particle beam. The target is divided into isoenergy slices. The range of the particle beam is controlled by the energy selection system.

For every photon or electron beam the target volumes (3D) are projected onto the isocenter plane (2D). The isocenter plane is defined as the plane which contains the rotation center and is perpendicular to the beam. This is the same concept as used in the beam’s eye view [4] in any other treatment system. This 2D polygon is then divided into bixels on a regular grid. The grid size is defined in one direction by the leaf width measured in the isocenter plane and in the other direction by the user. Any bixel which intersects the 2D polygon is taken into account during the optimization. Later the dose engine is responsible for creating the $D_{ij}$ entries for these bixels.

### 2.5.2 The spot scanning system

To deliver intensity-modulated heavy, charged particles, a spot or raster scanning device [26, 50, 55, 63] is used at the following centers:

- the Paul Scherrer Institute (PSI), Villingen, Switzerland
- the Gesellschaft für Schwerionenforschung (GSI), Darmstadt, Germany
- the Northeastern Proton Therapy Center (NPTC), Boston, USA

Figure 2.7 is a schematic overview of a scanning device. The target to be irradiated is divided into isoenergy planes. An isoenergy plane contains all positions
Figure 2.8: Two possible proton delivery techniques: (a) Distal edge tracking technique [21]. Spots are only placed at the distal edge of the tumor (b) 3D technique [16,17]. Spots are placed all over the tumor. The radii of the spots show the intensity of the different proton spots.

inside the patient which can be treated with the same particle energy. For every selected energy the particle beam has a well defined range. To change the range, either the energy of the beam must be changed (active energy variation) or some absorber material (range shifter) can be placed into the beam (passive energy variation) to reduce the range. The lateral steering of the particle beam is achieved by two magnets.

To treat a patient with a scanning device many beam spots are placed at different positions inside the target. According to Lomax et al. [47] there are four different IMRT spot scanning delivery methods (2D, 2.5D, 3D, DET). The main difference between these techniques is the position and the number of used beam spots. This thesis only focus on the two most promising methods, the distal edge tracking and the 3D technique. The 2D and 2.5D techniques are omitted, because they have a limited number of degrees of freedom.

1. The distal edge tracking technique (DET)
   The beam spots used by the distal edge tracking technique [21] are only placed at the distal edge of the target (see figure 2.8(a)). To track the distal edge of the tumor, either an active energy variation or different range shifter must be used for every spot. For the lateral distribution of the beam spots a regular grid are used.

2. The 3D technique (3D)
   For the 3D technique [16,17] the beam spots are not only placed at the distal edge of the tumor but also inside the tumor (see figure 2.8(b)). The
spot positions used inside the tumor mainly depend on the scanning device. The planning tool must take the available energies or range shifter positions of the scanning device into account during the calculation of the 3D spot positions inside the tumor.

The weight of every beam spot is optimized individually.

2.5.2.1 How to find the spot positions

The selection of the spot positions is done automatically by the planning tool. The user has only to define the delivery technique and the lateral distance of the beam spots in the isocenter plane.

1. First a raytracing \cite{67} is done through the CT-cube starting at the source of the beam. The direction of the ray is given by the lateral coordinates of the beam spot, defined in the isocenter plane.

2. The radiological depth for any point along the ray is calculated. For every voxel the Hounsfield units from the CT scan are converted into relative stopping power $S_{\text{rel}}$ with the help of a conversion table. The radiological depth $\eta$ for a depth $d$ is given by

$$\eta(d) = \int_0^d S_{\text{rel}}(x) \, dx. \quad (2.20)$$

3. To find the distal edge of the tumor the radiological depth is analyzed for every voxel which intersects with the beam ray. The tumor voxel with the
largest radiological depth defines the distal edge for this spot. The tumor voxel with the smallest radiological depth defines to position of the proximal edge of the tumor.

This procedure is carried out for every lateral beam spot position. If no distal edge can be found the spot position is discarded and not taken into account during optimization.

For the 3D technique another step is necessary to calculate the beam spot positions inside the tumor. With knowledge of the radiological depth of the proximal and distal edge of the tumor, new spots are placed in between these two positions. The new spots are placed on a radiological depth grid. The grid resolution is either user-defined or predefined by the scanning device.

It is important to keep in mind that spots are placed on a radiological and not a geometrical grid. For example if the distance between two spots is given by the thickness of the range shifter plates, the geometrical distance in the patient between these two spots could be completely different (see figure 2.9).

2.5.2.2 The lateral spot scanning distance

For any spot scanning technique the lateral distance between two spot positions is very important. If the distance between two spots is too large a homogenous dose distribution cannot be achieved, but if the distance is too small too many spots are used during the optimization process and during the delivery of the fluence. This unnecessarily increases the computation and delivery time of the treatment plan. The same is also true for the leaf size of the multileaf collimator for photon beams [10].

The lateral dose distribution of a pencil beam for photons and protons can be assumed to be a Gaussian distribution. Bortfeld et al. [10] have found that by using the value of the standard deviation $\sigma$ as the distance between two sampling points a Gaussian distribution is sampled with an error in the frequency domain of less than 1%. The full width at half maximum (FWHM) of a Gaussian distribution is given by

$$\text{FWHM} = 2\sqrt{2 \ln 2} \cdot \sigma$$

$$= 2.35482 \cdot \sigma. \tag{2.21}$$

A good estimate of the resolution of the lateral spot grid in the isocenter plane is therefore given by one third of the FWHM of the particle beam.
Figure 2.10: Superposition of multiple Gaussian distributions $\frac{1}{\sqrt{2\pi}\sigma}\exp\left(-\frac{x^2}{2\sigma^2}\right)$ with standard deviations $\sigma$ of 3 mm. The solid line is the result of 22 Gaussian distributions added with a distance of 3 mm between each. The dashed lines are the resulting dose distribution for 11 Gaussians with a sampling distance of 6 mm.

The difference between a sampling distance of 3 mm and 6 mm can be seen in figure 2.10. The standard deviation $\sigma$ of the pencil beam is 3 mm. The solid line is the superposition of 22 Gaussian distributions with a distance of 3 mm. The dashed line shows the result for 11 Gaussians with a distance of 6 mm. The variation between the maximum and minimum value for the dashed line in the range from 30 to 40 mm is approximately 3% where there is no visible variation for the solid line.
Chapter 3

Inclusion of accurate dose calculation algorithms

As already explained in section 2.3, one advantage is the possibility of using more accurate dose calculation algorithms with the $D_{ij}$ matrix method. To test these abilities, a finite pencil beam algorithm for photons and a pencil beam for heavy, charged particles was developed and implemented into the new planning tool. Also an interface to link the treatment planning system with more sophisticated dose calculation algorithms like Monte Carlo techniques or superposition algorithms was created. The modular concept of the new planning tool enables the use of any other dose calculation algorithm.

3.1 Geometrical setup of patient and gantry system

Information about the position of the tumor and the organs at risk inside the patient’s body are based on the CT scan. The coordinates of these organs are given in the CT coordinate system ($\vec{p}_{CT}$). It is a right-handed coordinate system with the origin at the target point. It results from a table rotation around the z axis of the IEC coordinate system. The origin of the IEC system [31, 32] is the isocenter of the treatment room (see figure 3.1(a)).

The third coordinate system is given by the gantry rotation. In the gantry coordinate system the radiation source is located at the position $\vec{p}_{gantry} = (0, 0, SAD)$ (SAD = source axis distance).

The coordinates of a point given in the CT coordinate system can be transferred into the gantry coordinate system by the following matrix multiplication:
Figure 3.1: The coordinate systems of the planning tool: (a) IEC coordinate system: The origin of the IEC coordinate system is located at the isocenter of the treatment room. The positive z-axis is upwards towards the ceiling. The positive y-axis points towards the linac. The gantry rotates around the y, the table around the z axis. (b) Gantry coordinate system: The dashed lines represent the gantry coordinate system. The source is located at the positive z’ axis.

\[
\mathbf{\tilde{p}_{\text{gantry}}} = \begin{bmatrix}
\cos(\phi_{\text{Table}}) \cos(\phi_{\text{Gantry}}) & -\sin(\phi_{\text{Table}}) \cos(\phi_{\text{Gantry}}) & -\sin(\phi_{\text{Gantry}}) \\
\sin(\phi_{\text{Table}}) & \cos(\phi_{\text{Table}}) & 0 \\
\cos(\phi_{\text{Table}}) \sin(\phi_{\text{Gantry}}) & -\sin(\phi_{\text{Table}}) \sin(\phi_{\text{Gantry}}) & \cos(\phi_{\text{Gantry}})
\end{bmatrix}
\mathbf{\tilde{p}_{\text{CT}}}
\]

(3.1)

Another matrix multiplication is necessary to include the collimator rotation into the different coordinate systems.

In figure 3.2 the geometrical setup for all dose calculation algorithms in this thesis is given. \( \mathbf{p}_{i} \) is the vector from the source to the voxel \( i \), \( \eta_i \) is the radiological depth of the voxel \( i \). \( d_i \) is the geometric depth along the central ray. \( l_{x,ij} \), \( l_{y,ij} \) and \( r_{l,ij} \) are the lateral displacements of voxel \( i \) measured from the central ray of the bixel \( j \).
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3.2  A finite pencil beam dose calculation model

3.2.1  Methods

The aim of the finite pencil beam dose calculation is to calculate the $D_{ij}$ matrix. For every bixel $j$ the dose at any voxel $i$ is calculated and stored in the $D_{ij}$ matrix. Before the dose engine starts the dose calculation, the user has already specified the bixel resolution and the beam energy which should be used for every beam. The finite pencil algorithm relies on precalculated dose distributions. For every bixel resolution used a 3D water-dose distribution in a non-divergent coordinate (fan-line) system must be already available [36]. To calculate these finite pencil beams, any dose calculation algorithm can be used. For the new planning tool a modification of the algorithm by Bortfeld et al. was used [12]. Another advantage of the finite pencil beam approach is that any radiation modality can be optimized with the system if the precalculated finite pencil beams are available for this modality.

3.2.1.1  Stored finite pencil beam

To calculate the 3D dose distribution for the finite pencil beams a water phantom was used together with the DKFZ photon dose calculation module [12]. It is important that the finite pencil beams are stored in the fan-line coordinate system.
Figure 3.3: Finite photon (15 MeV) pencil beam dose distribution for a 10 mm by 10 mm pixel resolution grid. (a) Two dimensional view of the dose distribution through the isocenter. (b) Depth-dose curve (solid line) and a lateral profile (dashed line) for the depth of 50 mm.

By using the fan-line system only one finite pencil beam must be calculated for any possible source surface distance (SSD). In Figure 3.3(a) the two dimensional dose distribution of a finite 15 MeV photon pencil beam is shown.

3.2.1.2 Conversion of Hounsfield units to electron densities

The information given by the patient CT cube is in Hounsfield units (HU) [29]. The Hounsfield units are defined as

$$HU = 1000 \cdot \frac{\mu - \mu_{H_2O}}{\mu_{H_2O}},$$

where $\mu$ and $\mu_{H_2O}$ are the photon attenuation coefficients. To include heterogeneity in the dose calculation relative electron densities are needed. A stored table of measured Hounsfield and relative electron densities is used during the conversion. The nonlinearity of the conversion table is due to the $Z$ (atomic charge) dependency of the attenuation coefficient. See Figure 3.4 for the current conversion table.
3.2.1.3 $D_{ij}$ matrix calculation

To calculate the $D_{ij}$ matrix elements for a bixel $j$ the following steps must be performed for each voxel $i$:

1. Calculate the radiological depth of the voxel $i$ by doing a raytracing in the gantry coordinate system from the source to the voxel $i$. The radiological depth of the voxel $i$ is then given by

$$\eta_i = \sum_r \rho_r \Delta x_r, \quad (3.3)$$

where $\rho_r$ is the relative electron density for the voxel $r$ and $\Delta x_r$ the length of the ray inside the voxel $r$.

2. Calculate the lateral displacement $l_{x,ij}$ and $l_{y,ij}$. (see figure 3.2)

3. Convert the lateral coordinates of the voxel $i$ from the divergent beam system into the fan-line system

$$l_{x,ij}^f = l_{x,ij} \frac{SAD}{SAD + d_i} \quad (3.4)$$

$$l_{y,ij}^f = l_{y,ij} \frac{SAD}{SAD + d_i}. \quad (3.5)$$
4. Read the value $D_{pb}(\eta_k, l^l_x, l^l_y)$ from the pre-calculated finite pencil beam by bi-linear interpolation in the stored cube values.

5. Calculate the $D_{ij}$ matrix element

$$D_{ij} = D_{pb}(\eta_k, l^l_x, l^l_y) \left[ \frac{SAD}{SAD + d_i} \right]^2 f_{c,j}, \quad (3.6)$$

where $f_{c,j}$ is a correction factor which for example takes into account the primary fluence distribution of the linear accelerator.

These steps must be repeated for every voxel and bixel to create the full $D_{ij}$ matrix.

To save memory and reduce the computational load the methods of a compact matrix storage are used. For example only voxels with a value different from zero are stored in the matrix. See 2.3 for a more detailed explanation of the techniques used.

Any radiation modality where radiological depth scaling can reliably be used to create accurate dose distributions can be optimized with this finite pencil beam model. For example the electron dose distributions in this thesis are calculated this way by using Monte Carlo generated electron finite pencil beams [35].

### 3.2.2 Comparison with measured data

To check the accuracy of the finite pencil beam algorithm developed different field geometries were calculated and tested against measured water phantom data. In figure 3.5 the results of the comparison for a 15 MeV photon plan for a 3 cm by 3 cm and a 10 cm by 10 cm field, both composed of 10 mm by 10 mm bixels, are shown. The calculated data are in good agreement with the measured data. The comparisons were made in a homogeneous water phantom. For heterogeneous phantoms or patients, a radiological depth scaling is used which is accurate enough for most of the patients. For special cases like lung tumors one should use more sophisticated dose calculation algorithms like Monte Carlo or superpositions during the optimization. These algorithms can handle steep gradients in the Hounsfield values better than pencil beam algorithms. For example the re-buildup effect is not modeled by pencil beam algorithms [66].
Figure 3.5: Comparison of measured (cross points) and calculated data for a 15 MeV 3 cm by 3 cm field (solid line) and a 10 cm by 10 cm field (dashed line) photon plan (SSD = 950 mm, 100 monitor units).
3.3 A proton dose calculation model

3.3.1 Methods

Other important radiation modalities for the treatment of cancer are heavy, charged particles. To date, at least 32,000 patients have been treated with heavy, charged particles [69]. The heavy, charged particle pencil beam algorithm developed in this section focuses mostly on protons but can also handle any other heavy, charged particle like carbon or oxygen as well.

The proton pencil beam developed in this thesis has been optimized for spot scanning devices [39, 50, 64]. For broad proton fields there are various pencil beam algorithms available [23, 28, 60].

The geometrical setup for the proton dose calculation is the same as for the finite photon pencil beam. See figure 3.2 for an overview of the variables used.

The proton pencil beam is separated into a central axis and a lateral part. The dose at a point $\bar{p}_i$ with a given radiological depth $\eta(d_i)$ and a lateral distances $l_{x,i,j}$ and $l_{y,i,j}$ from the central ray of the bixel $j$ is then given by

$$D(\eta(d), l_{x,i,j}, l_{y,i,j}) = D_{CAX}(\eta(d_i)) \cdot L(\eta(d_i), l_{x,i,j}, l_{y,i,j}). \quad (3.7)$$

$D_{CAX}(\eta(d_i))$ is the central axis (CAX) part of the depth-dose curve. The central dose $D_{CAX}$ only depends on a single parameter, the water depth $d$. The model developed uses a measured CAX part of a broad proton beam. The measured data is then stored on a non-equidistant grid for later use. The grid resolution is increased near the Bragg peak (the maximum of the depth dose curve) to sample the measured depth-dose curve with a good accuracy. The value for $D_{CAX}(\eta(d_i))$ is the result of the linear interpolation on a non-equidistant grid (see figure 3.6).

By using measured data for the CAX part of the pencil beam the energy straggling and also the energy spectrum of the linear accelerator are taken into account.

The second part $L(\eta(d_i), l_{x,i,j}, l_{y,i,j})$ describes the off-axis part of the dose distribution. The off-axis part for heavy, charged particles can be approximated by a Gaussian distribution [24] with a depth dependent sigma value:

$$L(\eta(d_i), l_{x,i,j}, l_{y,i,j}) = \frac{1}{\sqrt{2\pi}\sigma_x(\eta)} e^{-\frac{l_{x,i,j}^2}{2\sigma_x^2(\eta)}} \frac{1}{\sqrt{2\pi}\sigma_y(\eta)} e^{-\frac{l_{y,i,j}^2}{2\sigma_y^2(\eta)}} \quad (3.8)$$

$$\sigma_x(\eta) = \sqrt{\sigma_x^2 + \sigma_{MCS}^2(\eta)} \quad (3.9)$$

$$\sigma_y(\eta) = \sqrt{\sigma_y^2 + \sigma_{MCS}^2(\eta)}. \quad (3.10)$$

The sigma of the lateral part of the pencil beam is split into two components.
Figure 3.6: Proton depth-dose curve for a 160 MeV (maximum range of \( r_0 = 174.5 \text{ mm} \)) and 200 MeV (\( r_0 = 257.4 \text{ mm} \)) beam. The solid lines are measured Bragg peaks. The curves are sampled at the positions marked with a cross.

1. \( \sigma_{x,y} \): Due to the finite size of the proton source and the scatter of the primary protons within the nozzle, the proton beam has already a lateral extension before it enters the patient. The values which are used for both sigmas can be obtained by measuring the primary fluence with an ionization chamber in air \[64\].

2. \( \sigma_{MCS}(d) \): The beam broadening inside the patient is due to the multiple Coulomb scattering of the heavy, charged particles and can be modeled by using a depth dependent sigma value.

The measured values for \( \sigma_{x,y} \) are stored in the planning system database. The values for \( \sigma_{MCS}(d) \) are calculated by using the small angle scattering theorem for the multiple Coulomb scattering by Gotschalk et al. \[24\] and are also stored in the database.
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3.3.1.1 Calculation of the multiple Coulomb scattering

To obtain $\sigma_{\text{MCS}}(d)$ we are using the small angle scatter theorem for monoenergetic proton beams by Gottschalk et al. [24],

$$\sigma_{\text{MCS}}^2(z) = \frac{(19.2\text{MeV})^2}{2L_R} (1.0 + 0.088 \log \frac{z}{L_R})^2 I_A$$  \hspace{1cm} (3.11)

$$I_A = \int_0^z (z - z')^2 \frac{1}{(p \cdot v(0, z'))^2} d z'$$,  \hspace{1cm} (3.12)

where $L_R$ is the mean radiation length, $z$ the depth and $E_0$ the mean energy of the proton energy spectrum of the beam. This approximation is valid since the energy spectrum has a narrow Gaussian distribution. The mean radiation length [3, 33] for water (O: $Z = 8$ $A = 16$ $w = \frac{16}{18}$, H: $Z = 1$ $A = 1.008$ $w = \frac{2}{18}$) can be calculated by using

$$\rho \cdot L_R = \frac{716.4g \text{ cm}^{-2} A}{Z(Z + 1) \ln(\frac{Z}{\sqrt{Z}})}$$  \hspace{1cm} (3.13)

$$\frac{1}{L_R} = \sum \frac{w_j}{L_{R,j}}$$  \hspace{1cm} (3.14)

$$\frac{1}{L_R} \approx 0.02753 \frac{1}{\text{cm}}$$  \hspace{1cm} (3.15)

Up to the clinically used energies of 260 MeV the nonrelativistic approximation is valid:

$$p \cdot v \approx \frac{p^2}{m_0} = 2T.$$  \hspace{1cm} (3.16)

To calculate the kinetic energy of a particle beam the following fit by Bortfeld et al. [8, 11] can be used:

$$T(z) = \frac{1}{\alpha^p} (r_0 - z)^{\frac{1}{p}}$$,  \hspace{1cm} (3.17)

where $\alpha = 2.2 \cdot 10^{-3} \text{cm MeV}^{-p}$, $p = 1.77$, and $r_0$ is the maximum range of the proton beam for a given energy $E_0$.

The integral $I_A$ can then be simplified to

$$I_A = \frac{1}{4} \alpha^2 \int_0^z (z - z')^2 \frac{1}{(r_0 - z')^2} d z'$$  \hspace{1cm} (3.18)
Figure 3.7: Calculated multiple Coulomb scattering $\sigma_{MCS}$ for a 160 MeV (solid line) and 200 MeV (dashed line) proton beam.

and by using $y = r_o - z'$ the analytical solution yields

$$\sigma_{MCS}^2(z) = \frac{(19.2\,\text{MeV})^2}{2L_R}(1.0 + 0.088 \log \frac{z}{L_R})^2 \frac{1}{4\alpha^2} \left[ (r_o - z)^2 \left( \frac{1}{1 - \frac{2}{p}} \left( r_o^{1 - \frac{2}{p}} - (r_o - z)^{1 - \frac{2}{p}} \right) \right) - 2(r_o - z) \left( \frac{1}{2 - \frac{2}{p}} \left( r_o^{2 - \frac{2}{p}} - (r_o - z)^{2 - \frac{2}{p}} \right) \right) + \left( \frac{1}{3 - \frac{2}{p}} \left( r_o^{3 - \frac{2}{p}} - (r_o - z)^{3 - \frac{2}{p}} \right) \right) \right]. \quad (3.19)$$

The values for $\sigma_{MCS}$ are calculated in a water phantom for every available particle energy. The result is stored in the base data files of the planning system. To handle inhomogeneous phantom data or real patient data the water depth $z$ needs to be replaced with the radiological depth $\eta(z)$ for the calculation point.

Another possible solution for finding the $\sigma_{MCS}$ values is to feed measured multiple Coulomb scatter data into the planning system.
3.3.1.2 $D_{ij}$ matrix calculation

To calculate the $D_{ij}$ matrix elements for a bixel $j$ the following steps must be carried out for each voxel $i$:

1. The radiological depth for the point $Q$ is calculated by doing a ray tracing in the gantry coordinate system from the source to the point $Q$ ($Q$ is the starting point of vector $\vec{r}_{l,ij}$) (see figure 3.2). The radiological depth of the point $Q$ is then given by

$$\eta(d_i) = \sum_r S_{rel} \Delta x_r,$$  \hspace{1cm} (3.20)

where $S_{rel}$ is the relative stopping power [61, 65] for the voxel $r$ and $\Delta x_r$ the length of the ray inside the voxel $r$.

2. Calculate the lateral displacement $l_{x,ij}$ and $l_{y,ij}$.

3. Calculate the $D_{ij}$ matrix element

$$D_{ij} = D_{CAX}(\eta(d_i)) \cdot L(\eta(d_i), l_{x,ij}, l_{y,ij})$$

$$= D_{CAX}(\eta(d_i)) \cdot \frac{1}{\sqrt{2\pi} \sigma_\eta^2(\eta)} \exp\left(-\frac{l_{x,ij}^2}{2\sigma_{x,ij}^2}ight) \cdot \frac{1}{\sqrt{2\pi} \sigma_\eta^2(\eta)} \exp\left(-\frac{l_{y,ij}^2}{2\sigma_{y,ij}^2}ight).$$  \hspace{1cm} (3.22)

These steps must be repeated for every voxel and bixel to calculate the full $D_{ij}$ matrix.

3.3.1.3 Limitation of the pencil beam algorithm

With the appropriate input data, the proton pencil beam algorithm developed can also be used to calculate the physical dose distribution of other heavy, charged particles like carbon or oxygen, but it is not possible to calculate the biological dose since the biological dose contains nonlinear effects. Equation 2.2 must be modified to include biological models but the $D_{ij}$ matrix can be still used. There is no relative biological efficiency (RBE) model [15, 40] in the current implementation of the planning system included.

The range straggling of the particle beams is taken into account for the CAX part of the dose distribution. In the multiple Coulomb scattering calculation there is no correction term for this effect [59]. The effect is very small and can be neglected in the optimization process. If measured data for $\sigma_{\text{MCS}}$ are used,
range straggling and the energy spectrum of the beam are automatically taken into account.

In general, pencil beam algorithms cannot fully handle inhomogeneities inside the patient [5]. Schaffner et al. [62] improved the accuracy of the pencil beam dose calculation, but at this time the Monte Carlo (MC) dose calculation is by far the best method for taking inhomogeneity effects into account. One possible way to use Monte Carlo calculations with the new planning tool is the link available to external dose calculation algorithms. The MC code calculates the $D_{ij}$ matrix which is later used during the optimization.

### 3.3.2 Test of the proton dose calculation model

Due to limited access to a proton accelerator, the results of the dose calculations were compared against analytical solutions or the measured data which was used to generate the pencil beams.

#### 3.3.2.1 Homogeneous water phantom

The first test of a new planning system is the ability to reproduce the measured data for a homogeneous water phantom.

1. Single spot in water:
   
   To test the dose calculation for the spot scanning system the 3D dose distribution of a single spot was calculated and compared to the input data (see figure 3.8). The voxel resolution for this calculation was 2 mm isotropically. The calculated data is in good agreement with the input data. The Bragg peak position is reproduced within 1 mm. The difference in peak position is due to the finite voxel resolution. This test was performed for all available energies and spot scanning devices. The result of these comparisons were always similar to the results shown in figure 3.8.

2. Square field:

   The above test shows the result for the CAX part of the dose calculation (see figure 3.8). To test the lateral part, a 50 mm by 50 mm field was calculated. The distance between the proton spots in both scanning directions was set to 2 mm. To test the multiple Coulomb scattering, lateral profiles at three different depths were compared against the analytical solution for the given sigmas. The CAX part was compared again, too.

   The analytical solution for the lateral profiles is the convolution of a rectangular fluence $\Phi(x)$ with a Gaussian distribution $g(x, \sigma)$:
Figure 3.8: Calculated (cross points) and measured (solid line) depth-dose curve of single 160 MeV proton spot (Range shifter was set to 20 mm).

<table>
<thead>
<tr>
<th>depth [mm]</th>
<th>$\sigma$ [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>70</td>
<td>2.67</td>
</tr>
<tr>
<td>120</td>
<td>3.34</td>
</tr>
<tr>
<td>170</td>
<td>4.64</td>
</tr>
</tbody>
</table>

Table 3.1: Calculated $\sigma$ values for different depths of a 160 MeV proton beam

$$\Phi(x,a) = \begin{cases} 
1 & x \leq \left\lfloor \frac{a}{2} \right\rfloor \\
0 & \text{else}
\end{cases}$$  \hspace{1cm} (3.23)

$$g(x,\sigma) = \frac{1}{\sqrt{2\pi}\sigma^2}e^{-\frac{x^2}{2\sigma^2}}$$  \hspace{1cm} (3.24)

$$\hat{\Phi}(x,a) = \Phi(x,a) \ast g(x)$$  \hspace{1cm} (3.25)

$$= \frac{1}{2}[-\text{erf} \left( \frac{1}{2\sqrt{2}} \frac{(2x-a)}{\sigma} \right) + \text{erf} \left( \frac{1}{2\sqrt{2}} \frac{(2x+a)}{\sigma} \right)].$$  \hspace{1cm} (3.26)

To compare the analytically expected and calculated lateral profiles in different depths the $\sigma$ values in table 3.1 are used.
Figure 3.9: *Comparison of calculated and analytically predicted lateral x profiles for a 160 MeV proton beam (Range shifter was set to 20 mm).* (d = 70 mm bottom, d = 120 mm middle, d = 170 mm top) The cross points are the calculated values. Analytical data were normalized to the calculated value on the central axis.

Figure 3.10: *Comparison of the calculated depth-dose curve for a 50 mm by 50 mm field of a scanning device and the measured depth-dose curve of a broad beam field (160 MeV proton beam, range shifter was set to 20 mm).* The cross points represent the calculated values.
The result of the comparison between the analytical solution and the values calculated with the proton pencil beam algorithm are shown in figure 3.9. The calculated profiles are always larger than the analytical solutions. This is due to the discrete sampling of the rectangular fluence distribution $\Phi(x)$ with a sampling distance of 2 mm. If the lateral scanner distance between the spots would be reduced to zero both graphs would match exactly. Nevertheless the shape of the gradient is reproduced with great accuracy.

The CAX part of the 50 mm by 50 mm field is compared with the depth-dose curve for a broad beam field. The results in figure 3.10 show that the calculated depth-dose curve is always higher than the measured data. This effect can be explained through the different application modes. The measured depth-dose curve is measured in a broad proton beam while the calculated depth-dose curve is the result of the superposition of 676 proton pencil beams. If the distance between the beam spots is reduced to zero, the depth-dose curve would fit the measured data.

### 3.3.2.2 Inhomogeneous phantom

As outlined in section 3.3.1.3, there are some minor limitations to the pencil beam model. One of these limitations is the inability to handle inhomogeneous structures inside the patient correctly. To demonstrate this topic, a 2 cm thick slab with the relative stopping power of $S_{\text{rel}} = 1.8$ was placed at a position 6 cm beneath the water surface (see figure 3.11(a)). A single pencil beam with the scanner coordinates of (0,0) is then calculated in the phantom. A transverse slice (figure 3.11(b)) of the resulting dose distribution shows the typical isodoses for a single Bragg peak spot (see also figure 3.8). The pencil beam algorithm totally ignores the slab. If the same situation is calculated using a MC dose algorithm [62], a second Bragg peak would be visible at a more proximal position in the dose cube.

The situation in the simulated phantom is an extreme situation. The normal handling of inhomogeneities in the patient by the pencil beam algorithm is accurate enough for most of the patients. Only for tumors with a location near a lot of cavities should the results of the planning tool be recalculated with an external MC algorithm. The preferred solution, as already stressed, is to link the MC algorithm to the planning system by using the $D_{ij}$ matrix approach. To calculate the $D_{ij}$ with MC for protons is a very time consuming process [72] and not available at the DKFZ at present.
Figure 3.11: 2D dose distribution of a 160 MeV single proton spot with scanner coordinates (0, 0): (a) CT slice of the water phantom with a 2 cm slab with the relative stopping power of 1.8 starting at 6 cm from the water surface (b) 2D dose distribution calculated with the pencil beam algorithm.
Chapter 4

Results

4.1 Clinical example cases

In this section the newly developed IMRT planning tool is used to investigate the potential possibilities of IMRT for a number of different radiation modalities. To investigate the clinical applicability of the new system, two representative patients were selected.

The first patient has a clivus chordoma in the head which is located near the brainstem. The target is shaped like a horseshoe. This shape is a typical geometric form which can be best treated by using the IMRT technique to spare the brainstem. Figure 4.1(a) shows a transverse CT slice located at the isocenter. For the optimization of all treatment plans the organ parameters listed in table 4.1 were used. No minimum dose is specified for the organs at risk (OAR). The unassigned tissues within the patient contour are given a maximum dose limit. This procedure results in a better dose gradient at target edges where no OAR is located next to the target volume.

The second patient is a prostate patient. A transverse CT slice and a three dimensional picture of the tumor location (visualized with VIRTUOS [4]) is given in figure 4.2. The problem for the treatment of prostate patients is the proximity of two critical structures (rectum, bladder) adjacent to the prostate target volume. Another problem is the movement of prostate, bladder, and rectum. The position during the treatment therefore changes from day to day. This has to be taken into account during the evaluation of the resulting treatment plans. In addition a boost volume was defined inside the target volume (see figure 4.2(a)). In table 4.2 the organ parameters for the optimization process are listed.
Figure 4.1: Clivus chordoma patient: (a) Transverse CT slice through the isocenter. The red line outlines the target and the green line delineates the location of the brainstem. (b) Three dimensional view of the tumor and the different organs at risk.
Figure 4.2: Prostate patient: (a) Transverse CT slice through the isocenter. The red line outlines the target and the light blue solid line the boost volume. (b) Three dimensional view of the tumor and the different organs at risk. The boost volume is hidden inside the target volume.
<table>
<thead>
<tr>
<th>Organ/Tissue</th>
<th>Max Dose [Gy]</th>
<th>Penalty</th>
<th>Min Dose [Gy]</th>
<th>Penalty</th>
<th>Volume [ccm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target</td>
<td>71.5</td>
<td>20</td>
<td>68.0</td>
<td>99</td>
<td>203.6</td>
</tr>
<tr>
<td>Brainstem</td>
<td>0.0</td>
<td>6</td>
<td>-</td>
<td>-</td>
<td>24.9</td>
</tr>
<tr>
<td>Chiasm</td>
<td>60.0</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>0.9</td>
</tr>
<tr>
<td>Left Eye</td>
<td>30.0</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>5.7</td>
</tr>
<tr>
<td>Right Eye</td>
<td>30.0</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>5.9</td>
</tr>
<tr>
<td>Left optic nerve</td>
<td>40.0</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>0.7</td>
</tr>
<tr>
<td>Right optic nerve</td>
<td>60.0</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>1.2</td>
</tr>
<tr>
<td>Pat. contour</td>
<td>70.0</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>4575.4</td>
</tr>
</tbody>
</table>

Table 4.1: *Organ parameters used during the optimization for the clivus chordoma patient.*

<table>
<thead>
<tr>
<th>Organ/Tissue</th>
<th>Max Dose [Gy]</th>
<th>Penalty</th>
<th>Min Dose [Gy]</th>
<th>Penalty</th>
<th>Volume [ccm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target</td>
<td>66.0</td>
<td>6</td>
<td>66.0</td>
<td>8</td>
<td>286.4</td>
</tr>
<tr>
<td>Boost</td>
<td>72.0</td>
<td>4</td>
<td>72.0</td>
<td>8</td>
<td>48.3</td>
</tr>
<tr>
<td>Bladder</td>
<td>45.0</td>
<td>4</td>
<td>-</td>
<td>-</td>
<td>108.2</td>
</tr>
<tr>
<td>Rectum</td>
<td>45.0</td>
<td>4</td>
<td>-</td>
<td>-</td>
<td>121.5</td>
</tr>
<tr>
<td>Left femur</td>
<td>30.0</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>67.4</td>
</tr>
<tr>
<td>Right femur</td>
<td>30.0</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>75.1</td>
</tr>
<tr>
<td>Pat. contour</td>
<td>35.0</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>7199.1</td>
</tr>
</tbody>
</table>

Table 4.2: *Organ parameters used during the optimization for the prostate patient.*

### 4.2 Verification of spot positioning algorithm for DET and 3D

In section 2.5.2.1 the algorithm to find the correct spot positions was explained. To verify the algorithm, the spot positions calculated by the planning tool were marked with crosses in the transverse CT slice for the prostate patient.

For the DET technique the particle spots are placed only at the distal edge of the target volume. In figure 4.3(a) the spot positions for a gantry angle of zero degrees
Figure 4.3: Prostate patient: Verification of beam spot positioning: The black solid line shows the target volume. Black spots have a low weight, blue spots a higher weight. (a+b) Beam spots are positioned right at the edge of the target volume. (c) Beam spots are placed all over the target.

is given. The spots are always within 1 mm of the desired positions. The beam spots for a seven equidistant, coplanar plan are displayed in figure 4.3(b). The calculated beam spots are in very good agreement with the required placement.

The spot positions in figure 4.3(c) are the result of a 3D technique with a gantry angle of zero. As already mentioned in figure 2.9, the spot positions are calculated not only for the edge of the target volume but also for spot positions inside the target. The distance for the spots in beam direction was set to 3 mm. The distal and proximal positions are within 1 mm of the predicted positions.
Figure 4.4: *Clivus chordoma*: Dose-volume histogram of a seven-beam photon IMRT plan optimized with the integrated (solid line) and the modular (dashed line) optimization loop.

### 4.3 Comparison of integrated and modular optimization loop

As already explained in section 2.4.1.3, the use of the $D_{ij}$ matrix approach in combination with accurate dose calculation eliminates the problem of the scatter calculation. For the integrated optimization loop the lateral scatter is only taken into account during the calculation of the 3D dose distribution based on the current fluence distribution, but not during the update of the fluence results. To demonstrate the difference between the two optimization loops the clivus chordoma case was optimized with the same organ parameters (see table 4.1) and the same dose resolution grid in both systems. For both plans the dose distributions are recalculated based on the optimized fluence matrices with the routine planning dose algorithm [12].

Table 4.3 shows an increased minimum target dose for the modular loop. Also the maximum brainstem dose is reduced for the modular loop by 2.1%. The dose-volume histogram for the integrated loop shows a steeper gradient for the target volume but a higher dose-volume histograms (DVH) for the brainstem in all dose levels. This is due to the neglected scatter contribution. Since the brainstem is located right next to the target (see figure 4.1(b)) a significant amount of the
dose delivered to the brainstem is due to scattered radiation from the target. The integrated loop ignores the contribution of the scatter during the update of the fluence distribution and therefore the brainstem can not be optimally spared. The better sparing of the organs at risk leads to a less steep target DVH for the modular loop optimization.

### 4.4 Comparison of dose distributions for different radiation modalities

One of the new features of the planning system developed is the ability to optimize different radiation modalities within the same system. It is therefore possible to use the same dose calculation grid resolution and the same optimization algorithm for all modalities. To achieve a good comparison, the same organ parameters are always used.

For this comparison a photon (IMXT), electron (MERT), carbon and proton (IMPT) intensity-modulated treatment plan were calculated for the clivus chordoma patient. The organ parameters listed in table 4.1 were used for all plans. A seven equidistant, coplanar beam setup was chosen. The voxel resolution was set to 2.62 mm in all directions. The result of the photon IMRT plan is used as the reference standard. For the photon and electron plan the bixel resolution was set to 10 mm by 10 mm. The particle treatment plans were optimized with the distal edge tracking technique. The beam spots were placed on a 3 mm lateral grid. The proton scanning device has a $\sigma_{x,y}$ of 2.5 mm. For the carbon treatment device $\sigma_{x,y}$ was set to 3 mm.

Table 4.4 lists the computational values of the different plans. The number of bixels for the photon and electron plans are an order of magnitude smaller than for the particles, but the time for the optimization is roughly the same for all plans. This is due to the number of elements required in the $D_{ij}$ matrix for each

---

<table>
<thead>
<tr>
<th></th>
<th>integrated loop</th>
<th>modular loop</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target: Minimum dose [%]</td>
<td>39.4</td>
<td>42.1</td>
</tr>
<tr>
<td>Target: Maximum dose [%]</td>
<td>125.7</td>
<td>123.9</td>
</tr>
<tr>
<td>Brainstem: Maximum dose [%]</td>
<td>78.7</td>
<td>76.6</td>
</tr>
</tbody>
</table>

Table 4.3: Clivus chordoma: Comparison of a seven-beam photon IMRT plan optimized with the integrated and the modular loop. Both plans are normalized to the median target value.
<table>
<thead>
<tr>
<th></th>
<th>Photon</th>
<th>Electron</th>
<th>Proton</th>
<th>Carbon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bixels</td>
<td>496</td>
<td>496</td>
<td>3841</td>
<td>3841</td>
</tr>
<tr>
<td>Mean number of voxels per bixel</td>
<td>200000</td>
<td>51000</td>
<td>2500</td>
<td>2000</td>
</tr>
<tr>
<td>Number of iterative steps</td>
<td>82</td>
<td>164</td>
<td>231</td>
<td>192</td>
</tr>
<tr>
<td>Computer time [s]</td>
<td>567</td>
<td>657</td>
<td>518</td>
<td>466</td>
</tr>
<tr>
<td>Computer memory [MB]</td>
<td>595</td>
<td>152</td>
<td>58</td>
<td>51</td>
</tr>
</tbody>
</table>

Table 4.4: *Clivus chordoma: Comparison of the computational parameters for different radiation modalities. All plans were calculated on a Digital Alpha 600 MHz workstation.*

bixel. The number of voxels which receive a significant amount of dose from each bixel is at least a factor of 10 larger for the IMXT and MERT plan than for the IMPT plans. The lateral cutoff for heavy, charged particles is set to three sigma during the calculation of the $D_{ij}$ matrix elements. With a mean sigma for protons of about 5 mm, only voxels within 15 mm are taken into account during the calculation. For the photon dose calculation the lateral cutoff $L_c$ was set to 82 mm. This value is due to the large lateral tail in the photon dose distribution for a 10 mm by 10 mm bixel (see figure 3.3). The superposition of the dose distributions of many bixels must result in the same 3D dose distribution as the calculation of the composite field with a conventional pencil beam algorithm. If the lateral cutoff value is set too small, the dose distributions are not the same, since the dose contributions to voxels from bixels further away than the lateral cutoff value are omitted. If too many bixels are neglected for one voxel the absolute dose for this voxel is therefore reduced significantly compared with the pencil beam dose calculation. For the selected $L_c$, the maximum possible differences in the absolute dose is 4% but for all practical cases the error is below 2%. For the electron dose calculations $L_c$ was set to 46 mm.

The minimum and maximum doses inside the target are the criteria defined by ICRU 50 [30] for comparing different plans with each other. In table 4.4 the results are listed. The objective values for each plan and the maximum doses for the brainstem are also given. The minimum target dose is very low for all IMRT plans. This is due to the maximum dose constraints of 0 Gy set for the brainstem (see table 4.1). The brainstem is located next to the target volume and there is a physical limitation to the possible gradient which can be achieved with IMRT due to the lateral extension of the pencil beams. The plan with the best value for the minimum dose is the carbon IMRT plan. This plan is even better than the proton plan. Because of the higher mass of the carbon ion, the
multiple Coulomb scattering is very small inside the patient which results in a sharper lateral fall-off. Another positive effect is the very sharp Bragg peak of the carbon depth-dose distribution. The maximum dose for the brainstem is reduced significantly by using heavy, charged particles instead of photons. The colorwash dose distribution for all plans in figure 4.5 shows another benefit of heavy, charged particles. The total dose delivered to the patient’s body is reduced at least by 56.2%. For carbon ions the total reduction is even higher because of the smaller sigma value.

### 4.4.1 Comparison of photon and proton plans

Since the majority of the patients are treated with photons and also a large number with protons, a more detailed comparison of these two radiation modalities was performed.

The comparison of the dose-volume histograms (see figure 4.6) of the photon and proton DET IMRT plans shows that, in this case, the coverage of the target is better for the IMPT plan than the IMXT plan. By using charged particles with the physical advantage of a well defined range, better sparing of the brainstem is possible. The maximum dose to the brainstem is reduced from 76.6% for the IMXT plan to 65.3% for the IMPT plan. Also the median dose of the brainstem is reduced by a factor of 5.

Another important advantage of heavy, charged particles is the reduction of the integral dose delivered to the patient. The use of IMRT decreases the dose delivered to the OAR and therefore slightly increases the dose in the normal body tissue. By using heavy, charged particles, the low dose region and the total dose is reduced by at least a factor of two. The mean integral dose to the normal tissue

<table>
<thead>
<tr>
<th>Objective value</th>
<th>Photon</th>
<th>Electron</th>
<th>Proton</th>
<th>Carbon</th>
</tr>
</thead>
<tbody>
<tr>
<td>4120</td>
<td>6878</td>
<td>1535</td>
<td>962</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Target: Minimum dose [%]</th>
<th>Photon</th>
<th>Electron</th>
<th>Proton</th>
<th>Carbon</th>
</tr>
</thead>
<tbody>
<tr>
<td>42.1</td>
<td>51.5</td>
<td>62.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Target: Maximum dose [%]</th>
<th>Photon</th>
<th>Electron</th>
<th>Proton</th>
<th>Carbon</th>
</tr>
</thead>
<tbody>
<tr>
<td>123.9</td>
<td>121.1</td>
<td>127.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Brainstem: Maximum dose [%]</th>
<th>Photon</th>
<th>Electron</th>
<th>Proton</th>
<th>Carbon</th>
</tr>
</thead>
<tbody>
<tr>
<td>76.6</td>
<td>70.9</td>
<td>57.1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Total dose: [a. u.]</th>
<th>Photon</th>
<th>Electron</th>
<th>Proton</th>
<th>Carbon</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>1.003</td>
<td>0.438</td>
<td>0.428</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.5: Clivus chordoma: Comparison of different radiation modalities. The objective value, the minimum and maximum dose for the target and the brainstem are listed.
Figure 4.5: Clivus chordoma: Dose distributions of four radiation modalities. The dose distributions are normalized to median target dose (100%).
Figure 4.6: *Clivus chordoma*: Dose-volume histogram of a seven-beam photon IMRT (solid line) and a seven-beam proton DET IMRT plan (dashed line).

Figure 4.7: *Clivus chordoma*: Fluence maps for $\phi_{\text{Gantry}} = 0^\circ$. Graphic normalized to maximum fluence level (black). The bixel resolution was set to (a) 10 mm by 10 mm (b) 3 mm by 3 mm.

is an important factor for the radiation-induced second malignancies, especially for children [58].

The fluence levels created by the treatment planning system for $\phi_{\text{Gantry}} = 0^\circ$ of
the photon and proton IMRT plans are displayed in figure 4.7. The size of the
rectangular fields is representative of the size of the fluence bixels. The output of
the optimization algorithm for fluence bixels which would irradiate the brainstem
directly is almost zero for both plans to fulfill the organ criteria set by the user.

Other comparisons of IMXT and IMPT [19, 52] were done using different op-
timization and planning tools. By using the same organ parameters and dose
calculation grid, the objective value of the different plans can be really used as a
measurement of the plan quality. The objective value for the proton plan is 63%
of the photon IMRT plan value. (see table 4.4).

The results of the comparison between the proton and photon IMRT plan of the
civus chordoma patient, especially the reduced integral dose and the sparing of
the organs at risk for the IMPT plan, were also found for the case of the prostate
patient.

4.5 Potential of the DET and 3D technique for
protons

As already outlined in section 2.5.2, there are two promising delivery techniques
for heavy, charged particles. The new planning system is capable of using both
techniques. First the DET and 3D technique are compared based on the civus
chordoma patient. Second the effect of organ motion on the resulting dose dis-
tribution is analyzed. For the second study the prostate patient is used, because
organ motion in the head can be neglected, but not for the rectum and the blad-
der. Finally the uncertainties introduced through the spot scanning system and
the CT scanner are studied.

4.5.1 Comparison of DET and 3D technique

To explore the potential of both techniques, treatment plans for the civus chorde-
oma patient with same organ constraints but different numbers of beams were
calculated and compared with the help of the dose-volume histograms. For all cal-
culations, the same base data and dose resolution grid were used. The reference
standard for all plans is the seven-beam photon IMRT plan.

Table 4.6 provides characteristic values for eight plans. The number of spots (and
therefore the calculation time) is always at least a factor ten smaller for the DET
technique than for the 3D technique. This is not only important for the planning
process but also for the later delivery of the calculated fluence matrices. More
### Table 4.6: Clivus chordoma: Comparison of different proton plans calculated with the DET or 3D technique.

<table>
<thead>
<tr>
<th>Technique</th>
<th>DET</th>
<th>3D</th>
<th>DET</th>
<th>3D</th>
<th>DET</th>
<th>3D</th>
<th>3D</th>
<th>3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam</td>
<td>7</td>
<td>7</td>
<td>5</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Bixel / Spots</td>
<td>3841</td>
<td>56211</td>
<td>2740</td>
<td>40126</td>
<td>1663</td>
<td>24047</td>
<td>16303</td>
<td>7848</td>
</tr>
<tr>
<td>Steps</td>
<td>231</td>
<td>259</td>
<td>214</td>
<td>242</td>
<td>141</td>
<td>240</td>
<td>268</td>
<td>256</td>
</tr>
<tr>
<td>Calc. time [s]</td>
<td>518</td>
<td>9229</td>
<td>383</td>
<td>6767</td>
<td>221</td>
<td>4286</td>
<td>3397</td>
<td>1762</td>
</tr>
<tr>
<td>Objective value</td>
<td>1535</td>
<td>1630</td>
<td>2239</td>
<td>1723</td>
<td>4327</td>
<td>1805</td>
<td>2396</td>
<td>2335</td>
</tr>
<tr>
<td>Min. target [%]</td>
<td>49.6</td>
<td>43.6</td>
<td>49.0</td>
<td>45.8</td>
<td>49.0</td>
<td>44.2</td>
<td>41.9</td>
<td>43.4</td>
</tr>
<tr>
<td>Max. target [%]</td>
<td>120.0</td>
<td>121.2</td>
<td>122.3</td>
<td>120.5</td>
<td>143.8</td>
<td>122.5</td>
<td>119.7</td>
<td>124.1</td>
</tr>
<tr>
<td>Max. brainstem [%]</td>
<td>65.3</td>
<td>65.4</td>
<td>66.0</td>
<td>67.5</td>
<td>79.1</td>
<td>71.0</td>
<td>69.4</td>
<td>67.0</td>
</tr>
<tr>
<td>Total dose [a. u.]</td>
<td>1.0</td>
<td>1.23</td>
<td>0.99</td>
<td>1.23</td>
<td>1.13</td>
<td>1.27</td>
<td>1.19</td>
<td>1.38</td>
</tr>
</tbody>
</table>

spots increase the treatment time for the patient and therefore the intrafraction movement (movement of the patient during the treatment) is more critical. From this point of view the distal edge tracking technique is always superior to the 3D one.

Given the criteria defined in the ICRU 50 the best plan for the DET technique is the seven-beam plan. One could also choose the five-field DET plan. The plan only differs in the objective value by more than 2%. All other values are comparable with the seven DET plan. The best 3D plan is also the seven-field plan. The three-field plan is a good alternative to the seven-field plan. The number of spots are reduced by a factor of 2.33 by using the three-field plan.

The DVH (see figure 4.8) confirms the selection of the two plans. The target dose-volume histogram of the photon plan has a slightly better gradient than the five-field DET plan. The minimum dose of the target volume is 49.0% for the proton plan but only 42.1% for the photon plan (see figure 4.8(a)).

The DVH for the three beam 3D technique plan is always superior to the photon plan (see figure 4.8(b)).

In conclusion the DET treatment technique in comparison to the 3D technique provides the same quality with only a fraction of the number of spots. The only disadvantage of the DET plans are the higher number of beam directions. But, as shown by the study, the number of beams can be reduced at least to five. Five beams could be delivered with modern gantries within reasonable times.
Figure 4.8: Clivus chordoma: Comparison of a seven-beam photon IMRT plan (solid line) and (a) five-beam DET technique plan and (b) a three-field 3D technique plan (dashed line).
\begin{table}
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
 Radiation & Minimum Dose [\%] & Maximum Dose [\%] \\
 & TM & Target & TP & TM & Target & TP \\
\hline
 Photon & 69.5 & 73.9 & 70.6 & 110.3 & 110.3 & 110.3 \\
 DET & 54.7 & 72.2 & 52.5 & 109.4 & 109.4 & 109.4 \\
 3D & 52.0 & 71.3 & 55.4 & 113.2 & 113.2 & 113.2 \\
\hline
\end{tabular}
\caption{Prostate: Comparison on the effect of organ motion for different radiation modalities.}
\end{table}

### 4.5.2 Organ motion

An important issue for the conventional 3D and the inverse treatment planning is the motion of organs. Not only the organs at risk but also the target volume can change position during the treatment course. There are different techniques to make sure that the applied dose is actually delivered to the correct place [41]. One possible way is to create a safety margin around the target. This technique is well established in conventional treatment [74]. For IMRT this additional margin would reduce the possible benefits of steep dose gradients between the target and neighboring OARs. For heavy, charged particle treatment planning, one must also take into account that a Bragg peak positioned right next to an OAR could deliver the peak dose right into the organ at risk if the organ moves towards the distal edge of the tumor.

Since organ motion is more pronounced in the lower parts of the body than in the head, a prostate patient was chosen for this study. Three IMRT plans were calculated. A photon IMRT plan which serves as the reference standard and two proton IMRT plans, one with the distal edge tracking technique and one with the 3D technique. All plans have the same number of beams (five) and are calculated on the same resolution dose grid and with the same organ parameters (see table 4.2). To simulate the movement of the target during the application of the optimized fluence profiles, two additional target volumes TP and TM were created. To define the new contours, the target volume was shifted by $\pm 3\, \text{mm}$ in the anterior and posterior (AP) direction (see figure 4.9).

To analyze the effect of organ motion, the minimum and maximum dose to the shifted target volumes (TP and TM) were compared with those for the original target volume (see table 4.7). The optimized plans are normalized to the median value of the original target volume.

The change in the maximum dose level and for the median dose of the target is negligible for all three modalities. This is due to the boost volume inside the
target. The maximum dose is either located inside or at the edge of the boost volume. A totally different situation occurs for the minimum dose value. For the IMXT plan the maximum change is less than 5% but for both proton delivery techniques the minimum dose is reduced from about 52 Gy to about 38 Gy if the median value of the target is set to 72 Gy.

The comparison of the dose-volume histogram of the shifted profiles with the reference standard DVH of the target is shown in figure 4.10. The DVH for the photon TM contour has the smallest deviation compared to the original target DVH. The DVH for the DET and 3D technique are the same within ±4% for both shifted target volumes.

The larger deviation in the DVH and the minimum dose value for the heavy, charged particles is due to the steeper dose gradient at the edge of the target volume. For photons, the gradient is not as steep so that a movement of the target volume has a very small effect on the treatment plan.

Thus for heavy, charged particle IMRT a steeper gradient can be achieved than for photon IMRT. The disadvantage of the resulting dose distribution is that the treatment plan is more sensitive to organ motion. No significant difference between the DET and 3D technique was observed.
Figure 4.10: Prostate: Comparison of the DVH for the TM contour (dashed line: photon, cross: DET, square box: 3D). The solid line is the DVH of the original photon plan.

4.5.3 Range uncertainties

The comparison of the possibilities for the DET and 3D technique has shown no significant difference in the optimized dose distributions. The effect of organ motion has also been shown to be the same for both techniques. The last test to evaluate and compare the two delivery techniques is to look at the effects of the errors in the positioning of the spots.

To simulate a systematic error in the delivery device, the range shifter value for every spot was changed by -3 mm. By decreasing the range shifter (RS) the Bragg peak is shifted outside the tumor. This is a dangerous situation, especially in the case of a prostate patient where the rectum and bladder are located directly next to the target. Another problem is the error introduced during the conversion from Hounsfield units (HU) to relative stopping power. Any error in the relative stopping power changes the position of the Bragg peak. To simulate this error, the two plans were recalculated with a 5% reduction of the Hounsfield units [48]. This also results in an increased range of the particle beam.

Table 4.8 contains the results of the original IMPT plan and the recalculated treatment plans. The original plan is normalized to the median dose in the target. The values for the recalculated plan are normalized to the median dose of the original plan.
Figure 4.11: Prostate: Comparison of two IMPT plans. The solid line is the original IMPT treatment plan. The dashed line is the result of a range shifter reduction of \(-3\) mm. (a) DET technique (b) 3D technique.
Table 4.8: Prostate: Comparison of the original IMPT plan, the recalculated treatment plan with a range shifter (RS) reduction of 3 mm and the result based on the a 5% reduced CT cube (HU).

<table>
<thead>
<tr>
<th></th>
<th>DET</th>
<th>3D</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Org.</td>
<td>RS -3 mm</td>
</tr>
<tr>
<td>Min. target [%]</td>
<td>72.2</td>
<td>76.6</td>
</tr>
<tr>
<td>Max. target [%]</td>
<td>109.4</td>
<td>106.4</td>
</tr>
<tr>
<td>Median target [%]</td>
<td>100.0</td>
<td>96.0</td>
</tr>
<tr>
<td>Min. boost [%]</td>
<td>101.7</td>
<td>97.9</td>
</tr>
<tr>
<td>Max. boost [%]</td>
<td>109.4</td>
<td>106.4</td>
</tr>
<tr>
<td>Median boost [%]</td>
<td>107.4</td>
<td>103.7</td>
</tr>
<tr>
<td>Max. rectum [%]</td>
<td>91.9</td>
<td>93.6</td>
</tr>
<tr>
<td>Max. bladder [%]</td>
<td>90.8</td>
<td>92.6</td>
</tr>
</tbody>
</table>

The DVH shown in figure 4.11(a) is the comparison of original IMPT DET plan and the plan with the reduced range shifter. The median values for the target and the boost volume are reduced by approximately 4%. As expected, the integral dose delivered to the rectum and the bladder is increased. For the 3D technique the DVH graph shows a different effect of the range shifter than for the DET plan (see figure 4.11(b)): The median dose of the target and the boost volume is increased by 4%. Again the integral dose for the rectum and the bladder is increased.

Changing the range shifter values has different effects for the the DET and the 3D plan. For the distal edge tracking technique, the beam spots, which are only located at the edge of the target volume, are pushed outside the target volume. This leads to an increased minimum target dose level since the spots now cover a larger area but the same effect leads to a reduction of the dose homogeneity and a lower maximum dose level and therefore to a lower median value. For the 3D technique, beam spots are not only placed at the edge of the target volume but also inside the target and the boost volume. The dose distribution from one beam direction has the peak at the proximal edge of the target volume. Therefore, if the range shifter value is decreased, the peak positions are shifted towards the center of the target volume. The superposition of all beams leads to a higher maximum value. In figure 4.12 the depth-dose curves for a water phantom calculation of two 3D proton beams with a gantry angle of 0 and 180 degree (solid lines) and with a 3 mm range shifter reduction (dashed line) are given. The reduction of the
Figure 4.12: Water phantom: Depth-dose distributions for two 3D beams with a gantry angle of 0 and 180 degree. The optimized depth-dose distributions for both beams (solid lines) are given. A reduction of the range shifter value by 3 mm leads to peak positions which are shifted towards the middle of the target volume (d=110) and to a higher maximum value in superposition of both depth-dose distributions.

range shifter value results in peak positions which are shifted towards the middle of the target volume (depth = 110 mm). Also the superposition of the shifted dose distributions leads to a increased maximum value.

For both plans the median values of the target and the boost volume are changed by 4%. The underdosage and the overdosage of the target volumes for both delivery techniques is undesirable.

The results of the plan recalculated with a 5% shift in Hounsfield values differ from the range shifter results. For the plan with the changed range shifter values all beam spots are shifted by the same value. For the plan with the changed Hounsfield values, each beam spot is shifted by a different value. This leads to a significant reduction of the minimum target dose for the DET technique but not for the 3D technique. The regular grid for the 3D technique with a distance of 3 mm for the beam spots in beam direction is now replaced with a non-equidistant grid. This leads to a reduction of the median dose for the 3D technique. For both techniques the median and the maximum values for the target and the boost volume differ from the original plans by less than 2%.
The conclusion of the three comparisons is that by using the DET technique, an optimized dose distribution can be achieved which is at least as good as the 3D treatment plan. When compared to the photon IMRT plan, the DET plan gives a superior dose distribution, but is more sensitive to organ motion.

### 4.6 Simultaneous optimization of a plan with photon and proton beams

The possibility of simultaneous optimization of different radiation modalities is another advantage of the new planning tool. The optimization is done with a single set of organ parameters. The same resolution for the dose grid for all plans was used.

A plan with the combination of protons and photon was created. One might wonder why a combination of photons and protons would be used, if proton IMRT is also available. Up to now all treatment plans were created with a $\sigma_{x,y}$ of 2.5 mm. Such a small sigma value is only available at few facilities. Other sites can for example have a larger $\sigma_{x,y}$ of about 9 mm. With that beam, the optimized IMPT plans are not as good as for the other treatment device. In this case a combination of proton and photon IMRT could be used.

The reference standard for this comparison is again the seven-beam photon IMRT plan. For the proton plans a lateral scanning grid of 9 mm was used. For the 3D technique the distance between two spots in beam direction was set to 3 mm.

From the values in table 4.9, the DET technique seems equivalent to the photon IMRT plan. The DVH in figure 4.13 shows that the slope for the target is worse
Figure 4.13: Clivus chordoma: Dose-volume histogram of the photon IMRT plan (solid line), the proton DET plan (dashed line) and the combination of photon and protons (crosses).

than for the IMXT plan. The combination of a proton 3D beam from \( \phi_{\text{Gantry}} = 0^\circ \) and seven equidistant spaced photon beams leads to a target DVH similar to the IMXT plan. The DVH for the brainstem is not as good as for the DET IMPT plan but better than for the photon IMRT plan. Another benefit is the reduction of the total dose delivered to the patient by 10%. The mean integral dose for example is an important factor in the treatment of children [58].

Figure 4.14 shows the dose distribution for the transverse isocenter slice.

The combination of photon and proton modalities is only one option. Another example is the treatment of superficial tumors, where a combination of photons and electrons might be useful [38].
Figure 4.14: Clivus chordoma: Dose distribution for the mixed IMRT plan. The dose distribution is normalized to the median target dose.
Chapter 5

Discussion & Conclusion

Design of a modular planning system

The modular design of the inverse treatment planning tool that has been developed, with separate optimization loop, dose calculation engine and graphical user interface, enables the simple expansion of the system or inclusion of new features. The implications of this design are discussed in the section.

$D_{ij}$ matrix approach

The central component of the new, modular treatment planning system is the $D_{ij}$ matrix. Due to the large amount of computer memory required for the storage of the $D_{ij}$ matrix, the effect on the computing time of the system was analyzed. The optimization speed of the $D_{ij}$ matrix approach was compared with the DKFZ routine system for photon IMRT plans [56]. The new system is slower by a factor of two compared with the integrate loop system, which uses a simple dose calculation model. There are two possible methods to improve the computational speed of the new planning tool without reducing the accuracy of the dose calculation. A first solution is, as explained in section 2.3, that only voxels within a certain distance from the central ray of the selected bixels are stored in the $D_{ij}$ matrix [20]. The speed of the optimization loop increases linearly with reduction of the number of elements in the $D_{ij}$ matrix. The second possible way is to mask all voxels except for those within the target or organs at risk, therefore the dose to the normal tissue is not calculated during the optimization.
Optimization loop

The modular design of the new planning system makes it possible to use different optimization algorithms and objective functions inside the optimization loop. Bortfeld et al. [6] used a Newton gradient approach to find the optimal solution. The experience with this algorithm has shown that it is a fast and reliable optimization method. Therefore, the Newton gradient approach was modified to make use of the $D_{ij}$ matrix and the damping factor was adapted to the new concept. Lomax et al. [47] also applied the Newton gradient method [27] but with a different damping factor. Other methods like simulated annealing [73] or a conjugate gradient method [70] can also be integrated into the system.

The use of the $D_{ij}$ matrix concept allows lateral scattering to be accounted for within the optimization loop during the updating of the bixel weights. This is true not only for photons, but for all radiation modalities. In the treatment planning tool developed by Preiser et al. [56], lateral scatter was only taken into account during the calculation of the 3D dose distribution based on the current fluence distribution. During the update of the fluence matrices the dose distributions simply along the central ray of the bixel were used. This limitation is removed with the $D_{ij}$ matrix approach and leads to a better sparing of organs at risk next to the target volume. This effect was shown in section 4.3 for the clivus chordoma patient.

Another important benefit of the new planning tool is the potential application of improved dose calculation algorithms compared to the simplified algorithms used in most existing planning tools. Therefore time consuming algorithms like Monte Carlo or superposition can be used during the optimization process. This is feasible because the dose calculation to create the $D_{ij}$ matrix needs only to be done once before the optimization loop starts. With other IMRT tools which are using the integrated loop, a full dose calculation must be done for every iteration step and therefore the use of more sophisticated and time consuming dose calculations algorithms like Monte Carlo are not possible. Some treatment planning tools have therefore developed a hybrid model [42,68]. First a simple pencil beam dose calculation is employed during the optimization. The resulting fluence distributions are used as the starting solutions for the Monte Carlo or superposition optimization. By using the output of the first optimization process, only a few iteration steps must be performed with the more time consuming algorithms.
Dose delivery modes

For the optimization and the delivery of heavy, charged particles to the patient, two different techniques were presented, first the distal edge tracking technique proposed by Deasy et al. [21] and second the 3D technique [16,17]. To find the correct beam spot positions at the edge of the target volume, an algorithm was developed in section 2.5.2.1. The comparison of the calculated and the prescribed beam spot positions showed that all spots were within 1 mm of the desired positions. Other available delivery techniques like the 2D or 3D technique [47] can also be optimized with the new planning tool but in this thesis only the most demanding and advanced delivery techniques were studied.

Accurate dose calculation

To calculate the $D_{ij}$ matrix two dose algorithms were developed. First a finite pencil beam algorithm for photon IMRT was developed. Most other photons IMRT tools use similar photon pencil beam algorithms [25]. To test the dose calculation module, measured data were compared with calculated results. The agreement was within 2%. The finite pencil beam uses a radiological depth scaling to take inhomogeneities into account. As a first order approximation, electron treatments can also be treated this way. The use of other dose calculations like Monte Carlo for photon IMRT is not yet studied to the full extent. For example Laub et al. [43] report no significant differences for the target DVH in one case but an improvement for another case [42]. Further studies are necessary to come to a conclusion.

A second algorithm especially for heavy, charged particles was developed, again based on the pencil beam technique. The input data for the central part of the pencil beam algorithm are measured depth-dose data. By using measured data, energy straggling and also for example the fragmentation of carbon is taken into account. The lateral part of the pencil beam is modeled by two Gaussian distributions, one for the initial phase space of the incident beam and one for the multiple Coulomb scattering inside the patient. The broadening of the beam is taken into account by a depth dependent sigma value. This is a standard procedure for modeling a particle beam [23,28,60]. The inhomogeneities were account for through the same radiological depth scaling algorithm as for photons. Schaffner et al. [62] have shown the difference between the pencil beam calculation and the Monte Carlo calculation [72] for a water phantom with an inhomogeneity slab placed perpendicular to the beam direction. For the selected setup the differences could not be neglected. However, for most tumor locations radiological depth scaling is expected to be sufficient.
Application of a multi-modality inverse treatment planning system

To show the potential of the new planning tool, two typical IMRT patients were selected for the application of the new planning tool. The first patient suffers from a clivus chordoma tumor. Because of the concave shape of the tumor and the location next to the brainstem, this patient is a typical photon IMRT patient. For the second case a prostate tumor was selected and therefore the bladder and the rectum are the most crucial organs at risk.

To demonstrate the new possibility to optimize different radiation modalities within the same treatment system, IMRT plans for photons, electrons, protons (DET) and carbon ions for both patients are created. The geometrical setup, the voxel resolution and the organ parameters were chosen to be the same for all modalities. Because the organ parameters were set to achieve the best possible photon IMRT plan, the resulting proton and carbon ion dose distributions can as expected also fulfill the specified objectives. The electron IMRT plan has the worst (highest) objective value. This is due to the deep location of the target volume and the physical depth-dose characteristics of the electron beam. But it is important to keep in mind, that if a plan has a slightly lower objective function value, it is not always better in a clinical sense. For an exhaustive comparison, the minimum and maximum value of the different organs, the DVH and even the 3D dose distribution must also be taken into account.

Comparison of photon and proton IMRT plans

Bortfeld [7] has shown the possibilities and the limits of the use of external beam radiation. The conclusion of his work was that by using IMXT almost every dose conformation required could be achieved. Only for special cases did the use of heavy, charged particles lead to significantly better results. Lomax et al. [49] compared IMXT to conventional proton therapy. It was shown that by using IMXT the same target coverage as for the conventional protons plan could be achieved. However, it was also reported that for a better comparison the inverse planning method for both radiation modalities must be applied. Therefore in section 4.4.1 a seven beam photon IMRT plan is compared with a seven beam proton DET IMRT plan for the clivus chordoma patient. It was shown that the IMPT plan covers the target volume for this case even better than the IMXT plan. With IMPT also the maximum and integral dose delivered to the brainstem is reduced significantly. These findings are in good agreement with comparisons for other tumor locations. Mirabelle et al. [52] compared both modalities for
orbital and paraorbital tumors and Cella et al. [19] compared the modalities for prostate cancer.

Potential of the DET and 3D technique for protons

For heavy, charged particles there are four possible application methods [47]. The two most promising methods, the DET and the 3D technique were analyzed and compared with the photon IMRT plan. Lomax et al. [47] have shown that for a large number of incident beams the DET and the 3D technique result in very similar dose distributions. The comparisons of the DET and 3D technique for a different number of beam directions in section 4.5.1 have shown that the beam directions could be reduced from seven to five without significantly reducing the quality of the DET dose distributions. The target coverage of the five beams DET IMPT plan is even better than for the seven beam photon IMRT plan. Therefore in contrast to the results of Lomax et al. [47], a good target coverage could be achieved with the DET technique even with a reduced number of beams. The reduction of the number of beams for the 3D technique also leads to a reduction of the plan quality but not as fast as for the DET technique. Another important advantage of the DET technique is the smaller number of required beam spots compared to the 3D technique. For the clivus chordoma patient the number of beam spots for the DET technique compared to the 3D technique and therefore the optimization time and also the expected delivery time is reduced by a factor of ten.

After the comparison of the DET and the 3D technique for a static target the influence of organ motion on both optimized treatment plans was studied for the prostate patient. The defined target volume was shifted by ±3 mm along the anterior-posterior direction. The results showed that there is no significant difference for a five beam plan between the 3D and the DET technique. For both delivery techniques the minimum target dose is reduced more than for the photon IMRT plan. This is due to the steeper dose gradient of the particle IMRT plans. Because of this effect, it is more important for particle therapy to develop methods to include organ motion during treatment planning, as done by Li et al. [45] and Löf et al. [46]. So far, the methods are compromised because no reliable model for the organ motion itself is available. An alternative method is to take a CT image of the patient immediately before treatment and adapt the fluence profile to the new positions of the target and the organs at risk on a daily basis [78].

Because of the physical depth-dose characteristic the uncertainty in the range of the particle beam is another important issue for heavy, charged particle therapy.
The mispositioning of the Bragg peak can be either the result of a systematic error in the delivery device or an inaccuracy in the conversion of the Hounsfield units to relative stopping power. To simulate these problems, the optimized IMPT plans for the prostate patient were recalculated first with range shifter values reduced by 3 mm and second with a modified CT cube where the Hounsfield values have been changed by $-5\%$. The differences between the original optimized plan and the recalculated one with the modified CT cube is, for both proton delivery techniques, below 1.5\% for the median target value. This is not true for the modified range shifter values. In this case the median target dose for the DET technique is reduced, whereas for the 3D technique the median target dose is increased. Due to the reduction of the range shifter values and the reduced CT Hounsfield units the Bragg peak positions are shifted outside the target volume. To protect organs at risk next to the target volume, Lomax et al. [48] selected beam directions which avoid the positioning of Bragg peaks directly in front of organs at risk.

The comparison between the DET and the 3D technique showed that no significant difference exists in the dose distributions or for the sensitivity to organ motion. Also the differences observed between the dose distributions of the original and the recalculated plans with modified peak positions for both delivery techniques are the same order of magnitude. Therefore considering the lower number of spots and the reduced computing and treatment time for DET, the DET is a good alternative to the conventional favorite 3D technique. One problem of the DET technique could be the biological effect of the particle beam. For the proton Bragg peak, a higher RBE value is measured only at the distal edge of the dose distribution [54]. Therefore for the DET technique only the outside margin of the tumor is irradiated with a higher RBE value. Since for the 3D technique beam spots are placed all over the tumor volume, every part of the tumor is exposed at least once with a higher RBE value. Further studies are necessary to analyze this effect.

**Optimization of combined modality irradiations**

The results presented in chapter 4 show that the newly developed multi-modality IMRT treatment planning tool is capable of creating optimized dose distributions for different radiation modalities and delivery techniques. Most other treatment planning system are only designed for the use of a single radiation modality. E.g., the system used at the DKFZ for the routine treatment planning, which was developed by Preiser et al. [56], is only able to optimize photons like many other TP systems [1,18,70]. Specialized to heavy, charged particles, such as the systems by Lomax et al. [47] and Krämer et al. [39], are only able to optimize
protons or carbon ions. Only the system by Korevaar et al. [38] can optimize electron and photon IMRT plans at the same time. As shown in section 4.6, the simultaneous optimization of photon and proton IMRT beams could lead to an interesting dose distribution which is superior to the photon IMRT plan.

Another interesting field for simultaneous optimization of photons and electrons is the treatment of superficial tumors like breast carcinoma. Photon breast IMRT leads only to minor improvements in the dose distributions compared to 3D non-IMRT techniques [2, 37]. Further studies have to show whether the simultaneous optimization of the electron and the photon fields can lead to better dose distributions.
Chapter 6

Summary & Outlook

The new treatment planning system described by this thesis opens new possibilities for the inverse treatment planning process. The modular design for the optimization loop, the dose engine and the graphical user interface allows for expansion of all parts of the system in a simple and efficient way, e.g. the integration of new optimization algorithms, objective functions or future dose calculation algorithms into the new planning tool. The introduction of the $D_{ij}$ matrix concept enables the use of improved dose calculation algorithms during the optimization process. Therefore the application of time consuming algorithms like Monte Carlo or superposition becomes available. Another benefit of the $D_{ij}$ matrix approach is the possibility to optimize radiation therapy for most radiation modalities within one single system. Furthermore, one can perform simultaneous optimization of different radiation modalities for one patient.

The application of this newly developed planning tool to two patients using the radiation modalities of photons, protons, carbon ions and electrons demonstrates the potential of the new planning tool. The comparison of photon and proton IMRT plans confirmed the expected potential of heavy, charged particle IMRT. The study of the different delivery techniques for heavy, charged particle IMRT has shown that the use of the distal edge tracking techniques offers a good alternative to the established 3D technique even for a small number of beams directions. The result of the simultaneous optimization of a photon and proton IMRT plan enables an outlook on the capabilities of simultaneous optimization of two or more different radiation modalities.

The extension of the optimization loop with biologically motivated objective functions for different radiation modalities and the integration of RBE models for heavy, charged particles are projects for the near future. Moreover the automatic selection of beam directions should be integrated into the planning tool. For heavy, charged particles the beam selection algorithm should take the higher
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RBE value at the distal edge of the depth-dose distribution of the Bragg peak into account. This could reduce the risk of a possible irradiation of organs at risk due to organ motion. The potential of the simultaneous optimization of different radiation modalities has not been exhaustively studied yet. However the new available planning tool has the potential for further exciting investigations. By using the newly available planning tool the potential can now be explored. Especially the combination of photon and electrons for superficial tumors is of great interest. With the construction of modern heavy, charged particle facilities in different countries in the near future, a modern planning tool is required. The multi-modality inverse treatment planning tool that has been developed can help to satisfy this demand.
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