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Energy transport in the medium of interacting two-level systems

This thesis investigates a medium of disordered two-level systems with dipo-
lar interaction. This investigation is relevant to the dynamics of nuclear spins
1/2 in solids and to the dynamics of low temperature glasses. Our main tool
is a hybrid quantum classical simulation, which enables us to study the time
evolution of three-dimensional systems consisting of up to 1000 two-level
systems.
The results indicate, that the dynamics of the full system is delocalized up
to very large disorders. We derive an estimate for the time scale of energy
transport. When the disorder is larger than a certain value, this time scale
becomes proportional to the disorder.

Energietransport in wechselwirkenden Zwei-Level Systemen

Die vorliegende Arbeit untersucht das Verhalten ungeordneter Zwei-Niveau
Systeme mit dipolarer Wechselwirkung. Das zugrundeliegende Modell be-
schreibt sowohl die Dynamik für Kernspins in Festkörpern, als auch die Dy-
namik von Gläsern bei tiefen Temperaturen. Wir studieren dieses Modell
mithilfe einer Computersimulation, die quantenmechanischen Berechnungen
auf Systeme mit wenigen Teilchen eingrenzt. Durch diese Vereinfachung ist
es möglich, die Zeitevolution von dreidimensionalen Systemen mit insgesamt
1000 Zwei-Niveau Systemen zu simulieren.
Die Ergebnisse zeigen eine Delokalisierung des Systems bis zu einem großen
Unordnungsgrad. Mithilfe der Verteilung von Wechselwirkungen schätzen
wir die Zeitskala des Energietransports ab. Wir zeigen, dass ab einem gewis-
sen Unordnungsgrad diese Zeitskala proportional zur Unordnung des Sys-
tems wird.
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Chapter 1

Introduction

In this thesis, we investigate energy transport at atomic scale in a medium
of disordered quantum two-level systems (TLS). These investigations are,
in particular, relevant to the dynamics of nuclear spins measured by the
technique of nuclear magnetic resonance (NMR). They are also relevant to
the dynamics of low temperature glasses.

We consider the simplest case of a many-particle system: a system of spin
1/2 particles. We assume dipolar interaction between TLS, which is com-
mon in the fields of NMR and low temperature glasses.

Interaction between particles leads to fluctuation of the energy of individual
particles. This process is depicted in Figure 1.1. It leads to the transport
of energy. Energy conservation requires that the energy differences of two
particles match each other.

Energy transport in the medium of disordered TLS can be suppressed be-
cause of the phenomenon of many-body localization. Our goal is to in-
vestigate, whether this suppression happens, and, if not, to determine the
characteristic timescale for the onset of energy transport. The main tool to
examine these properties is a computer simulation.

An exact numerical treatment of a quantum system is limited to about
30 particles, since the dimension of the Hilbert space grows exponentially
with the number of particles. In contrast, a classical simulation allows to
investigate larger systems. But by ignoring quantum effects, it automatically
neglects the quantum localization phenomenon, which may play the crucial
role in the energy transport. Therefore, we introduce a hybrid quantum
classical approach for the simulation of the system. The dynamics of these
systems can be explained using the notion of resonant pairs [9], which emerge
from quantum treatment of spin pairs. We identify resonant spin pairs
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Depiction of energy transport

Figure 1.1: This figure depicts transport of energy between two particles,
whose energy levels are indicated as black lines. The energy of particle
1 is raised, whereas the energy of particle 2 is lowered. Thus, energy is
transported from 2 to 1.

and simulate the dynamics quantum mechanically, while the rest of the
simulation is implemented classically.

1.1 Localization

The properties of a quantum particle are determined by its wave function
ψ(x, t). The probability to find the particle with coordinates x at time t is

p(x, t) = |ψ(x, t)|2 , (1.1)

A delocalized wave function spreads over the entire space. Therefore, the
probability to find the particle around any position x tends to zero for an
infinite system: lim

t→∞
p(xi, t) = 0. In contrast, if a wave function ψ is lo-

calized, the probability p(x, t) remains significant for a compact range of
coordinates x. Localized wave functions typically decay exponentially far
from their localization region.

Let us consider a wave function ψ, which is localized at initial time t = 0.
Its time evolution is determined by the Schrödinger Equation

i~
∂ψ

∂t
= H ψ (1.2)

which includes the Hamiltonian H of the system. By Equation (1.2), H
determines the dynamic properties of the quantum system of interest.

We phrase the general agenda of localization vs. delocalization investigations
as three separate questions:
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Setup of the Anderson model

Figure 1.2: Depiction of the setup of Anderson model. Energy levels of
different positions are distributed randomly, therefore the energy difference
∆E between adjacent levels varies as well. Hopping between adjacent sites
is indicated by red arrows.

• If ψ is localized at time t = 0, will it stay localized in the limit t→∞?

• If not, how much time does it take for a particle to drift by distance d
away from its initial position?

• How does this time depend on the properties of the system?

In this work, we address these questions not for the drift of a particle, but
energy transport. We focus on the dependence of the delocalization time
scale on the disorder of the system.

1.1.1 Anderson localization

In 1958, P.W. Anderson investigated the behaviour of one particle, whose
wave function ψ is initially localized in a disordered potential on a lattice [4].
The situation is parametrized by energy levels Ei of different lattice sites
and hopping terms Jij , which describe the transition of the particle from
one site to another. Figure 1.2 depicts this situation for a one dimensional
lattice. Its main feature is the disorder of on-site energy levels. The disorder
in the Anderson model is controlled by a parameter W , defining the uniform
probability distribution of energy levels in the interval [−W/2,W/2]. This
affects the diffusion of the wave function: If the energy difference of two
levels is small, the probability for a transition from one level to another is
large. This probability depends on the hopping Jij between different sites
as well.
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The hopping is assumed to be sufficiently short range: Jij decreases for
rij → ∞ faster than r−dij , where d is the dimension of the system and rij
denotes the distance of the two sites i and j. The transport properties of
the system are determined using a perturbation in different hopping orders,
where the first order is defined as the direct transition between two sites.

As the main result, no diffusion occurs for systems with disorder values W
larger than a certain critical value Wc. This critical value is equal to zero for
one and two dimensional systems [2,13,16]. Hence, an arbitrarily small dis-
order causes the breakdown of diffusion transport for short range interaction
and small dimensions d ≤ 2. This effect is denoted as Anderson localization
of a single particle wave function.

Anderson evaluated the critical value Wc to be of the order of the near-
est neighbour interaction for three dimensions. Recent results indicate
Wc = 16.530 for a system with nearest neighbour interaction of strength
1 [22].

Experimentally, localization has been reported for light waves [24], mi-
crowaves [12], sound waves [27], electron gases [3] and 1D matter waves [6].

Anderson localization can be viewed as the result of interference between
multiple scattering of particles by disorder [15]. The interference increases
the probability of time reversible paths and thus, the net resistivity of the
system.

Jij ∼ r−3
ij as the marginal case for the localization-delocalization

transition in three-dimensional systems

Beside of the study of systems with short range hopping, Anderson investi-
gated the properties of his model with dipolar-type hopping Jij ∼ r−3

ij [4].
Two results for these systems were determined:

• There is no critical value Wc as for systems with short range hopping.
Single particle states are always delocalized.

• Nonetheless, diffusion is logarithmically slow.

He supported this claim using the notion of pairs with resonant levels. A
pair of sites is labeled as resonant, if their energy difference is smaller than
the hopping Jij coupling the sites:

|Ei − Ej | < Jij . (1.3)

Pairs that satisfy condition (1.3) have a large transition amplitude, which
leads to particle transport. For Jij ∼ r−3

ij , the mean number of resonant
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partners of every lattice site depends on the logarithm of the distance R of
the site as

NRP ∼ log(R) . (1.4)

For an infinite size of the system, each particle finds at least one resonant
partner. This leads to delocalization, independent of the disorder W . But
then, the resulting diffusion is logarithmically slow. As a result, for large
enough disorder, this diffusion may never happen on experimental time
scales.

If we assume a faster decaying hopping r−3−α, the dependence in Equation
(1.4) is altered to NRP ∼ r−αij . Hence, the value of NRP is bounded for
rij → ∞. The value of the upper bound depends on the disorder of the
system as 1/W . For large disorder W , these systems have only few resonant
pairs and are localized.

In contrast, for slower decaying hopping r−3+α, NRP increases proportion-
ally to rα, which is much faster than logarithmically. As a result, delocal-
ization and the resulting diffusion become efficient.

In summary, the hopping law Jij ∼ r−3
ij leads to a borderline behaviour

with respect to the localization-delocalization transition in one particle sys-
tems [4, 9].

1.1.2 Lifshitz Model

So far, we examined systems that possess a disorder in on-site energies, but
we assumed no disorder of the hopping elements between system sites.

In 1964, I.M. Lifshitz considered a system of potential wells, which were lo-
cated randomly in three-dimensional space. The potential wells have iden-
tical binding energies, but the hopping elements depend on the random
distances rij between wells as

Jij ∼ e−γrij . (1.5)

The inverse of the parameter γ is a measure for the range of the hopping. An-
other important parameter is the concentration n of potential wells. Lifshitz
derived, that delocalized states exist for γn−1/3 ∼ 1, whereas the system is
localized for γn−1/3 � 1. Numerical simulations indicate that delocalized
states appear at γn−1/3 ≈ 3 [11].
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1.1.3 Many-body localization

Many-body localization (MBL) is a phenomenon, that may possibly exist in
systems of interacting particles with disorder. These systems would exhibit
single-particle localization in the absence of interactions between particles.
However, interactions between particles tend to destroy localization [7]. Nu-
merical simulations of one dimensional spin chains with disorder produce
results consistent with possible MBL [14,17]. These studies use a full diag-
onalization procedure to calculate many-body eigenstates and study their
properties. Therefore, they are limited to systems consisting of about 30
particles.

Another approach is the application of the renormalization group technique
to such systems [26]. It was also reported to support the existence of MBL.

Closest to the scope of the present thesis was the investigation of MBL in a
medium of dipolar coupled two-level systems (TLSs) by Burin and Kagan [9].
Their investigation was focused on the properties of low temperature glasses.

Burin and Kagan (BK) studied the dynamics of the system by examining
the properties of resonant TLSs. Their results indicate, that there exists a
critical distance between TLSs with corresponding critical coupling J∗, when
resonantly coupled TLSs form a ”resonant cluster”. The formation of the
resonant cluster then leads to the onset of energy transport (i.e. breakdown
of MBL).

The idea, that interaction between resonant pairs is leading to dynamics
in the system, is the basic principle for our approach to simulate the time
evolution in a spin system. In this work, we extract a value for J∗ from our
numerical simulations. Thereby, the order of magnitude estimates of Burin
and Kagan are substituted by explicit numbers. In addition, we identify a
mechanism for resonant cluster, which is different from that of BK.

Generally, the phenomenon of many-body localization is not completely un-
derstood at present.

1.2 Experimental context

In this section, we introduce two experimental settings, namely:

1. Nuclear magnetic resonance (NMR) in solids and

2. Low temperature glasses.

Both settings involve disordered TLSs with dipolar interactions.
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1.2.1 Nuclear spins in solids

In order to obtain a specific Hamiltonian for our model, the next section
introduces the basic principles of nuclear magnetic resonance (NMR). Here,
spin 1/2 particles assume the role of TLSs and are described by spin oper-
ators Sα.

One spin in magnetic field

We assume a strong magnetic field ~H = H0 ~ez along the z-axis. This field
couples to the spin operator Sz via the magnetic moment

µ = γhSz (1.6)

as
H = −γhH0 S

z, (1.7)

where γ is the gyromagnetic ratio. In most molecules, this field is influ-
enced by screening of electrons and therefore differs for different positions in
the molecule. Moreover, the gyromagnetic ratio varies slightly for different
atoms. Both effects are combined to a variation ∆Hi of the static field.
Using this notion, we obtain the full magnetic field acting on the particle as
~H = (H0 + ∆Hi)~ez. The fluctuations ∆Hi are called chemical shifts.

The static field H0 generates a precession of the magnetic moment ~µ around
the z-axis. In order to obtain a constant magnetic moment, we define a
new reference frame, which rotates around the z-axis with frequency ~Ω =
−γH0 ~ez. This frame is called Larmor rotating reference frame and leads to
a correction of the magnetic field:

~H → ~H +
~Ω

γ
. (1.8)

As a result, Equation (1.7) transforms to

H = −γ~(H0 + ∆Hi −
Ω

γ
) Szi = −γ~∆Hi S

z
i . (1.9)

Truncated magnetic-dipolar interaction

Dipolar interaction contributes the term

Hdipole =
N∑
i=1

N∑
j=1

µi · µj

r3
ij

−
3 (µi · rij) (µj · rij)

r5
ij

(1.10)

to the Hamiltonian H [25]. Here, N denotes the number of particles in the
system and rij the distance between two particles. In the Larmor rotating

10



frame, we express the magnetic moments µ by spin operators (equation
(1.6)), and expand all products in Equation (1.10). This yields

Hdipole =
γiγj~2

r3
ij

(A+B + C +D + E + F ) , (1.11)

where

A =
(
1− 3 cos2 θ

)
Szi S

z
j

B = −1

4

(
1− 3 cos2 θ

) (
S+
i S
−
j + S−i S

+
j

)
C = −3

2
sin θ cos θ e−iθ

(
S+
i S

z
j + Szi S

+
j

)
D = −3

2
sin θ cos θ eiθ

(
S−i S

z
j + Szi S

−
j

)
E = −3

4
sin2 θ e−2iθS+

i S
+
j

F = −3

4
sin2 θ e2iθS−i S

−
j .

Whereas term A is completely diagonal, the off diagonal term B simulta-
neously flips one spin up and one spin down. The admixture related to all
remaining terms is very small [25]. Hence, these terms can be neglected and
we obtain a simplified Hamiltonian of the form

H = −
∑
i

γ~∆Hi S
z
i +

∑
i,j

Jij

(
Szi S

z
j −

1

4

(
S+
i S
−
j + S+

j S
−
i

))
, (1.12)

where we used Equation (1.9) to obtain local fields. The simplified inter-
action is referred to as truncated dipole interaction. The prefactors were
combined to a new variable Jij as

Jij =
γ2~2

(
1− 3 cos2(θij)

)
r3
ij

. (1.13)

Equations (1.12) and (1.13) define the Hamiltonian of our model.

1.2.2 Low temperature glasses

Now, we introduce a second experimental setup, which is related to the
model of this thesis: The setup of low temperature glasses. One interesting
property of glasses at low temperatures is their specific heat, which is nearly
proportional to the temperature [29]. This contradicts Debye theory, which
predicts a T 3 dependence of the specific heat. In order to explain this dis-
crepancy, microscopic structures of glasses were examined.
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In the medium of glasses, tunneling of atoms between two nearby positions
can be described by double-well potentials. Typically, the energy splitting
of the lowest two eigenstates is much smaller than the splitting to the next
available eigenstate. Therefore, such a double well can be approximated well
by a TLS. The TLSs influence the mean path of phonons, which results in a
linear specific heat [5,20] and thereby explains the deviation from the T 3 pre-
diction of Debye Theory. Small deviations from the linear dependence [29]
can be explained by taking into account the interaction of TLS [28].

The same is true for dephasing in dielectric glasses at ultra low tempera-
tures: Whereas the tunneling model predicts τ−1

1 ∼ T 3 [5], experiments in
the range of µK indicate a τ−1

1 ∼ T behaviour in dielectric glasses [23]. This
characteristics is explained by taking into account a dipolar interaction of
TLS, which is mediated via strain fields [10]. These interactions induce de-
localized collective excitations in the system. An important concept of this
calculation is the idea of resonant pairs.

Recent research investigates higher orders of interaction. For example,
Bodea and Würger examined the influence of resonant triples of TLS [8],
whereas Polishchuk and Burin regarded the effect of nuclear quadrupole in-
teraction on the thermal conductivity [21].

In general, low temperatures lead to a higher population of lower energy
states. However, TLS with large energy splittings (compared to the temper-
ature) are isolated from the dynamics [10]. By neglecting these particles,
the setup of low temperature glasses can be mapped onto the infinite tem-
perature setup of NMR.

The glassy properties of examined systems generate a random distribution
of these two level systems in three-dimensional space. The distribution of
energy splittings is uniform in the range of interest. We adopted these
characteristics of low temperature glasses for the model of our simulation.

1.3 Organization of the thesis

In Chapter 2, the Hamiltonian of the problem is introduced and the frame-
work of the simulation is described. One central aspect is the notion of
resonant spin pairs, which is widely-used in this field [8, 9]. We discuss the
realization of this notion and examine its implementation. Additionally, we
compare analytical and numerical distributions of variables characterizing
resonant spin pairs. Thereby, in particular, we can assess the influence of
the finite-size effects on our simulation and control the accuracy of the al-
gorithms used.
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In Chapter 3, we present a simulation that restricts full quantum calcula-
tions on the behaviour of spin pairs. We use the concept of resonant pairs to
determine a time evolution of the full system. The time evolution is inves-
tigated by examining correlations in the system. We obtain the functional
form of these correlations and focus on their dependence on the disorder.
We find, that part of the system is isolated from the dynamics. We examine
the properties of this isolated region in detail.

In the algorithm of Chapter 3, interaction of resonant pairs leads to violation
of energy conservation. We address the question, whether these processes
should be suppressed by a detailed study of four spin systems. As a result of
this examination, a modified condition for resonant pairs is derived, which
is described in Chapter 4.

Since this modification complicates the algorithm, a direct time evolution
is not possible anymore. Instead, we investigate the formation of resonant
cluster, which are formed by the interaction of spin pairs. Results of the
time evolution indicate, that such a cluster can transport energy and lead
to spin diffusion. The properties of such a cluster are important for the
dynamics of the spin system. We found, that pairs with large interaction
are excluded from this dynamics. From this fact we predict a lower bound
for the time scale of energy transport, which is the main result of Chapter 4.

The last chapter collects and discusses the results of this thesis. Further-
more, we present an outlook.

In order to justify these results, it is necessary to discuss the implementation
of the model. Along with technical derivations, we moved this discussion to
the appendix, which is a vital part of this thesis. In addition, the appendix
contains a detailed study of small spin systems, namely, systems consisting
of two, four and six spins.
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Chapter 2

Disordered two-level systems
with dipolar interaction

The theoretical setting of this thesis is identical to the one described in Sec-
tion 1.2.1 for solid-state NMR. It also shares features with the TLS model
for low-temperature glasses, namely: two level structure of the primary mi-
croscopic objects, disordered energy splitting between the two levels and r−3

type interaction between the primary objects.

Throughout the thesis, we always use a system with an interaction prefactor
u0 = 1 and a density of spins ρSpins = 1. All units are normalized with
respect to these two constants. Therefore, units are omitted in the further
course of the thesis.

2.1 Theoretical model

We consider a spin system of N spins 1/2, that interact via a version of
dipolar interaction occurring in solid-state NMR (see Section 1.2.1). We
obtain its Hamiltonian as

H = −
N∑
i=1

hiS
z
i +

∑
i,j

Jij

(
Szi S

z
j −

1

4

(
S+
i S
−
j + S+

j S
−
i

))
, (2.1)

where S±i = Sxi ± iS
y
i and

Jij =
u0

(
1− 3 cos2 (θij)

)
r3
ij

, (2.2)

where rij is the distance between spin i and spin j, and

cos(θij) =
zi − zj
rij

(2.3)
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with z-coordinates zi and zj . The parameter θij is defined as the angle be-
tween rij and the z-axis.

We choose the on-site fields hi from a uniform distribution [0, ε]. The ratio
ε
u0

defines the on-site variation of energy compared to the typical interaction
between spins, which are separated by a distance rij = 1. The variable ε
refers to the disorder value of the system.

Our simulation investigates the dynamics of a spin system consisting of 1000
spins confined to a cubic box of size 10× 10× 10 with periodic boundaries.
The positions of the spins are chosen randomly within the box, where we
define a minimum distance of rmin = 0.05 between spins. This cutoff value
corresponds to an interaction of 8000, which is much larger than the typical
interaction between spins. The probability p, to find a spin with distance
r < rmin to a given spin, can be estimated as p = 4π

3 · (0.05)3 ≈ 5 · 10−4.

The introduction of rmin is based on the structure of glasses and the NMR
setup: In glasses, the minimum radius corresponds to the distance between
two adjacent atoms. For the NMR setup, it arises from the smallest distance
of two nuclei.

The results of this thesis indicate, that spin pairs with a large interaction
do not influence the dynamics of the system. Hence, the actual value of
the minimum radius is not important, if it is considerably smaller than the
average nearest neighbour interaction.

2.2 Resonant pairs

According to Eq. (2.1), the Hamiltonian of a spin pair reads as

H12 = −h1S
z
1 − h2S

z
2 + J12

(
Sz1S

z
2 −

1

4

(
S+

1 S
−
2 + S+

2 S
−
1

))
. (2.4)

A detailed analysis of this system is presented in Appendix A.3. Since the
only non-vanishing coupling ofH12 connects states |↑↓〉 and |↓↑〉, we truncate
the full basis to the product basis

B = {|↑↓〉, |↓↑〉} . (2.5)

The two basis states of B are denoted as ψ1 and ψ2. We obtain the matrix
representation of the Hamiltonian as

H12 =
1

2

(
−h12 − 1

2J12 −1
4J12

−1
4J12 −h12 − 1

2J12

)
, (2.6)

15



j = 1

j = 2

-2 -1 1 2
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Decomposition of the eigenstates of a two-level system

Figure 2.1: Plot of the projection 〈v1|ψj〉 of eigenvector v1 on the product
states ψ from Equation (2.5) in dependence of x = h12

J12
.

where h12 = h1−h2 is called on-site field of the pair. Further, we introduce
the dimensionless variable

x =
h12

J12
, (2.7)

which describes the ratio of on-site field and interaction. First, we consider
very small and very large absolute values of x:

1. |x| � 1. In this case, the matrix of Equation (2.6) is dominated
by its diagonal elements. Spin pairs of the this type behave as two
independent spins. Their eigenstates v1 and v2, are nearly equal to
the product states ψj ∈ {| ↑↓〉, | ↓↑〉}, and we obtain the projection
〈vi|ψj〉 of vi on ψj as 〈vi|ψj〉 ≈ δij . This implies, that the probability
for a transition |↑↓〉 ↔ |↓↑〉 is small.

2. |x| � 1. Here, the off-diagonal elements dominate H12.

Two-spin systems, which satisfy |x| � 1, possess eigenstates close to

v1 =
1√
2

(|↑↓〉+ |↓↑〉)

v2 =
1√
2

(|↑↓〉 − |↓↑〉) .

Their projection 〈vi|ψj〉 is about 1/
√

2 for any i and j. Therefore, the prob-
ability for a transition |↑↓〉 ↔ |↓↑〉 is large. Spin pairs of this type are called
resonant pairs.

The two cases |x| � 1 and |x| � 1 are connected by the regime x ≈ 1.
Figure 2.1 shows a continuous dependence of the projection 〈vi|ψj〉 on the
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value of x.

In order to obtain a simple model, we approximate this continuous change
by a sharp condition: Spin pairs satisfying |x| < 1 are identified as resonant
pairs, whereas pairs with |x| > 1 are treated as two independent spins.
This condition is called resonance condition and is also used elsewhere [4,9].
Further in this thesis, we compute the resonance condition as

|h12| < |J12| . (2.8)

Introduction of the resonance range Sij

We can transform the resonance condition (2.8) to

S12 ≡ |J12| − |h12| > 0, (2.9)

where we introduced a new variable S12, which we call the ”resonance range”.
If S12 > 0 holds, the spin pair (1, 2) is resonant. Otherwise, it is non-
resonant.

The absolute value of Sij is a measure for the stability of a pair state with
respect to a change of its parameter. If |Sij | is small, a small modification
of the local field hij can lead to a change of its identity from resonant to
non-resonant or vice versa.

2.2.1 First estimates of the number of resonant pairs

We estimate the number of resonant pairs by calculating the probability
p(R), that an arbitrary spin has a resonant partner within distance r < R:

p(R) = 2π

R∫
rmin

2J(r, θ)

ε
dε r2dr sin(θ)dθ . (2.10)

We insert the dipole interaction J(r, θ) given by Equation (2.2) and obtain

p(R) =
4πu0

ε
· 2

3
√

3
log (

R

rmin
), (2.11)

where the factor of 2
3
√

3
arises from the θ dependence of J . For isotropic

dipole interaction, this factor is 2 and p(R) is calculated as [8]

p(R) =
8πu0

ε
· log (

R

rmin
). (2.12)

In both cases, the probability to find a resonant partner is proportional to
log(R) and to ε−1.
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This implies, that in a system with infinite size every spin finds a resonant
partner. However, for practical purposes, the probability p(R) can be small
due to large disorder ε and the weak dependence on the finite size R.

In this case, a large value of ε results in a small number of resonant pairs,
which leads to little dynamics of the system. In contrast, for small values of
ε, many resonant pairs exist and we expect large dynamics.

2.2.2 Resonant pair as a composite two-level system

Spins, which belong to a resonant pair, are not in one of the basis states
| ↑ 〉 or | ↓ 〉, but in a superposition of both states. While this is true for
every spin pair, the prefactors of the superposition for non-resonant pairs
are typically close to δij . This is not the case for resonant pairs. Therefore,
we study resonant pairs in their eigenbasis

|⇑〉 = c+|↑↓〉 − c−|↓↑〉
|⇓〉 = c−|↑↓〉+ c+|↓↑〉,

where the coefficients

c± =
1√
2

(
1± h12

H

) 1
2

. (2.13)

are determined in Appendix A.3. Here, denoting the eigenstates as |⇑〉 and
|⇓〉 substitutes the previous notation of eigenvectors v1 and v2. The energy
splitting H is defined as the difference of the eigenvalues λ1,2:

H = 〈 ⇑ |H| ⇑ 〉 − 〈⇓ |H| ⇓〉 = λ1 − λ2 =
1

2

√
4h2

12 + J2
12 . (2.14)

We interpret a resonant pair as a composite two level system with energy
H and describe its interaction with other spins using pair operators Iα. In
the following, these operators are shortly introduced.

In Appendix A.1, we formally define the basis of the spin pair. This basis
is used in Appendix A.2 to derive the matrix representation of the pair
operators I. We obtain I as 2 × 2 matrices in terms of the Pauli matrices
σα as

Iα =
1

2
σα. (2.15)

This reproduces the expected behaviour of the operators I:

Iz|⇑〉 =
1

2
|⇑〉 and Iz|⇓〉 = −1

2
|⇓〉. (2.16)

This configuration is equivalent to the notion of a spin with spin operators
S. Hence, we identify a resonant pair as a two level system with basis states
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{|⇑〉, |⇓〉} and operators Iα. The Hamiltonian written in pair operators Iα

is obtained as
H = −HIz, (2.17)

where the energy H was defined in Equation (2.14).

In contrast, non-resonant pairs are treated as two independent spins and are
therefore studied in the product basis {|↑↓〉, |↓↑〉}.

Change of the resonance state

As a result of a change of the full local fields h′ij , the resonance state of a
pair can change from non-resonant to resonant or vice versa.

First, we consider the case, that a non-resonant spin pair is modified such,
that it becomes a resonant pair. In this case, we change the basis from the
product basis to the eigenbasis of the pair. We obtain two possible states for
the resonant pair: |⇑〉 and |⇓〉. In order to select the new state from these
two possibilities, we calculate the projections of the initial product state
onto both eigenstates. These yield the probabilities for the transitions to
|⇑〉 and |⇓〉. Based on these probabilities, we choose the new state randomly
from {|⇑〉, |⇓〉}.

Similar to this procedure, we choose the state of a non-resonant pair, which
previously was resonant, from the product states |↑↓〉 and |↓↑〉. The proba-
bilities for the transition into each state are given by the projections of the
former eigenstate onto both product states.

All projections and the resulting probabilities are determined in Appendix
A.3.7.

In order to introduce a time scale, we delay both transformations by the
time

td =
T

4
=

π

2H
, (2.18)

which originates from the time evolution of the resonant pair (Appendix
A.3.3) and is called delay time. Since td depends on the splitting H of the
spin pair, different pairs typically have different delay times.

2.2.3 A spin in resonance with several other spins

Since we have a system consisting of many spins, a certain spin can be in
resonance with several spins at once. We call this situation a conflict. The
situation is resolved by comparing time scales of the evolution of all possible
resonant pairs involving this spin. As a result of this argumentation, we
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confirm the resonant pair with the largest interaction and discard all other
resonant pairs involving the same spin. In the following, we justify this pro-
cedure.

As derived in Appendix A.3.3, the time evolved wave function ψ(t) of a prod-
uct state ψ(0) oscillates between ψ0 and ψ1 with period T ∼ H−1 ∼ 1

J12
. If

the interaction J12 of a resonant pair is large, the period of its oscillation is
short.

Let us now consider the situation of a spin i, which is in resonance with
different spins j and k. The oscillation of their time evolutions acts on
different time scales. For the spins of the ”slow” pair, spin i is not in its
original state anymore, instead it is in an eigenstate of the ”fast” pair. On
the contrary, the fast pair does not feel a similar effect, since it interacts
on a much shorter time scale. Therefore, the interaction with the shorter
period suppresses the resonance of the pair with the longer period.

This argumentation is not valid if both interactions are equal. However, the
probability for a conflict with equivalent interactions is small in the case
of a spin system with random positions and large disorder. In the case of
small disorder, the results of our simulation are certainly influenced by this
approximation.

2.2.4 Influence of interactions on the resonance condition

In the previous subsections, we discussed the case of resonant spins. If that
is not the case, we neglect the off diagonal terms of the Hamiltonian in
Equation (2.6). Beside of the on-site field h12, the interaction due to the
term J12 S

z
1S

z
2 remains. This interaction is called Jz interaction and affects

the on-site field hi. By factoring out the operator Sz1 in Equation (2.6), we
obtain its prefactor as −h′1 = −h1 +J12S

z
2 . Hence, the on-site field h1 of the

first spin is shifted by the interaction J12S
z
2 to a new level h′1 = h1 − J12S

z
2 .

In order to discriminate between h and h′, we call h′ the full local field. The
shift J12S

z
2 is named Jz contribution of spin 2 on spin 1.

For a system consisting of N spins, we combine all Jz contributions on a
particular spin i to the Jz field

fi = −
∑
j 6=i

Jij S
z
j (2.19)

of spin i, which emerges from the prefactors of all product operators Szi S
z
j .
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Equation (2.19) takes into account all Jz fields, which originate from spin-
spin interaction. This modifies the resonance condition (2.8) to

|hij + fij | < |Jij |. (2.20)

The term fij = fi − fj is named Jz field of the pair. The two contributions
hij and fij to the full local field are different: The distribution of hij is
uniform with width ε, whereas the distribution of fij is Lorenzian (Section
2.5.2). The Jz field is generated by interaction between spins and does not
depend on ε. We analyze its distribution and its effect on the number of
resonant pairs in Section 2.5.2.

The resonance condition (2.20) of the spin pair consisting of spins i and j
includes the Jz contribution of spin i on j, too. However, in the two-spin
Hamiltonian from Equation (2.6), the term SzSz is constant and therefore
does influence neither the behaviour of the pair nor its resonance condition.
Hence, we exclude the contribution of term JijS

z
i S

z
j from the Jz field. This

is achieved by introducing a correction κ, which cancels the contribution of
JijS

z
i S

z
j in condition (2.20). The explicit value of κ is determined in Ap-

pendix A.3.8.

As a result of this correction, we obtain the final version of the resonance
condition as

|hij + fij + κ| < |Jij |. (2.21)

2.3 Interaction of a spin with a resonant spin pair

After studying the spin-spin interaction, we now examine the interaction of
a resonant pair and a spin.

Let us consider a system consisting of three spins. Two spins, labeled as 1
and 2, form a resonant pair, whereas the third spin does not belong to a
resonant pair. We use the pair operators Iα1 to describe the resonant pair,
where α = x, y, z. The third spin is represented by operators Sα3 , whereas
the interaction between spin and pair is represented by products of these
operators.

The transformation of H, given by Eq. (2.1), to the new form is described
in Section A.2. We obtain

H = −h3 S
z
3 −H Iz1 +Bzz I

z
1 S

z
3 +Bxz I

x
1 S

z
3 , (2.22)

where the energy splitting H of the pair is defined in Equation (2.14). Since
the truncated dipole Hamiltonian H does not allow an uneven number of
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spins to flip at once, only two coupling terms remain. We use Equation
(A.16) to calculate their prefactors as

Bzz =
h12 Jsp
H1

(2.23)

Bxz =
J12 Jsp
2H1

. (2.24)

Here,
Jsp = J13 − J23 (2.25)

represents the spin-pair interaction. Using the general notions from the
previous subsection, the contribution of the resonant pair of spin i and j to
the Jz field of spin k is obtained as

fpair-spin
k = −Bzz

k,(i,j)I
z
(i,j), (2.26)

where Iz(i,j) has one of the values ±1/2.

Now, we combine (2.26) with the spin-spin field of Eq. (2.19) to obtain the
full expression for the Jz field of spin i as

fi = f spin-spin
i + fpair-spin

i = −
∑
j 6=i

Jij S
z
j −

∑
(k,l)

Bzz
i,(k,l)I

z
(k,l) , (2.27)

which substitutes fi in the resonance condition (2.21).

In contrast to the term Bzz Iz1 S
z
3 , the term Bxz Ix1 S

z
3 induces a coupling

of both eigenstates of the resonant pair. In the algorithm of Chapter 3, we
neglect this term for the simplicity of the model and keep only the diagonal
coupling Bzz as a contribution to the Jz field of the single spin.

The routine of Chapter 4 already includes the spin-pair interaction as part
of the coupling terms of interacting pairs and neglects explicit interaction of
pairs and spins completely.

2.3.1 Influence of the resonance state on Jz fields

Equations (2.19) and (2.26) determine different Jz contributions for reso-
nant and non-resonant pairs on a third spin. Therefore, a modification of
the resonance state of spin pair (i, j) induces a change of the field it imposes
on other spins. We derive this change in the following subsection.

Let us consider the Jz field of the pair (i, j) on spin r 6= i, j for both
resonance states. They are defined in Eq. (2.19) and (2.26) as

fnon-res = J(i,j),r (2.28)

fres =
J(i,j),r hij√
h2
ij + 1

4J
2
ij

, (2.29)
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where J(i,j),r = Jir − Jjr is the spin-pair interaction of Equation (2.25), ex-
pressed in general notions. The field fnon-res denotes the field, if pair (i, j) is
non-resonant, and fres describes the field, if (i, j) is resonant. The difference
fnon-res − fres depends on the ratio of the pair parameter hij and Jij and is
large for hij � Jij .

There are two ways to change the field of a spin:

1. Identification of a resonant pair. The field f changes by fres − foff-res.

2. Destruction of a resonant pair. The field f changes by −fres + foff-res.

In both cases, the change of field is proportional to J(i,j),r. Since J(i,j),r

strongly depends on the distances of the spins belonging to the pair to the
remote spin (J ∼ r−3), the change of field is strong only in the direct vicinity
of the modified pair. Nonetheless, the interplay between the identification
of resonant pairs and Jz fields leads to a dynamics in the full spin system,
if the value of the disorder ε is small enough (Chapter 3).

2.4 Investigation of the interaction of pairs

Finally, we consider the interaction of two resonant pairs.

First, we rewrite the Hamiltonian H of two interacting spin pairs, where
we use operators Iα1 to describe the first pair consisting of spins (1, 2), and
operators Iα2 to describe the second pair consisting of spins (3, 4). Similar
to the approach of the previous subsection, the Hamiltonian H is obtained
as

H = −H1 I
z
1 −H2 I

z
2 +Azz I

z
1 I

z
2 +Azx I

z
1 I

x
2 +Axz I

x
1 I

z
2 +Axx I

x
1 I

x
2 , (2.30)

where Hi are the energy splittings of the pair defined in Equation (2.14).
Using Eq. (A.16), the prefactors of the couplings in Equation (2.30) are
calculated as

Azz =
h12 h34 Jpp
H1H2

(2.31)

Axz =
J12 h34 Jpp

2H1H2
(2.32)

Azx =
h12 J34 Jpp

2H1H2
(2.33)

Axx =
J12 J34 Jpp
4H1H2

, (2.34)

where
Jpp = (J13 − J23)− (J14 − J24) . (2.35)
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Configurations for different values of Jpp

Figure 2.2: Three constellations of two spin pairs. The pair-pair interaction
Jpp vanishes for configurations (a) and (b). For configuration (c), Jpp is
large compared to internal interactions.

If the pairs are separated by a large distance, Jpp is small compared to the
internal couplings J12 and J34. In this case, the interaction between the two
pairs is negligible. The same is true for a symmetric constellation of the
two pairs, as indicated in pictures (a) and (b) of Figure 2.2. On the other
hand, if two spins of different pairs are close together (compared to all other
distances), the value of Jpp is large. This situation is depicted in plot (c) of
Figure 2.2.

Similar to the last subsection, the algorithm of Chapter 3 neglects all terms
but the Jz interaction Azz I

z
1 I

z
2 for simplicity.

In contrast, the algorithm of Chapter 4 takes into account all couplings of
the pair-pair Hamiltonian of Equation (2.30). Adding the off diagonal terms
significantly affects the resonance condition (2.21).

2.5 Preliminary investigations of the model

In this section, we determine an expression for the number of resonant pairs
by determining probability distributions of pair interactions Jij , local fields
hij and Jz fields, which appear in the resonance condition (2.21). To achieve
this, we use transformation rules for density functions, which are stated in
Appendix A.6.

In the following, we compare the distribution of the isotropic interaction

J =
u0

r3
(2.36)

to the distribution of the anisotropic interaction from Equation (2.2).
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2.5.1 Distribution of the pair interaction J

In order to obtain the distribution of interactions, first, we determine the
distribution of the distance r of two spins. For small distances r < 5, this
distribution is independent of the finite size. The uniform distribution of
the spin coordinates yields

pr(r) ∼ r2. (2.37)

For r > 5, the probability density function pr(r) deviates from Equation
(2.37). In Appendix A.7, a full analytic expression is derived for pr(r) con-
sidering the finite size effect.

The density function is normalized using the condition
∫
pr(r)dr = 1. We

introduce a cutoff rmax to approximate the finite size effect and obtain

pr(r) =
3

r3
max

r2 for r ∈ [0, rmax]. (2.38)

rmax corresponds to a minimum interaction

Jmin =
u0

r3
max

, (2.39)

which is used to normalize the probability distribution of the interaction
J . By Equation (2.39), the parameter Jmin is connected to the size of the
system.

Using Equation (A.90), pJ(J) is derived from Equations (2.36), (2.38) as

pJ(J) = pr(r)

∣∣∣∣ drdJ

∣∣∣∣ =
Jmin

J2
. (2.40)

Note, that the integral of pJ(J) is already normalized to 1.

In the further course of this work, we often examine J−1 instead of J . In
contrast to pJ(J) , the probability distribution pJ−1(J−1) for J−1 is con-
stant, which simplifies the analysis of coupling distributions in Chapter 4.

The distribution of J−1 is derived as

pJ−1(J−1) = pJ(J)

∣∣∣∣ dJ

d(J−1)

∣∣∣∣ = Jmin , (2.41)

where J−1 ∈ [0, J−1
max] and J−1

max = (Jmin)−1.

Figure 2.3 shows the distribution of J−1 obtained from the numerical simu-
lation. Pairs satisfying J−1 < 125 are not influenced by the finite size effect
and their coupling distribution obeys Equation (2.41). We fit the numerical
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Figure 2.3: Histogram of the values J−1 obtained from all spin pairs of
10 different spin systems with isotropic J = r−3 interaction between spins.
Numerical results are presented by blue dots and the fit from eq. (2.41) by
a red line. In summary, 5 · 106 pairs were examined.

data in Fig. 2.3 by a constant distribution and obtain Jmin = 0.0042, which
corresponds to a cutoff value of rmax = 6.2. The minimum distance rmin

corresponds to a small values J−1 = 1.25 · 10−4 and does not influence the
distribution significantly.

Now, we compare the distribution of the inverse isotropic interaction of Eq.
(2.36) to the inverse anisotropic dipole interaction of Eq. (2.2). Figure 2.4
shows a plot of both distributions. Since the isotropic interaction is always
positive, whereas the anisotropic interaction can be negative, we use the
absolute value to compare both interactions. From fitting numerical data,
we obtain Jmin = 0.0032 for the anisotropic interaction (inset of Figure 2.4).

In summary, the statistics of pJ(J) using anisotropic interaction J has two
differences compared to the distribution emerging from isotropic r−3 inter-
action. First, the cos(θ) dependence decreases the average magnitude of
interaction by a factor of 0.77. Second, since the anisotropic interaction can
be arbitrarily small due to the dependence on θ, the values of J−1 have no
upper limit. As a result of these two effects, the number of pairs, for which
the distribution of J−1 is constant, is smaller for anisotropic interaction.
This fraction is 52% for isotropic interaction and 20% for anisotropic inter-
action.

On the other hand, both interactions can be approximated well by pJ(J) ∼

26



J =
1-3 cos2 (Θ)

r3

J = 1

r3
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Histogram of |J-1| for isotropic and anisotropic interaction
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Figure 2.4: Histogram of the absolute values |J−1| for isotropic r−3 interac-
tion from Equation (2.36) (yellow dots) and anisotropic dipole interaction
from Equation (2.2) (blue dots) between spins. In summary, 5 · 106 pairs
were examined. The inset shows the cutoff approximation for anisotropic
interaction (blue dots) with pJ(J) = const. (red line).

J−2 with a cutoff at Jmin. The value of this parameter differs for both
interactions. The ratio of the two values is used as a correction to compare
analytical estimates taking into account isotropic interaction to numerical
results using the anisotropic interaction.

2.5.2 Distribution of the local fields hij and the Jz fields fi

The distribution of local pair fields hij is derived from the uniform distri-
bution of local spin fields hi ∈ [0, ε]. Since we never use the distribution of
local spin fields explicitly, we denote the distribution of local pair fields as
ph(hij). This distribution is determined as

ph(hij) =
1

ε2
(ε− |hij |), (2.42)

which is valid for hij ∈ [−ε, ε].

As a next step, we consider the distribution of Jz fields between spins. Here,
we need both the distribution of Jz fields fi on spins and the distribution of
Jz fields fij = fi − fj on pairs. We denote the first by pf (fi), whereas the
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Figure 2.5: Plot of the distribution of Jz fields fi (main plot). Numerical
data is presented as blue dots (both inset and main plot). The inset shows
the distribution of the variable fij = fi − fj .

pair fields are represented by the distribution function pfi−fj (fij).

Anderson derived [1], that the distribution pf (fi) has the shape of a Loren-
zian function

pf (fi) =
a

b+ f2
i

. (2.43)

As presented in Figure 2.5, this fits well with numerical data of our simula-
tion. We obtain a = 0.8 and b = 6.37. The minimum radius rmin corresponds
to fi = 4000 and does not influence the probability distribution pf signifi-
cantly.

As a next step, we use this distribution to determine the distribution of
fij . The convolution of the Lorenzian from Equation (2.43) with itself gives
another Lorenzian

pfi−fj (fij) =
2πa2

√
b
· 1

4b+ f2
ij

. (2.44)

This result is confirmed by numerical data for fij (see inset of Figure 2.5).

Finally, we determine the distribution ph′ of full local fields h′ij as another
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convolution of pfi−fj (Eq. (2.44)) and ph (Eq. (2.42)). We obtain

ph′(x) =
0.8

ε2

[
2 log

(
25 + x2

)
− log

(
25 + (ε+ |x|)2

)
− log

(
25 + (ε− |x|)2

)
− 0.8x arctan(0.2 · |x|)

+ 0.4 (ε− |x|) arctan(0.2 · (ε− |x|)) + 0.4 (ε+ |x|) arctan(0.2 · (ε+ |x|))
]
,

where ε denotes the value of the energy disorder and x the value of h′ij . In
Figure 2.6, the distribution p|h′|(x) of the absolute value |h′ij | is compared
with numerical data of the simulation for a disorder ε = 50. Additionally,
the figure takes into account two approximations based on Equation (2.42),
namely: The direct implementation of Equation (2.42) using ε = 50 (red
line), and an implementation of Equation (2.42) using a fitted value of the
disorder ε ≈ 58 (green line). The first approximation is equivalent to ne-
glecting the presence of Jz fields and using the probability distribution ph
of the on-site fields hij .

The deviation εf of the fitted disorder from the disorder of the system is
presented in the inset of Figure 2.6.

From Figure 2.6, we deduce the following statements:

First, the function p|h′|(x) is in a perfect agreement with numerical data.

Second, both approximations work well for 0 � h′ij � ε, but not for small
or large values of the full local field h′ij .

At large values h′ij ≈ ε, the distribution ph′ij has a tail, which ph has not.

This tail is not influenced by the disorder value, but originates from the
presence of Jz fields. Hence, even for a system with zero disorder in energy,
there is a certain probability, that a spin has a large value of the full local
field h′ij . This effect is important for the analysis in Chapter 4.

The deviation of the distributions ph′ and ph for small values h′ij influences
the number of resonant pairs (see Figure 2.7). Hence, we expect, that the
number of resonant pairs decreases significantly, when we substitute ph by
ph′ .

2.5.3 Obtaining the number of resonant pairs

In the following, we derive the number of resonant pairs without the consid-
eration of Jz fields. First, we use the probability distributions ph and pJ to
derive the probability distribution of the resonance range Sij in Appendix
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Figure 2.6: Histogram of the full local fields h′ij for all spin pairs of a spin
system where ε = 50 (blue dots) including spin-spin fields. We used 100
different starting configurations, which result in 5 · 107 examined spin pairs.
The histogram was normalized to compare it to the analytical expression
(red for ε = 50 and green for ε = 58.2652, which corresponds to εf = 8.2652)
for ph(hij) from Equation (2.42). The inset shows the deviation εf of the
fitted disorder value from the disorder of the system.

A.3.5. In Appendix A.3.6, this probability distribution yields the probability

PRP =
J2

min

ε2
+

2Jmin

ε
ln

(
ε

Jmin

)
, (2.45)

that a pair is resonant. Equation (2.45) agrees with the widely-used formula
(2.12) (see Appendix A.3.6).

We convert this result to the average number of resonant pairs NRP via

NRP =
1

2
NPairs · PRP, (2.46)

where we obtain the factor 1
2 from excluding pairs of state | ↑↑ 〉 or | ↓↓ 〉.

As described in Section 2.2, the simulation does not allow a spin to partic-
ipate in more than one resonant pair at the same time. This effect is not
included in Equation (2.46). In order to compare the results of the simu-
lation with Equation (2.46), we introduce the variable NRC . NRC denotes
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the number of resonance conditions, that are evaluated as true. By using
different initial configurations, we obtain a distribution of NRC values with
mean µRC . Such a distribution is presented in the inset of Figure C.1 of Ap-
pendix C. Additionally, this figure shows a perfect agreement of analytical
prediction and numerical results for the dependence of the average number
of resonant pairs µRC on ε. This confirms the cutoff approximation done of
the finite size effect.

Whereas the last paragraph determined the number of resonant pairs with-
out Jz fields, we now use a routine including spin-spin fields and the anisotropic
dipole interaction. We present the results in Figure 2.7. It shows a good
agreement of data from the simulation and the number of resonant pair with
Jz fields, which was determined using the convolution of ph′ and pJ . The
figure indicates, that the effect of Jz fields is important for small disorder
values, whereas for large disorder the fits with and without Jz fields coincide.

We conclude, that Equation (2.12), which is widely used in literature, does
not give accurate results for a system with Jz fields between spins.
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Number of resonant conditions with Jz fields

Figure 2.7: The main plot shows the dependence of the average number
µRC of resonant conditions on the disorder ε using dipole interaction and
spin-spin fields. For each disorder value, 1000 different initial configurations
of the spin system were examined. The mean values µRC of the resulting
distributions of NRC are indicated by blue dots, the standard derivation by
an error bar. The distribution of NRC for ε = 100 is presented as inset. The
green curve represents the analytical prediction (Eq. (2.46)) neglecting Jz

fields, and the red curve uses the density function ph′(h
′
ij) of the full local

fields.
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Chapter 3

Time evolution

In this chapter, we describe and implement an algorithm imitating the time
evolution of disordered TLSs with dipolar interactions. The algorithm sim-
ulates the time evolution rather crudely: namely it focuses only on creation
and destruction of resonant spin pairs. A more accurate dynamical simu-
lation is impractical even classically, because the problem involves multiple
time scales. We still expect that this simulation captures the essential as-
pects of the energy transport in the system.

3.1 Conceptual description of the time evolution
algorithm

As discussed in Section 2.3.1, the resonance state of a pair influences the
field, which it imposes on other spins. On the other hand, the resonance
condition (2.21) of this pair, and thus its resonance state, depends on the
Jz field itself. These two relations make it possible to obtain a crude time
evolution of the system, which is generated by the interplay of fields and the
resonance state of pairs of the spin system.

This mechanism is implemented as follows: First, the time axis is discretized
using time steps, where the ith time step describes the time evolution from
ti to ti+1 = ti + ∆t.

In each time step, we consecutively apply the following two intermediate
steps on each spin pair:

1. The algorithm checks, whether the resonance condition (2.21) is sat-
isfied and identifies, if the resonance state of the pair changed.

2. If it changed, the routine recalculates the Jz contribution of the pair
on other spins. This recalculation is delayed by the delay time td,
which is determined individually for this pair from Eq. (2.18).
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All pairs are organized in a list, which is sequenced in descending order with
respect to the absolute value of the pair interaction. We present a detailed
description of the algorithm in Appendix B.2.

The recalculation of Jz contributions changes the resonance condition of all
spin pairs. Therefore, the next time step can produce a different distribution
of resonant pairs in the system, which again causes a modification of the Jz

fields. By performing many time steps, the system evolves and the simula-
tion monitors properties of spins and pairs. Since a spin pair can flip from
state | ↑↓〉 to | ↓↑〉 by undergoing two consecutive changes of its resonance
state, the polarization Sz of individual spins changes in the course of the
time evolution.

3.2 Results

The evolution of the full system depends strongly on the value of the disor-
der ε. If ε is large, the number of resonant pairs is small and likewise are
thes change of Jz fields after identifying all pairs.

On the other hand, a system with small disorder value ε does incorporate
a large number of resonant pairs. Then, each time step results in a large
change of fields and this greatly changes the distribution of resonant pairs
for the next time step.

If we increase the disorder from very small to large values, we expect a
transition from a system with fast dynamics to a system with slow dynamics.

3.2.1 Correlation function of interest

In order to investigate and to quantize the dynamics of the system, we
examine the decay of the correlation of the system at time t to its initial
configuration. This correlation is described by the correlation function

Cspins(t) = 〈4
NSpins∑
i=1

Szi (t) Szi (0)〉 , (3.1)

where Szi (t) is the z projection of spin i at time t and the bracket 〈〉 denotes
the average over many initial conditions. The prefactor 4 normalizes the
correlation function to a maximum value of

Cspins(0) = 4

NSpins∑
i=1

1

4
= NSpins .
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In contrast, for a completely uncorrelated system, half of the spins have the
same polarization as in the initial configuration, which results in C(t) = 0.

Equation (3.1) includes all spins, which are not part of a resonant pair.
Since the wave function of a resonant pair is defined in the diagonal basis
ψ ∈ {|⇑〉, |⇓〉}, the calculation of the correlation function for spins belonging
to a resonant pair differs from Equation (3.1).

We use the Heisenberg representation to pass the time dependence from the
wave function to the operators as

〈ψ(t)|Sz(0)Sz(t)|ψ(t)〉 = 〈ψ(0)|eiHtSze−iHtSz|ψ(0)〉 = ei(λ1−λ2)t , (3.2)

where λi are the eigenvalues of the resonant pair. We define the initial time
t = t0 at the time of the identification of the resonant pair and reduce the
result of Eq. (3.2) to its real part. Since a pair substitutes two spins in
Equation (3.1), we include a factor of 2 and obtain

Cpair(t) = 2 cos
(
H(i,j)(t− t0)

)
(3.3)

as the contribution of the resonant pairs (i, j) to the total correlation func-
tion C(t) = Cspins + Cpairs.

We are interested in the following properties of the function C(t):

• Does C(t) decay to 0 for long times or does it saturate at some level
c > 0?

• How fast does C(t) change and what is its functional dependence on
t?

• How does the function C(t) depend on disorder?

In the following, we address these questions.

3.2.2 Summary of main results

For a large range of disorder and long times, the value of C(t) decreases to
a finite saturation value of 5% of its maximum. This indicates, that about
95% of the system is delocalized, even though much less spins belong to a
resonant pair at the same time. Therefore, the delocalization is caused by
the interaction between pairs and the resulting fluctuation of the distribu-
tion of resonant pairs.

We found, that long time behaviour of the correlation function C(t) can be
described by a stretched exponential function

f(t) = (1000− c) · e−(b·t)d + c , (3.4)
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which fits many relaxation processes in disordered media [19]. The param-
eter b, c and d depend smoothly on the value of disorder ε. Of particular
interest is the behaviour of the finite saturation value, represented by the
offset parameter c.

This offset is a measure for the number of spins, that do not take part in
the dynamics of the system. We denote these spins as isolated spins. In the
range 0 < ε < 150, the value of c, and thus the number of isolated spins,
is independent of the disorder. Hence, there is always a part of the system,
that is localized with respect to spin diffusion and energy transport. The
isolation of the spins is not caused by a large value of the local field hi, but
by a large value of the Jz field imposed on the spins. This claim is discussed
in Section 3.2.4 and explains the independence of the number of isolated
spins on the value of disorder ε.

Additionally, pairs with large interactions are isolated from the dynamics as
well. We denote these pairs as isolated pairs.

If we add the number of isolated spins and the number of spins, that are
part of an isolated resonant pair, we obtain a large fraction of the spin
system. The remaining spins are involved in resonant pairs, which change
their resonance due to the fluctuation of fields. We denote these pairs as
fluctuating pairs. These spins are responsible for the long time decay of the
correlation function. We analyze the properties of fluctuating pairs in detail.

3.2.3 General shape of the correlation function

In this subsection, we examine the time dependence of C(t), which was de-
fined in 3.2.1. A plot of C(t) is presented in Figure 3.1. The fast decrease
of C(t) at small times is caused by resonant pairs with large interactions.
Their contribution to C(t) is described by a cosine function (Equation (3.3)),
which has a different period for each pair. After a short time of the order of
these periods, the sum of all these contributions averages to 0.

We resolve this effect in Figure 3.4, which shows C(t) for three different
time scales: t ∈ [0, 2], t ∈ [0, 50] and t ∈ [0, 500]. From this resolution, we
estimate the delay times of strong resonant pairs as 0.01 . . . 1.

After the initial jump, we use the stretched exponential from Equation (3.4)
as a fit for the long time behaviour of C(t). Figure 3.1 shows a linear plot
of C(t) and f(t) for ε = 0, where the fit is indicated as a green line. A
logarithmic and a double-logarithmic plot of C(t) for ε = 0, 30, 90, 150 is
presented in Figure 3.5. More linear plots for medium (t < 2000) and large
times (t ∈ [0, 50000]) are shown in Figure C.3 in Appendix C.
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Figure 3.1: Linear plots of the correlation function C(t) for disorder ε = 0.
We present one plot for times t ∈ [0, 2000] and one plot for t ∈ [0, 50000],
thereby we averaged over about 35 different initial configurations of spins.
The blue dots indicate the data obtained from the simulation whereas the
green line is a stretched exponential function as defined in (3.4). Similar
plots for disorder ε = 10, 80, 150 are presented in Figure C.3 in the appendix.
We resolve the initial behaviour in Figure 3.4.

The fit (3.4) does not agree with C(t) for short times t < 200 (Figure 3.1).
On this time scale, the dynamics of the system is still dominated by the
initial identification of resonant pairs. For longer times t � 200, the fit
works very well.

Dependence of the shape of C(t) on the disorder

Figure 3.2 shows the correlation function for several different disorder values
ε < 200. In this range, C(t) decreases to about 5% of its initial value.

If we increase the disorder beyond ε = 200, the saturation value increases
significantly (Figure 3.3). This effect is investigated using the parameter c
from Equation (3.4), which describes the finite saturation level. Figure 3.6
shows a plot of c over the disorder value ε. We see a clear separation of
three different phases:

• c ≈ 50 for ε < 150.

• a crossover region for ε ∈ [150, 700].

• c ≈ 950 for ε > 700.

The third region (ε > 700) features a small number of resonant pairs. Hence,
there is a small probability for a significant change in the Jz field of spins
and we obtain only a small fluctuation of the distribution of resonant pairs
in the system. As a result, nearly all spins of the system are frozen in their
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Figure 3.2: Plot of the correlation function C(t) for long times and small
disorder ε < 200. We averaged over about 35 different initial configurations
of spins.

initial state and the system is localized.

In this regime, the finite size of the system is very important. For larger
sizes, there are more resonant partners available for every spin. As shown
in the introduction, the probability of finding a resonant partner increases
as log(R), where R is a measure for the size of the system. We expect that
the marginal ε values of the transitions depend on the probability of finding
a resonant partner and therefore scale with log(R). For large systems, we
expect this localized phase to appear at very large disorder, which might be
out of an experimentally achievable range.

The crossover regime features some dynamics in the system, but depending
on the value of ε, only a fraction of the system participates in this dynamics.
This regime corresponds to the localization-delocalization transition of the
system.

Last, we consider the regime of small disorder ε < 150. Here, the correlation
function decreases to a small value. This indicates, that a large part of the
system is delocalized. Note, that for the marginal case ε = 150, only 20%
of all spins are part of a resonant pair at the same time step. However, the
fluctuation of the distribution of these pairs involves about 95% of all spins
and thereby causes a decrease of C(t) to 5%. We discuss the properties of
these pairs further in Subsection 3.2.4.
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Figure 3.3: Plot of the correlation function C(t) for long times and large
disorder ε > 200. We averaged over about 35 different initial configurations
of spins.

In contrast to our expectation, the correlation function C(t) does not drop
to zero, but remains at a level of c = 50 even for long times (figure 3.2).
This finite level is independent of the disorder ε. Both claims are supported
additionally by Figure 3.5.

We discuss the finite saturation in more detail in Subsection 3.2.4. In con-
trast to the behaviour of the saturation value, the general shape of C(t),
or more specific the parameter b and d, always depend on the value of dis-
order ε. The dependence of b and d on the disorder ε is shown in Figure
3.6. These dependencies change the decay of C(t) in opposite ways: For
increasing value of ε, d increases and leads to a faster decay, whereas the
value of b decreases and therefore slows the decay.

We also chose another approach to investigate the speed of the decay: We
fix the time t to a constant value tc and plot the value of the correlation
function C(tc) as a function of ε. A plot for several choices of tc can be seen
in Figure 3.7. For large values of tc, the dependence of C(tc) on ε is similar
to the dependence of the offset parameter c in Figure 3.6, namely, C(tc) is
independent of ε for small disorder values. On the contrary, C(tc) depends
strongly on ε for small values of tc. The latter effect is explained by the
fact, that the magnitude of the initial jump is proportional to the number of
initially identified resonant pairs. As derived in Section 2.5.3, this number
depends on ε as 1/ε.
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Figure 3.4: Plot of the correlation function C(t) for several disorder values
and three different time scales: t ∈ [0, 2] (a), t ∈ [0, 50] (b) and t ∈ [0, 500]
(c). In order to resolve small times, we decreased the time increment to
∆t = 0.02 for plot (a). The remaining two plots were generated using the
standard time increment ∆t = 0.5.
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Figure 3.5: Collection of logarithmic plots of the correlation function C(t)
for disorder values ε = 0, 30, 90, 150 and a time increment ∆t = 0.5 for long
times. We averaged over about 35 different initial configurations of spins.
The blue dots indicate the data obtained from the simulation whereas the
green line is a stretched exponential function as defined in (3.4). A similar
collection for large disorder value can be found in Figure C.4 in the appendix.
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Figure 3.6: Plot of the parameter of the fit f(t) = (1000 − c) · e−(b·t)d + c
over the value of disorder ε. We used ∆t = 0.5 and averaged over 35 initial
configurations.
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Figure 3.7: Mean number of fluctuating pairs at t = 50000 for varying
disorder value ε.

For further analysis of the decay rate, we examined the half time t1/2, which
is defined as the time the correlation function C(t) needs, to drop to half
of its initial value C(t0). We define the initial time as t0 = 10, to exclude
the initial drop caused by the identification of strong pairs. Additionally,
we subtract the value of the offset c for both values. Hence, the half time
t1/2 is defined by the equation

C(t1/2)− c =
1

2
(C(10)− c) . (3.5)

Figure 3.8 compares t1/2 with the time scale 1/b from fit (3.4). In this figure,
we observe a smooth increase of t1/2 and 1/b for ε ∈ [20, 150]. For ε ∈ [0, 20],
the half time t1/2 has a minimum at ε ≈ 10 and increases for smaller disorder
values. The time scale 1/b has no minimum, but changes its slope.

Investigation of small disorder values

As a final part of this subsection, we investigate the decay of C(t) for small
disorder values. Figure 3.8 indicates a maximum for the decay rate around
ε ≈ 10. We resolve this behaviour in Figure 3.9. The half time t1/2 has a
minimum in ε ∈ [10, 15]. Figures C.5 and C.6 in Appendix C show plots of
the correlation function C(t) for these disorder values. The initial behaviour
(t < 10000) differs, but then it is not possible to discriminate between
functions with different disorder values.
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Figure 3.8: Half time for varying disorder value ε.

3.2.4 Further investigations

In the last section, we examined the decay of the correlation function. We
found, that the decay has a finite saturation level in the range ε ∈ [0, 150].
Next, we discuss implications of this finite saturation level. Then, we ex-
amine the existence time of resonant pairs to explain the decay of C(t) for
long times.

Isolated spins

The finite saturation of C(t) corresponds to the existence of a small part of
the spin system, which is not affected by the dynamics. Figures C.11 and
C.10 in Appendix C investigate the number of spins, that are never part of a
resonant pair. We call these spins isolated spins and denote their number as
Nisolated. Figure C.11 shows the time dependence of Nisolated, whereas Figure
C.10 examines the value of Nisolated at the longest available time t = 50000
in dependence of disorder. The last plot shows the same characteristics as
Figure 3.6. However, the saturation level c of C(t) is considerably larger
than the number of isolated spins Nisolated.

We believe, that next to fully isolated spins, there is a set of nearly isolated
spins. While these spins can become part of a resonant pair, these pairs are
separated by a long distance and therefore have a long delay time. Typi-
cally, pairs of this kind are destroyed long before their delay time is reached.
As a result, the flipping probability for nearly isolated spins is very small
and they keep their correlation to the initial configuration. Figure C.12 in
Appendix C investigates this statement by examining all spins, that did not
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Figure 3.9: Half time for varying disorder value ε.

flip at t = 50000. It shows a histogram of the number of time steps, which
these pairs have been part of a resonant pair. Next to fully isolated spins,
there are many spins which flipped only a small number of times.

The most important property of the finite saturation value is its indepen-
dence of disorder. Figures C.11 and C.6 indicate, that the long time dy-
namics of the system is independent of ε for a large range of disorder values.
In the following, we investigate the distribution of Jz fields to explain this
effect.

The Jz fields imposed on spins are distributed as a Lorenzian function with
a maximum value at f = 0 and a width of 2.5 (see Figure 2.5). As a result,
there exist some spins i with very large Jz field fi. This leads to a large value
of the full local field h′i = hi+fi. For small disorder values, the contribution
of the on-site field hi to the full local field h′i can be neglected. Therefore,
the number of isolated spins is independent of disorder for a certain range
of small disorder values.

In order to test this explanation, we examine the value of the field for spins
which remain isolated from the dynamics for long times (t = 50000). The
histogram of fields for these spins is presented in Figure 3.10. As one can see,
this distribution differs much from the original Lorenzian (figure 2.5) and
has maxima around f ≈ ±100. This indicates, that isolated spins typically
have very large Jz fields.

Since the Jz field is generated by interaction between spins and pairs, a large

45



Figure 3.10: Histogram of field values for spins that are isolated from the
dynamics of the system (ε = 0). The distribution is very different from
the histogram of f for all spins (figure 2.5). We obtained the histogram by
simulating 77 different initial configurations with ε = 0 for t = 50000. The
averaged correlation function C(t) for these parameter is shown in Figure
C.5 in Appendix C.

Jz field on one spin is related with a nearby spin that has a large Jz contri-
bution to this spin. If the two spins do not have the same Sz polarization,
they form a resonant pair with large interaction. Otherwise, the strong field
suppresses the probability for both spins to find a resonant partner. These
spins remain isolated and form a non-resonant isolated pair.

We conclude, that even for zero disorder, a part of the spin system remains
isolated. The size of this isolated region does not depend on the disorder
for ε < 150. From ε ≈ 150, the number of isolated spins grows for increas-
ing value of ε. At about ε ≈ 700, only few spins (< 5%) take part in the
dynamics.

We are aware that the absolute and relative size of the isolated region de-
pends on the size of the system. However, since pairs with a small interaction
and small local field have very long delay times and typically are destroyed
before they lead to dynamics, we believe that the dependence of this effect
on the finite size is weak.
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Figure 3.11: Histogram of the relative existence time tE/t for long times
t = 5000 and ε = 10, ∆t = 0.5. The plot is logarithmic to show all regimes.
We averaged over 100 different initial configurations.

Analysis of the existence time of resonant pairs

In order to explain the decay of C(t) for long times, we investigate the dis-
tribution of existence times of resonant pairs.

We define the existence time tE of a resonant pair as the time difference
between the current time t, and the latest time tI , where this pair was iden-
tified as a resonant pair: tE = t − tI . Figure 3.11 examines the existence
times of all resonant pairs, that exist at a time t = 5000. There are two
maxima, thus two main accumulations of resonant pairs:

First, pairs with very long existence times tE ≈ t. These pairs were identi-
fied during the first time steps of the simulation and typically have a large
interaction. Since these pairs do not change their resonance identity, they
do not contribute to the long time dynamics of the system.

Second, pairs with small existence times. We present these pairs in a his-
togram of absolute values of tE in Figure 3.11 (appendix). These pairs are
crucial for the dynamics of the system, since their changing resonance state
leads to a fluctuation of fields. We call these pairs fluctuating pairs.

In Figure 3.12, we compare the magnitude of both groups. An interesting
fact can be extracted from this figure for ε > 400: Even though that the
total number of resonant pairs is still noticeable (≈ 50), almost all of these
pairs belong have long existence times and do not contribute to the dynam-

47



long time pairs

short time pairs

200 400 600 800
ϵ

50

100

150

200

250

N
Existence time of resonant pairs

Figure 3.12: Number of resonant pairs with long existence times compared
to the number of pairs with short existence times. The time increment was
chosen as ∆t = 0.5 and the value of disorder ε is varied (x-axis).

ics. This explains the increase of the number of isolated spins around this
disorder value.

Fluctuating pairs

In the following, we further examine the properties of fluctuating pairs.
They form a network of pairs, whose resonance states and therefore Jz fields
fluctuate. This network is essential for dynamics in the system. In order
to obtain the number Nfluct of fluctuating pairs, we determine the number
of pairs, whose resonance state changed from resonant to non-resonant in a
time interval ∆t = 1. Figures 3.13 and 3.14 plot the dependence of Nfluct

on the time t. We observe the following properties of Nfluct:

• After an initial fast decrease, Nfluct decreases very slow.

• Nfluct depends strongly on disorder for ε > 20.

• For smaller disorder values, the value of Nfluct does not depend on ε.

In order to examine this dependence, we plot the mean number of fluctuat-
ing pairs at large time t = 5000 in Figure 3.15. We expect, that the value
of Nfluct influences two properties of the spin system:

First, it influences the number of isolated spins that do not participate in
the dynamics. This corresponds to the saturation value of the correlation
function C(t).
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Figure 3.13: Plot of the number of fluctuating pairs over time t for a time
increment of ∆t = 0.5 and several different disorder values.
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Figure 3.14: Plot of the number of fluctuating pairs over time t for small
disorder values.
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Figure 3.15: Mean number of fluctuating pairs at t = 5000 for varying
disorder value ε.

And second, it influences the decay rate of C(t), which is related to the
speed of spin diffusion.

From previous analysis we know, that the saturation value of C(t) is constant
for small disorder value ε < 150. For larger disorder values, the number of
fluctuating pairs becomes so small, that the dynamics of the system is not
sufficient to decrease C(t) to a finite saturation value of 5%. We conclude,
that for large networks (Nfluct > 1), the size of the resonant network does
not influence the number of isolated spins. If the number of fluctuating pairs
decreases below a certain marginal value Ncrit ≈ 1, the number of isolated
spins increases for decreasing value of Nfluct.

We investigated the speed of the decay in the end of subsection 3.2.3. Figure
3.9 indicates, that the decay rate has a maximum around ε ≈ 10. As shown
in Figure C.14 of Appendix C, the same behaviour is found for Nfluct. In
the following, we explain this maximum by an analysis of the distribution
of delay times of fluctuating pairs.

Figure 3.17 shows a histogram of delay times for resonant pairs. In this
figure, we discriminate between the set of all resonant pairs and the set of
fluctuating pairs. The latter shows a sharp decrease for td < 0.2. Since the
delay time td of a pair is related to its interaction J by td ∼ J−1, this result
indicates, that pairs with large coupling constants do not contribute to the
resonant network.
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This effects leads to a decrease of the number of fluctuating pairs for de-
creasing disorder. However, the increasing number of resonant pairs affects
this number in the opposite way. We believe, that both effects balance each
other for ε ≈ 10. For larger disorder values, the influence of the number of
resonant pairs dominates and the number of fluctuating pairs decreases for
increasing disorder. For smaller disorder values, the opposite is the case and
the number of fluctuating pairs increases for increasing disorder value ε.

3.3 Validity of model

After the presentation of the results, in this section we discuss the validity
of the time evolution algorithm. We focus on the situation, that a pair with
small interaction controls the resonance of a pair with large interaction. We
expect, that the prospect of changing the identification of the pair with large
interaction blocks the change of the resonance state of the pair with small
interaction. Therefore, this setup is called blocking.

3.3.1 Blocking

Let us consider two interacting spin pairs, which we call “strong” and “weak”
pair. These names arise from the assumption, that the absolute value of the
interaction J1 of the strong pair is considerably larger than the absolute
value of the interaction J2 of the weak pair: |J1| � |J2|. Initially, we as-
sume that pair 1 is resonant and pair 2 is not.

By a change in the environment of the weak pair, it becomes a resonant pair.
Because of a large coupling of the two pairs, the resonance condition of the
strong pair is altered such, that it is not resonant any more. In this case, the
weak pair 2 controls the resonance of the strong pair 1. As a effect of this
progress, the energy of the full system is changed by a value of the order of
J1. Therefore, tiny energy changes are allowed to have big impacts on the
energy of the system. This raises the question, if such processes should be
suppressed.

We address this question in two steps: First, we determine a time evolution
of the total energy of the system. This is done in the next subsection.
Second, we investigate the interaction between pairs with respect to the
question, if the prospect of changing the identity of other pairs influences
the resonance condition. This analysis is done in Chapter 4.

3.3.2 Energy conservation

In the course of the time evolution, the distribution of resonant pairs changes.
Since a resonant pair in its eigenstate differs in energy from the same pair
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Figure 3.18: Total energy as defined in Equation (B.8) for one initial con-
figuration with ε = 0 and ∆t = 0.5.

in a product state, we expect a fluctuation of the total energy present in the
system.

In Appendix B.2.5, we determine the contribution of isolated spins and res-
onant pairs to the energy of the system separately. As a result, we obtain
Equation (B.8) to calculate the full energy E. Figure 3.18 shows an example
of the time evolution of E for ε = 0. The energy fluctuates in the range of
±200, but there is no long time drift to positive or negative values.

Nonetheless, there remains the question, if the implementation of a time
evolution as described in this chapter resembles the real behaviour of a spin
system. Our main concern is the following: The underlying mechanism of
the evolution is the situation, in which a resonant pair destroys or creates
other resonant pairs by the means of Jz fields. In this case, the total energy
in our simulation is not conserved as shown above.
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Chapter 4

Creation of a resonant
cluster

In this Chapter, we introduce a proper way to identify the resonance condi-
tion in the case of Section 3.3, where a weak pair affects the resonance con-
dition of a strong pair. This leads to a modified resonance condition, which
conserves energy through the joint dynamics of strong and weak pairs. This,
in turn, becomes a part of a new mechanism for the formation of resonantly
coupled spin cluster capable of transporting energy across the system. The
cluster is formed when a typical strong pair becomes coupled to more than
one weak pair and vice versa. We believe that such a coupling becomes the
leading mechanism of the energy transport.

The modification of the resonance condition increases the complexity, and
thus the computational calculation time requirement, of the algorithm sig-
nificantly. Hence, it is not possible to obtain a time evolution of the spin
system. Instead, we focus on the formation of the resonant cluster through
the mechanism indicated above.

4.1 Interaction between “weak” and “strong” pairs

First, we consider a system of two spin pairs and neglect the influence of
other spins and pairs. We denote the first pair as (1, 2) and the second pair as
(3, 4). We assume, that the first pair has a stronger coupling: |J12| > |J34|.
As introduced in Section 3.3, the two pairs are addressed as strong and weak
pair. The Hamiltonian H of the two pair system was derived in Equation
(2.30).

Of special interest are resonant transitions of this system. To determine
these transitions, we diagonalize H and identify avoided eigenvalue cross-
ings. As an adjustable parameter, we choose the on-site field h34 of the
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Figure 4.1: Avoided level crossing for J34 = 1, J12 = 10, h12 = 5 and
two values of Jpp: Jpp = 5 (green, solid) and Jpp = 0 (blue, dashed). For
Jpp = 0, we obtain an avoided level crossing at h34 = 0. For Jpp = 5,
avoided crossings are seen for h34 = ±h(1) and h34 = ±h(2), where h(1) ≈ 3
and h(2) ≈ 8.

weak pair. A plot of the eigenvalues λi in dependence of h34 is shown in
Figure 4.1.

First, we examine the case, that both pairs are decoupled (Jpp = 0). This
is represented by the blue dashed curves in Figure 4.1. For this situation
we obtain an avoided level crossing at h34 = 0, which represents the only
possible resonant transition of the weak pair for this set of parameter. This
transition is equivalent to the classical resonant condition from Section 2.2:

|h34| < J34, (4.1)

which also predicts resonance at h34 = 0. The width of the transition, and
thus the transition amplitude, is controlled by the value of J34. This agrees
with the analysis of the avoided crossing: The distance d of eigenvalues at
the avoided crossing is d = 1

2J34, which corresponds to the off-diagonal ma-
trix element 1

4J34 in of H in Equation (2.6).

Next, we examine the case of two coupled spin pairs. An example of such
a system is shown by the green solid lines in Figure 4.1. Here, we obtain
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Figure 4.2: Comparison of the full eigenvalues (blue solid line) with the
eigenvalues of the truncated Hamiltonian H0 (red dashed line). They differ
for small values of h34, especially at h34 ∼ h(1). For this reason we use the
approximation h34 = −H2 for the calculation of w± and obtain the green
solid line.

four values of h34, where the four-spin system has a transition between two
eigenstates. The values of h34, where a transition occurs, are labeled as
±h(1) and ±h(2). We call h(1) and h(2) shifts, since the resonance condition
is shifted from 0 to one of these values. The transition amplitude of all tran-
sitions (given by the vertical width of the avoided level crossing) is smaller
compared to the decoupled case Jpp = 0.

Hence, instead of the resonance condition (4.1), we obtain four modified
resonance conditions of the form

|h34 ± h(i)| < |J (i)|, (4.2)

where i = 1, 2 and J (i) < J34.

4.1.1 Modified resonance condition for a weak pair interact-
ing with a strong pair

In the following, we derive expressions for the parameter h(i) and J (i), which
determine the modified resonance condition (4.2). We describe this scheme
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in detail in Section A.4.1 in the appendix.

It is not possible to do a direct analytical diagonalization of the general
pair-pair Hamiltonian from Equation (2.30). In order to solve this problem,
we introduce a small parameter, namely, the weak pair interaction J34. We
assume

J34 � h34 ∼ h12 ∼ J12 ∼ Jpp . (4.3)

Using this assumption, the Hamiltonian H is separated into two parts H =
H0 + ∆H, which are of different order in J34. This approximation works
well for h34 � J34. Therefore, we approximate the eigenvalues

λ1,2 = ∓1

4
w− +

1

2
H2

λ3,4 = ∓1

4
w+ −

1

2
H2

of H0 by straight lines, which we obtain in the limit h34 � J34. This
condition yields H2 = h34, and we obtain

w± =
√

4H2
1 + J2

pp ∓ 4h12Jpp . (4.4)

Figure 4.2 compares the Eigenvalues of the full Hamiltonian H with the
eigenvalues of H0 and its linear approximation. The approximated eigen-
values have no avoided but a normal crossing and we obtain the shifts h(1)

and h(2) as

h(1) =
1

4
(w+ − w−) (4.5)

h(2) =
1

4
(w+ + w−) , (4.6)

with w± from Equation (4.4). The transition amplitudes J (i) are determined
as

J (i) = 〈vi|H|vj〉 , (4.7)

where vi are the eigenvectors, which are involved in the respective avoided
eigenvalue crossing. Appendix A.4.1 derives an analytical expression for J (i).
This result is given in Equations (A.59) to (A.64). Since these expressions
have a factor 1

4J34 each, introduce a new variable j(i) as

J (i) = j(i) · 1

4
J34 , (4.8)

where j(i) ∈ [0, 1] does not depend on J34. Numerical results show, that the
equation (

j(1)
)2

+
(
j(2)
)2

= 1 (4.9)
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holds.

Hence, the value of j(i) leads to a decrease of the transition amplitude of
the modified resonance condition (4.2). This compensates the fact, that we
have four possible transitions instead of one.

Using the expressions from Equations (A.59) to (A.64), we determine j(i) as

j(1) =

(
J3
pp h12 h2

34

2H1H3
2

+
2 J2

pp h34

H2
− Jpp h12

2H1H2

(
2H1(w+ + w−) + 4H2

1 + w+w−
))

2
√
w+w− (w+ + 2H1 +Azz) (w− + 2H1 −Azz)

(4.10)
and

j(2) =

(
J3
pp h12 h2

34

2H1H3
2

+
2 J2

pp h34

H2
− Jpp h12

2H1H2

(
2H1(w+ − w−) + 4H2

1 − w+w−
))

2
√
w+w− (w+ + 2H1 +Azz) (w− − 2H1 −Azz)

,

(4.11)
where we use the on-site field h34 of the respective transition: h34 = h(i).

We approximate Equation (4.5) for large and small values of Jpp in Appendix
A.4.2. Moreover, we examine the case of a weak pair, that controls the
resonance condition of a strong pair, in Appendix A.4.3.

4.1.2 “Weak” pair coupled to more than one strong pair

In the last subsection, we investigated the presence of resonant transitions
for a system of two pairs. We found, that there exist four transitions, which
lead to a new resonance condition

|h34 ± h(i)| < |j(i) · 1

4
J34| (4.12)

of the weak pair.

This procedure can be generalized to an arbitrary number of strong pairs
acting on the same weak pair (3, 4). For each strong pair s, we obtain

energy shifts h
(i)
s and transition amplitudes j

(i)
s as discussed in Section 4.1:

The shifts are calculated using Equation (4.5) and the transition amplitudes
are obtained from Equation (4.10) and Equation (4.11).

For each strong pair, we obtain four possible transitions. Hence, n strong
pairs lead to 4n possible transitions of the weak pair. We add the respective

shifts h
(i)
s for different s to determine the value of h34, at which the resonant

transition occurs. The transition amplitude is suppressed by each involved
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strong pair by j
(i)
s ∈ [0, 1]. In order to obtain the full transition amplitude,

we multiply all values of j
(i)
s . The resulting condition∣∣∣∣∣∣h34 −
∑
±,s,i
±h(i)

s

∣∣∣∣∣∣ <
∣∣∣∣∣∣J34 ·

∏
s,i

j(i)
s

∣∣∣∣∣∣ (4.13)

is called advanced resonance condition. We test this formula for a system
consisting of three pairs in Appendix A.5.

If one of the conditions (4.13) holds true, there exists a many particle state,
such that every combination of the weak and a strong pair is in resonance
at once. In this case, the weak pair is resonant and it is coupled to every
strong pair. If no condition (4.13) is satisfied, the weak pair is not resonant.
Furthermore, the weak pair is not coupled to any strong pair.

The notion of weak and strong pairs is relative to the interactions of the two
pairs involved. A pair 1 with interaction J1 adopts the role of a weak pair
in the interaction with a pair 2, if J1 < J2 holds. The same pair is regarded
as strong pair in the interaction with a third pair 3, when J2 > J3. In this
situation, the second pair can be linked to both first and third pair. These
links represent interactions of four spin systems and can be the source of
spin diffusion. In contrast to the concept of resonant pairs, links do not
create closed groups of four spins, but can connect many spin pairs at once.

Moreover, a strong pair can be coupled to several weak pairs. We treat the
interaction of the strong pair with each of its weak pairs separately.

4.2 Forming “resonant cluster” by the links be-
tween spin pairs

In the last section, we derived the advanced resonance condition (4.13),
which determines the resonance of a weak pair coupled to several strong
pairs. In the following, we describe, how this condition is used to identify
interacting spin pairs.

4.2.1 Defining links

In the following, we consider a spin pair (i, j) with interaction Jij and look
for pairs (k, l), that interact strongly with this pair. We refer to the analysis
of Section 3.3, where a weak pair controls the resonance of a strong pair.
Hence, we require

|Jij | < |Jkl| . (4.14)
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Since we vary both pairs under all possible spin pairs, we obtain each com-
bination of two pairs exactly once.

The following concept arises from the notion of fluctuating pairs, which was
discussed in Section 3.2.4, and the discussion of the blocking of pairs from
Section 3.3.

We define, that the pair (k, l) interacts strongly with the pair (i, j), if a flip
of the second pair would change the resonance state of the original pair.
This condition reads as

|Jpp| > |Sij | , (4.15)

where the resonance range Sij = Jij − hij was introduced in Equation (2.9)
and the pair-pair interaction in Equation (2.35). Additionally, we require,
that the pair-pair interaction is at least of the same order as the internal
interaction Jij of the pair:

|Jpp| > 0.5 |Jij | , (4.16)

where the factor 0.5 was chosen from Figure 2.1. This condition ensures,
that the eigenvector decomposition of the pair is changed by a sufficient
amount. Otherwise, pairs with a small absolute value of Sij would be cou-
pled to any other pair.

Pairs, that satisfy conditions (4.14) to (4.16), are called potential weak pairs
of the spin pair (i, j). Let us consider one of these potential weak pairs, label
it as (k, l), and neglect all other pairs for simplicity. As discussed in Section
4.1, the two pair system consisting of (i, j) and (k, l) is in resonance, if one
of the advanced resonance conditions (4.12) of the weak pair (k, l) holds. In
this case, we put a link between pairs (i, j) and (k, l). This link connects
the four spins i, j, k, l.

In general, a given pair can be considered as ”weak” for several different
”strong” pairs. In this case, we use the generalized advanced resonance con-
dition of Equation (4.13) for the weak pair. If one of these conditions is
satisfied, we link the weak pair to all its strong partners.

As a next step, we translate the concept of links between pairs into an
algorithm. A vital aspect of this routine is the use of the list of spin pairs
(i, j), which is ordered with respect to their internal interactions Jij . We
start at the top of the list and execute two main steps:

• First, we determine the resonance of the pair (i, j). If (i, j) is potential
weak pair of one or many other pairs, we use the advanced resonance
condition (4.13). Else, the routine uses the classical condition (2.21).
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Figure 4.3: Histogram of the number of cluster of one of the three categories:
Independent spins (NIS , top left histogram), Independent resonant pairs
(NIRP , top right) and medium cluster (NMC , bottom left). Additionally we
present a histogram of the sizes of medium clusters (bottom right). We used
936 different initial configuration of spins with a disorder of ε = 10.

• Second, we identify all potential weak pairs of the pair (i, j). Since
these pairs have a smaller interaction, their resonance condition was
not yet examined.

The order of the list ensures, that all potential strong pairs of (i, j) already
identified (i, j) as potential weak pair. One complete examination of the list
of spin pairs investigates each pair-pair combination exactly once.

As for the algorithm of Chapter 3, we allow only one resonant partner for
every spin. This was discussed in Section 2.2. This condition extends to the
concept of the advanced resonant condition.

A complete and detailed description of the linking algorithm can be found
in Appendix B.3. There, the search for potential weak pairs is separated
into to subroutines: First, we identify all spins s, that would modify the
resonance condition of a strong pair. Then, we consider all pairs, which
include spin s, and check the conditions (4.14) to (4.16).
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4.2.2 Preliminary investigation of resonant cluster

As the algorithm puts links between spin pairs, resonant cluster evolve. We
define a cluster as a set of spins, where each spin is connected to all other
elements of of the same cluster via arbitrary many other spins (that are also
part of the same cluster). After we analyzed all spin pairs, we obtain four
different types of cluster:

1. Independent spins, which form cluster of size 1. These spins are not
linked to any other spin and not part of a resonant pair.

2. Independent resonant pairs, which form cluster of size 2. Here, spins
are part of a resonant pair, but this pair is not linked to any other
pair.

3. The largest cluster. This is the cluster with largest size. The results
indicate, that there is always one cluster, which is considerably larger
than all other cluster.

4. Medium cluster. All cluster, that are not part of one of the first three
categories, are denoted as a medium cluster. The word ’medium’ refers
to the medium size of these cluster.

Figure 4.3 presents histograms of the number of clusters of each of the cat-
egories. As one can see, both the number and the size of medium cluster
are very small (which is true for all disorder values). Hence, these cluster
are not important for the dynamics of the system and are neglected in the
following analysis.

Both, the mean number NIRP of independent resonant pairs, and the size
NMCL of the largest cluster, depend on the value of the disorder ε. We
present a plot of this dependence in Figure 4.4.

At disorder values around ε ≈ 1000, no resonant cluster forms (except of a
few resonant pairs). If we decrease the disorder value, the size of the maxi-
mum cluster increases. The number of independent resonant pairs increases
as well, but much slower. However, at a value of ε ≈ 20, the maximum
cluster size has a maximum and drops if we further decrease the disorder.
We can explain this effect only partly by the sharp rise of the number of
independent resonant pairs. Figure 4.4 shows the number of spins that are
part of independent resonant pairs or the maximum cluster as green dots.
We see, that this curve has a maximum at ε ≈ 20 as well. The number of
spins participating in a medium cluster is about constant and its mean is
always smaller than 10.

This result agrees with the results of Section 3.2.4, which obtains the same
marginal value ε = 20.
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Figure 4.4: Mean numbers of the maximum cluster size µMCL and the num-
ber of independent resonant pairs µNIRP. Additionally we show the number
of all spins, that are either part of of an independent resonant pair or of the
maximum cluster.

4.2.3 Using the inverse participation ratio to detect and char-
acterize the formation of a resonant cluster

We calculate the inverse participation ratio I as

I =
1

N2
Spins

∑
i

N2
cl,i , (4.17)

where Ncl,i denotes the size of cluster i. If a spin is not connected to any
other spin, it is regarded as a cluster of size 1.

A system consisting of NSpins = 1000 spins without any connections has an
IPR value I = 0.001. If we increase the number of connections, the cluster
size grows and the value of I increases. If all spins are connected, we obtain
I = 1. Since Ncl,i appears as a square in Equation (4.17), a single large
cluster increases the value of I more than many small clusters.

As an example, let us consider a system, which consists entirely of resonant
pairs without links. In this case, we obtain I = 0.002, which is hardly
larger than the minimum IPR value of 0.001. On the other hand, a system
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Figure 4.5: In figure (a), we present the IPR function defined in (4.17) for
ε = 40. As described in the main text, we fit a line for J−1 ∈ [0.004, 0.3 ·
max = 0.09] and obtain the red line as a fit. The intersection of this line
with the x-axis is labeled as J−1

crit. Figure (b) shows a histogram of the values
of J−1

crit obtained from ε = 40 and 703 different initial configurations. The
Gaussian fit (red dashed line) has a standard deviation of s = 2.6.

consisting of 900 independent spins and one cluster of size 100 would already
lead to I = 0.01. As a result, the value of I is mainly determined by the
size of the largest cluster:

I =
1

N2
Spins

∑
i

N2
cl,i ≈

N2
Mcl

N2
Spins

∼ N2
Mcl (4.18)

In order to investigate the composition of different cluster, the algorithm
monitors the value of I, while it works through the list of spin pairs to de-
termine their resonance state (see Section B.1). Since this list is ordered
with respect to the pair interactions J , we obtain I as function of the inter-
action.

Since the probability density function scales as J−2, the mean number of
pairs is not constant for any range of interactions. This complicates the
analysis of the IPR as function of the interaction. In order to solve this
problem, we transform the interaction J to its inverse J−1 and determine I
as function of J−1. As shown in Section 2.5.1, the probability distribution
for J−1 is constant in the interval [0, 62.5].

A plot of the IPR function in dependence of J−1 for one initial configuration
of spins and disorder ε = 40 can be found in the left plot of Figure 4.5. A
main feature of this plot is the flat region up to a certain value J−1 = J−1

crit.
We obtain this value by fitting a straight line in the range defined by I >
0.004 and I < 0.3 · Imax, where Imax denotes the maximum IPR value. The
right plot in Figure 4.5 shows a histogram of the critical points J−1

crit for 703
different initial configurations and ε = 40.
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Figure 4.6: In these six plots we present the averaged IPR function defined
in (4.17) for the three disorder values ε = 20, 40, 80. For each disorder
value we show a small scale (J−1 ∈ [0, 100], left column) and a larger scale
(J−1 ∈ [0, 500], right column). The two fits represent a straight line fitted
at J−1

ip (red line) and a square root function (green line). Each plot was
obtained by averaging over about 700 initial configurations.

4.2.4 Averaging over initial configurations

The evolution of the spin system depends on the actual positions and on the
local fields hi of spins. Therefore, we average the IPR function over about
700 different initial configurations to balance this dependence. This leads
to a smooth plot of the IPR, as presented in Figure 4.6. In this figure, we
present IPR plots for different disorder values. We identify four different
ranges for the IPR as a function of J−1:

• For very small values of J−1, the plot of the averaged function is
relatively flat. This is due to the initial flat behaviour of the individual
IPR function (see Figure 4.5).
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• At a certain value J−1
s of J−1, the averaged IPR starts to increase

significantly. Thereby, the second derivative of I is positive, but de-
creases. Since the value of J−1

crit varies for different initial configurations
(right plot of Figure 4.5), there is no clear cutoff point for the average
IPR function, but a region where it slopes up slowly compared to the
behaviour for larger J−1.

• At a value J−1
ip , the function has an inflection point.

• For large values of J−1, the IPR function is nearly flat again. It
approaches a final inverse participation ratio.

To understand this behaviour, we use the distribution of J−1 from Figure
2.4. The density function of J−1 is constant up to J−1 = 62.5. For larger
values, it decreases due to finite size effects. This explains the negative
second derivative for J−1 > 62.5 and the slow approach to some final value
of IPR. However, for small values J−1 < 62.5, the routine exhibits no finite
size effects.

4.3 Results for the inverse participation ratio

As a next step, we compare the IPR plots for different disorder values in
Figure 4.6.

• The final value of the IPR does not change much for ε = 20, 40. This is
due to the fact, that the size of the maximum cluster is nearly constant
in this range (figure 4.4). For ε > 40, the size decreases faster, as does
the value of IPR.

• The width of initial flat range increases, if we increase the disorder.
Both, the onset J−1

s of the rise of I and the inflection point J−1
ip in-

crease. Both values were introduced in the last subsection.

• The initial slope of the IPR changes with disorder.

Whereas the first and last point can be explained qualitatively with the dif-
ferent sizes of the maximum cluster, the extended range of the flat region
and its dependence on ε was not expected by us. To investigate this be-
haviour, we used three different fitting routines to obtain values for J−1

s and
J−1
ip .

The first fit is a straight line fitted to the inflection point J−1
ip of the averaged

IPR function. The second fit is a square root function fitted to the averaged
IPR function. Since both fits use the already averaged IPR function, it is
difficult to obtain error estimates. For that reason, we introduced a third fit,
which fits a straight line to every individual IPR plot (no averaging). This
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Figure 4.7: The plot shows mean values of J−1
crit for large disorder. For each

point, we calculated a histogram of J−1
crit as shown in the right plot of Figure

4.5 and obtained mean µ and standard deviation σ. This determines a point
as µ± σ. Each point was obtained using a histogram with about 700 initial
configurations.

fit is represented by a red line in the left plot of Figure 4.5. The resulting
values of J−1

crit are approximated well by a Gaussian distribution with clear
maximum value µ, which is indicated as a red dashed line in the right plot
of Figure 4.5.

Figure 4.7 shows the dependence of µ on the disorder, where the error bar
is given by the width of the Gaussian distribution. Both, the mean and the
width, increase for increasing disorder value ε. The main reason for the lat-
ter behaviour is the fitting routine: We fit in the range of a minimum value
of 0.004 and a fraction of the maximum IPR value. This fraction is 0.3 for
ε < 100 and 0.4 for 100 < ε < 200. For growing disorder values, the max-
imum IPR decreases fast and we obtain a smaller fitting range. Therefore,
there exists a larger variation of fits and the standard deviation increases.
However, the error is always considerably smaller than the mean value.

We optimized this routine by fitting a line to a larger range of IPR values,
but the standard deviation did not change. We deduce, that for larger
disorder, the dependence on initial configuration of spins is larger than for
smaller disorder values.
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Figure 4.8: The plot estimates J−1
s for different disorder values ε. We used

the three different fitting routines described in the text. Each point was
obtained using a histogram with about 700 initial configurations. The green
line f(x) = 0.166x+ 7.215 is a fit of the average of all three routines.

4.3.1 Investigation of the marginal value J−1
s

In the last passage we mentioned three routines that estimate the value of
J−1
s for a fixed disorder value ε:

First, the individual line approximation, which was introduced in the last
subsection.

Second, the average line approximation. This routine determines the inflec-
tion point of the averaged IPR function and fits a tangent to this point. The
intersection of this tangent with the x-axis gives the value for J−1

s .

Third, the average square root approximation. This routine fits a1x
2 +a2x+

a3 to the inverse of the averaged IPR function. In this way we obtain J−1
s

as the coefficient a3 of the fit.

We denote these routines as individual line routine (ind line), average line
routine (avg line) and average square root routine (avg sqrt).

To deduce the dependence of J−1
s on ε, we use all three routines and compare

the results. Figure 4.8 shows that the routines agree in the range ε ∈
[0, 200] and indicate an increase of J−1

s for increasing ε. We obtain linear
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Figure 4.9: Dependence of the slope s from Equation (4.19) on disorder ε.

approximations

find line = 0.159 ε+ 7.24

favg line = 0.176 ε+ 6.93

favg sqrt = 0.164 ε+ 7.47 .

of J−1
s for the three different fitting routines introduced in the last para-

graph. In Figure 4.8, we indicate the average of all three fits f(ε) =
0.166 ε+7.215 as a solid green line. We observe that the fit approximates the
data well for 20 < ε < 180. For smaller disorder ε < 20, the function J−1

s

has a minimum and increases as we decrease ε. This behaviour is related
to the decrease of the maximum cluster size for small disorder. Since we
interpreted the latter effect as an artifact of the restriction of one resonant
pair for each spin, the validity of the minimum of J−1

s at small disorder
remains at least questionable. However, the linear dependence of J−1

s for
20 < ε < 180 is not affected by this consideration.

Slope at takeoff point J−1
s

Next to the position of the marginal value J−1
s , we now examine the slope

of the average square root fit at J−1
s . We determine the slope s as

s =
1√

a2
2 + 8a1a3

. (4.19)

Figure 4.9 shows a plot of the slope dependent on ε. We experience a similar
behaviour as for J−1

s : For ε > 20, s decreases fast as ε grows.
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Figure 4.10: Distribution of inverse couplings J−1 for disorder ε = 5. Note,
that the probability density function pJ−1(J−1) is constant.

The slope is an estimate for the speed of the growth of the largest cluster.
Similar to the results of Section 3.2.4, the size of the resonant network
exhibits a maximum at about ε ≈ 10. In order to explain this behaviour, we
investigate the distribution of coupling constants of the maximum cluster.

4.4 Further investigations

4.4.1 Distribution of spin pairs

In the last subsection, we classified the following types of spin pairs:

1. Pairs which belong to the maximum cluster.

2. Pairs which belong to a medium sized cluster.

3. Isolated resonant pairs.

4. Non-resonant pairs.

We found, that the number of pairs, which belong to a medium sized clus-
ter, is very small. Therefore, we neglect these pairs in the following analysis.
Figure 4.10 shows the magnitude of the remaining types as a function of J−1.

For large interactions J > 1, most spin pairs belong to the group of isolated
strong pairs and do not contribute to the largest cluster. In order to in-
vestigate this effect, we examine the distribution of J−1 for linked pairs of
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Figure 4.11: Distribution of inverse coupling constants J−1 in the maximum
cluster for ε = 5.

the largest cluster in Figure 4.11. For large inverse interactions, the number
of resonant pairs decreases and so does the number of spin pairs contribut-
ing to the maximum cluster. This behaviour reverses for J−1 < 0.5: The
number of spin pairs increases with increasing inverse coupling constant and
can be approximated by a straight line for J−1 < 0.2. The straight line is
independent of the disorder value ε.

These results indicate, that pairs with large interactions have small prob-
abilities of interacting with other pairs. In order to explain this fact, we
examine the spin-pair interaction Jsp = Jil − Jjl of a spin pair (i, j) and a
spin l. It depends on the interaction Jij of the pair. In the next subsection,
we calculate this dependence analytically and deduce the probability for a
link in dependence of the coupling constant Jij of a pair.

4.4.2 Spin-pair interaction in dependence of the interaction
of the strong pair

Let us consider three spins 1, 2 and 3, where spins 1 and 2 form a resonant
pair and are separated by a distance d = rij (see Figure 4.12). This distance
is related to the pair interaction, which is denoted by Js, by Js = d−3. The
spin-pair interaction depends on the distances ril as

Jsp =
1

r3
il

− 1

r3
jl

.

If we rotate the third spin l around the line that connects spins i and j, the
distances ril and rjl do not change. Therefore, the problem of calculating
Jsp has a radial symmetry around the z-axis, which we define by the line
connecting spins i and j. The origin of the coordinate system is located in
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Configurations for small and large value of Jsp

Figure 4.12: Two constellations of a three spin setup. Plot (a) shows a setup
with a large distance d = r12 and therefore small interaction J12 = Js. In
contrast, plot (b) depicts the situation for large Js and small distance d.
The difference of distances r13 and r23 is larger for the left setup, which
results in a larger value of the spin-pair interaction Jsp.

the middle of the two spins.

If we fix a value of Jsp at Jfixed
sp , all positions of the remote spin j that repro-

duce this value for a given pair (i, j) are located on the surface of sphere-like
bodies around spins i and j. Figure 4.13 depicts a slice of these equipoten-
tial areas for y = 0 and different values of Jsp.

The interior of these bodies represents all possible positions of the third spin,
where Jsp > Jfixed

sp holds. Their volume V is proportional to the probability
P , that a given spin pair finds a third spin such that Jsp exceeds a certain
value Jfixed

sp :

PJsp>Jfixed
sp

(d, Jfixed
sp ) =

V

Vfull
, (4.20)

where the third spin is sampled in a cube with volume Vfull = 1000.

As a next step, we determine the dependence of PJsp>Jfixed
sp

(d, Jfixed
sp ) on the

distance d and thus on the interaction Js = d−3 of the spin pair. Figure 4.14
shows the dependence of PJsp>Jfixed

sp
on Js for different values of Jfixed

sp in a
double-logarithmic plot. The straight line indicates a power law dependence
for PJsp>Jfixed

sp
∼ J0.25

s .

In Appendix A.8, we use geometric arguments to derive the probability
density function pJsp(Jsp) analytically. We obtain

pJsp(Jsp) = 0.015 J−7/4
sp J−1/4

s ,

which is equivalent to the power law dependence of PJsp>Jfixed
sp

and agrees

with numerical data (Figure C.20 in Appendix C).
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Figure 4.13: Plot of lines with a fixed value of Jsp. The two spins of the
spin pair are fixed on the positions z = ±0.25.

0.1 1 10 100 1000
Jstrong

5.×10-3
1.×10-2

0.05
0.10

PJsp > Jsp
fixed

Probability for a third spin to satisfy Jsp > Jsp
fixed

Jsp
fixed = 0.01

Jsp
fixed = 0.1

Jsp
fixed = 0.5

Figure 4.14: Plot of PJsp>Jfixed
sp

from Equation (4.20) over the interaction Js

of the spin pair. Data sets distinguish in the choice of Jfixed
sp .
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Figure 4.15: Probability pLink for a link between two pairs in dependence
of the interaction of the strong pair for different disorder values ε. The
numerical integration has a large error for first point of ε = 20 (blue).

4.4.3 Probability of a link in dependence of the interaction
of the strong pair

Now, we estimate the probability plink, that a given pair with interaction
Js links to another pair. The derivation of this function is presented in
Appendix B.3. Figure 4.15 shows the dependence of plink on the interaction
Js. It indicates, that pairs with large interaction (Js > 1) are less likely to
produce a link between spin pairs. This behaviour explains the distribution
of inverse couplings J−1 in Figure 4.11. Moreover, Figure 4.15 indicates,
that plink is independent of the disorder value ε.

4.5 Spins on a simple cubic lattice

In the last section, we investigated a system with random placement of spins.
In this section, we will shortly introduce a lattice simulation and compare
the results of this simulation with the results from random placement.

Implementation

We kept the number of spins and the size of the box constant. Hence, we ob-
tain a simple cubic lattice, where the nearest-neighbour distance is 1. After
we set the coordinates of spins, we sample their on-site fields by a uniform
distribution in [0, ε]. The spins are aligned in x-y and z direction, which is
important for the θ dependence of the interaction.
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Figure 4.16: The plot shows mean values of J−1
s for the average square root

and individual line routine. The latter determines J−1
s from the distribu-

tion of J−1
crit, we obtain an error by using the standard deviation σ of this

distribution. This determines a point as µ ± σ. Each point was obtained
using about 500 initial configurations.

In contrary to random placement of spins, the parameter range for the in-
teraction Jij of spins on a lattice is not continuous anymore. The same is
true for values of J−1. This property destroys the smoothness of the IPR
function, which affects the routines to determine the value of J−1

s . Since it
is difficult to compute the inflection point automatically, the errors of the
average line routine increase. Therefore we restrict the analysis of J−1

s on
the other two algorithms: The individual line routine and the average square
root routine.

IPR results

Figure C.21 in Appendix C shows a collection of average plots as well as an
individual IPR plot for spins on a lattice. In comparison to Figures 4.5 and
4.6, the shape of the function did not change much.

Analogous to the last section, we determine the takeoff point J−1
s and inves-

tigate its dependence on the disorder ε. The results are shown in Figure 4.16
together with the previous results for random placement of spins. The char-
acteristics of the function are the same as for random placement of spins,
namely:
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• There is a flat region for small disorder ε < 30.

• For ε > 30 value J−1
s increases. In contrary to J−1

s for random place-
ment of spins, a line is not a good approximation to J−1

s (ε).

• The errors of the individual line routine increase for increasing value
of ε (see Figure C.21 in Appendix C).

• Both functions J−1
s (ε) agree for large disorder (ε > 90).

The disagreement for small and medium disorder values is interesting and
indicates a different composition of the resonant cluster for lattice and ran-
dom positions. We can interpret the value of J−1

s as the time scale of the
dynamics of the system. Figure 4.16 shows, that the values of J−1

s differ
by a factor of two for small disorder values ε < 40. Hence, we expect a
significant difference in the time scale of the dynamics in the two setups.
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Chapter 5

Summary and discussion

5.1 Summary of results

The previous chapters described a hybrid quantum classical simulation,
which allows us to study a medium of TLS with dipolar interaction and
energy disorder. We investigated the dynamics as function of disorder and
deduced a time scale for the energy transport.

Chapter 3 and 4 present two routines, which investigate the dynamics of the
spin system. Both rely on the concept of resonant pairs, but differ in their
treatment of pair-pair interaction.

The routine of Chapter 3 generates a time evolution of the system. This
evolution is studied by an analysis of correlations. Up to large disorder val-
ues, the correlations decay to 5% of their initial value. This indicates, that
the system is delocalized. Even though a transition to the localized regime
appears at large disorder values, we presume, that this transition is strongly
influenced by the finite size of the system and is irrelevant for experimental
setups. However, this remains to be proven by experiments or by an inves-
tigation of larger systems.

In the delocalized regime, even for systems with no disorder of their on-site
fields, some spins remain isolated from the dynamics. Figures 3.2 and 3.6
indicate, that the number of isolated spins is independent of the disorder.
This effect is caused by interactions originating from Szi S

z
j terms of the

Hamiltonian.

Moreover, we studied the decay rate of the correlations. For disorder values
larger than a marginal value ε = 20, the rate decreases significantly for in-
creasing disorder. For smaller disorder values, this intuitive relation is not
satisfied: Figure 3.9 indicates a maximum for the decay rate around ε ≈ 10.
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In contrast to the algorithm of Chapter 3, the algorithm of Chapter 4 in-
cludes the full interaction of two spin pairs. Investigation of this interaction
leads to a modification of the resonance condition. For this complicated
system, a calculation of the time evolution is not possible. Instead, we de-
termine cluster of connected spins. We believe that these cluster are essential
for energy transport.

The analysis of these clusters indicates, that pairs with large couplings alone
do not suffice to form large connected clusters, which lead to considerable
energy transport in the system. Only by adding spin pairs with smaller in-
teraction, such a cluster evolves. The marginal interaction J−1

s , which leads
to a formation of a large cluster, corresponds to the time scale of energy
transport. Similar to the examination of the decay rate, we observe two
regimes for the dependence of the time scale on ε, namely: A linear depen-
dence of the time scale for disorders larger than the marginal value ε = 20
(Figure 4.8), and, for smaller values, a dependence which is dominated by
a minimum around ε ≈ 10. However, the treatment of conflicts is question-
able for these disorder values and one might be skeptical, if this effect can
be verified experimentally.

In order to analyze this effect further, we examine the distribution of pair
couplings of the main cluster (Figure 4.11). It indicates, that pairs with
couplings J > 2 are not part of the main cluster, but form isolated clusters
of size 2. We show, that this effect can be explained by the dependence of
the spin-pair coupling on the internal pair coupling.

In addition to the system with random positions, we studied a system with
spins on a simple cubic lattice. Figure 4.16 compares the dependence of
the time scale of energy transport for a cubic lattice and random positions.
We see, that both values agree for large disorder value ε > 90. For smaller
disorder, the time scale is shorter for the lattice. This result indicates, that
for small energy disorder, the dynamics on lattices is considerably faster
than the dynamics in systems with random positions of TLS. This result,
and the explicit dependence of the time scale on the disorder of Figure 4.16,
could be studied experimentally.

5.1.1 Outlook

As a possible next step to improve results, we would study the influence
of the two main approximations of the model on the results, namely: The
finite size effect and the restriction, that each spin can only be part of one
resonant pair.
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The finite size influences especially the localization-delocalization transition
for large disorder values and the explicit percentage of isolated spins.

The restriction to one resonant pair is problematic for small disorder values.
We assume, that this approximation causes the anomalous behaviour below
the marginal value ε = 20. Therefore, it would be interesting to modify the
algorithm such, that it allows multiple resonances for every spin. However,
this would change the model significantly.
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Appendix A

Derivations

A.1 Selection of a basis

The basis states are aligned parallel to the quantization axis. We use the
standard convention of denoting the 1-spin basis as {| ↑ 〉, | ↓ 〉}. For N spins,

we obtain the basis vector e
(N)
i by taking the Kronecker product ⊗ of the

1-spin basis states e
(1)
i as

e
(N)
i = e

(1)
i1
⊗ e(1)

i2
⊗ · · · ⊗ e(1)

iN
. (A.1)

In the next sections, we often regard two spin systems. We can obtain the
first basis vector | ↑↑ 〉 by using Equation (A.1) as

| ↑↑ 〉 = | ↑ 〉 ⊗ | ↑ 〉 =

(
1
0

)
⊗
(

1
0

)
=


1
0
0
0

 . (A.2)

In this way, the full basis is determined as

Efull = {| ↑↑ 〉, |↑↓〉, |↓↑〉, | ↓↓ 〉}. (A.3)

As discussed in Section A.3, we truncate this basis to

E = {|↑↓〉, |↓↑〉} , (A.4)

which is equivalent to identifying the states {(0, 1, 0, 0), (0, 0, 1, 0)} with the
two-dimensional standard basis {(1, 0), (0, 1)}. Because of its origin from the
Kronecker product ⊗, we denote E as product basis of the two spin system.
In contrast, the eigenbasis of the two spin system is labeled as diagonal basis.
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A.2 Operators of N-spin systems

In this section, we consider operators of a resonant two level system, which
consists of an arbitrary number of spins. We obtain their matrix represen-
tation using the basis of Appendix A.1.

For a system consisting of only one spin, the matrix representation of the
spin operators Iα is obtained as

Iα =
1

2
σα, (A.5)

where σα denotes the Pauli matrices

σx =

(
0 1
1 0

)
, σy =

(
0 −i
i 0

)
, σz =

(
1 0
0 −1

)
(A.6)

and the unity matrix σ0. For a system consisting of N spins, the operator
Iαi of spin i is defined by the Kronecker product of Pauli matrices:

Iαi = σ0 ⊗ . . .⊗ σ0 ⊗
1

2
σα ⊗ σ0 ⊗ . . .⊗ σ0, (A.7)

where σα appears on the i-th place of this product. Of special interest is
the system consisting of two spins. As an example, we derive the operator
Iz1 of the first spin as

Iz1 =
1

2
σα ⊗ σ0 =

1

2


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 .

As discussed in Section A.1, we obtain the product states of a spin pair as
| ↑↓〉 = (0, 1, 0, 0) and | ↓↑〉 = (0, 0, 1, 0). Since we reduce the basis to these
two states, the vectors are transformed to (1, 0) and (0, 1) and Iz1 becomes:

Iz1 =
1

2

(
1 0
0 −1

)
.

Similar to this calculation, we obtain the pair operators I1,2 in a system
consisting of four spins, and thus two pairs, as

Iz1 =
1

2


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 , Ix1 =
1

2


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

 ,

Iz2 =
1

2


1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1

 , Ix2 =
1

2


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

 .
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Obtaining Prefactors of the Hamiltonian

The next paragraph introduces properties of the trace of σα. The two rela-
tions trσα = 0 for α = x, y, z, and

σασβ = δαβσ0 + i
3∑

γ=1

εαβγσγ (A.8)

can be proven by direct calculation using the matrix representation from
above. Note that the trace is independent of the choice of basis. From
(A.8), we deduce tr (σασβ) as

tr (σασβ) = 2δαβ . (A.9)

Additionally, we use the following two properties of the Kronecker product
⊗:

(A⊗B) (C ⊗D) = AC ⊗BD (A.10)

and
tr (A⊗B) = trA · trB . (A.11)

Equation (A.11) yields the trace of a single operator Iαk as

tr Iαk = tr

(
σ0 ⊗ . . .⊗

1

2
σα ⊗ . . .⊗ σ0

)
=

1

2
trσα · 2(N−1) = 0 , (A.12)

where N is the number of spins. For the trace of the mixed product Iα1 I
β
2 ,

we obtain

tr
(
Iα1 I

β
2

)
=

1

4
tr ((σα ⊗ σ0) (σ0 ⊗ σβ))

=
1

4
tr (σασ0 ⊗ σ0σβ) =

1

4
trσα trσβ = 0 ,

whereas the product of two operators of the same entity is transformed to

tr
(
Iα1 I

β
1

)
=

1

4
tr ((σα ⊗ σ0) (σβ ⊗ σ0))

=
1

4
tr (σασβ ⊗ σ0σ0) =

1

4
tr (σασβ) trσ0 = δαβ .

For more than 2 spins, we can use Equation (A.10) to reduce tr
(
Iαk I

β
l

)
to

the previous case. In this way we add a factor trσ0 = 2 for each spin and
obtain:

tr
(
Iαk I

β
l

)
= 2N−2δαβδkl (A.13)
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This equation determines the trace of arbitrary product operators. In the
following, we use Equation (A.13) to formulate a procedure, that deter-
mines the prefactors of an arbitrary operator in a given Hamiltonian H. We
assume, that this Hamiltonian has the form

H =
∑
i,α

λi,αI
α
i , (A.14)

where λi,α are scalar prefactors and Iαi operators as described above. In the
following, we consider the equation

tr
[(
H− λIβk

)
· Iβk
]

= 0 . (A.15)

Using Relations (A.12) to (A.13), we transform Equation (A.15) to

tr [(H− λI) · I] = 0

⇔
∑
i 6=k,α

λi,α tr
(
Iαi I

β
k

)
+
∑
α 6=β

λk,α tr
(
Iαk I

β
k

)
+ (λk,β − λ) tr

(
Iβk I

β
k

)
= 0

⇔ (λk,β − λ) = 0 .

Hence, the Equation (A.15) holds true if and only if λ is the correct prefactor

of the operator Iβk in H. Now, we again consider Equation (A.15):

tr [(H− λI) · I] = 0

⇔ tr (H · I)− λ tr (I · I) = 0

⇔ λ =
tr (H · I)

tr I2
.

By combining both derivations, we obtain

λk,β =
tr (H · I)

tr I2
. (A.16)

This equation is independent of the basis of the matrix representations. We
exploit this to obtain the prefactor of a given pair operator I: First, we
determine the matrix representation of H in terms of spin operators. Then,
we change the basis from the product basis to the diagonal basis of the
pair. Finally, we determine the prefactors by using Equation (A.16) for the
resulting representation for H. Note, that both, the matrix representation
of the operator I and the representation of H, are written in terms of the
diagonal basis of the respective pair.

A.3 Properties of a two-spin system

In this section, we investigate a system of two interacting spins. We use the
results of this section in many parts of the thesis.
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A.3.1 Hamiltonian and Basis

We use the truncated dipole Hamiltonian H from Equation (2.1). Reduced
to two spins, H is determined as

H = −h1S
z
1 − h2S

z
2 + J12

(
Sz1S

z
2 −

1

4

(
S+

1 S
−
2 + S+

2 S
−
1

))
. (A.17)

Each spin has basis states | ↑ 〉 and | ↓ 〉. We obtain the full basis Bfull for
the two-spin system as

Bfull = {| ↑↑ 〉, |↑↓〉, |↓↑〉, | ↓↓ 〉} . (A.18)

The matrix elements of H written in Bfull are calculated as

H =
1

2


−h1 − h2 + 1

2J
z
12 0 0 0

0 h1 + h2 + 1
2J

z
12 0 0

0 0 −h1 + h2 − 1
2J

z
12 −1

4J12

0 0 −1
4J12 h1 − h2 − 1

2J
z
12

 .

Only the coupling between states |↑↓〉 and |↓↑〉 does not vanish. Therefore,
truncate the basis B to

B = {|↑↓〉, |↓↑〉} . (A.19)

The basis B is called product basis of the spin pair. Using B, the matrix
representation of H is obtained as

HD =
1

2

(
−h12 − 1

2J12 −1
4J12

−1
4J12 −h12 − 1

2J12

)
,

where h12 = h1 − h2 is the local field of the spin pair.

A.3.2 Diagonalization

We diagonalize H via
H = U>D U , (A.20)

using the change-of-basis matrix

U =
1√
2


(

1 + h12
H

) 1
2

(
1− h12

H

) 1
2

−
(

1− h12
H

) 1
2
(

1 + h12
H

) 1
2

 =
1√
2

(
c+ c−

−c− c+

)
, (A.21)

where

c± =

(
1± h12

H

) 1
2

. (A.22)
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Since U is unitary, we determine its inverse U−1 by transposing U :

U−1 = U> =
1√
2

(
c+ −c−
c− c+

)
(A.23)

The diagonal matrix D in (A.20) consists of the two eigenvalues λ1,2 of H.
We obtain λ1,2 as

λ1,2 = ±1

2

√
h12 +

1

4
J12 = ±1

2
H, (A.24)

where H =
√
h2

12 + 1
4J

2
12 is denoted as energy of the spin pair (1, 2).

The eigenvectors of the two-spin system are denoted as | ⇑〉 and | ⇓〉. We
often refer to the basis E = {|⇑〉, |⇓〉} as diagonal basis of the spin pair.

Using U>, the eigenvectors are calculated as

|⇑〉 = c+|↑↓〉 − c−|↓↑〉 (A.25)

|⇓〉 = c−|↑↓〉+ c+|↓↑〉 (A.26)

A.3.3 Time evolution

We determine the time evolution of a wave function ψ as

ψ(t, x) = e−iHt ψ(0, x) . (A.27)

By using the decomposition H = U>D U from Equation (A.20), we obtain

ψ(t, x) = U>e−iDt U ψ(0, x) , (A.28)

where D consists of the eigenvalues λi = ±1
2H.

If we decompose the initial wave function ψ(0, x) in terms of the eigenstates
of the two spin system as

ψ(0, x) = c1 |⇑〉+ c2 |⇓〉 , (A.29)

the time evolved wave function ψ(t, x) is determined as

ψ(t, x) = c1 e
−iλ1t |⇑〉+ c2 e

−iλ2t |⇓〉 . (A.30)

The probability to measure ψ(t, x) in eigenstate |⇑〉 is constant:

|〈⇑ |ψ(t, x)〉|2 = |c1|2 , (A.31)

85



but the probability to measure ψ(t, x) in its initial state ψ(0, x) typically
oscillates in time:

|〈ψ(0, x)|ψ(t, x)〉|2 = |c1|4 + |c2|4 + 2|c1|2|c2|2 cos ((λ1 − λ2) t) . (A.32)

We simplify this equation using |c1|2 + |c2|2 = 1 and ω = λ1 − λ2 = H to

|〈ψ(0, x)|ψ(t, x)〉|2 = 1− 2|c1|2|c2|2 (1− cos (ωt)) (A.33)

and finally obtain

|〈ψ(0, x)|ψ(t, x)〉|2 = 1− 4|c1|2|c2|2 sin2
(ω

2
t
)
. (A.34)

If the initial state is one of the product states, the wave function ψ(t, x)
oscillates between these states. We determine the period T of the oscillation
from Equation (A.33) as

T =
2π

H
= 2πH−1 . (A.35)

The value of the delay time of Eq. (2.18) is defined as one quarter of this
period.

Finally, we determine the probability, that transition between the two prod-
uct states occurs at time t1, as

pswitch =
1

2

1
4J

2
ij

H2
(1− cos (Ht)) , (A.36)

where we used c1 = c+ and c2 = c−, as well as Equation (A.22).

A.3.4 Resonance condition

In many parts of the thesis, we refer to resonant pair. The notion of a
resonant pair is motivated by the consideration of two different cases for the
parameter J12 and h12 of a spin pair.

• If J12 is small in comparison to h12, the matrix H is similar to a
diagonal matrix and the eigenstates are close to the original basis E.

• If the opposite is true, the eigenstates are close to a mixed basis E′ =
{1

2 (|↑↓〉+ |↓↑〉 ) , 1
2 (|↑↓〉 − |↓↑〉)}

In the latter case, we denote the spin pair as ’resonant pair’, in the first case
as ’non-resonant pair’. This motivates the condition

|h1 − h2| < |J12| , (A.37)

which determines the resonance state of a pair.
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A.3.5 Derivation of the probability distribution of the reso-
nance range Sij

We can transform the resonance condition (A.37) to

S12 ≡ |J12| − |h12| > 0, (A.38)

where S12 is called resonance range. Its probability distribution pS(S) is
derived from Equation (2.9) and (A.94) as

pS(S) =

∫ ∞
Jmin

pJ(J) p∆E(J − S) dJ, (A.39)

where p∆E(x) > 0 for 0 ≤ x ≤ ε. As a next step, we determine the domain
of integration D. It is suitable to do a distinction of cases for S:

1. S ≥ Jmin where D = [S, ε+ S],

2. S ≤ Jmin and S + ε ≥ Jmin where D = [Jmin, S + ε], and

3. S + ε ≥ Jmin where D is empty.

We will calculate pSR for each case separately. First, we consider D =
[S, ε+ S]:

p
(1)
S (S) =

ε+S∫
S

pJ(J) p∆E(J − S) dJ

=
2Jmin

ε2

ε+S∫
S

(
ε+ S

J2
− 1

J

)
dJ

=
2Jmin

ε2

[
ε

S
− ln

(
ε+ S

S

)]
.

Then, D = [Jmin, S + ε]:

p
(2)
S (S) =

ε+S∫
Jmin

pJ(J) p∆E(J − S) dJ

=
2Jmin

ε2

[
ε+ S

Jmin
− 1− ln

(
ε+ S

Jmin

)]
.

As a final result, we obtain

pS(S) =


0 : S ∈ (−∞, Jmin − ε]
2Jmin
ε2

( ε+SJmin
− 1− ln

(
ε+S
Jmin

)
) : S ∈ [Jmin − ε, Jmin]

2Jmin
ε2

( εS − ln
(
ε+S
S

)
) : S ∈ [Jmin,∞)

.
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A.3.6 Derivation of resonance probability without Jz fields

We use the probability distribution of the resonance range Sij from the last
subsection to derive a formula for the probability of a random pair to be
resonant. Here, we neglect the presence of Jz fields. We will first calculate
the probability PRP that a pair is non-resonant, namely

PRP =

0∫
−∞

pSR(S) dS =

0∫
Jmin−ε

p
(2)
SR(S) dS

=
2Jmin

ε2

0∫
Jmin−ε

[
ε+ S

Jmin
− 1− ln

(
ε+ S

Jmin

)]
dS

= 1− J2
min

ε2
− 2Jmin

ε
ln

(
ε

Jmin

)
.

The probability that a spin pair is resonant evaluates to

PRP = 1− PRP =
J2

min

ε2
+

2Jmin

ε
ln

(
ε

Jmin

)
. (A.40)

Next, we compare PRP to the widely-used formula (2.12) [8, 10], which de-
scribes the probability pRP for a spin to find a resonant partner in a sphere
with radius R. Since PRP represents the resonance probability for a given
pair, we multiply it by the number of spins in this sphere:

p′RP = ρSpins ·
4π

3
R3 · PRP ≈ 8πρSpins

u0

ε
log(

R

(u0/ε)1/3
), (A.41)

neglecting the term proportional in ε−2 and using Jmin = u0
R3 from Equation

(2.39). The derivation of (2.39) is only valid, if J � ε. Therefore, we can
estimate the minimum distance, for which this equation holds, by the equa-
tion J = ε. This yields Rmin = (u0/ε)

1/3.

Substituting Rmin for (u0/ε)
1/3 in Equation (A.41) gives

p′RP ≈ 8πρSpins
u0

ε
log(

R

Rmin
), (A.42)

which reproduces Equation (2.12).

A.3.7 Transition probabilities for resonant pairs

As discussed in Section 2.2.2, the state of a spin pair is projected on states
of a different basis if its resonance is changed. In the following subsection
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we explain this projection and derive the probabilities for all possible transi-
tions. First, we use the example of an non-resonant pair becoming resonant.

We consider an non-resonant spin pair (i, j) which has initial state ψ0 =
| ↑↓〉. By a change of fields, its resonant condition is modified such that
|h′ij | < Jij holds. Hence, at the next time step, the pair (i, j) is identified as
a resonant pair and after Id time steps (delay time) its new state is chosen
from {|⇑〉, |⇓〉}. We use the decomposition |↑↓〉 = c+|⇑〉+ c−|⇓〉 and obtain
a probability p− = |c−|2 for the transition | ↑↓〉 → | ⇑〉 and a probability
p+ = |c+|2 for the transition | ↑↓ 〉 → | ⇓〉. The coefficients c± of these
projections are determined in Equation (2.13). In summary, the transition
probabilities are determined as

p(↑↓ → ⇑) = p(↓↑ → ⇓) = p+

p(↑↓ → ⇓) = p(↓↑ → ⇑) = p−,

where

p± = |c±|2 =
1

2

(
1± hij

H

)
. (A.43)

We obtain similar probabilities for the transitions from resonant to product
states:

p(⇑ → ↑↓) = p(↑↓ → ⇑) = p+ =
1

2

(
1 +

hij
H

)
(A.44)

and likewise for the transitions (⇑ → ↓↑), (⇓ → ↑↓), (⇓ → ↓↑).

If hij � Jij holds, the probabilities p− and p+ are equal: p+ = p− = 1
2 . This

case corresponds to a resonant pair. Else, ff hij � Jij , we obtain p+ = 1 and
p− = 0 (in this case pair states and product states are exactly the same).
This case corresponds to a non-resonant pair.

A.3.8 Correction of a spin pair (i, j) due to Szi S
z
j

This subsection is related to the calculation of Jz fields. This concept is
discussed in Section 2.2.

In the following, we consider a spin pair (i, j) consisting of spins i and j and
examine the effect of the product operator Szi S

z
j on the resonance condition

of (i, j). Since the respective fields fi and fj include the fields of all spins
of the spin system, they include the field of their respective pair partner as
well:

fi = f ′i − JijSzj
fj = f ′j − JijSzi ,

89



where we put the fields of all other spins and pairs to the variable f ′i . The
resonance condition (2.20) contains the difference of fields fi − fj . Since a
pair is always in one of the asymmetric states |↑↓〉 or |↓↑〉, we obtain

fi − fj = f ′i − f ′j − σJij (A.45)

where σ ∈ {±1} depends on the state of the spin pair. On the other hand,
in the Hamiltonian of a two spin problem this term appears as a constant
−1

4Jij and does not contribute to the resonance of i, j (see Appendix A.3).
Therefore, we neglect it for the resonance condition by introducing a cor-
rection κ as

κ = σJij , (A.46)

where σ = −1 for the state |↑↓〉 and σ = 1 for |↓↑〉.

A.4 Investigation of a system consisting of four
spins

In this section, we present a detailed study of the two-pair system. This
system was introduced in Section 4.1.

A.4.1 Derivation of shifts and transition amplitudes

In the following, we derive equations for the shifts h(i) and their coupling
elements J (i). Since the eigenvalues are symmetric in h34, it suffices to cal-
culate the two positive values of h(i). We will denote the smaller value h(1)

as first shift, and the larger value h(2) as second shift.

We will first separate the Hamiltonian H into two parts H = H0 + dH.
Then we will find the value of h34, where two eigenvalues λi and λj of H0

cross: λi = λj . Next we will calculate the normalized eigenvectors vi and vj
(related to λi and λj) for this specific value of h34 and obtain the coupling
as 〈vi|H|vj〉.

We consider the same two pair setup as in the Section 4.1. Additionally, we
require that the approximation

J34 � h34 ∼ h12 ∼ J12 ∼ Jpp (A.47)

holds. As discussed in Section 4.1, this approximation is good for h34 � J34,
which implies

h34 ≈ H2 . (A.48)

From the definitions of Axx, Azz, Axz, Azx in Equation (2.34), we deduce

Axx ∼ Jpp ·
J34

h34
, Azx ∼ Jpp ·

J34

h34

Azz ∼ Jpp · 1, Axz ∼ Jpp · 1 .
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We use these approximations to separate the pair-pair HamiltonianH (Equa-
tion (2.30)) as H = H0 + δH, where

H0 = −H1I
z
1 −H2I

z
2 +AzzI

z
1I

z
2 +AxzI

x
1 I

z
2 (A.49)

and
δH = AzxI

z
1I

x
2 +AxxI

x
1 I

x
2 . (A.50)

Note, that δH has no diagonal elements.

The eigenvalues of H0 are calculated as

λ1 = −1

4

√
(4H1 +Azz)2 +A2

xz +
1

2
H2

λ2 =
1

4

√
(4H1 +Azz)2 +A2

xz +
1

2
H2

λ3 = −1

4

√
(4H1 −Azz)2 +A2

xz −
1

2
H2

λ4 =
1

4

√
(4H1 −Azz)2 +A2

xz −
1

2
H2 .

The two square roots will appear more often and will be denoted as w+ and
w−:

w+ =
√

(2H1 +Azz)2 +A2
xz (A.51)

w− =
√

(2H1 −Azz)2 +A2
xz . (A.52)

In order to obtain the two avoided crossings, we vary the value of h34 ∼ H2.
A plot of the behaviour of λi can be found in Figure 4.2.

The first shift is obtained from λ1 = λ3:

H
(1)
2 =

1

4
(w+ − w−) . (A.53)

Analogous, the second shift is defined by λ1 = λ4 and results in

H
(2)
2 =

1

4
(w+ + w−) . (A.54)

Condition (A.48) yields

h(1) =
1

4
(w+ − w−) (A.55)

and

h(2) =
1

4
(w+ + w−) . (A.56)
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Next, we derive the coupling amplitudes as 〈vi|H|vj〉. First, we obtain the
eigenvectors of H0 as

v1 =


0

Azz + 2H1 + w+

0
Axz

 , v2 =


0

Azz + 2H1 − w+

0
Axz

 ,(A.57)

v3 =


Azz − 2H1 − w−

0
Axz

0

 , v4 =


Azz − 2H1 + w−

0
Axz

0

 .(A.58)

As a next step, we normalize v1,v3,v4. We derive 〈vi|vi〉 using the definitions
(A.51) and (A.52) of w+ and w− as

〈v1|v1〉 = 2w+ (w+ + 2H1 +Azz)

〈v3|v3〉 = 2w− (w− + 2H1 −Azz)
〈v4|v4〉 = 2w− (w− − 2H1 +Azz) .

Hence, the coupling elements are determined as

J (1) =
〈v1|dH|v3〉√
〈v1|v1〉 ·

√
〈v3|v3〉

=:
Z(1)

N (1)
(A.59)

and

J (2) =
〈v1|dH|v4〉√
〈v1|v1〉 ·

√
〈v4|v4〉

=:
Z(2)

N (2)
. (A.60)

Using the definitions of the pair operators from Equation (2.34), Z(i) is
obtained as

Z(1) =
J34

4

(
J3
pp h12 h

2
34

2H1H3
2

+
2 J2

pp h34

H2
− Jpp h12

2H1H2

(
2H1(w+ + w−) + 4H2

1 + w+w−
))

(A.61)
and

Z(2) =
J34

4

(
J3
pp h12 h

2
34

2H1H3
2

+
2 J2

pp h34

H2
− Jpp h12

2H1H2

(
2H1(w+ − w−) + 4H2

1 − w+w−
))

.

(A.62)
The normalization factors N (i) are calculated as

N (1) = 2
√
w+w− (w+ + 2H1 +Azz) (w− + 2H1 −Azz) (A.63)

and

N (2) = 2
√
w+w− (w+ + 2H1 +Azz) (w− − 2H1 +Azz). (A.64)

Note, that the expressions w− and w+ still depend on operators A and
therefore on the basic parameter hij and Jij . The Equations (A.59) to (A.64)
enable us to calculate the shift and the coupling elements of all transitions
analytically.
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A.4.2 Approximation for large and small value of Jpp

For a better physical intuition, we derive an approximation of Equations
(A.59) to (A.64) for large values of Jpp. First, we will approximate the
shifts h(i) and then their respective coupling amplitudes J (i).

For large value of Jpp we see that

√
A2
zz +A2

xz =
Jpp
H1

h34

H2

√
1

4
J2

12 + h2
12 ≈ Jpp , (A.65)

where we use H1 = −
√
h2

12 + 0.25J2
12. Taylor expansion of w± gives

w± =
(
A2
zz +A2

xz

)
± 2AzzH1√

A2
zz +A2

xz

+
2A2

xzH
2
1√

A2
zz +A2

xz
3

≈ Jpp ±
2AzzH1

Jpp
+

2A2
xzH

2
1

J3
pp

.

We approximate the shifts as

h(1) =
1

4
(w+ − w−) =

AzzH1

Jpp
= h12

h34

H2
≈ 1

2
Jpp +O(J−2

pp ) (A.66)

and

h(2) =
1

4
(w− + w+) ≈ 1

2
Jpp +O(J−1

pp ) (A.67)

For small Jpp, our basic assumption of J34 � Jpp is violated and we can-
not deduct approximations from the expressions of h(i) and J (i) from above.
However, for the special case of Jpp = 0 the full diagonalization of H is
trivial since all pair operators vanish. The first transition becomes the un-
perturbed resonant transition of the second pair at h(1) = 0 with a coupling
element J (1) = 1

4J34, whereas the second transition has a vanishing transi-

tion element J (2) = 0 at h34 =
√
H2

1 − 0.25J2
34.

A.4.3 Case of blocking

As described in Section 3.3, the situation, that a pair with weak interaction
affects the resonance condition of a pair with strong interaction, is of special
interest. In the following, we derive approximations for h(i) and J (i) and
interpret their physical meaning. In order for this configuration to occur,
we require

h12 ≈
1

2
Jpp . (A.68)

If this condition holds, the first pair is resonant for one state of the second
pair, and not resonant for the other. Additionally, we assume that the pair-
pair coupling Jpp is larger than the internal interactions J12 and J34. Thus,
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Figure A.1: Eigenvalues λi for h12 = 42, J12 = 10, Jpp = 80 and J34 = 1.
There are two avoided crossings around h34 ≈ 40.

H1 ≈ h12 holds.

Figure A.1 shows one example of a setup with condition (A.68). We obtain
two transitions at about h34 ≈ h12. Equation (4.4) and H1 ≈ h12 yields

w+ ≈ 2h12 + Jpp ≈ 4h12 (A.69)

and

w− ≈
1

2
J12

Jpp
H1
≈ J12 . (A.70)

We substitute these approximations into Equation (4.5) and obtain

h(i) =
1

4
(w+ ± w−) = h12 ±

1

4
J12 . (A.71)

In the limit h12 = 1
2Jpp, the two transitions occur at h12 ± 1

4J12. Otherwise
the shifts differ. Note that the resonance condition h12− 1

2Jpp < J12 confines
the deviation of h12 from 1

2Jpp to about J12.

Next, we allow deviations of h12 from 1
2Jpp of the order of J12 (see Figure

C.17). In this range, the value of j(i) can be approximated by

c± =
1√
2

(
1± h12

H1

) 1
2

, (A.72)

which were already observed in diagonalization the strong pair (section
A.3.2). We see that the variables j and c± agree fairly well in Figure C.18.
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The parameter c± represent the transition elements of the first pair from
product to diagonal states:

c+ = 〈↑↓ |H| ⇑〉
c− = 〈↑↓ |H| ⇓〉 .

Hence, the value of j is connected to the transition element of the first pair.

The transitions occur for h34 ≈ ±h12, where the sign is determined by the
state of the strong pair. This result agrees roughly with the algorithm of
Chapter 3, where the Jz field of pair (1, 2) shift the resonance condition
of pair (3, 4) by Azz ≈ 1

2Jpp = h12. However, instead of one resonance
condition with transition element 1

4J34, we now obtain two conditions with
reduced transition element 1

4·
√

2
J34.

A.5 System of three pairs

In the following, we consider a system consisting of six spins, which are dis-
tributed on three pairs p1 = (1, 2), p2 = (3, 4) and p3 = (5, 6). We assume
that p1 and p3 are strong pairs of the weak pair p2 and neglect the coupling
between the strong pairs p1 and p3. This setup is depicted in Figure A.2.

If one of the parameter J23, J45 vanishes, we obtain the standard situation
of one weak and one strong pair. Now, we assign numbers to all parameter
and determine the avoided level crossings of this system. We compare the
shifts and transition amplitudes with the predictions we made earlier. As a
parameter set, we chose:

h12 = 40, J12 = 20, h56 = 60, J56 = 30, J34 = 2, J23 = 80, J45 = 120 .

We obtain 2 · hij = Jpp for both combination of pairs. From Section 4.1, we
obtain the shifts h(i) for one strong/weak pair combination as:

h = hij ±
1

4
Jij , (A.73)

where hij , Jij are the parameter of the strong pair. We obtain these shifts in
our six spin system by setting Jpp = 0 for the other strong pair. For J23 = 0,
we obtain Figure A.3 and obtain the shifts of the two pair problem (p2, p3)
as

h(3) = 52.5 (A.74)

h(4) = 67.5. (A.75)

Similar, we obtain the shifts

h(1) = 35 (A.76)

h(2) = 45. (A.77)
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Setup of two strong pairs interacting with a weak pair

Figure A.2: Setup for a 6 spin system. Coupling is allowed in pairs p1, p2, p3

and between the pairs p1 and p2, and p2 and p3.

of the two pair problem (p1, p2) from J45 = 0.

As a next step, we measure the distances d between the levels to determine
the transition elements. We obtain

d(1) = 0.75 (A.78)

d(2) = 0.65 (A.79)

d(3) = 0.75 (A.80)

d(4) = 0.65 . (A.81)

From d = 2J and J = 1
4J34j we deduce

d =
1

4
· 2 · 2 · j (A.82)

which implies j = d. This gives the transition amplitude prefactors j(i)

directly as

j(1) = 0.75 (A.83)

j(2) = 0.65 (A.84)

j(3) = 0.75 (A.85)

j(4) = 0.65 . (A.86)
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Figure A.3: Avoided level crossing of the eigenvalues λi for a six spin system.
Since J23 = 0, only p2 and p3 are coupled and we obtain the shifts and
transition amplitudes from the two pair problem. The shifts are at h(3) =
52.5 and h(4) = 67.5. For each shift value we see two transitions.

Now, we turn our attention to the fully interacting 6 spin system. A plot of
the eigenvalues can be found in Figure A.4, where one group of four crossings
is plotted in A.5. We see four groups of avoided crossings. We obtain the
eight positive shifts hA to hH as

hA = 7.5

hB = 17.5

hC = 22.5

hD = 32.5

hE = 87.5

hF = 97.5

hG = 102.5

hH = 112.5.

In Section 4.2.1, we predicted, that each shift hα of the 3-pair problem is a
combination of the shifts h(i) obtained from the 2-pair interaction:

∀α ∃i, j : hα = h(i) ± h(j) (A.87)
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Avoided eigencrossings for a coupled six spin system

Figure A.4: Avoided level crossing of the eigenvalues λi for a six spin system
with interactions J23 = 80 and J45 = 120. This implies, that the weak pair
p2 = (3, 4) is coupled to the strong pair p1 = (1, 2) and the strong pair
p3 = (56).

Indeed we find

hA = h(3) − h(2)

hB = h(3) − h(1)

hC = h(4) − h(2)

hD = h(4) − h(1)

hE = h(3) + h(1)

hF = h(3) + h(2)

hG = h(4) + h(1)

hH = h(4) + h(2).

As a next step, we obtain the transition amplitude factors jα from the
distances dα between the levels. We obtain

jA = dA = 0.5

jB = dB = 0.55

jC = dC = 0.45

jD = dD = 0.5

jE = dE = 0.55

jF = dF = 0.5

jG = dG = 0.5

jH = dH = 0.45
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Figure A.5: We used the same setup as for Figure A.4, but chose the axis
such, that we zoom into one group of four avoided crossings.

We expect from Equation (A.87), that

jα = j(i) · j(j) , (A.88)

where we determine i, j from identifying hα in Equation (A.87). This yields

jA = j(3) · j(2) = 0.49

jB = j(3) · j(1) = 0.56

jC = j(4) · j(2) = 0.42

jD = j(4) · j(1) = 0.49

jE = j(3) · j(1) = 0.56

jF = j(3) · j(2) = 0.49

jG = j(4) · j(1) = 0.49

jH = j(4) · j(2) = 0.42

The predictions (A.87) and (A.88) agree fairly well with the values directly
obtained from the simulation of the full three-pair system.

A.6 Techniques of Probability Theory

In Chapter 2.5, we derive probability distributions using properties of prob-
ability density functions. Hence, we shortly introduce density functions and
describe some of their properties. The definitions and derivations can be
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found in the book of Papoulis on Probability Theory [18].

A density function is defined such, that the integral over a certain range I
gives the probability P (x ∈ I) to measure x ∈ I:

P (x ∈ I) =

∫
I
px(x)dx (A.89)

A probability density function is strictly positive and its integral over the
full space is 1. As a representative for many interesting features, we discuss
a transformation from x to y = y(x). In one dimension, px(x) transforms as

py(y) = px(x)

∣∣∣∣dxdy

∣∣∣∣ , (A.90)

where we have to substitute y(x) on the right side of the equation to obtain
py(y) as a function of y. In n dimensions, the derivative dx

dy is substituted
by the Jacobian

J(~x) =


dy1

dx1
· · · dy1

dxn
...

. . .
...

dyn
dx1

· · · dyn
dxn


and we obtain

p~y(~y) = p~x(~x)
∣∣J−1(~x)

∣∣ . (A.91)

Following the lines of Papoulis, this equation determines the convolution of
several different density functions to one combined density function [18]. As
a standard example, we consider the sum y = x1 + x2 of two independent
random variables x1 and x2 with arbitrary density functions px1(x1) and
px2(x2).

In this case, the Jacobian of the transformation

y1 = x1

y2 = x1 + x2

evaluates to

|J(~x)| =
∣∣∣∣ 1 0

1 1

∣∣∣∣ = 1 .

By using Equation (A.91), the combined probability distribution is found to
be

p~y(~y) = px1(y1)px2(y2 − y1). (A.92)

In the specific example y = x1 + x2, we obtain

px1+x2(x1 + x2) = py2(y2) =

∫
p~y(~y)dy1 =

∫
px1(x1)px2(y2 − x1)dx1,

(A.93)
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Figure A.6: Calculation of pr(r) for the three different ranges r < 5 (left
plot), 5 < r < 5

√
2 (medium plot) and 5

√
2 < r < 5

√
3 (right plot).

Only the part of the red sphere, that is inside the cube, contributes to the
distribution function pr(r).

integrating over the full range of x1 = y1. The density function for x1 − x2

can be derived similarly using the transformation y1 = x1 and y2 = x1−x2:

px1−x2(x1 − x2) = py2(y2) =

∫
px1(x1)px2(y2 + x1)dx1. (A.94)

The technique of convoluting two density functions are used to proceed from
density functions of basic variables to more complex ones.

A.7 Distribution for r with finite size effect

Section 2.5.1 derived the density function pr(r) without finite size effect as

pr(r) ∼ r2. (A.95)

In the following paragraph, the distribution function pr(r) is calculated in-
cluding the finite size of the cube. We use the fact, that the probability to
measure a specific value of r is proportional to the surface of a sphere with
radius r.

The finite size of the system is represented by a cube of length l. Only the
part of the surface of the sphere, which is inside of this cube, does contribute
to the probability density function pr(r). Figure A.6 visualizes this setup
for three different values of r. We calculate the function pr(r) differently for
these values of r, where we discriminate between three ranges:

1. r ∈ [0, l/2],

2. r ∈ [l/2,
√

2l/2], and

3. r ∈ [
√

2l/2,
√

3l/2].
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Figure A.7: Plot of pr(r) for a finite box with length l = 10. The critical
points are at r = 5, r = 5

√
2 = 7.07 and r = 5

√
3 = 8.66.

For larger values of r, the complete surface of the sphere is on the outside
of the cube. Hence, the probability for these values is 0.

In the first interval, the full surface is on the inside of the cube. In this
case, the finite size does not influence the probability density function and

we obtain pr(r) from Equation (A.95) as p
(1)
r (r) = 4πr2.

For p
(2)
r (r), the part of the surface, which is not inside the cube, can be

described as four spherical caps (see Figure A.6). One spherical cap has the
surface Scap = 2πrh, where h is the height of the cap. Hence, h = r − l/2.
The full surface inside the cube becomes

p(2)
r (r) = Ssphere(r, l) = 4πr2 − 6Scap = 6πlr − 8πr2. (A.96)

The third function p
(3)
r (r) can be obtained by integrating over this area:

p(3)
r (r) = 24r2

l/2∫
√
r2−(l/2)2−(l/2)2

l/2∫
√
r2−(l/2)2−y2

l

2(
√
x2 + y2 + (l/2)2)3

dx dy

(A.97)
The composite function is normalized and then presented in Figure A.7. It
agrees with numerical results of the simulation. This derivation shows as an
example, how the finite size of the box influences the statistics of the spin
system.
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A.8 Analytical derivation of the density function
pJsp(Jsp)

We obtain a probability density function for Jsp from Equation (4.20) as

pJsp(Jsp) = 0.001
dV (Jsp)

dJsp
, (A.98)

where V is the volume of a sphere-like body around the strong pair. In order
to derive an expression for pJsp , we investigate the functional dependence of
V on Js and Jfixed

sp . The equation

1

r3
il

− 1

r3
jl

= Jfixed
sp (A.99)

defines the surface of V . We define the z-axis as the line connecting spins i
and j and choose the origin in the middle. Thereby we find

ril =
√

(z − d/2)2 + x2 + y2 (A.100)

rjl =
√

(z + d/2)2 + x2 + y2. (A.101)

The simplification x = y = 0 leads to the cubic equation

(z + d)3 − z3 = Jsp · z3 · (z + d)3. (A.102)

Its solutions define the two intersections zl and zr of V with the z-axis:

zr = −d
2

+
d

2

√
−0.1

√
x+

6.9282√
x

+
5

3
(A.103)

zl =
d

0.06x+ 0.003278x
√
x− 0.013

√
x+ 2

(A.104)

where x = d3 · Jsp =
Jsp
Js

denotes the ratio of spin-pair interaction and inter-
nal pair interaction. Figure A.8 shows an example of zr and zl for d = 0.5
and Jsp = 10.

We estimate V as a sphere with radius zl+zr
2 and obtain the volume of both

bodies as

V (zr, zl) = 2 · c · 4

3
π ·
(
zl + zr

2

)3

= 17.71

(
zl + zr

2

)3

(A.105)

where we fit c = 2.11 from numerical data (Figure C.20 in Appendix C).
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Figure A.8: Definition of the variables zr and zl from Equation (A.104).
The choice d = 0.5 and Jsp = 5 results in zr = 0.554 and zl = 0.246 ≈ d/2.
The second spin of the pair is situated at z = −0.25.

As a next step, we assume Js � Jsp. The assumption Js � Jsp leads to
x� 1 and results in zl ≈ d/2. Likewise, zr can be approximated as

zr = −d
2

+
d

2

√
5

3
+

6.93√
x
≈ −d

2
+ 1.31

d1/4

J1/4
(A.106)

where x = d3 · Jsp. Equations (A.105) and (A.106) give

V (Js, Jsp) = 2.21 (zl + zr)
3 ≈ 2.21

(
1.31

d1/4

J1/4

)3

= 5.04 J−3/4
sp J−1/4

s

(A.107)
where we used Js = d−3.

Now, we return to the calculation of the probability density function pJsp(Jsp).
By using its definition via V , we obtain an approximation for pJsp(Jsp) hold-
ing for Js > 1 as

pJsp(Jsp) = 0.001

∣∣∣∣dV (Jsp)

dJsp

∣∣∣∣ = 0.015 J−7/4
sp J−1/4

s (A.108)

A.9 Derivation of the probability plink

This section derives the probability plink of a spin pair, to form a link to an
arbitrary other pair.

The algorithm determines a link in two steps: First, it examines a strong
pair sp1 with interaction Js and on-site field hs. Thereby it finds all spins,
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that change the resonance of pair sp1 (important parameter is the spin-pair
interaction Jsp). Then, it investigates if spin pairs sp2 with interaction Jw
consisting of one of these spins satisfy the following conditions:

Jw < Js (A.109)

hw < Jw (A.110)

|hs − Js| < Jsp (A.111)

Jsp > c · Js (A.112)

The probability, that both the first and the second condition are satisfied,
is represented by the variable pweak. The third condition refers to the prob-
ability pstrong and the fourth to pc. We chose c = 0.5.

By multiplying all these probabilities, we obtain the expression

pLink =

∫
pJsp(x, Js, ε) (x) pweak(x, Js, ε) pc(x, Js) pstrong(x, Js, ε) dx

(A.113)
for the linking probability plink. In the following part we determine each
probability separately.

Derivation of pweak

First, we determine the number of weak pairs N , that satisfy the condition

Js > Jw (A.114)

for a selected strong pair and a selected spin. We integrate over the dis-
tribution of Jw and use pJ(J) = Jmin

J2 from Section 2.5.1 to determine the
probability for one arbitrary weak pair as

psingle =

Js∫
Jmin

Jmin

J2
dJ =

(
1− Jmin

Js

)
. (A.115)

Now we transform the single probability (one selected weak pair) to the
probability for one selected spin. This spin has 248 possible partners on
average. This number results from two arguments: First, the possible part-
ner has to have the opposite spin polarization. Second, we need a another
correction of a factor of 2 because we double count each pair. Finally, we
exclude the spins of the strong pair and the single spin from the number of
possible partners.

As a result, we obtain the average number of

N = 248 ·
(

1− Jmin

Js

)
(A.116)
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weak pairs with interaction Jw < Js.

Now, we derive the probability pweak, that one of these pairs satisfies its reso-
nant condition. We estimate this probability by using the classical condition
|hij | < Jij and obtain

pRC = 2
Jw
ε
− J2

w

ε2
(A.117)

for a weak pair with interaction Jw. The resulting probability pweak follows
as

pweak = 1− (1− pRC)N ≈ 1− e−N ·pRC , (A.118)

where N = 248 ·
(

1− Jmin
Js

)
.

Derivation of pc

The variable pc represents the probability, that Jpp > c · Js holds. Both
variables are not free and we obtain

pc = Θ(Jpp − c · Js) , (A.119)

where Θ(x) denotes the Heaviside step function. In the simulation, we use
c = 0.5.

Derivation of pstrong

The probability pstrong describes the likelihood, that condition

|hs − Js| < Jsp (A.120)

is satisfied for a given strong pair and given variable Jsp.

First, we calculate pstrong for Js > J . In order to satisfy condition (A.120),
we require that Js − Jsp < hs < Js − Jsp holds. Since Js and Jsp are fixed,
we obtain pstrong by integrating over the remaining variable hs as

pstrong =

Js+Jsp∫
Js−Jsp

ph(h) dh =
2

ε2

Js+Jsp∫
Js−Jsp

(ε− h) dh =
4Jsp
ε2

(ε− Js) , (A.121)

where we used ph(h) from Equation 2.42. Similar, we obtain pstrong for
Js > J as

pstrong =

Js+Jsp∫
0

ph(h) dh =
1

ε2

(
ε(Js + Jsp)−

1

2
(Js + Jsp)

2

)
. (A.122)
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Appendix B

Algorithms

B.1 Classical resonant pair routine

First, the simulation constructs a list of all spin pairs (i, j) where i < j and
i, j = 1 . . . 1000. In total, that gives the number of 499500 pairs. For every
pair, we calculate its energy splitting hij and its interaction Jij as

hij = hi − hj

Jij =
u0

(
1− 3 cos2 θij

)
r3
ij

where we obtain the distance rij of the spins i and j using periodic bound-
aries:

rij =
√
x2
ij + y2

ij + z2
ij

xij = min (|xi − xj |, |xi − xj + xmax|, |xi − xj − xmax|)
yij = min (|yi − yj |, |yi − yj + ymax|, |yi − yj − ymax|)
zij = min (|zi − zj |, |zi − zj + zmax|, |zi − zj − zmax|)

with the coordinates xi, yi, zi of spin i. We determine the dependence on θij
as

cos(θij) = zij/rij (B.1)

As a next step, the routine defines a list SPs of pairs, where each spin pair
has the parameter (i, j, hij , Jij). Finally, we sort SPs with respect to the
absolute value of the pair interactions Jij , where the pair with largest inter-
action Jij is the first element of SPs.

We start identifying resonant pairs by labeling every spin pair as non-
resonant. Then, we check the resonance condition

|hij | < Jij (B.2)
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Figure B.1: Flowchart of the evolution algorithm. The light gray rectangle
marks the forloop over the time steps I, the dark gray rectangle the subrou-
tine that checks the resonance condition of pair k. The resonance r can be
either true or false, dependent whether pair k = (i, j) is labeled a resonant
pair or not. Initially, all pairs are labeled as non-resonant.

for every element of SPs. We start at the top of the list and proceed down-
wards. If (B.2) is evaluated true, the simulation determines if one of the two
participating spins is already part of another resonant pair. If that is the
case, we have a conflict, since one spin is part of at least two resonant pairs.
Assume that the second pair has index k2 in SPs, whereas the original pair
has index k1. Since the pair with index k2 is already labeled resonant, it
was checked earlier in the list and we deduce k1 > k2. By construction of
the list it follows that the interaction J1 of the original pair is smaller than
the interaction J2 of the second pair.

Due to the argumentation from Section 2.2.3, we keep the second pair as
resonant and treat the original pair as non-resonant. After the execution of
the routine we checked every spin pair whether it is resonant or not. The
results of this basic algorithm can be found in Section 2.5.3.
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B.2 Time evolution

B.2.1 Initialization

First, the spin system is initialized and fields are calculated and assigned to
every spin. We assume that there are no resonant pairs present at initial
time t = 0.

After the initialization is complete, the algorithm starts the time evolution
by executing the first time step. Each time step describes the time evolution
from tn to tn+1 = tn + ∆t and consists of two main steps:

1. identification of resonant pairs.

2. check of the delay time of pairs and recalculation of fields.

where each step is examines spin pairs individually.

B.2.2 Identification of resonant pairs

Central to this procedure is a list of all spin pairs (i, j), which is ordered
with respect to their interaction Jij (starting with the largest value). The
routine examines spin pairs individually by going from the top to the bottom
of this list. First it checks the resonance condition (2.21). If this condition
is evaluated true, the pair is labeled as a resonant pair and all pairs that
share a spin with this pair are excluded from the search for resonant pairs
in this time step. By this we avoid conflicts (see subsection B.1).

B.2.3 Recalculation of fields

As discussed in the outline of the algorithm, the routine delays the projection
on new states and the recalculation of the field by a number of time steps

Id = b td
∆t
c = bπ (2 H ∆t)−1c , (B.3)

where bxc denotes the floor function of x and rounds x down to an integer
value.

After the search for resonant pairs, the routine starts again at the top of
the list of all spin pairs (i, j) ordered by their interaction Jij . There are two
kinds of spin pairs at this point:

• Pairs, for which the basis of their wave functions and their resonance
agree. These are non-resonant pairs in product basis or resonant pairs
in eigenstate basis.
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• Pairs, for which the basis of their wave function and their resonance
do not agree. These pairs wait for the projection into their natural
basis.

As an example, pairs that changed their resonance in the last search for
resonant pairs are of the second kind. For all these pairs, we check if

I > Ia + Id (B.4)

holds true. Here, Ia identifies the time step number where the last change
of the resonance state of this pair happened. The number Id represents the
delay time td and was defined in (B.3).

If Equation (B.4) holds true, the wave function of the pair is projected to
the new basis using the probabilities from Equation (A.43) to (A.44). Oth-
erwise nothing happens.

After the projection of ψ, the algorithm adjusts the field the pair imposes on
other spins as discussed in Section 2.3.1. If Id = 0, this adjustment happens
in the same time step as the identification as a resonant or non-resonant
pair. Else, there is a chance, that a spin pair does change its resonance
again before its wave function is projected to its natural basis. In this case,
we separate between the two possible transitions:
In the first case, an non-resonant pair is identified as resonant at time step
I1 and again as non-resonant at time step I2. Since Id > I2 − I1, the pair
has not yet changed to the diagonal basis. Nonetheless, the pair is close to
resonance for some time t = I1 · ∆t − I2 · ∆t = t1 − t2 and we expect a
non-vanishing probability pswitch to switch states from | ↑↓〉 to | ↓↑〉 or vice
versa.

We calculate this probability by evolving the pair-wave function ψ in time
from t1 = I1 · ∆t to t2 = I2 · ∆t. Then we determine the projection of ψ
at time t2 on the product states. These projections define the probabilities
to remain in the original product state or to flip both spins to produce the
second product state. We obtain the probability pswitch to switch states in
Section A.3.3 as

pswitch =
Jij

h2
ij + 1

4J
2
ij

sin

(
H

2
(t1 − t0)

)
. (B.5)

The algorithm switches the product state using the probability pswitch. As
a result, we obtain an non-resonant pair in its natural basis (product states).

In the second case, a resonant pair is identified as non-resonant at time step
I1 and again as resonant at time step I2, where we assume that Id > I2− I1
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holds. Therefore, the pair has not yet switched to product states. This
transition generally happens much faster than in the previous case. Hence,
the algorithm keeps the original pair state for the wave function ψ and we
obtain a resonant pair in natural basis (eigenstates).

B.2.4 Selection of the time increment ∆t

In order to relate the time t to a number of time steps I, we use a time in-
crement ∆t: t = I ·∆t. The following passage motivates the choice ∆t = 0.5.

In order to extend the simulation to long times, we have two possibilities:

First, we can increase the number of time steps N . The value of N is
bounded by the computational power (at this point we want to thank the
BWgrid for support). We can handle a maximum of N = 105.

Second, we can increase the time increment ∆t. On the other hand, the
time evolution is depicted properly only, if the time increment ∆t is smaller
than the typical delay time td of fluctuating pairs. This bounds ∆t from
below. The distribution of different delay times is presented in Figure C.2
(appendix). We are interested in the pairs, that are formed and destroyed
and therefore lead to dynamics in the spin system. The distribution of these
pairs decreases fast for td < 0.5. Hence, we choose ∆t = 0.5. Figure C.7
(appendix) shows agreement of the correlation function C(t) for different
time increments ∆t = 0.02, 0.1, 0.5.

B.2.5 Calculation of the energy of the system

We determine the energy of the system in two steps: First, we obtain the
energy of all resonant pairs as

E(i,j) = (H + f(i,j)) · Iz(i,j) + 0.5κ, (B.6)

where the field f(i,j) was defined in Section 2.2 and κ is obtained from Equa-
tion (A.46) in Section 2.2.

Secondly, we calculate the energy contribution of all spins, which do not
belong to a resonant pair, as

Ek = (hk +
fk
2

) Szk . (B.7)

Equations (B.6) and (B.7) yield the total energy as

E =

NSpins∑
i=1

Ei +

NPairs∑
(n,m)

E(n,m). (B.8)
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B.3 Link simulation

The algorithm is divided into three sub functions:

1. The flagall function. For each spin pair, this function determines, if
the pair is resonant. Then, it calls other functions to link this pair to
other pairs. It is similar to the routine described in Section 2.2 about
resonant pairs.

2. The flagPair function. For a selected pair, which is regarded as strong
pair, this function identifies potential weak pairs.

3. The CheckARC function. For a selected pair, which is regarded as
weak pair, this function checks the advanced resonant condition (4.13).
If this condition is evaluated true, it puts links between pairs.

From the initialization process, we obtain the list SPs of all pairs, which
is ordered with respect to the absolute values of the pair interaction. To
accelerate the simulation, we neglect pairs where hij � Jij . This is done,
by labeling a pair satisfying

|hij | − |Jij | − 10 < 0 (B.9)

as active. If inequality (B.9) is evaluated false, the spin pair is labeled inac-
tive and does not take part in the flagall routine. Furthermore, we denote
pairs with equal spin state such as | ↑↑ 〉 as inactive. The number of active
pairs depends on the value of ε.

As presented in Section 4.2.1, a link always connects two pairs. The pair
having the smaller interaction is treated as weak pair, whereas the other
pair is denoted as strong pair. A pair can adopt the role of a strong pair for
one link, and be the weak pair for other links. We use a two step routine,
which is included in the flagall function, to find links.

For a selected pair pk with index k in SPs, we first determine its resonance
state (see later paragraph on the checkARC function). Then, we search for
potential weak pairs pl. Details of this search are given in the following
subsections. The resonance condition of these weak pairs was not checked
yet, since they have a smaller interaction than pk and therefore an index
larger than k. As a result of this search, we obtain a list of potential weak
pairs lw(k) which belongs to pair pk and contains all pairs pl. The function
flagPair checks every weak pair of lw(k) on further criteria. If it confirms
a potential link, we save this fact on the weak pairs as well. Then, we add
k to a list of potential strong pairs ls(l) of every confirmed potential weak
pair l ∈ lw(k).
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At the start of the flagall function, both lists ls(l) and lw(l) are empty for
all l. By going down the list of spin pairs SPs, we fill both lists. If we
examine a pair pk, we already found all potential weak pairs of every pair
with an interaction larger than Jpk . Therefore, at this point, the list ls(k)
of potential strong pairs for pk is complete. If ls(k) is still empty, pk has
no links to stronger pairs and we use the routine from B.1 to check the
resonance condition of pk. Else, we use the ARC (advanced resonance con-
dition) described in Section 4.1 to determine the resonant state of pk. This
is done by the CheckARC routine. If this routine evaluates pk as resonant,
all potential strong pairs of pk are linked to the pair pk.

B.3.1 The flagall function

The routine is presented as a flowchart in Figure B.2. The search for poten-
tial weak pairs of pair pk with index k and spins (i, j) involves the following
steps

1. Check if pk is active.

2. Search for spins s, that can destroy or create the resonance of pk by
a spin flip. The interaction Jsp = Jis − Jjs of s and pk enters the
modified resonance condition (2.21) as

|hij ±
1

2
Jsp| < |Jij | , (B.10)

where the fields of all other spins and pairs enter hij . The sign ± is
determined by the z polarization of spin s. In order to change the
resonant state of pk, Jsp must be larger than the previous difference
of energy and pair interaction hij − Jij . To test this condition, we use
the security range Sij = hij − Jij . If

Jsp > ±Sij (B.11)

holds, a spin flip would change the pairs resonance identity. If pk was
originally resonant, Sij is negative. Then the sign in (B.11) is −. If
pk was non-resonant, then Sij > 0 and the sign in (B.11) is +.

3. Check if
Jsp > 0.5 · |Jij | (B.12)

holds. The previous condition (B.11) can be true if both Jsp and Sij
are small compared to Jij . But then the eigenstates and therefore the
dynamics of pk would not change much by flipping spin s. By requiring
(B.12) we ensure that the eigenstates of pk change noticeable. For
further explanation, see Section 2.2 and especially Figure 2.1.
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flagAll

End of
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increase k.
k = Npairs ?

ls(k) empty?
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check ARC:
call checkARC

get Sij

Sij < 0

are i or j part
of a res. pair?

pk is resonant

pk is not resonant

yes
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k = 1 . . . NPairs

yes

yes

no

yes

no

no

yes
Search for
weak pairs

select
spin s

s part of
res pair?

Jsp > |Sij |
Jsp > 0.5Jij?

call flagPair
for (s, (i, j))

increase s
s = NSpins

calculate
Jsp = Jsi − Jsj

no

yes

yes

no
no

yes

Figure B.2: Flowchart of the flagAll routine. The shaded rectangles indicate
the two different for-loops of the routine. The search for weak pairs is
described in Section B.3.

4. Check if s is part of a resonant pair and ensure that s 6= i, j.

To accelerate the simulation, we do not calculate Jsp anew but create tables
including all possible Jsp during the initialization.

As a result of the search for potential weak pairs we obtain a list Sk of spins
s, which satisfy all conditions from above. For every element s of Sk, the
routine calls flagPair.

B.3.2 The flagPair function

The input parameter of this function are a spin s and a pair pk consisting of
spins (i, j). It selects pairs pl = (s, t), which include spin s, and determines
if pk is a strong pair of pl. If this is true, the routine adds the pair pk
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Start of
flagPair

t = 1 . . . NSpins

select
spin t

select
pl = (s, t)

increase tt = NSpins
End of

flagPair

s, t 6= i, j
Jij > Jst
Jpp > |Sij |

add k
to ls(l)

yes

no
no

yes

Figure B.3: Flowchart of the flagPair routine. The shaded rectangle indi-
cates the for-loop over all spins t as a possible partner for spins s. Both spins
create the pair pl = (s, t). If the conditions described in B.3 are satisfied,
the routine adds the pair pk to the list ls(l) of strong pairs of pl.

to the list ls(l) of pl. This list ls(l) is needed to formulate the advanced
resonance condition of spin pair pl. If this condition is evaluated positive, a
link between pk and pl is established. Before the routine adds k to ls(l), it
checks whether pl satisfies the following conditions:

1. s, t 6= i, j and pl is active.

2. Jij > Jst. This condition ensures that the selected pair pl is a weak
pair of pk.

3. Jpp > |Sij | where Sij = hij − Jij is the security range of pk and

Jpp = |(Jis − Jit)− (Jjs − Jjt)| (B.13)

is the pair-pair interaction of pk and pl. From the second condition of
the flagAll routine we already now, that a spin flip of s would change
the resonance of pk. However, due to symmetry of the spins s and t,
the pair-pair interaction Jpair-pair can be much smaller than the spin-
pair interaction Jspin-pair. We test (B.13) to ensure that a transition
| ↑↓〉 → | ↓↑〉 of the weak pair pl would change the resonance of pair
pk.

If all conditions are satisfied, the pair pk is a potential strong pair of pl.
Hence, the index k is added to the list ls(l). In order to establish the link
between pk and pl, the advanced resonance condition of pair pl has to be
satisfied. This check occurs, when the flagAll routine arrives at the pair
index l and checks the resonance condition of pl (see Figure B.2).
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calculate w+,
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1
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√
H2

2 − 1
4J34
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√
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(
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)2p1 resonant

h(1) = H1 − Jsp
h(2) = H2 − Jsp

h(1) = H1 − Jss
h(2) = H2 − Jss

yes

no
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Figure B.4: Flowchart of a subroutine of CheckARC. This routine determines
the shifts h(1), h(2) and the transition amplitudes j(1), j(2) for a strong pair
(1, 2) and a weak pair (3, 4).

B.3.3 The checkARC function

The checkARC routine determines, whether one of the advanced resonance
conditions (4.13) of a pair pk = (i, j) is true or false. It returns the security
range Sij of this pair. Thereby, it analyzes the list of potential strong pairs
ls(k), which was created using the functions flagAll and flagPair. More de-
tails on the derivation of the advanced resonance condition can be found in
Section 4.1. A sketch of the algorithm is presented in Figure B.5.

First, the algorithm deletes all pairs pd from the list ls(k), that are not
resonant but include a spin part of another resonant pair. Next, the algo-
rithm calculates for each remaining pair pl of ls(k) the values hij , for which
the 4-spin-system has a resonant transition. These values are denoted as
shifts h(i). Additionally to two shift values, the routine determines respec-
tive transition amplitudes j(i). The calculation of h(1), h(2), j(1), j(2) is done
using a distinct subroutine, which is presented in Figure B.4. The derivation
of these calculations can be found in Section 4.1.

For clarity we repeat Equation (4.13):∣∣∣∣∣∣h34 −
∑
±,s,i
±h(i)

s

∣∣∣∣∣∣ < J34 ·
∏
s,i

j(i)
s (B.14)

where the parameter s sums over all potential strong pairs in the list ls(k)
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and i has values ±1. We can rewrite (B.14) as∣∣∣∣∣h34 −
∑
is=±1

(
Ns∑
s=1

±h(is)
s

)∣∣∣∣∣ < J34 ·
∏
is=±1

(
Ns∏
s=1

j(is)
s

)
(B.15)

and introduce a vector p = (is)(s=1...Ns), which consists of all values is ∈
{−2,−1, 2, 2}. Each component ps has four possible values to represent the
four different values of ±h(i). Therefore, we obtain 4Ns distinct vectors p.
We substitute the inner product and sum in (B.15) by the variables

E(p) =

Ns∑
s=1

h(ps)
s (B.16)

and

c(p) =

Ns∏
s=1

j(ps)
s . (B.17)

We obtain ∣∣∣∣∣h34 −
∑
p

E(p)

∣∣∣∣∣ < |J34| ·
∏
p

c(p) . (B.18)

In order to obtain the rewritten advanced resonance condition (B.18), the
algorithm checkARC calculates E(p) and c(p) for every possible value of p.
Since the size of p and the number of conditions (B.18) grows exponentially
as 2Ns , the duration of the simulation strongly depends on the values for
Ns. If a weak pair has 10 or more potential strong pairs, we take only the
nine strong pairs with largest coupling strength into account.

After the routine set up all conditions (B.18), it checks whether they are
true or false. If all conditions are evaluated false, the weak pair pk is not
resonant and is not linked to any of the potential strong pairs. If at least
one condition is evaluated true, all potential strong pairs of the list ls(k)
are linked to the weak pair pk and pk is labeled as a resonant pair. The
resonance of the potential strong pairs does not change during the progress.
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Figure B.5: Flowchart of CheckARC. This routine determines the advanced
resonance conditions (B.18) for a weak pair pk and links pk to every potential
strong pair of ls(k) if (B.18) is evaluated true.
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Appendix C

Additional figures

Figure C.1: The main plot shows the dependence of the averaged number
of resonant conditions µRC on the disorder ε using isotropic r−3 interaction
without Jz fields. For each disorder value, 1000 different initial configura-
tions of the spin system were examined. The mean values µRC of the result-
ing distributions of NRC are indicated by blue dots, the standard derivation
by an error bar. The distribution of NRC for ε = 100 is presented as inset.
The red curve represents the fit from Equation (2.46).
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C.1 Time Evolution

all resonant pairs

destroyed res. pairs

2 4 6 8 10
td

1.×10-3

5.×10-3

1.×10-2

0.05

0.10

P
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1
P

Histogram (loglog) of delay times td

Figure C.2: Histogram of the delay times for disorder ε = 0. The main plot
shows a logarithmic plot of short times td < 10, the inset shows a log-log
plot of long times td ∈ [0, 200]. Blue dots show the distribution of td for all
resonant pairs present in the system and yellow dots mark the distribution
of deleted pairs. Only the second kind of pairs leads to a fluctuation of fields
and therefore contributes to the dynamics in the system.
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Figure C.3: Linear plots of the correlation function C(t) for disorder ε =
0, 10, 80, 150. We present one plot for times t ∈ [0, 2000] and one plot for t ∈
[0, 50000], thereby we averaged over about 35 different initial configurations
of spins. The blue dots indicate the data obtained from the simulation
whereas the green line is a stretched exponential function as defined in (3.4).
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Figure C.4: Collection of logarithmic plots of the correlation function C(t)
for disorder values ε = 200, 250, 300, 500 and a time increment ∆t = 0.5
for long times. We averaged over about 35 different initial configurations of
spins. The blue dots indicate the data obtained from the simulation whereas
the green line is a stretched exponential function as defined in (3.4).
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Figure C.5: Plot of the correlation function C(t) for about 70 different initial
configurations and time increments ∆t = 0.5.
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Figure C.6: Plot of the correlation function C(t) for about 70 different initial
configurations and time increments ∆t = 0.5.
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Figure C.7: Plot of the correlation function C(t) for ε = 70 and different
time increments ∆t.

Figure C.8: Mean number of spin flips per time step for a system with
disorder ε = 70 and for different time increments ∆t.

124



0 200 400 600 800
0.00

0.02

0.04

0.06

0.08

0.10

ϵ

N
um

be
r
of

sp
in

fli
ps

Mean number of spinflips per timestep Δt = 0.5

Figure C.9: Number of spin flips per time step.
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Figure C.10: Number of isolated spins over time t for small disorder ε < 100.
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Figure C.11: Number of isolated spins at time t = 50000 over time t for
varying disorder ε.

Figure C.12: This histogram examines spins, that did not flip up to a time
t = 5000 for ε = 10 and ∆t = 0.5. On the x-axis, the Figure presents
the number of times, these spins have been part of a resonant pair. For
x = 0, we obtain fully isolated spins (spins, that never have been part of a
resonant pair). Even though these spins form a clear maximum, they are
only responsible for ca. 20% of all non-flipped spins (≈ 100). The left inset
shows the correlation function C(t) for this data set, whereas the right inset
shows the number of fully isolated spins over time t.
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Figure C.13: Histogram of the absolute existence time tE for ε = 10, ∆t =
0.5. We averaged over 100 different initial configurations.
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Figure C.14: Mean number of fluctuating pairs at t = 50000 for small
disorder value ε.
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Figure C.15: Solution of the Equation C(t) = Cconst for Cconst = 100 and
Cconst = 200. The difference is shown in Figure C.16.
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Figure C.16: Difference of the two curves from Figure C.15.
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C.2 Cluster formation

Figure C.17: Transition amplitudes for a system with variable h12 and J12 =
10, Jpp = 80 and J34 = 1. The transition between the two eigenstates at
h34 = h(1) is represented by the red, the transition at h34 = h(2) by the blue
curve. The two curves cross at h12 = 40 =

Jpp
2 where J = 1√

2
1
4J34 ≈ 0.175.
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Figure C.18: Comparison of the transition prefactors j(i) for h34 = h(1) (red
line) and h34 = h(2) (blue line) from Figure C.17 with the functions c±(x)
(dots) from Equation (2.13), where x = h12

J12
.

0.0 0.5 1.0 1.5 2.0
x = dJ

0.02

0.04

0.06

0.08

0.10
pdJ

pdJ(x,Js) for Js = 8

0.0 0.2 0.4 0.6 0.8 1.0
Js

0.01

0.02
pdJ

pdJ(x,Js) for dJ = x = 1

Figure C.19: The left plot shows the density function pJsp(x) for fixed strong
pair interaction Js. In the right plot we fix x at 1 and vary the interaction
Js of the strong pair.
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Figure C.20: Comparison of the analytical expression V = 0.7 · (zl + zr)
3

(red dashed line) with numerical data (blue dots) for Jfixed
sp = 0.01, 0.5, 0.1.
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Figure C.21: The bottom six plots (second to fourth row) represent the
averaged IPR function defined in (4.17) for the three disorder values ε =
20, 40, 80. For each disorder value we show a small scale (J−1 ∈ [0, 100],
left column) and a larger scale (J−1 ∈ [0, 500], right column). The two fits
represent a straight line fitted at J−1

ip (red line) and a square root function
(green line). Each plot was obtained by averaging over about 500 initial
configurations.In the top left plot we present the IPR function for a lattice
for ε = 40. The top right pot shows a histogram of the values of J−1

crit

obtained from ε = 40 and 462 different initial configurations. The Gaussian
fit (red dashed line) has a standard deviation of s = 2.5.
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