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Zusammenfassung: Die vorliegende Arbeit befasst sich mit der Analyse und Model-

lierung von Effekten, die Fehler in passiver Stereoskopie und Laufzeitbildgebung verursachen.

Die Hauptthemen sind in vier Kapiteln dargestellt: Ausgangspunkt ist eine Behandlung von

Mischsystemen, die sich aus einer Laufzeitkamera und einem Stereosystem zusammensetzen.

Einerseits zeige ich hierbei auf, wie häufig verwendete Fusionsansätze mit dem Messprozess

der einzelnen Modalitäten zusammenhängen, andererseits präsentiere ich neue Techniken zur

Datenfusion, welche die ermittelten Tiefenrekonstruktionen im Vergleich zu den einzelnen

Sytemen verbessern können. Anschließend stelle ich ein System zur Erzeugung von großen

Mengen von Referenzdaten für die quantitative Stereoevaluation vor, welches sich dadurch

auszeichnet, dass neben Referenzgeometrien pro Pixel auch die Messunsicherheit der Referen-

zdaten erfasst wird. Die letzten beiden Teile umfassen schließlich Effekte, die in den einzelnen

Systemen beobachtetet werden können: Laufzeitkameras können bekanntlich nur bis zu einem

gewissen Abstand die Entfernung eindeutig bestimmen. Diesbezüglich zeige ich, dass durch

die Änderung relevanter Designparameter des zugrunde liegenden Messsystems dieser Ein-

deutigkeitsbereich vergrößert werden kann. Zuletzt diskutiere ich, wie durch Modellierung

eines begrenzten Lichttransports in der Szene es nicht nur möglich ist, systematische Fehler

aufgrund von Reflektionen zu beheben, sondern auch einfache Materialparameter zu schätzen

sowie die resultierenden Rekonstruktionen zu verbessern.

Abstract: This thesis is concerned with the analysis and modeling of effects which cause

errors in passive stereo and Time-of-Flight imaging systems. The main topics are covered in

four chapters: I commence with a treatment of a system combining Time-of-Flight imaging

with passive stereo and show how commonly used fusion models relate to the measurements of

the individual modalities. In addition, I present novel fusion techniques capable of improving

the depth reconstruction over those obtained separately by either modality. Next, I present

a pipeline and uncertainty analysis for the generation of large amounts of reference data for

quantitative stereo evaluation. The resulting datasets not only contain reference geometry, but

also per pixel measures of reference data uncertainty. The next two parts deal with individual

effects observed: Time-of-Flight cameras suffer from range ambiguity if the scene extends

beyond a certain distance. I show that it is possible to extend the valid range by changing

design parameters of the underlying measurement system. Finally, I present methods that

make it possible to amend model violation errors in stereo due to reflections. This is done by

means of modeling a limited level of light transport and material properties in the scene.
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1
Introduction

1.1 General Introduction

W
hen do early vision techniques fail? How can we

quantify these failures and finally, what can we do to

correct them? These are the three driving questions behind the

work presented in this thesis. But before these questions can be

answered, it needs to be clarified what early vision is in the first

place.

In 1985, Poggio et al. reviewed the developing field of compu-

tational vision and defined early vision as

the set of visual modules that aim to extract the phys-

ical properties of the surfaces around the viewer, that

is distance, surface orientation and material proper-

ties [...].[146]

This is in contrast to high-level vision, which is concerned with

image semantics, such as object detection [62, 182, 50], classifi-

cation [116, 22] or segmentation [167, 138, 52]. Today, the ap-

plication domains (cf. Figure 1.1) for vision techniques are quite

diverse and include human-computer interaction [176], automo-

tive systems [7], industrial inspection [80], robotics [44], remote

sensing [8], augmented reality [135] and visual effects [171]. The

quote above originally referred to methods that mimic human

vision such as passive stereo [93], structure from motion [100] or

1



CHAPTER 1. INTRODUCTION

Figure 1.1: Examples for Appli-
cations That Make Use of Early
Vision. From top left to bot-
tom right: (a) ToF-based sec-
ond generation Kinect used as
a controller. (b) Stereo setup
used in a car for pedestrian lo-
calization. (c) Surface inspection
of industrial parts using a cam-
era mounted on a gantry (Cour-
tesy Sven Wanner/Max Diebold)
(d) Self localizing vacuum cleaning
robot. (e) Augmented reality with
glasses equipped with a ToF sensor
and (f) Input from a ToF and a sin-
gle standard camera used to gener-
ate the second view for stereoscopic
presentation.

shape from shading [148]. Nowadays, the field also encompasses

other principles including structured light [158] and Time-of-

Flight (ToF) imaging [177]. All these methods primarily focus

on geometry extraction and make assumptions about lighting

as well as material properties to make any reconstruction vi-

able. Indeed, most efforts to recover material properties using

imaging techniques have been driven by the computer graph-

ics community. Here, methods were created to extract material

properties by special instrumentation [129] or by using inverse

rendering techniques [142]. Again, assumptions have to be made

- this time about the geometry or lighting.

The work presented in this thesis is concerned with the analy-

sis and modeling of early vision problems present in ToF imaging

and passive stereo. The emphasis on ‘early vision problems’ is

made to distinguish between the topics in this thesis from re-

lated fields of sensor or camera characterization [48, 163], which

are beyond the scope of this work. The topics presented are

however, in parts, interdisciplinary in nature as I often borrow

concepts or methods from the related fields of computer graphics

(Chapter 6), experimental design (Chapter 5) and photogram-

metry (Chapter 4).

Despite their success, passive stereo and ToF imaging remain

far from perfect as there still remain many situations where the

methods fail. Therefore, a considerable amount of effort is put

into amending the acquired data, either by manual intervention,

by filtering or by adding high-level information into the recon-

struction process (by means of regularization). The emphasis in

this thesis is not on such robustification strategies, but rather on

accounting for errors by modeling the effects that cause them.

The issues encountered fall roughly into three well-known cat-

2



1.1. GENERAL INTRODUCTION

egories and will be briefly illustrated using an example of esti-

mating parabola parameters from measured positions, e.g. to

Figure 1.2: Illustration of Infinite
Solutions Due to Data Ambiguity.
The black curve represents the true
trajectory while the blue curves
correspond to two possible solu-
tions given only two measurements.

estimate the parameters of a ballistic trajectory.

Ambiguities Consider the problem of fitting a parabola to two

measurements (cf. Figure 1.2). This problem is underdeter-

mined such that there are an infinite number of possible solu-

tions. It is therefore not possible to estimate the right param-

eters without inserting any prior knowledge, e.g. starting point

or angles of the trajectory. In this example, the ambiguity can

be resolved if a third independent measurement is added. In

the work presented, such ambiguities are encountered in stereo

matching on non-textured surfaces (cf. Figure 1.5) and in ToF

imaging as the range ambiguity problem (cf. Figure 1.7).

Figure 1.3: Illustration of Measure-
ment Uncertainty. Noise in mea-
surements causes a deviation be-
tween true (black dotted line) and
fitted trajectory (blue). By prop-
agation of uncertainty, it is possi-
ble to estimate the confidence (gray
area) of the fit.

Statistical Errors Next, there are errors that arise due to mea-

surement uncertainty (cf. Figure 1.3). Any quantity that is

measured is subject to such errors due to sensor noise or limited

resolution. Since they are of statistical nature, no two measure-

ments of the same quantity will yield precisely the same results.

These measurement errors are propagated to the parameter fit

such that the obtained curve parameters also deviate from the

true ones. Since it is impossible to fully eliminate the statis-

tical errors of measurements, it is of utmost importance to be

able to assess their influence on the resulting parameter esti-

mates. While also considered in other parts of my thesis, this

aspect is most prominently featured in the uncertainty analysis

of reference data generation (cf. Figure 1.6), where the influ-

ence of measurement errors on the quality of reference data is

investigated.

Figure 1.4: Illustration of System-
atic Errors(red) Due to Model Vi-
olations. These are introduced if
a quadratic model function (blue)
is fitted to measurements of a bal-
listic projectile that is additionally
subject to air drag (black markers).

Systematic Errors due to Model Violations The third class of

errors is related to model violations. So far, in our example, air

drag has been left unconsidered while modeling the trajectory

of the projectile. While it may be barely noticeable at low pro-

jectile velocities, air drag can significantly alter the trajectory

from the parabola shape at higher velocities (cf. Figure 1.4). If

not taken into account, a considerable systematic deviation can

be observed between measured and computed trajectory. Com-

parable situations also occur in computer vision. Since most

reconstruction formulas assume that all visible surfaces behave

like Lambertian reflectors, i.e. appear the same irrespective of

viewing angle, such model violation errors can occur whenever

3



CHAPTER 1. INTRODUCTION

Figure 1.5: ToF-Stereo Fusion.
Left: ToF-Stereo rig. Middle:
Scene reconstruction using stereo
only with errors due to lacking tex-
ture. Right: ToF-Stereo recon-
struction.

reflective surfaces are present as they have a viewpoint depen-

dent appearance (cf. Figure 1.8).

1.2 Topics

The four topics of this thesis Time-of-Flight Stereo Fusion, Ref-

erence Data with Uncertainty, Time-of-Flight Range Extension

and Reflections on Stereo directly relate to the error sources

discussed above and are summarized here:

ToF-Stereo Fusion The motivation for the first chapter of this

thesis emerged from the observation that both ToF imaging and

depth from stereo have issues inherent to their respective mea-

surement principles, but the situations where these errors occur

are often different. Thus, I investigated whether joint measure-

ments using both modalities could allow for more robust depth

reconstructions and indeed, I can present a ToF-Stereo fusion

system that displays this behavior (cf. Figure 1.5). Addition-

ally, I show how the method presented as well as the majority

of related work can be derived from the least squares formula-

tion of each individual method by a series of approximations and

modifications. The evaluation of the methods presented was un-

dertaken using measured ground truth data - that is by compar-

ing the algorithm output with reference data generated by other

means. To this end, I present one of the first publicly available

measured evaluation datasets for ToF-Stereo fusion with ground

truth.

Reference Data with Uncertainty One observation made dur-

ing the work on sensor fusion is that errors in the pose estimates

(i.e. the relative translation and rotation) between two mea-

surement systems lead to alignment errors that are challenging

4



1.2. TOPICS

Figure 1.6: Reference Data with
Uncertainty. Left: LIDAR point
cloud used to generate stereo ref-
erence data. Middle: Stereo rig
used for image acquisition. Right:
Depth maps with a mask exclud-
ing pixels beyond a certain uncer-
tainty.

to handle. The quantification of these errors with application to

reference data generation for stereo evaluation is the goal of the

second topic (cf. Figure 1.6). Here the output of a stereo algo-

rithm is compared against range measurements made by a LI-

DAR system for evaluation of algorithm performance. Inevitable

errors in the pose estimate between the stereo and the LIDAR

coordinate frames together with the other present measurement

errors lead to an uncertainty in the reference data. This uncer-

tainty has to be accounted for when any kind of quantitative

performance analysis is the goal. Yet to date, little work has

been done on correctly extracting uncertainties for this kind of

reference data generation. Hence, I present a pipeline that en-

ables the production of reference data with per pixel uncertainty

estimates. Furthermore, I show how performance analysis can

benefit from such uncertainties.

ToF Range Extension Phase based ToF cameras recover depth

by estimating the offset, amplitude and phase of a cosine func-

tion with a fixed frequency that is sampled at 4 (or more) lo-

cations. The estimated phase can then be converted into a dis-

tance using a linear transform. It is therefore only determined

up to multiples of 2π causing cyclic errors if the scene extends

beyond the distance corresponding to a phase of 2π (cf. Fig-

ure 1.7). In Chapter 5, I revisit the least squares formulation

Figure 1.7: ToF Range Extension.
Left: ToF intensity image. Mid-
dle: Range images using standard
reconstruction. Note the cyclic
depth errors caused by range am-
biguity. Right: Reconstructions
without ambiguity using the pro-
posed method.
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CHAPTER 1. INTRODUCTION

Figure 1.8: Reflections on Stereo.
Left: Left image of a stereo pair
of a curved surface with reflec-
tions. Middle: Depth reconstruc-
tion using standard stereo match-
ing. Right: Depth reconstruction
accounting for specular surfaces.

for ToF parameter estimation and show that these ambiguities

naturally resolve if the modulation frequency between individ-

ual measurements per pixel is varied - amounting to changing

the design variables in the least squares problem. Unlike exist-

ing work, the method presented in this thesis neither increases

uncertainty of the estimated parameters nor does it require ad-

ditional measurements. Also, it does not depend on any kind of

regularization.

Reflections on Stereo Reflections on specular surfaces can cause

large errors in both ToF and Stereo that current data fusion tech-

niques cannot cope with. The errors caused by such surfaces be-

long to the category of model-violation errors since all traditional

methods for both ToF and Stereo reconstruction assume that all

visible surfaces are Lambertian. For a mirroring surface this is

obviously not the case. Handling these errors is especially chal-

lenging as they are a) scene dependent and b) caused by highly

nonlocal effects. Chapter 6 focuses on resolving the model vio-

lation errors for stereo matching in a theoretically sound man-

ner. Unlike most existing work which employs regularization

or robust data terms to suppress such errors, I derive two least

squares models from first principles that generalize diffuse world

stereo and explicitly take reflections into account. These models

are parameterized by depth, orientation and material properties,

resulting in a total of up to 5 parameters per pixel that have to

be estimated. Additionally, large nonlocal interactions between

viewed and reflected surfaces have to be taken into account.

These two properties make model inference appear prohibitive

at first, but I present evidence that it is actually possible. Fi-

nally, results indicate that the information gained by reflections

actually leads to better reconstructions compared to the case

where no reflections were present.
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1.3 Road Map

Following the four main areas of contribution introduced above,

this thesis is organized in four main parts enframed by a back-

ground and a concluding chapter. In the next chapter (Chapter

2), I will review the theory and techniques that form the basis for

the work presented later. To stay in scope, I will limit myself to

topics essential towards understanding the presented matter and

refer to standard literature for further reading. Any additional

background information specific to one of the main chapters will

be presented in the respective areas. Once set up with the re-

quired instruments, Chapters 3 through 6 will present the

main body of work. While each chapter can be read stand-alone

together with the background chapter, I deemed this ordering

best for understanding how the topics are associated with each

other. Each chapter starts off with introductory sections ex-

plaining motivation, key contributions and discussion of related

work before models, methods and results are presented. The

chapters then conclude with a discussion of future work and a

summary of the insights gained. In some cases, the future work

section may also contain results of preliminary experiments that

evidence the utility of the proposed ideas. In Chapter 3, I will

first present work concerned with ToF-Stereo that serves as the

motivation for the subsequent chapters. Chapter 4 deals with

the uncertainty estimation and propagation for the alignment of

range and stereo data with application to reference data gen-

eration. The next two chapters depart from the dual-modality

setup and deal with ToF and stereo systems individually: In

Chapter 5, I discuss a design based approach towards extend-

ing the measurement range of a ToF camera whereas Chapter

6 is concerned with understanding and handling errors on re-

flective surfaces by material estimation. In the final chapter

(Chapter 7), I will review the main results presented and dis-

cuss the overall lessons learned during the course of my work.
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2
Background

A
s early vision is essentially about inverting the image

formation process, I commence by presenting the key as-

pects that govern image formation in Section 2.1. Section 2.2

then reviews the two depth imaging techniques that this thesis is

concerned with: passive stereo and Time-of-Flight (ToF) imag-

ing. Finally, Section 2.3 concludes this chapter with a treatment

of parameter estimation techniques. These methods are required

ubiquitously for recovering scene parameters from observed im-

ages and form the basis for the methods presented.

The level of detail of the topics discussed here was chosen with

the aim of putting the later chapters into context. Moreover, I

refer to standard literature throughout the chapter for a more

complete treatment of each topic.

2.1 Image Formation

Following [85], there are three different aspects that contribute

to the formation of a digital image. Figure 2.1 illustrates these

parts. A digital image is in essence a projection of the 3D world

onto a 2D surface, namely the camera sensor. The positions

(px, py) =: x ∈ Ω ⊂ R
2 on the sensor surface plane that a world

point (x, y, z) =: X ∈ R
3 projects onto, are defined by the ge-

ometric and optical properties of the camera system. The

amount of light that x receives from X is governed by scene

9



CHAPTER 2. BACKGROUND

Figure 2.1: Image Formation in a
Nutshell. Scene radiometry gov-
erns how light is transported in the
scene and defines the appearance of
the monkey’s head (Suzanne [18]).
The properties of the camera sys-
tem define how the light emitted
from the scene is mapped onto the
sensor plane of the camera leading
to an intensity distribution on the
sensor plane. This intensity distri-
bution is sampled on a regular grid
of pixels and the signal is further
quantized to obtain a digital image.

radiometry, which explains the light transport in the scene.

It should be noted that the distinction between camera prop-

erties and scene radiometry is mostly conceptual. The same

light transport laws that govern the amount of light directed

into the camera also explain the image created on the camera

sensor. This is illustrated in Figure 2.2, where a camera image is

simulated by including the camera as part of the scene descrip-

tion. However, for image processing purposes it is more useful to

model cameras separately from the rest of the scene and define

the camera using few system parameters.

Once light is transported from the scene onto the camera, an

image is formed on the sensor as a continuous distribution of

incident radiance. This intensity distribution is then sampled

on the (mostly rectangular) grid of light sensitive pixel sensors

and finally converted into a digital signal consisting of fixed size

(e.g. 8, 12 or 16 bit) integers.

For color images, three intensity distributions corresponding

to red, green and blue (RGB) wavelengths are sampled sepa-

rately. Depending on design, each pixel location may either

measure all three colors simultaneously [82] or only measures

one of the three colors, which occurs more frequently. For the

latter case, a dense RGB image is recovered by an interpolation

process called de-bayering or de-mosaicing[99].

In the following, each of the three aspects: camera properties,

scene radiometry and image digitization will be discussed in fur-

ther detail with a focus on the first two parts as they are most

relevant towards the work presented.

10
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2.1.1 Camera Models

Let x ∈ Ω be the position on the image sensor plane Ω and

X ∈ R
3 be a point in 3D space. The camera model describes

the mapping between X and x. Most generally, the projection

of X onto Ω is a distribution

PSFX : Ω → R, (2.1)

with
∫

Ω
dx PSFX(x) = 1. (2.2)

This distribution is called the point spread function (PSF) of the

optical system and it describes how a point in space is imaged

on the sensor plane. Now, let

πd : R3 → Lp(R2), πd(X) = PSFX, (2.3)

describe the projection of X onto Ω and let

π : R3 → R
2, π(X) = argmax

a
PSFX(a), (2.4)

map the 3D point to the mode of the distribution. π may de-

pend on some additional camera parameters θ ∈ R
N . This de-

pendency is made explicit as π(θ, X) wherever it is required but

otherwise omitted for legibility. Note that π is not bijective as

depth information is lost due to the projection. The actual form

of the PSF additionally depends on the internal camera geome-

try of the optical system and may also be wavelength dependent

(e.g chromatic aberrations).

Different light and camera models with varying complexity

exist that approximate the true PSF of an optical system. The

most frequently used model in early vision is that of a pinhole
Figure 2.2: Simulating Cameras as
Part of the Scene. In these ex-
amples, the cameras (top: pinhole
with finite aperture, bottom: thick
lens) were modeled as any other
part of the scene. The images on
the left are the intensity distribu-
tions that appear on the dark gray
surfaces after simulating the light
transport in the scene. The images
are blurred due the spread of the
projection of a single point in space
given by the PSF (white circle in
top row).
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camera combined with ray optics, which can describe the basic

projective properties of a large variety of cameras. The PSF of

an ideal pinhole camera is a δ distribution such that π contains

all information of this optical system. More complex models are

based on this mapping to explain depth-of-field effects, distor-

tions and other lens aberrations 1. Finally, if the wave nature

of light is taken into account, diffraction effects of the optical

system can also be modeled.

The choice of model depends on the application and the re-

quired expressiveness. For example, Depth-from-defocus tech-

niques [161] that estimate depth from the level of blurriness will

require a thin lens-model that explains depth-of-field. Similarly,

blind deconvolution [6] techniques that aim to de-blur images

may need to estimate the Airy-disk PSF that can be modeled

by wave optics. For the purposes of this work, the pinhole cam-

era model with radial distortions suffices as it can model all

relevant aspects of the problems that are considered. Further

information on PSFs and their derivation can be found in [85]

and [64](where it is called ‘impulse response’).

Pinhole Camera

For a pinhole, the projective mapping π is defined as

π(X) = π(x, y, z) =

(

fx
x

z
+ cx, fy

y

z
+ cy

)

. (2.5)

Here it is assumed that the camera is placed at the origin of the

world coordinate frame and views in positive z direction. A 2D

example is illustrated in Figure 2.3. (fx, fy) and (cx, cy) are cam-

era model parameters and are called the intrinsic parameters of

the camera. (fx, fy) are the horizontal and vertical focal lengths

of the camera and define the image magnification in those direc-

tions. While in this thesis it is fx = fy =: f , the two parameters

may be different in the general case. Reasons for this are special

lens geometries or if the pixel pitch, i.e. the distance between

pixels on the camera, is not the same in both directions. The

principal point (cx, cy) defines the image coordinates that the

optical axis (i.e. all 3D points with x = y = 0) maps onto.

All the points in space that would be mapped onto the same

1In these models, πd(X) can often be expressed as a single distribution
centered around the pinhole projection location.
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image coordinates lie on a ray that intersects the pinhole.

π ((0, 0, 0) + λ(rx, ry, rz)) =

(

f
rx

rz
+ cx, f

ry

rz
+ cy

)

. (2.6)

The points actually observed depend on transmissivity and re-

flectivity of each of these points. Furthermore, straight lines

given by (sx, sy, sz) + λ(rx, ry, rz) = s + λr that do not intersect

the camera center are mapped onto straight lines in the image:

π(s + λr) = π(s) + γ (π(s + r) − π(s)) , (2.7)

with

γ =
λ(rz + z)

z + λrz
. (2.8)

Finally, projections of parallel lines all intersect in a single image

Figure 2.4: Barrel and pincush-
ion distortions cause straight 3D
lines to no longer be mapped onto
straight lines in the image. Images
are usually corrected in regard to
these distortions prior to any fur-
ther processing.

point called vanishing point. For fixed r and arbitrary s this can

be seen by computing

lim
λ→∞

π(s + λr) = (f
rx

rz
+ cx, f

ry

rz
+ cx) = π(r). (2.9)

This position corresponds to the projection of the parallel line

that intersects the camera center.

Radial Distortions

Real cameras have a lens instead of a pinhole. For the purposes

of this work, it is sufficient to approximate the camera by the

pinhole model if the sensor is in focus. That is, if the sensor is

placed at the distance from the optical center, at which a sharp

image, designated the focal length f of the lens, is formed. Also

the aperture, i.e. the opening of the camera, has to be sufficiently

Figure 2.3: Ideal Pinhole Camera
in Two Dimensions. The world co-
ordinate origin is set in the cen-
ter of the camera, which contains
a infinitesimally small pinhole. For
each point in space (x, y) this pin-
hole only allows light along a single
ray direction to fall onto the sensor
position px. The mapping between
(x, y) and px depends on fx and is
defined by the intercept theorem.
Finally, note that the origin of the
image plane need not coincide with
the optical axis but has the coordi-
nate cx .
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small. Finally, barrel or pincushion distortions (cf. Figures 2.4)

have to be taken into account. These distortions occur due to

the projection of a real optical system deviating from the pinhole

model and are present in the majority of lens/camera systems

that were used in this work. As camera lenses often possess a

radial symmetry, the distortions most observable have a radial

symmetry as well. If x is the image coordinate the pinhole cam-

era projects onto, then the real projected point x′ is displaced in

radial direction according to a function of the distance between

x and (cx, cy). Functions commonly used to model these dis-

tortions are symmetric polynomials or rational functions. The

parameters of these functions also belong to the intrinsic cam-

era parameters θ. In practice and to simplify computations,

the distortions parameters are estimated along with focal length

and principal point during calibration. Then the image is undis-

torted [85] in a pre-processing step to obtain images as viewed

through a pinhole camera.

Camera Extrinsics

The origin of the world coordinate system was assumed to coin-

cide with the camera center till now. In reality, the measurement

setup used often suggests a world coordinate system where nei-

ther origin nor orientation coincide. As an example, this is the

case in a multi-camera setup, where the coordinate system of

one camera is used as the world coordinate system for all oth-

ers. The two different frames of references can be transformed

into one another by means of a rotation of the coordinate axes

around the origin and a translation of the coordinate origin (cf.

Figure 2.5). A vector Xw described in terms of the world coor-

Figure 2.5: Illustration of Cam-
era Extrinsics. A world coordinate
system is transformed into the lo-
cal camera coordinate system by
means of a rotation R and a shift s.

dinate system w can then be expressed in terms of the camera

system c as

Xc = RXw + s, (2.10)

given rotation matrix R and shift s. The tuple t = (R, s) is

called the extrinsic parameters or the pose of the camera relative

to the world coordinate system. using Eq. (2.5), I define

π(θ, Xw, t) = π(θ, RXw + s), (2.11)

as the extended mapping that takes the pose of the camera into

account. Again, the dependency may be omitted or added as

superscript for reasons of clarity.
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Rotation matrices are not the only representation of rotations

available. For parameter estimation purposes, a compact repre-

sentation of rotations is more useful as it better expresses the

structure of the lower dimensional manifold of rotations. In the

Figure 2.6: Angle Axis Represen-
tation of a Rotation. The direction
of the rotation vector r defines an
axis around which coordinates are
rotated. The magnitude of r is the
angle of rotation.

work presented, I use a representation of rotations in terms of a

rotation vector r ∈ R
3, where the direction of r defines an axis

about which a point is to be rotated. In addition, the length

of the vector ||r|| corresponds to the angle which the point is

rotated around the axis (cf. Figure 2.6) Any rotation matrix

can be converted into a rotation vector and vice versa using

Rodrigues’ formula [121].

Calibration

Depth imaging is used to restore the 3D coordinates from (multi-

ple) 2D projections. For this purpose it is essential to recover the

intrinsic and extrinsic camera parameters. It is usually done by

imaging special targets where the 3D positions Xi of some land-

mark points are known in the object coordinate system. Sim-

ilarly, the projected positions xi can be easily extracted from

the image. The unknown intrinsic and extrinsic camera pa-

rameters are then recovered by finding a parameter set θ (e.g.

θ = (fx, fy, cx, cy, ...)) and t that satisfies

θ, t = argmin
θ,t

∑

i

(π(θ, Xi, t) − xi)
2. (2.12)

Different calibration procedures exist to find the minimum of

this objective. For my work, I mostly used the standard calibra-

tion routines in OpenCV [25], an open source computer vision

library. In some cases, self-written or other routines were em-

ployed (cf. Chapter 4).

2.1.2 Light Transport

The Render Equation

The observed radiance at a given location x on the image sen-

sor is equivalent to the total radiance that is transported onto

this location from the surroundings. Using the pinhole camera

model, this is the radiance L(x, r) received from the pixel ray

direction r = (px, py, f). If we ignore volumetric effects such as

light scattering on smoke or fog, then the radiance received is

equivalent to the radiance L(X, ωo) transmitted from the first
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Figure 2.7: Illustration of the Ren-
dering Equation. The amount of
light observed in direction ωi corre-
sponds to the sum of surface emis-
sivity Le and total amount of in-
coming light L(X, ωi) reflected in
direction ωi.

visible surface point X in direction ωo = −r
||r|| .

This quantity is governed by the render equation [92] (cf. Fig-

ure 2.7)

L(X, ωo) = Le(X, ωo) +

∫

Ω
fr(X, ωi, ωo)L(X, ωi)(ωi · n)dωi,

(2.13)

where

• n is the surface normal at X,

• ωi, ωo are viewing and outward direction,

• Le(X, ωo) is the radiance emitted by X in direction ωo,

• L(X, ωi) is the radiance received at X from direction ωi,

• Ω is the half sphere above the surface,

• (ωi · n) is the geometric attenuation of the incident light

due to the surface being at an angle to the incident light

and finally,

• fr(X, ωi, ωo) is the bidirectional reflectance distribution

function (BRDF) that describes the fraction of incident

light that is reflected towards ωo.

The Radiance L is a power density with the unit Wm−2 sr−1.

The total amount of light received on a pixel corresponds to this

radiance integrated over the pixel surface and the solid angle

under which the observed surface appears. Due to the pinhole

approximation used here, where pixel surface and subtended an-

gle are infinitesimally small, the observed pixel intensity is pro-

portional to L(X, ωo).

The rendering equation expresses the conservation of energy:

The radiance observed from under a certain viewing direction

from a surface is the sum of the emitted radiance in that direc-
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tion as well as the total amount of incoming light that is reflected

into this direction. It is in essence a geometric optics approxima-

tion to Maxwell equations that govern classical electrodynamics

[92].

Note that this is the simplest form of the rendering equation.

It can be extended to model spectral effects, translucent mate-

rials etc. A full treatment of physically based rendering tech-

niques can be found in [145]. As the observed radiance at any

one point in space depends on all other surfaces in the scene, the

equations can only be solved using Monte-Carlo methods such

as path tracing [92] or finite-element methods such as Radiosity

[65].

As a final note, it should be mentioned again that the light

transport model used here completely ignores the wave nature

of light and therefore cannot describe diffraction effects. Meth-

ods in computational electromagnetics [43] do exist that di-

rectly solve the scalar [91] or vectorial [127] Maxwell equations.

Diffraction effects (For visible and near infrared light that are

considered) are relevant at spatial scales that are much smaller

than the scale of the issues encountered in this work. Therefore

they are not considered in the following treatment.

BRDFs

The BRDF is a material specific function that describes the sur-

face reflectance of an object. As it also accounts for light absorp-

tion by the material, it is not a distribution in a probabilistic

sense: The integral over Ω does not have to yield one. The only

requirement made is that no additional light is ‘created’.

∫

Ω
fr(X, ωi, ωo)(ωi · n)dωo ≤ 1 ∀ωi. (2.14)

Other properties that real world BRDFs have are Helmholtz reci-

procity, i.e.

L(X, ωi, ωo) = L(X, ωo, ωi), (2.15)

which means that camera and light source can be interchanged

without changing the observed intensity. Furthermore, it is re-

quired that the BRDF is positive:

fr(X, ωi, ωo) ≥ 0. (2.16)
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Figure 2.8: Example BRDFs. Top
row: 3D polar plots of differ-
ent BRDFs for a fixed light an-
gle (light blue line). Purple line
marks the mirror direction. The
radial component of the purple sur-
face describes the amount of light
reflected into the corresponding di-
rection. Bottom row: Appear-
ance of a sphere with correspond-
ing BRDF lit by a point light
source. From left to right: Dif-
fuse material with isotropic BRDF.
Specular material where the light
is roughly reflected in mirror di-
rection and finally a material that
contains both diffuse and specular
components.

BRDFs can either be measured by using a variety of different

setups [165, 109] or alternatively, obtained by approximating real

BRDFs to varying degree using analytical models. Examples of

different analytical BRDFs and the resulting surface appearance

are illustrated in Figure 2.8.

Lambertian Materials The majority of vision algorithms as-

sume that the world consists only of Lambertian materials, i.e.

all surfaces are perfect diffuse reflectors. For non-emitting ma-

terials this can be described as

fr(X, ωi, ωo) = c, (2.17)

for some valid constant c. Equation (2.13) then simplifies to

L(X, ωo) = c

∫

Ω
L(X, ωi)(ωi · n)dωi. (2.18)

Note that the observed intensity of X no longer depends on the

viewing angle ωo. This property of Lambertian surfaces is the

basic assumptions made for most depth imaging techniques. If

L(X, ωi) ∝ δ(ωi, ω̂), (2.19)

is assumed additionally, i.e. parallel light falling from a single

direction ω̂, then Equation (2.18) further simplifies to

L(X, ωo) ∝ c · (ω̂ · n). (2.20)

This is the main lighting model used in shape from shading [148]

techniques. (cf. 2.2). Similarly, for ω̂ = ωo we obtain the
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lighting model for Time-of-Flight reconstructions.

Perfect Mirrors The other extreme is defined by

fr(X, ωi, ωo) = δ(ωi − H(n) ωo), (2.21)

where H(v) = I−2vvT is the Householder transform that reflects

a vector on a plane. A surface described by such a material

appears as a perfect mirror. Fortunately, perfect mirrors rarely

occur in real life scenarios as in this case. Without additional

reasoning it is not possible to extract any information about the

surface geometry using vision.

Other Models Most real life materials lie somewhere between

these two extremes of perfectly diffuse and perfect mirror materi-

als. While part of the light is reflected diffusely in all directions,

another part is reflected along directions close to the mirror di-

rection. Microfacet BRDF models such as Cook-Torrance [38]

or Ward [184] can model rough specular reflections by assum-

ing a microscopic distribution of normals at any one point in

space. Cook-Torrance additionally accounts for Fresnel reflec-

tions, which cause strong specular reflections at grazing angles

(ωi ·n ≪ 1). That is even true for materials like unpolished wood

or cardboard, which are traditionally considered to be prototype

diffuse materials.

2.1.3 Digitization

Light transport and camera geometry define how the world is

projected as an intensity distribution over the whole sensor. The

digitization process converts the continuous signal into a digital

one that is then stored on the computer. The first step of digi-

tization occurs when the continuous signal is sampled by mea-

surements made on the pixel grid. High frequency variations of

the intensity above the Nyquist frequency are lost due to the

Nyquist-Shannon sampling theorem. If the signal contains such

high frequency components, aliasing effects can deteriorate the

image if no optical low pass filter is placed in front of the sen-

sor. At the pixel, the collected light is converted into a voltage

which is then measured. Due to the particle nature of light, the

observed intensity is subject to shot noise, which can be mod-

eled by a Poisson distribution. For large number of photons this

can be approximated by a Gaussian distribution with standard
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deviation
√

I, if I is the signal strength observed. The read-out

process and thermal effects in the sensor cause additional errors

summarized as a dark signal, which contributes most noticeably

at low intensities. The gain and the dark signal can be different

for different pixels (effects known as Dark signal non-uniformity

and photo-response non-uniformity), leading to a fixed pattern

noise in the observed image. This has to be accounted for during

calibration.

Finally, the analogue voltage measured in the pixel is then

quantized at discrete intervals and stored as an integer value

which leads to a quantization error. Further information on

image digitization and sensor characterization can be found in

[85, 48, 49, 84].

2.2 Depth Imaging Techniques

Depth imaging is concerned with recovering geometry from im-

ages. Due to the projective nature of imaging systems that leads

to a loss of information, depth imaging systems either make use

of multiple independent measurements or have to make strong

prior assumptions on the type of scene observed. I will first in-

troduce different classes of 3D imaging techniques before giving

a detailed description of the two methods under consideration

in this work. A full overview of existing methods can be found

in [85].

A first distinction has to be made between volume imaging

techniques and depth imaging. While volume imaging tech-

niques reconstruct volumetric densities of an absorbing mate-

rial using tomography or similar approaches, depth imaging is

concerned with reconstructing the surfaces present in a scene.

This work is concerned with the latter class, which is also of-

ten called 2.5D imaging as the depth information gained can be

represented in a 2D image grid or a mesh. Depth imaging tech-

niques can be categorized into passive methods that only rely

on the natural scene illumination as well as active techniques

that illuminate the scene with a coded light source. Another

classification that can be made is between triangulation based

methods, Time-of-Flight (ToF) imaging and purely radiometric

approaches.

Triangulation based approaches include passive techniques such

as (multi-view) stereo, light field imaging, structure from motion

20



2.2. DEPTH IMAGING TECHNIQUES

or depth from focus/defocus2 as well as active techniques that

fall under the term of structured light scanning. These tech-

niques all have in common that they measure depth by directly

or indirectly measuring the angle under which a world point

appears at two or more different locations. These two angles,

together with the spatial relationship between the two points of

measurement (called baseline in passive stereo), define a trian-

gle whose third corner corresponds to the desired 3D location.

As the baseline is mostly known (save for structure from motion

techniques), the main challenge is to find corresponding points

in the different measurements that define the two angles.

ToF techniques measure the round trip time of light actively

emitted to the scene and back to the sensor. With the speed of

light, this round trip time can then be converted into a geometric

distance. LIDAR systems mostly use a single sensor that scans

the surroundings in order to obtain the geometry of scenes. ToF

cameras on the other hand resolve the incoming light spatially by

putting it through a camera lens system. If the round-trip time

is measured directly, the reconstruction process is fairly straight-

forward, while modulation based systems commonly applied in

ToF cameras require a demodulation step.

The final class of techniques is formed by shape from shading.

Here, the light sources are either controlled or an assumption

is made on the lighting conditions such as a parallel light with

known direction. Additionally, the objects to be imaged are as-

sumed to be composed of Lambertian materials. Under these

conditions, the observed intensity (or shading) of the objects is

proportional to the angle between surface normal and source of

light. The reconstruction process then is concerned with finding

a geometry that has normals which are consistent with the mea-

sured shading. Newer approaches [12] also try to estimate the

ambient lighting while still retaining the Lambertian material

assumption.

2.2.1 Passive Stereo

A complete treatment of passive stereo can be found in [75] and

[85]. In the following, I will summarize parts relevant to this

thesis.

2A treatment of depth from focus as a triangulation technique can be found
in [161].
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Figure 2.9: Passive Stereo in Two
Dimensions. The 3D location XL

in the coordinate frame of the left
camera is reconstructed by triangu-
lation: The locations of the projec-
tions in the left and right views (pL

x

resp. pR
x ) implicitly define two an-

gles (αL and αR) which, together
with the known baseline b define
a triangle with height z (distance
from camera).

Working Principle

The working principle of passive stereo is depicted in Figure

2.9. Let L and R be two pinhole cameras with identical internal

parameters (fL = fR = f , cL = cR = c) that are placed side

by side and are separated by a horizontal baseline b. Let XL be

some point in the coordinate system of L. The projections of

XL in L and R are:

(pL
x , pL

y ) = (f
xL

zL
+ cx, f

yL

zL
+ cy), (2.22)

and with XR = XL − (b, 0, 0)

(pR
x , pR

y ) = (f
xL − b

zL
+ cx, f

yL

zL
+ cy). (2.23)

The displacement between these two points is

d = (pL
x , pL

y ) − (pR
x , pR

y ) = (
f · b

zL
, 0). (2.24)

The horizontal displacement dx = f ·b/z is inversely proportional

to the distance of the camera plane from the object while no

vertical displacement is observed. This horizontal displacement

is called disparity d = dx.

Parameter Estimation

The goal of stereo matching methods is to measure the disparity

for each pixel i in L, yielding a disparity map D = {di}. At the
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same time, this is the main challenge as we have to infer that

two pixels belong to the same location by using only the ob-

served intensities. To make this problem tractable, the majority

of techniques in literature make a Lambertian world assumption,

which, as discussed above, makes a surface appear the same re-

gardless of the viewing angle. Under this assumption, IL(px, py)

and IL(px − d, py) are the same for the correct disparity d. This

is formally expressed in terms of photo consistency between left

and right image, where for each pixel (px, py) a d̂ is sought such

that

d̂ = argmin
d

(

IL(px, py) − IR(px − d, py)
)2

. (2.25)

Note that this is just the simplest way to formulate the problem.

Figure 2.10: Illustration of Stereo
Rectification. By virtually rotating
the camera sensor using the rectifi-
cation transform ρ without chang-
ing the camera centers, the two
sensor planes can be aligned. Stan-
dard stereo formulas are applicable
using the rectified camera extrin-
sics ρ(f) and ρ(c). Rectification
also transforms the original pixel
locations px.

Refined techniques may penalize the color difference in another

manner to be more robust towards effects in real camera systems

such as different camera gains.

Calibration and Rectification

In practice, the two stereo heads can rarely be aligned perfectly

for the above formulas to be directly applicable. Also, with ra-

dial distortions, the mapping is no longer as straightforward.

The basic idea to tackle this is to pre-process the data such that

the resulting data behaves like a horizontally aligned pair of pin-

hole cameras. The first step is to find the actual relative pose

between the left and right camera frames via calibration. After

warping the images to undistort the images, a so-called rectifi-

cation transform is applied to each image that virtually rotates

the sensor plane, such that the new sensor planes are virtually

aligned. An illustration of how this process works is given in

Figure 2.10. The two new images resulting from the rectifica-

tion process behave like a standard horizontal baseline stereo

pair with respect to measuring disparity. A detailed treatment

of image rectification can be found in [75].

Discussion

Being a modality closest to human perception, passive stereo

undeniably has exerted a strong fascination on researchers ever

since the early days of computational vision [117]. Being a pas-

sive sensing technique, it depends on available scene illumi-
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nation. For the same reason it is highly energy-efficient3.

Due to the widespread availability of high resolution digi-

tal cameras, stereo matching is also arguably the depth imaging

technique that can be set up most easily. This also results in

depth maps with a large effective lateral resolution and the

depth resolution can simply be adjusted by changing the base-

line4. At the same time, the computational complexity for

recovering a depth map increases with larger images, as for each

pixel in the left image all pixels along a line in the right image

have to be compared. Furthermore, the stereo matching prob-

Figure 2.11: Stereo without Regu-
larization. Top: Left Image. Mid-
dle: Disparity Map using 5 × 5
Blockmatching. Colormap ranges
from red (far away objects) over
yellow (distance to the wall) to blue
(close by objects). Bottom: Light
green: Correct disparity estima-
tion. Dark green: Edge fattening
(correct disparity in center). Yel-
low: Occlusions. Red: Textureless
surfaces.

lem is severely under-constrained such that the solution of

the problem is highly ambiguous in practice (cf. Figure 2.11).

This is especially true for untextured surfaces and highly

repetitive textures (e.g. a chessboard), where many possible

solutions minimize Equation (2.25).

To handle the ambiguity, pixel aggregation or another kind of

spatial regularization [159] has to be employed, which increases

the computational complexity tremendously. These strategies

will be discussed in Section 2.3.3. Regularization itself has to be

applied carefully, as it can introduce additional model violation

errors. Such errors are often observed at depth edges, which

violate the smooth world assumption frequently encoded in the

regularization. While techniques such as data driven weighting

[19] or truncated potentials [174] exist, they also introduce ad-

ditional algorithm parameters which may be challenging to set

in such a way that the methods generalize well.

The final class of issues arise due to violations of the photo

consistency assumption. One case where this happens is when

regions visible in the left image are occluded in the right one.

A common approach to handling this is by left-right consistency

[58] checking or by explicit visibility reasoning [186]. The other

case is caused by specular surfaces, which can violate the

photo consistency assumption between images. This subject will

be revisited later in Chapter 6.

2.2.2 Continuous Wave Time of Flight Imaging

This Section is in parts based on the book chapter [106] co-

authored by me. While other designs for ToF imagers exist, I

3Which also explains why the majority of day-active land animals rather
rely on eyes for than on Time-of-Flight measurements (e.g. echo loca-
tion).

4https://xkcd.com/941/
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Figure 2.12: Working Principle of a
Time of Flight Camera. The light
sources are placed symmetrically
around the camera to approximate
a point light source in the cam-
era center. The modulated light
source emits light that is reflected
off the scene and arrives at the
sensor (black dashed sine function)
with a phase shift Φ compared to
the input signal. This phase shift
corresponds to the distance trav-
eled. The phase shift is obtained
by first computing the correlation
(orange) between the incident sig-
nal with a rectangular signal at dif-
ferent fixed phase shifts (blue) and
then estimating the analytical pa-
rameters that explain these mea-
surements.limit myself to Continuous Wave Intensity Modulation (CWIM)

based sensors, as this is the working principle of the majority

of cameras available today. Besides that, the camera utilized

in this thesis also operates on this principle. For a complete

presentation of ToF imaging please refer to [67] and [74].

Working Principle

The working principle of Continuous Wave Time of Flight is

illustrated in Figure 2.12. The active illumination emits a light

with sinusoidally modulated intensity with frequency fm:

e(t) ∝ sin(2πfmt). (2.26)

This signal is reflected from the scene back to the camera. The

basic imaging properties of a ToF camera are the same as any

other camera such that the signal received in each pixel x corre-

sponds to the reflected light from a certain position X. Assum-

ing the light source to be in the camera center and the distance

between camera and focal plane to be negligible, the distance

traveled by the reflected light is 2r = 2||x|| and the round trip

time of the signal is t = 2r/c with the speed of light c. The

received signal can be modeled as

ir(t) =
g

π
+ a sin(2πfmt +

4πfm

c
∗ r), (2.27)

where

• g is the reflected ambient light and the DC component of

the modulated light,

• a is the reflected amplitude of the modulated light and
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• 4πfm

c
∗ r =: φ is the phase shift between the emitted and

the reflected signal.

We re-parametrize ir and e as a function of τ = 2πfmt. Let

h(τ) = Θ(e(τ)), (2.28)

with Θ being the Heaviside step function, be a rectangular signal

with frequency fm. The correlation function between r and h is

IT (θ) = h(τ + θ)
⊗

ir(τ) =

∫ 2π

0
ir(τ)h(τ + θ)dτ (2.29)

=

∫ θ+π

τ
ir(τ)dτ (2.30)

=
g

π
· θ − a cos(φ + τ)

∣

∣

∣

∣

θ+π

θ

(2.31)

= g + a cos(θ + φ). (2.32)

The phase shift φ is determined by estimating the parameters of

this correlation function by i = 1, ..., N − 1 samples obtained se-

quentially in hardware using a Photonic Mixer Device, a special

type of pixel sensor [164, 172]. For the camera used in this the-

sis, the PMD Camcube 3, N = 4 and the samples are obtained

for θi = iπ
2 :

IT,i = g + a cos(i
π

2
+ φ). (2.33)

Parameter Estimation

The unknowns that have to be estimated per pixel in Equation

(2.33) are g, a and φ. Given 4 measured values IT,i the least

squares problem can be stated as

(ĝ, â, φ̂) = argmin
g,a,φ

4
∑

i

(

IT,i −
(

g + a cos(i
π

2
+ φ)

))2

. (2.34)

The closed form solution to this problem is

ĝ =
1

4

4
∑

i=1

IT,i, (2.35)

â =
1

2

√

(IT,3 − IT,1)2 + (IT,0 − IT,2)2, (2.36)

φ̂ = atan2((IT,3 − IT,1, IT,0 − IT,2). (2.37)

A derivation can be found in [157]. The distance r can be com-

puted from φ as

r =
c

4πfm
φ. (2.38)
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Note that the solution (ĝ, â, φ̂) is determined up to a multiple of

2π as

g + a cos(i
π

2
+ φ) = g + a cos(i

π

2
+ (φ + 2πn)) ∀n. (2.39)

The range

ramb =
c

4πfm
2π =

c

2fm
(2.40)

is called the disambiguity range of the camera and defines the

maximum range at which the camera can be operated without

ambigous depth estimates. Finally, it should be noted that r is a

radial depth. The location X for measurements in pixel (px, py)

can be computed from r as

X = r · (px, py, f)

||(px, py, f)|| . (2.41)

Calibration

ToF cameras have to be intrinsically calibrated like any other

camera, as the intrinsic parameters need to be known to com-

pute world coordinates of the surfaces estimated in each pixel.

Additionally, the depth data has to be calibrated to account for

different systematic errors ToF systems suffer from. The causes

will be discussed in the next section. The general approach to-

wards calibration is to estimate correction functions lr that are

applied on top of the closed form solution given by Equation

(2.37) to obtain the corrected solutions:

Gc = lGr (Ĝ), (2.42)

Ac = lAr (Â), (2.43)

φc = lφr (φ̂). (2.44)

The correction functions range from look up tables [193] to more

elaborate model fits [163]. For the experiments in this work, I

eitger used the factory calibration provided by the manufacturers

or a linear approximation of the factory method.

Discussion

Due to the availability of a closed form solution (Eq. (2.37))

and the computation of IT,i in hardware, depth estimation us-

ing CWIM ToF is fast5 and spares computational resources.

5With the PMD Camcube 3, up to 50 frames per second can be achieved.
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Unlike passive stereo, ToF imaging also works on textureless

scenes as well as in the dark and unlike structured light sys-

tems, ToF imagers can also be utilized outdoors to some extent

as current cameras contain additional circuitry to suppress am-

bient light. All these properties make CWIM ToF cameras an

attractive alternative for applications such as human computer

interfaces, industrial quality control or robot vision.

Yet, ToF imaging does have its own share of issues, which will

be discussed in the following. Like passive stereo on texture-

Figure 2.13: Measured non-
sinusoidal modulation of the
Camcube 3. (Figure courtesy M.
Schmidt [163]).

Figure 2.14: Periodic systematic
deviation from true depth due to
modulation errors. (Figure cour-
tesy M. Schmidt [163])

less surfaces, ToF cameras also have ambiguity issues if the scene

extent is larger than the ambiguity range (cf. Eq. (2.39) and

Chapter 5). Other issues include the low lateral resolution of

ToF cameras 6 in comparison to standard cameras. The quality

of the estimated depth depends on the amount of light reflected

as the estimates are more noisy in darker areas of the image.

Finally, Time-of-Flight cameras are known to suffer from several

systematic errors, some of which are scene dependent, while oth-

ers can be accounted and compensated for by calibration. The

main effects are the following:

Figure 2.15: Motion Artifacts (yel-
low and red regions as well as ghost
image) visible in ToF depth maps
caused by camera movement. (Im-
age Joint work with J.-M. Got-
tfried[66]) )

1. The emitted signal e is not purely sinusoidal in practice

(cf. Figure 2.13). Yet, the same closed form solutions are

still used. This leads to a characteristic depth dependent

oscillation called wiggling error (cf. Figure 2.14) of the

estimated depth around the true depth. These deviations

can be accounted for to some extent in calibration [163].

2. The four measurements of a pixel are believed to be re-

flected from the same point in space. As the four measure-

ments are acquired subsequently and not simultaneously,

this assumption is violated if the camera is moving or if the

scene contains moving objects. These errors are most pro-

nounced depth and intensity edges (cf. Figure 2.15) and

can be reduced to some extent using dynamic calibration

techniques [163]. Alternatively they can are compensated

for by additional modeling of the movement [66].

3. Finally, the signal measured in each pixel is assumed to

stem from the single, direct light path between light source

over reflected surface to the camera. Due to the finite size

of the pixel, the signal is a superposition of all signals re-

ceived from a certain solid angle of space causing ‘flying

pixel errors’ that are most visible at depth discontinuities.

6For the camera used in this thesis it is 200×200 px .
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Similarly, if global light transport is taken into consider-

ation, the surface not only reflects the light emitted by

the camera, but also light reflected from other parts of the

scene, which also leads to a superposition. This ‘multi-

path’ error is most pronounced on specular surfaces and

on diffuse surfaces at grazing angles. Handling such er-

Figure 2.16: Systematic Errors
Due to Multi-Path. Black line:
Ground Truth profile of a corner.
Green line: ToF depth for same
profile (not corrected for global off-
set). Other lines: simulated pro-
files from [125]. Note the bulge of
the measured corner compared to
the true corner. (Figure courtesy
S. Meister [125])

rors is subject of most recent research on ToF cameras [56,

87].

2.3 Parameter Estimation

Throughout this thesis, I derive models aimed at explaining ef-

fects observed in depth imaging systems by means of scene and

camera parameters. To obtain these parameters from observa-

tions, I make use of existing parameter estimation techniques or

present novel strategies based on combinations thereof. Below, I

will briefly present the types of optimization7 problems encoun-

tered as well as the methods commonly used to solve them.

2.3.1 Structure of Optimization Problems

In my work, two basic kinds of parameter estimation problems

are encountered. Dense problems [159, 10, 97, 29] are dealt

with in Chapters 3, 5 and 6 and arise when depth or other pa-

rameter maps are to be estimated for each pixel of an observed

image. Examples already encountered are the disparity map

that is estimated by stereo matching, or the radial depth, am-

plitude and intensity estimation problem of ToF cameras (for

which a closed form exists). The other kind of problem is en-

countered during pose estimation (Chapter 4) and camera cal-

ibration where a sparse set of observations is considered. It is

known as the bundle adjustment problem [179, 191]. Figure 2.17: Illustration of Dense
Problems. For standard stereo
reconstruction, si corresponds to
the disparity di that is to be es-
timated in each pixel of the left
camera. Similarly, for ToF recon-
structions, si = (gi, ai, φi) is the
vector containing offset, amplitude
and phase.

Dense Problems Let ΩD ⊂ Ω denote the set containing the

pixel locations on the image plane of the primary camera (e.g.

the left stereo camera or the ToF camera). The basic assumption

is that the scene can be described by a parameter vector si de-

fined for each pixel i ∈ ΩD (cf. Figure 2.17). With bold letters,

e.g. S, G, etc., I denote the set of all parameters or the set of

all parameter components, i.e. S = {si}, G = {gi}, ..., i ∈ ΩD.

7In the following, ‘parameter estimation’ is used synonymously with the
other terms ‘optimization’ and ‘inference’.
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The true parameters Ŝ best describe the N observed images

I = {Ij}, j = 0, ..., N − 1, given some additional constants θ

(camera intrinsics, baseline, speed of light etc.) and the mea-

surement model. This is formulated in terms of a function E

that has a minimum for Ŝ, i.e.

Ŝ = argmin
S

Ed(θ, S, I). (2.45)

In literature, Ed is called the objective function, cost function or

energy function8 of the problem. In many cases Equation (2.45)

decomposes into a sum

Ed(θ, S, I) =
∑

i∈ΩD

E(θi, si, I \ I0), (2.46)

where θi = θ ∪ {I0
i , i}. I0 is the image as viewed from the

primary camera (over which ΩD is defined) and I0
i is a short

hand for the intensity at pixel location i, I0(i). It will become

clear why the distinction between I0 and the other images is

made further below. As each term in the sum only depends on

one of the unknown si, the argmin operation can be estimated

independently for each si. In such cases, E is frequently also

called a cost function or a (generalized) cost volume [152]. Stereo

matching (Eq. (2.25)) and ToF reconstruction (Eq. (2.34)) can

both be expressed as a dense reconstruction problem (with I =

{IL, IR}, I0 = IL for stereo and I = {IT,j}, j = 1, ..., 3, I0 = IT,0

for ToF imaging):

Estereo({i, IL
i }, di, IR)=

(

IL
i − IR (i − (di, 0))

)2
. (2.47)

ET oF









{i, IT,0
i },

{gi, ai, φi},

{IT,1,IT,2,IT,3}









=
∑3

j=0
(I

T,j
i

−(gi+ai cos(j π
2

+φi)))
2
. (2.48)

Note that in Equation (2.46) the cost is summed over each pixel

in the primary view only. For the stereo cost, it is thus only

guaranteed for the primary image I0 = IL that every pixel is

explained by the model. The other images are mainly utilized

to ensure model consistency. Also, if continuous disparities di are

considered, then some form of interpolation has to be applied to

evaluate the cost for non-integer di. This kind of ”model-centric”

approach to parameter estimation is very common in vision and

also used in this thesis as it is required to make problems com-

8This is due to analogies to energy minimization problems in physics [170].
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putationally tractable.

Bundle Adjustment (BA) Let V be a set of different camera

views indexed by v. Each view is associated with extrinsic and

intrinsic camera parameters tv and θv as well as the image do-

main Ωv. Furthermore, let {Xj}, j = 0, ..., M − 1 denote a set

of M 3D points and V (j) ⊂ V denote the views in which Xj is

visible.

For BA problems, the measurements are not the intensities

observed in each pixel, but rather a sparse set of locations xvj ∈
Ωv in each image plane on which Xj projects onto. Note that

the xvj in general are estimated to subpixel accuracy, i.e. the

locations are not discrete. The set of locations {xvj |v ∈ V (j)}
belonging to a single Xj is called a keypoint track or a set of

correspondences. Given the xvj , the goal of BA is to jointly

Figure 2.18: Illustration of the
Bundle Adjustment(BA) Problem.
The goal is to find intrinsic and ex-
trinsic parameters θ and tv and in
some cases also 3D positions Xj

such that the deviation between

estimate 3D locations {X̂j} as well as intrinsics and camera pose

{θ̂v, t̂v} of each view. The minimization problem is

{X̂j}, {θ̂v, t̂v} = argmin
{Xj},{θv ,tv}

EBA({Xj}, {θv, tv}), (2.49)

with

EBA({Xj}, {θv, tv}) =
N
∑

j=1

∑

v∈V (j)

||xvj − π(θv, Xj , tv)||22, (2.50)

where π(θv, Xj , tv) is the projection operation defined in Equa-

tion (2.11). This energy simply states that the true parameters

are the ones that minimize the reprojection error between ob-

served correspondences xvj and the projections of their corre-

sponding 3D point Xj . This is the full BA problem. If some of

the other parameters can be measured in advance, more simpli-

fied calibration problems arise. If {Xj} is known, for example

when the points belong to a calibration target, we obtain the

calibration problem

{θ̂v, t̂v} = argmin
{θv ,tv}

EBA({Xj}, {θv, tv}). (2.51)

If, i addition, all θv are known this further simplifies to the

extrinsic calibration problem (used for stereo calibration)

{hattv} = argmin
{tv}

EBA({Xj}, {θv, tv}). (2.52)
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2.3.2 Optimization Strategies

For both types of problems encountered, model parameters S

have to be found, which minimize an energy function which in

turn penalizes (=has large values for) incorrect parameters. If no

closed form solution to the optimum can be obtained, depending

on the domain over which S is defined, either discrete or contin-

uous optimization techniques can be considered for parameter

estimation. For BA problems, continuous techniques are used

whereas both techniques are prevalent for dense problems.

Continuous techniques assume E(S) to be real valued, con-

tinuous and differentiable to a certain degree in S. Depending

on the degree of differentiability, different local features of E(S)

such as the Jacobian or Hessian can be used to obtain a direc-

tion in which S must be changed to further decrease the value

of the objective function. While continuous methods yield more

accurate results than their discrete counterparts, the outcome

Figure 2.19: One Dimensional En-
ergy Surface. Using local features
such as the gradient, continuous
optimization finds the closest local
minimum. The right initialization
(s′

b vs sb) is required to find the
global minimum.

strongly depends on the initialization of the methods, since, as a

rule of thumb, continuous techniques will converge to the ‘near-

est’ local minimum of the energy function(cf. ŝb in Figure 2.19).

The global minimum can therefore only be found if the objective

is convex , i.e has a single local minimum which simultaneously

is the global minimum. Unfortunately, only few problems in vi-

sion (and none of the ones presented in this thesis) can actually

be formulated as a convex problem. One approach to handling

the non-convexity is by convexifying the cost (e.g by using scale

space approaches [5]). Another approach, as employed in my

work, is to choose the initial value sufficiently close to the true

minimum, by sampling or some other kind of initialization. Fur-

ther information on continuous techniques can be found in [136]

and [23].

Discrete methods, on the other hand, operate on a so-called

‘label space’, where the continuous domain of S is quantized to

discrete values, for example when only integer valued dispari-

ties are required in stereo matching. While the resulting opti-

mization problems are often NP hard, such methods have the

advantage that they can overcome local minima. Integer and

Figure 2.20: Continuous Energy
Surface Discretized. By testing all
possible values a solution close to
the global minimum can be found
if the discretization step is fine
enough.

combinatorial optimization techniques are applied to solve such

problems [134]. The simplest of such techniques is an exhaus-

tive search over all combinations of parameters (Figure 2.20).

For dense problems which decompose (cf. Eq. (2.46)), the com-

putational burden can be reduced by doing the grid search for
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each pixel independently. Line search based methods in stereo

[94, 159] are an example for such a strategy.

2.3.3 Regularization

As vision problems are frequently under-constrained, there are

often multiple solutions with the same argmin. In these cases,

prior knowledge can be added in form of a regularizer R, which

is included in the overall objective function. This leads to a

regularized total energy function of the form

Er
d(θ, S, I) = Ed(θ, S, I) + R(S). (2.53)

In many cases, this regularizer only depends on the model pa-

rameters S and some additional constants. More recent research

also presents data dependent regularization [86, 110], where the

regularization strength is computed from image features. These

methods also build on the classic techniques which will be re-

viewed here. R frequently has the form

R(S) = ||Γ(S − S0)||pp, (2.54)

where S0 contains prior information on the desired location of S,

||.||p is the p-norm and Γ is an (often linear) operator encoding

the desired structure of the solution (e.g. a discrete differen-

tial operator encoding smoothness). To give an intuition, three

special cases will be discussed here. For Γ = 1 we obtain

R(S) = ||S − S0||pp =
∑

i∈ΩD

|si − s0i|p, (2.55)

we demand a solution that is close to a prior solution S0 (cf.
Figure 2.21: Regularization: A
regularization term (red) is often
required to make the otherwise am-
biguous minimum of the cost func-
tion (blue) unambiguous (green).
In this case there is prior informa-
tion that favors a solution near ŝ0

.

Figure 2.21). If Ed decomposes into individual terms (as in the

case for many dense problems), the regularized objective does so

as well.

For dense problems with S0 = 0, Γ often encodes the spatial

smoothness of the desired solution, e.g. that the differences

between neighboring pixel parameters shall be small. A simple

example for such a spatial regularization is the objective

Er
d(θ, S, I) =

∑

i∈ΩD

E(θi, si, I \ I0) +
∑

j∈N(i)

||si − sj ||pp, (2.56)

where N(i) is the set containing the locations of neighboring

pixels (cf. Fig 2.22). For p = 2, small large changes in pa-
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rameters incur huge additional costs, while small changes are

hardly penalized. Therefore small smoothly varying parame-

ter maps without discontinuities are favored. L1 regularization

(p=1) does not penalize large changes as heavily, thus allow-

ing for discontinuities in the parameter map. Another kind of

implicit spatial regularization is cost aggregation, which is

employed in patch based methods such as block matching or

patch match [11]. Here, the individual terms in Eq. (2.46) are

Figure 2.22: Illustration of the
neighborhood N(i) of pixel i. In
some cases larger neighborhoods
may also be considered.

aggregated over a pixel neighborhood

Eagg(θi, si, I \ I0) =
∑

j∈N(i)

E(θj , si, I \ I0), i ∈ ΩD. (2.57)

Such an aggregation can - to some extent - be interpreted as a

strong local regularization of parameters over the whole patch.

Yet, unlike methods to solve Eq. (2.56), patch based approaches

can still be evaluated independently. This also means that the

extent of the regularization depends on the neighborhood size.

In Eq. (2.56), the total energy of the objective depends on

the values of all parameters, yielding a high dimensional opti-

mization problem. Optimization methods again depend on the

domain of the solution: Variational [154, 33, 190] or diffusion

based [160, 144] methods are used to solve continuous problems,

while techniques from graphical model inference [97, 24, 130,

108] are used for discrete problems.

2.4 Summary

This chapter presented an overview of theory, notation and back-

ground information required for the following parts of this thesis.

I commenced by reviewing the basic aspects governing image for-

mation. I put an emphasis on the pinhole camera model, as it is

used in all chapters, and on light transport since the derivation

in Chapter 6 is based on this. Deviations of real camera images

from this model are either corrected for (e.g radial distortions,

non-parallel stereo) or are considered to be negligible. The sub-

sequent section gave an introduction to the two depth-imaging

techniques considered: ToF cameras and passive stereo. Here,

the focus was on the basic working principle and derivation of

the measurement model before I give an overview of the proper-

ties of both systems. The least square formulation for parameter

estimation will be revisited throughout the next chapters. The

34



2.4. SUMMARY

final section of this chapter was committed towards the parame-

ter estimation process itself. As this thesis makes use of existing

or combinations of existing methods, the goal of the last section

was to give an intuition on the types of problems encountered as

well as to impart an overview of the resulting optimization tech-

niques. In the following chapters, it will be shown how specific

models naturally lead to certain optimization strategies.
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3
ToF - Stereo Fusion

This following chapter is based on my work previously presented in

[131] and [133].

3.1 Motivation

W
ill there ever be one depth sensor to rule them all?

While this will hopefully be true one day, all current

depth sensing modalities fall short of obtaining this title. In

the previous chapter (cf. Section 2.2 ), I presented the work-

ing principle of passive stereo and ToF imaging and discussed

the strengths and weaknesses thereof. Summarizing it, passive

stereo works well in presence of scene texture and, due to the

availability of mega-pixel cameras, has the potential to produce

high resolution depth imagery. Conversely, there are issues a) at

occlusion boundaries, b) when the textures are ambiguous or

c) when no texture is present at all. Additionally, the parame-

ter estimation process is computationally demanding due to the

large solution space, moreso if global optimization techniques are

considered. Time-of-Flight (ToF) imaging, on the other hand,

delivers depth images at high frame rates independent of surface

texture, but at the cost of a lower resolution, sensor noise and

systematic errors.

The two techniques considered differ considerably in the areas

where they excel or fail. Therefore, it appears natural to combine
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them to create a more reliable system.

3.2 Contributions and Outline

In the following chapter, I present a system that produces high

resolution depth reconstructions by combining ToF and stereo

data. The data-fusion is implemented on the GPU enabling fast

parameter estimation at interactive rates. It differs from exist-

ing work by the usage of dense per pixel confidence measures

to guide the reconstruction. Results validating the method are

presented on scenes with and without reference data for quanti-

tative evaluation. To this end, I present one of the first publicly

available reference datasets for purposes of benchmarking ToF-

stereo fusion methods. Finally, from a theoretical perspective,

I investigate how the methods presented here as well as in lit-

erature relate to the model that suggests itself by combining

the raw measurement models of the individual modalities (cf.

Eqs. (2.47) and (2.48)). It turns out that all existing techniques

can be derived from this “full-model” by a series of approxi-

mations and modifications motivated by different assumptions

on the measurement errors. To the best of my knowledge, this

is the first time that the ToF-stereo fusion problem has been

formulated in such a way.

The remainder of this chapter is organized as follows: After

discussing the related work in Section 3.3, I continue with a

discussion of the camera system I set up as well as the design

considerations leading to this setup (Section 3.4). In Section 3.5,

I then establish the full measurement model for ToF-stereo fu-

sion and derive simplifications which are used in literature and in

the subsequent section (Section 3.6). Here, the confidence based

fusion approach as well as the utilized optimization strategy are

presented. After discussing experiments and results in Section

3.7, I finally conclude the chapter with a summary and outlook

on open questions and future work in Section 3.8.

3.3 Related Work

The full related work on data fusion for 3D reconstruction covers

a wide range of topics including combinations of multiple color

views (multi-view) [166], fusion of stereo and depth from defo-

cus [149, 175], ToF and a single camera [141, 83], multiple ToF

cameras [31], sonar and stereo [120] or structure from motion
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and depth imaging [135]. A presentation of the related work in

this widest sense is out of scope of this chapter. Therefore, I

will limit myself to ToF-stereo fusion techniques with a focus

on a high level classification of methods. To achieve this, I first

present the general pipeline employed by the majority of meth-

ods before giving an overview of how the methods differ. An

in-depth treatment of these methods can be found in [133].

Pipeline Most fusion systems differ mainly in how the data is

merged once it has been brought into the same reference frame.

Figure 3.1 illustrates the basic pipeline employed by the ma-

jority of methods. After choosing a specific camera setup,

the intrinsic parameters for the stereo and ToF cameras have

to be estimated, i.e. focal length, principal point and distortion

coefficients. Next, the spatial relationship (rotation and trans-

lation) between the three cameras has to be found by means of

a pairwise stereo calibration or alternatively by joint calibration

together with the depth calibration of the ToF camera.

For the ToF camera, additionally a depth calibration has to

be undertaken to account for the systematic errors described in

Section 2.2.2. This is either done using standard ToF calibration

techniques [106], or done jointly with the extrinsic calibration of

the stereo system [193, 41, 162]. After applying preprocessing

steps to clean up the ToF data (i.e. to reduce effects by noise

pixels), the images must be brought into the same coordinate

frame by means of rectification and reprojection. Finally, data

fusion involves one or more of the following steps:

• The ToF depth and the output of a stereo algorithm are

computed individually and then fused.

• The ToF data is used as an initial guess and to reduce the

search space for subsequent stereo refinements.

Figure 3.1: Fusion Pipeline. The
majority of related ToF-stereo
methods differ from each other in
the way the data is merged after
bringing ToF and Stereo data into
the same reference frame.
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• The depth reconstruction algorithm uses both stereo and

ToF costs as data terms.

The techniques additionally differ from each other in the kind of

regularization techniques that have been applied.

ToF-Stereo Fusion Methods Fusion techniques can either be

categorized in terms of the time of fusion or in terms of the op-

timization strategy that is employed. Time of fusion refers to

the point in the fusion pipeline, where the individual modalities

are fused together. Late fusion techniques [42, 104] first compute

depth maps from ToF and stereo independently before they com-

bine these two sources. On the other hand, early fusion methods

on the other hand (encompassing all other methods mentioned

here) use the ToF depth estimates to initialize and regularize the

stereo matching procedure. In the work presented, I additionally

introduce the ‘symmetric early fusion’ problem, where parame-

ters have to be found that simultaneously explain ToF and stereo

raw measurements. The derivation of an inference strategy for

this problem is subject to future work. As the majority of tech-

niques belong to the early-fusion class, grouping the methods in

terms of the optimization strategy is more practical. Follow-

ing [159], which makes a similar taxonomy for stereo algorithms,

the methods can be grouped in local and global methods.

Local methods [104, 68, 13, 72, 41, 188, 131, 14] tend to be

faster and parallelizable but cannot cope with locally erroneous

or ambiguous data. They are often based on a line search that is

guided by the ToF data. [68] applies a hierarchical stereo match-

ing algorithm directly on the remapped TOF depth data without

considering uncertainties. [104, 72] compute confidences in the

ToF image and let stereo refine the result in regions with low

confidence. The latter are similar to the method presented here,

but only use binary confidence maps based on the ToF ampli-

tude image and therefore only sparsely use stereo information.

Instead, the local method proposed here uses the information of

both data sources in the form of data fidelity measures to guide

the fusion process. As such it is most similar to [41]. The main

difference to [41] is the choice of data term that allows recon-

struction without having to visit the full cost volume. Global

methods [54, 71, 193, 192, 194, 98, 131, 155, 59, 42, 169] add the

ToF information as an additional data term in a global energy

functional, which is then jointly optimized. While the depth

maps obtained are smoother due to the usage of prior informa-
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Figure 3.2: Camera setup. The
stereo subsystem (Red cameras)
consists of two Photon Focus
MV1-D1312-160-CL-12 with Linos
Mevis-C lenses at 25mm/1.6,
1312x1082px. The ToF camera
(Black camera)is a PMDTech
Camcube 3, 200x200px .

tion/regularizers, this is at the cost of additional computational

complexity. These global techniques can be further grouped de-

pending on the framework that was chosen for optimization.

[71, 193, 192, 194, 169] employ different probabilistic inference

techniques on (discrete) graphical models. Being discrete, the

accuracy is limited to pixel level. Moreover, such methods do

not scale well; the stereo images are of lower resolution then the

ones considered in this work.

[155, 131] formulate the problem in a variational framework.

Since it is a continuous technique, the problem of initialization

arises. [155] relies on a scale space approach, while the work

we presented in [131] depends on the close initialization using

the local technique presented here. The last sub-group of the

global methods [54, 98, 59, 42] contains those which use other

non-local optimization strategies such as semi-global matching

[77] or seed growing [32]. The work presented here is not primar-

ily concerned with regularization but with the data term used

for matching and as such can be utilized in combination with

any regularization frame work. As evidence of algorithm perfor-

mance using global methods, I present results from [131] that

are based on joint work on combining the data terms presented

here and variational regularization.

3.4 Camera Setup

3.4.1 Acquisition Setup

The camera setup is depicted in Figure 3.2. It consists of two

high-resolution cameras1 (L, R) and a low resolution ToF cam-

1Photon Focus MV1-D1312-160-CL-12 with Linos Mevis-C lenses at
25mm/1.6 (≈ 35◦ FOV), 1312x1082px.

41



CHAPTER 3. TOF - STEREO FUSION

Figure 3.4: Input: Time of Flight
data (200x200), One of the stereo
images (1312x1082). Images are
depicted to scale.

era2 (T). The stereo camera was connected to the acquisition

PC equipped with a frame grabber card3 via Camera Link; the

ToF camera via USB. The stereo subsystem was synchronized

and triggered by the frame-grabber in hardware. Synchroniza-

tion of the ToF camera was achieved by operating the camera

in software trigger mode and implementing a call-back triggered

by the frame-grabber API. Example frames acquired from this

Figure 3.3: Camera Placement for
Stereo-Centric Fusion. P marks
the primary (left stereo) camera.
Top: A symmetric camera place-
ment causes the region of occlusion
between ToF and Stereo to overlap,
thus creating areas that remain oc-
cluded in the left view (dark gray
area). Bottom Assymetric cam-
era placement allows the ToF sub-
system to account for areas not
visible by the right stereo camera
such that the complete field of view
of the left camera can be recon-
structed.

system are displayed in Figure 3.4.

Camera placement is a simple, yet important aspect of the

camera setup often overseen in literature. The majority of meth-

ods presented in Section 3.3 place the ToF camera in between

the two stereo heads while still using the left stereo camera as the

reference frame. As illustrated in Figure 3.3, this creates some

areas in the left image that cannot be reconstructed as they are

occluded both in the right and in the ToF image. In the setup

presented, the ToF camera is positioned such that the regions of

occlusion do not overlap. This enables depth estimation in all

areas of the primary camera.

3.4.2 Calibration

Intrinsic and extrinsic calibration of camera parameters was done

using the OpenCV calibration modules [25] and a checker board

target. For the ToF camera, the intensity images of the target

2PMDTech Camcube 3 with standard 12.8 mm lenses (40◦ FOV),
200x200px.

3SiliconSoftware microEnable IV.
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were bicubicly upsampled by a factor of 5 and then used as in-

put to the calibration methods as this yielded the best results

in terms of reprojection error.

A total of 50 target images were acquired for each camera

individually and for each pair of cameras for pairwise stereo cal-

ibration. The reprojection error was around a tenth of a pixel

for intrinsic calibration of the stereo and the ToF camera4 and

a fifth of a pixel for the pairwise stereo calibration. The left

and right images were compensated for radial distortion and ad-

ditionally rectified, while ToF image was only compensated for

radial distortion. For depth calibration, the inbuilt correction of

the ToF camera was applied. It should be noted that by using

the stereo calibration routine, the extrinsic calibration between

the ToF and stereo subsystem is less accurate than the extrin-

sic calibration between the individual stereo heads. This is in

general an open problem as it leads to alignment errors during

reprojection of the ToF depth on the stereo head. It will be

discussed further in Section 3.8 and Chapter 4.

3.5 Modelling ToF Stereo Fusion

3.5.1 Least Squares Formulation of ToF-Stereo Fusion

Let V = {L, R, T} denote local 3D coordinate systems of the left,

right and ToF cameras and let W denote the world coordinate

frame. With Xc, c ∈ V ∪ {W}, I refer to a 3D position in terms

of one of these frames. The camera frames are connected to the

world frame via transformations (Rv, sv) = tv, v ∈ V . These are

obtained via calibration5. When used as a mapping, tv converts

a 3D point from one representation into another (cf. Eq. (2.10)),

e.g.

XL = tL(XW ), (3.1)

XW = tL−1

(XL), (3.2)

XL = tL(tR−1

(XR)) = tRL(XR). (3.3)

(3.4)

Each of the views v ∈ V also defines a projective mapping

πV : R3 → ΩV , πV (XW) = π(XW , θv, tv), (3.5)

41/10 of the ToF image size prior to upsampling
5for the stereo centric fusion model that is presented in the next section

43



CHAPTER 3. TOF - STEREO FUSION

with θv denoting the intrinsics of camera V obtained via cal-

ibration and Ωv describing the image planes of the respective

cameras (cf. Eq. (2.11)). Similarly, I define

rv(XW) = ||tv(XW)||, v ∈ V, (3.6)

zv(XW) = (0, 0, 1) · tv(XW), v ∈ V, (3.7)

dL(XW) =
bf

zL(XW)
. (3.8)

The first two denote the radial and z distances of a point XW

from the camera centers, while the last mapping is the z depth

converted into a disparity, given a baseline b and a focal length

f of the stereo system given by the left and right camera. The

locations on the image plane on which the pixels sample the

intensity are defined by the discrete set Ωv
d ⊂ Ωv. Finally, by

IL(x), IR(x) and IT,i(x), i = 0, ..., 3, (3.9)

I define the color or intensity at location x ∈ Ωv on the image

plane with bilinear interpolation if (x, y) =: x /∈ Ωv
d:

I(x, y) =

[

⌈x⌉ − x

x − ⌊x⌋

]T [

I(⌊x⌋, ⌊y⌋) I(⌊x⌋, ⌈y⌉)

I(⌈x⌉, ⌊y⌋) I(⌈x⌉, ⌈y⌉)

][

⌈y⌉ − y

y − ⌊y⌋

]

. (3.10)

⌊⌋ and ⌈⌉ denote floor and ceiling operations that return the

closest points on the pixel grid. For the ToF image, the addi-

tional superscript i indexes the individual sub-frames of the ToF

image. As a short hand, I also use Iv, v ∈ V to refer to the whole

image.

To derive the least squares formulation of the ToF-stereo re-

construction problem, let us consider a point XW on a surface

that is visible in all three cameras. Assuming a purely Lamber-

tian world, this point is a solution for the stereo least squares

problem (cf. Eq.(2.25))

XW !
= argmin

X

Estereo(X) (3.11)

= argmin
X

(

IL
(

πL(X)
)

− IR
(

πR(X)
))2

. (3.12)

This, as a reminder, encodes the photo consistency constraint

that is applicable to Lambertian surfaces.

Simultaneously, together with the correct ToF amplitude a

and intensity g, this same point also is a solution to the ToF
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least squares problem (cf. Eq. (2.34)):

(g, XW , a)
!

= argmin
(g,XW ,a)

ET oF (g, X, a), (3.13)

with EToF(g, X, a) =

4
∑

i

(

IT,i(πT (X)) −
(

g + a cos(i
π

2
+ rT (X)

4πfm

c
))

))2

.

(3.14)

These considerations lead to the full symmetric model for ToF

stereo fusion for a single point:

(g, X, a) = argmin
(g,X,a)

Estereo(X) + λ ET oF (g, X, a). (3.15)

Here, λ is a coupling factor that accounts for radiometric differ-

ences between the ToF and stereo sensors.

3.5.2 Camera-Centric Fusion

In camera-centric reconstructions, the world coordinate system

is set to coincide with one of the camera systems, also called the

primary camera frame:

(∃!P ∈ V )P
!

= W. (3.16)

Additionally, the assumption is made, that the scene geometry

can be described adequately by one of the following scalar fields

that is sampled discretely on the primary image plane:

Z = {zi}, i ∈ ΩP
d , (3.17)

R = {ri}, i ∈ ΩP
d , (3.18)

D = {di}, i ∈ ΩP
d . (3.19)

At each pixel location i, these maps describe the geometry in

terms of a z-depth map, a radial depth map (as delivered na-

tively by the ToF camera) or a disparity map di (as estimated

natively by a stereo system). Together with the camera intrin-

sics, P defines a mapping from di to the corresponding 3D lo-

cation XP (di) (same hold true for zi and ri). The superscript

P is omitted in the following if the primary reference frame is

evident. Depending on the choice of P , different variants of Eq.

(3.15) can be derived.
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Stereo-centric fusion For P = L we obtain the stereo centric

fusion model that is most commonly utilized in literature. Here,

the geometry is described by a disparity map D such that the

following simplifications can be made:

πL(X(di)) = i, (3.20)

πR(X(di)) = i − (di, 0)
!

= i − di. (3.21)

The last term is just for notational purposes. This simplifies

E(dj , gj , aj) =
(

IL(j) − IR(j − dj)
)2

+ λ
3
∑

i=0

(

IT,i(πT (X(dj)))

−
(

gj + aj cos

(

i
π

2
+ rT (X(dj))

4πfm

c

)))2

= Estereo(dj) + λ ET oF (dj , gj , aj). (3.22)

Note that d, g and a are all defined in terms of the left camera

frame, i.e. j ∈ ΩL
d .

ToF-centric fusion Similarly, for W = P = T we obtain the

ToF centric fusion model which is formulated in terms of the

radial distance R from the ToF camera center (j ∈ ΩT
d ).

E(rj , gj , aj) =
(

IL
(

πL(X(rj))
)

− IR
(

πR(X(rj))
))2

+ λ
4
∑

i

(

IT,i(j) −
(

gj + aj cos(i
π

2
+ rj

4πfm

c
))

))2

.

(3.23)

3.5.3 Approximations and Modifications

In practice, stereo centric fusion is much more common than

ToF-centric, which is why the following approximations will be

made for this case. Figure 3.5 displays these approximations:

Quadratic Approximation of EToF Often the ToF camera does

not deliver the raw channels IT,i, but directly outputs closed

form depth amplitude and intensity maps. To obtain a least

squares problem in terms of these, a Taylor approximation of the

problem around the closed form solution of ET oF in Eq. (3.22)

in terms of the closed form solution si
T oF = (gT oF

i , dT oF
i , aT oF

i )′
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can be made.

E =Estereo(di) + λ ET oF (si) (3.24)

≈Estereo(di)

+ λ (si − sT oF
i )′HET oF (sT oF

i
)(si − sT oF

i ), (3.25)

with si = (gi, di, ai)
T . The constant term does not contribute

to the computation of the argmin of the objective and is there-

fore omitted. The linear term vanishes as sT oF
i is the global

Figure 3.5: Illustrations of the ap-
proximations made on a 2D toy
example. Top Contour plot of a
complicated two dimensional ob-
jective function (cf. ET oF in Eq.
(3.22)). Red resp. blue lines indi-
cate iso-levels of large resp. small
values of the objective function.
The global mimimum is indicated
with (θ̂0, θ̂1). Middle Quadratic
approximation of the objective re-
placing the energy surface with a
quadratic function (cf. ET oF in
Eq. (3.25)). The approxima-
tion only holds in areas close to
(θ̂0, θ̂1). Bottom Further simpli-
fication by only considering the
objective along a single dimen-
sion (blue line in middle image).
The correlation structure (tilt of
the quadratic function) is lost (cf.
ET oF in Eq. (3.29)).

minimum of ET oF . Note thatλ still only encodes radiometric

differences of the sensor. Furthermore, observe that si
T oF is de-

fined in the left stereo camera frame. Therefore, to obtain this

representation from the ToF camera output, the radial depth, in-

tensity and amplitude images obtained by the ToF camera have

to be reprojected into the left camera frame. Details of how this

is done for the proposed methods can be found in Section 3.6.1.

This quadratic approximation still maintains the correlation of

parameters close to the ToF minimum. Yet, the periodicity of

the ToF solution is lost.

“Early Fusion Model” In general, the off diagonal elements

HET oF (sT oF
i

) are non-zero in Eq. (3.25), leading to mixed terms:

E(gi, di, ai) =Estereo(di) + λ·
(

c0(gi − gT oF
i )2

+ c1(di − dT oF
i )2

+ c2(ai − aT oF
i )2

+ c4(ai − aT oF
i )(di − dT oF

i )

+ c6(gi − gT oF
i )(di − dT oF

i )

+c7(ai − aT oF
i )(gi − gT oF

i )
)

, (3.26)

with constants c0, ..., c6. The next simplification is made by run-

ning the minimization only over the di and setting

gi = gT oF
i . (3.27)

ai = aT oF
i . (3.28)

This further simplifies Eq. (3.26) and leads to

E(di) =Estereo(di) + µ (di − dT oF
i )2, (3.29)
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with a constant µ = c1λ. Note that this constant now also ac-

counts for the different units of the two terms. Eq. (3.29) is

commonly called the early fusion model in literature6. The ToF

depth estimate (reprojected and converted into a disparity) is

essentially used as per pixel prior to the stereo matching algo-

rithm employed (cf. Eq. (2.55)). Compared to the full quadratic

approximation, the correlation structure between amplitude, in-

tensity and disparity is ignored.

”Late Fusion Model” The late fusion model is obtained in a

similar manner by replacing Estereo(di) in Equation (3.29) with

a second order Taylor approximation. Due to a similar (and

simpler) derivation as above, the objective can be written as

E(di) = ν (di − dstereo
i )2 + µ (di − dT oF

i )2, (3.30)

where dstereo
i is the solution to the stereo matching problem alone

and ν is a constant comparable to µ. This amounts to a weighted

mean of ToF and stereo measurements.

Beyond Least Squares The following again deals with the early

fusion model. However, the treatment does extend naturally to

the other models presented.

An assumption made during the derivation above is that all

measurement errors are unbiased and normally distributed. In

reality, this does not have to hold - especially for ToF estimates,

which are subject to several systematic errors such as wiggling

or multi path. Enforcing a quadratic penalty term for the ToF

depth would therefore also bias the final reconstruction. A com-

mon approach to handling non-Gaussian noise and systematic

errors is to replace the quadratic ToF term in Eq. (3.29) with a

general loss function Φ that may depend on additional parame-

ters β:

E(D) =
∑

i∈ΩL
d

Estereo(di) + µ Φβ(di, dT oF
i ). (3.31)

For

ΦLSQ(di, dT oF
i ) = β(di − dT oF

i )2, (3.32)

we obtain the same least squares data term as in Eq. (3.29).

Other common loss functions used in literature are the truncated

6Due to the fact that the ToF camera is used as a black box range camera
in most papers presented.
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costs of the form

ΦLSQ(di, dT oF
i ) =







β0

∣

∣

∣di − dT oF
i

∣

∣

∣ if β0

∣

∣

∣di − dT oF
i

∣

∣

∣ < β1

β1 else,

(3.33)

for parameters β = (β0, β1, p). This kind of a loss allows for

heavy tailed measurement errors or outliers in the measurement.

As a note, different loss functions can be applied to the stereo

term as well as we will see in the presentation of the global

method in Section 3.6.3. A treatment of the loss functions used

in ToF-stereo fusion literature can be found in [133].

3.6 Parameter Estimation

So far, I have presented a general derivation of the basic mod-

els used in the majority of ToF-stereo fusion literature. As I

mentioned, the difference between the techniques then is in the

choice of loss function, level of approximation, how the constants

(µ,(ν,) and β) appearing in the models are obtained and in the

actual strategy employed to recover the depth maps.

In the following, I present techniques to solve the (robust)

stereo centric early fusion model (cf. Eq. (3.31)). Note that I

have described these methods previously in [131]. I commence

in Section 3.6.1 by describing the reprojection step required to

obtain dT oF
i . Subsequently, I discuss image based measures that

are used in the following section to approximate the model con-

stants. Finally, in Section 3.6.3, I describe inference strategies

employed to recover high resolution depth maps using these con-

fidence measures.

3.6.1 Depth Reprojection

Stereo centric early fusion techniques require the ToF parameter

maps to be reprojected onto the left image plane. The location

x on the (continuous) left image plane ΩL, where the parameters

(ri, ai, gi) at pixel i ∈ ΩT
d (ToF frame) reproject onto, is given

by

x(i) = πL
(

tT L
(

XT (ri)
))

. (3.34)

The amplitude and intensity at this location can simply be copied,

while the depth measurement has to be transformed into the dis-
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parity space of the left image and thus leading to

gx(i) =gi. (3.35)

ax(i) =ai. (3.36)

dx(i) =dL
(

tT L
(

XT (ri)
))

. (3.37)

Note thatgx(i), ax(i) and dx(i) are not defined on the image grid

of the left image and sparsely spread over the left image plane.

From this sparse reprojection, I obtain a dense sampling on the

image grid by means of (linear) interpolation. For j ∈ ΩL
d and

s ∈ {g, a, d} this is given by

sT oF
j =

∑

i∈ΩT
d

αijsx(i), (3.38)

with some interpolating factors αij . These parameter maps are

used as the priors for the early fusion model (cf. Eq. (3.31)).

Figure 3.6: Illustration of reprojec-
tion and interpolation step on syn-
thetic data. Top: ToF range im-
age (dark is near, bright is far).
Middle: Left color image. Bot-
tom: Reprojected depth image.
Note the fattening occuring on the
right-hand side of object silhou-
ettes. The confidence measures in
the next section account for this.
N.B. This depth image has to be
converted into a disparity map in a
subsequent step.

In practice, I implemented the whole reprojection and inter-

polation process as an OpenGL shader program (cf. Figure 3.6)

The ToF depth image is triangulated to create a surface mesh

with the vertices corresponding to the XT (ri). The transformed

range maps gx(i), ax(i) and dx(i) are stored at each vertex in

form of a texture map. The surface is then rendered in the left

view with z-buffering yielding the desired parameter maps with

interpolation. Other than operating in real-time (> 30 frames

per second) on commodity graphic cards7, using the OpenGL

rendering pipeline also has the advantage that, due to the z-

buffering, regions in the ToF camera occluded in the left view are

automatically removed from the reprojected parameter maps.

3.6.2 Confidence/Uncertainty Measures

With the dT oF
i recovered, the only thing remaining before de-

scribing the optimization strategy is the question how the model

parameters (µ, and β) are derived.

In principle, they can be computed by measuring the radio-

metric properties of the camera systems and then by subse-

quently evaluating the Hessian and other terms that arise in

the simplification process. In practice, however, the raw data

required for the computations is not always available and the

involved calibration and other computations may become rather

complex. The methods I present employ a heuristic approach

7e.g. GeForce GT 540M
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towards obtaining these parameters by means of ad-hoc confi-

dence measures derived from the input images. The idea is based

on the observation that in some cases simple image features can

be frequently used to predict such system parameters [151]. In

the following I present the four confidence/uncertainty measures

that are subsequently used. The measures are based on the left

stereo image IL as well as the reprojected ToF parameter maps

AT oF = {aT oF
i } and RT oF = {rT oF

i }, i ∈ ΩL
d .

Figure 3.7: Confidence/ uncer-
tainty maps of the scene displayed
in Figure 3.4. All values are consid-
ered to be normalized to the range
[0, ..., 1]. From top to bottom:
Ca, Cr,CI and COcc.

ToF Amplitude The quality of ToF depth estimates depends

on the amount of (modulated) light reflected from the scene into

the camera. Pixels with smaller amplitude will contain more

noise than pixels with a large amplitude. I therefore define

Ca(i) =
1

aT oF
i

, (3.39)

as the confidence measure that encodes this inverse relationship.

Note that this measure ignores the contribution of the intensity

image gT oF to the ToF depth confidence [163] and as such must

be interpreted as a heuristic.

ToF Range gradient Due to reprojection and upsampling, edges

in the reprojected ToF depth image have a high uncertainty. To

account for this, I define the measure

Cr(i) = ||∇iR
T oF (i)||, (3.40)

where ∇i is the discrete (image) gradient operator. Like the

measure above, this one has a large value for high uncertainty

in the reprojected ToF data.

Left Horizontal Gradient Stereo matching only works in pres-

ence of vertical image texture. A large horizontal image gradient

(∂ix) in the left stereo image hence accounts for the situation

when stereo matching is likely to work:

CI(i) = ||∂ixIL(i)||. (3.41)

Occlusion Map Finally, given the initial disparity map com-

puted by reprojection, it is possible to precompute areas, in

which no stereo reconstruction is possible due to the areas be-

ing occluded in the right stereo image. This occlusion map is
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defined as

COcc(i) =







1 if
(

∃ j ∈ ΩL(i)
)

dj + ||i − j|| > di

0 else
. (3.42)

ΩL(i) ⊂ ΩL
d denotes all pixels right of i, and ||i − j|| denotes

the horizontal distance between i and j. The measures are illus-

trated in Figure 3.7. How these measures can be used in ad-hoc

strategies for model inference is presented in the next section.

3.6.3 Optimization Strategies

The following section presents two strategies for solving the ToF-

stereo fusion problem. The first strategy is based on cost aggre-

gation and a local grid search (blockmatching) as presented in

Section 2.3.3. The second one incorporates an adaptive global

regularization term. Both techniques make use of the data terms

presented in Section 3.5 and rely on the confidence measures pre-

sented in the previous section.

Local Fusion

The loss functions discussed in Section 3.5.3 still assume no sys-

tematic deviation in the data. For ToF cameras, the systematic

deviation is bounded in most cases (cf. Figure 2.14), leading to

an error distribution that to some extent resembles a uniform

distribution (cf. Figure 3.8).

Figure 3.8: Motivation for Loss
Used in Local Fusion. Blue: Toy
example resembling the wiggling
error in Figure 2.14. Red: His-
togram of depth deviations. Due
to systematic errors, the ToF depth
error is no longer Gaussian. How-
ever, it is still bounded.

This motivates the usage of a well-loss of the form

ΦW ell
β (di, dT oF

i ) =







0 if
∣

∣

∣di − dT oF
i

∣

∣

∣ < β

∞ else,
. (3.43)

Using this loss for the ToF term, Eq. (3.31) turns into

E(D) =
∑

i∈ΩL
d

Estereo(di) + µ ΦW ell
β0,i

(di, dT oF
i ) (3.44)

=
∑

i∈ΩL
d

Estereo(di) + ΦW ell
β0,i

(di, dT oF
i ). (3.45)

The effect of this objective is illustrated in Figure 3.9. In

Figure 3.9: Illustration of Eq.
(3.45). The stereo solution is
in effect constrained to a certain
feasable region.

essence, the (unbiased) stereo matching cost is constrained to

lie in proximity of the (biased) ToF solution.

For local fusion, Estereo is replaced with a aggregated version
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of the stereo cost (cf. Eq. (2.57)):

E(D) =
∑

i∈ΩL
d

Eagg
stereo(di) + ΦW ell

β0,i
(di, dT oF

i ) (3.46)

with

Eagg
stereo(di) =

∑

j∈N(β1,i,i)

(

IL(j) − IR(j − dj)
)2

. (3.47)

N(β1,i, i) denotes a β1,i × β1,i patch neighborhood around pixel

i with additional parameter β1,i. Note thatβ0,i and β1,i are de-

fined per pixel. They are obtained from the per pixel confi-

dence/uncertainty measures. For β0,i, we note that it corre-

sponds to the region around the ToF result, where the stereo

matching cost is evaluated. This region should be larger in ar-

eas we distrust the ToF data and where we are confident in the

stereo data. This can be formulated as

β0,i = COcc(i) · (α0, α1, α2)









Ca(i)

Cr(i)

CI(i)









. (3.48)

Cost aggregation causes well-known edge fattening effects at

object boundaries. To avoid such effects in the proposed system,

β1,i is also chosen adaptively depending on the depth gradient

encoded with Cr(i):

β1,i =







γ0 if Cr(i) > γ1

γ2 else
. (3.49)

This binary selection between window sizes γ0 and γ2 is mostly

motivated by the fact that it was easier to implement in the

existing framework and also gave satisfactory results.

The global parameters α = {α0, α1, α2} and γ = {γ0, γ1, γ2}
have to be obtained empirically for a given setup.

With α and γ defined, the only remaining unknown is the dis-

parity map we seek. These are then found using block matching,

i.e. exhaustive grid search of Eq. (3.46) for integer valued dis-

parities.

Global Fusion

The global technique was jointly developed with Frank Lenzen,

my focus lying on the data term. I will briefly present the rele-
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vant aspects of this fusion technique and refer to [131] for further

details on implementation.

Here, we considered an objective function of the form

ET V (D) = R(D) +
∑

i∈ΩL
d

E1
stereo(di) + Φ1

β0,i
(di, dT oF

i ), (3.50)

with regularizer R and weighted L1 loss for ToF and stereo.

E
β1,i

stereo(di) = β1,i|IL(j) − IR(j − dj)|, (3.51)

Φ1
β0,i

(di, dT oF
i ) = β0,i|di − dT oF

i |. (3.52)

This has the effect that the solution is more robust with respect

to outliers in the data. As in the case of local fusion, The pa-

rameters β1,i and β0,i are obtained from the confidence measures

above:

β0,i =COcc(i)
(

(Ca(i)−1 − 1)(1 − β1,i)
)

, (3.53)

β1,i =CI(i) · COcc(i). (3.54)

Essentially, β1,i and β0,i are switching variables that continu-

ously choose between the stereo and ToF data term depending

on the presence of local texture. If no texture is present and the

amplitude is low (dark, untextured areas), a case where both

ToF and stereo are uncertain, the method down-weights both

the data terms and instead relies solely on regularization.

The regularizer R encodes the spatial smoothness of the de-

sired result in terms of first and second order total variation. A

somewhat compact way of writing this is

R(D) =
∑

i∈ΩL
d

µ0||Ψ(∇D(i), β2,i, β3,i)||

+ µ1||Ψ(trace(HD(i)), β2,i, β3,i)||, (3.55)

with global parameters µ0 and µ1 and binary pixel parameters

β2,i and β3,i. ∇D(i) and HD(i) are the gradient and Hessian of

the parameter map D computed from finite differences (e.g. by

convolution of D). The function Ψ, together with β2,i and β3,i,

encodes the adaptive data driven regularization employed here:

Ψ(v, β2,i, β3,i) = Ψ((vx, vy), β2,i, β3,i) = (vxβ2,i, vyβ2,i). (3.56)

That is, if β2,i or β3,i is zero, then no regularization (smoothing)
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is applied at this point. Here, β2,i and β3,i encode the loca-

tions of horizontal and vertical edges in the left image which

were obtained using a Canny-like approach to binarize the edge

locations [156].

Once all parameters and constants have been obtained, Eq.

(3.50) is then solved by means of variable splitting [37, 185] and

application of primal dual optimization [33].

3.7 Experiments and Results

3.7.1 Qualitative comparison of ToF, Stereo and the

proposed methods

Figure 3.10: Qualitative compar-
ison of the proposed local and
global fusion approaches with ToF
reprojection and SGM stereo. The
color map ranges from red for far
away objects over yellow to blue for
objects nearby. The letters in the
images mark regions that are dis-
cussed in Section 3.7.1.

Both proposed methods make use of the CUDA framework an

were implemented in C++. Figure 3.10 shows a comparison of

depth maps obtained from the frames depicted in Figure 3.4 us-

ing ToF only, Semi-global Matching (SGM) [77] stereo with rank

filtering [78], and the local/TV stereo fusion. The local method

was parametrized with α = (0.7, 1.5, 0.1) and γ = (17, 0.1, 3),
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whereas µ = (5, 1) was used for the global method.

Besides the low resolution a considerable amount of noise can

be observed in the ToF image, especially in the dark regions of

the poster (A) and the foam plate (B). SGM fails on the wooden

plates (C) due to lack of texture. Bleeding of disparities between

the two statues (D) is also observable. Due to the fine texture on

the poster (E), SGM estimates the right disparity in that region.

In general, the variational approach produces smoother re-

sults than the local one. This is to be expected due to the

global regularization employed. Both fusion methods eliminate

most of the noise around the poster (F) by using the available

texture from stereo. The silhouettes (G) are reconstructed more

precisely than in either ToF or stereo reconstructions alone and

fine are details retained (e.g. the pyramid (H)). Also, the corner

between the plates (I) that was corrupted due to multi-path ef-

fects is reconstructed properly as stereo cues were present in the

corner. Conversely, erroneous reconstructions caused by multi-

path effects can be observed on the table top (J). Both stereo

and ToF systems estimate the wrong depth here. Therefore, it

is not possible to improve the result using data fusion, as it was

proposed above.

3.7.2 Evaluation with Reference Data

In the style of the Cornell Box [65], we8 created the HCI-Box

dataset containing different geometrical objects (cf. Figure 3.11).

The box has dimensions of (1.0 × 1.0 × 0.5) m. Due to the pres-

ence of large untextured surfaces and scarcely available horizon-

tal gradients, this scene contains only few stereo cues. It can

therefore be interpreted as an extreme test-case for the fusion

techniques (i.e. fusion techniques should not produce worse re-

sults than either of the subsystems alone).

A synthetic model of the box was created with an error less

than 1 mm. The extrinsic camera parameters of all three cam-

eras, with respect to the 3D model, were obtained by manu-

ally selecting 2D-to-3D correspondences. Reference depth maps

were obtained by rendering this model into the left camera view.

With few exceptions, the reprojection error is lower than one

pixel. These exceptions occur at depth edges (cf. Figure 3.11

right panel) due to small errors in alignment (cf. Section 3.8

8The HCI-Box was joint work with Henrik Schaefer [157] and Stephan
Meister [126].
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Figure 3.11: Left: HCI-Box ref-
erence target with overlayed refer-
ence mesh. Middle: Ground truth
color-coded depth map. Right:
Crop of area with largest misalign-
ment between reference data and
the stereo frame.

and Chapter 4). For quantitative evaluation, the dispar-

ity maps obtained by all methods were converted into metric

depth maps. The variational approach was parameterized with

(γ1, γ2) = (5, 1) and the local method with α = (0.05, 0.05, 1.6)

and γ = (17, 0.1, 3). The difference between the reference and

the obtained depth maps were then calculated (cf. Figure 3.12,

right panel). Both methods show similar results with large errors

on the box sides due to multi-path effects. For further evalua-

tion, these regions of inter-reflection were masked out. The pro-

posed fusion methods were compared with pure ToF upsampling

and reprojection, SGM stereo as well as standard and adaptive

TV regularized smoothing applied to the reprojected ToF data

only, i.e. Equation (3.50) without the stereo data term [112].

It should be noted that ToF smoothing with adaptive TV does

make use of edges obtained from the left stereo image, but not

the right stereo image. The comparison was done by computing

the absolute deviation of the computed depth maps from the ref-

erence depth map and then computing quartiles over the whole

region of interest considered for evaluation. Note that these

quartiles give information of the error in different parts of the

scene and therefore do not necessarily correspond to the spread

of per pixel errors. To assess the relative improvement of the

Data Method 1st Quart. Median 3rd Quart. M. i. loc. M. i. glob.

TOF-data upsampling 0.8 1.7 3.0 0.0 0.1
TOF-data glob. meth./std. TV 0.8 1.7 3.1 0.1 0.1
TOF-data glob. meth./adapt. TV 0.8 1.6 2.9 0.0 0.0
Stereo SGM 0.8 1.8 3.2 0.1 0.3
Fusion local method 0.8 1.7 3.0 0.0 0.1
Fusion glob. meth./adapt. TV 0.8 1.6 2.8 -0.1 0.0

Table 3.1: Summary of GT evalua-
tion on regions without multi-path.
All values are in cm. Columns
3, 4 and 5 contain the quartiles
of the absolute error distribution
with respect to the ground truth.
Small values are better. The last
two columns contain the median
per pixel improvement of reference
data error between the method
considered in the row with respect
to local and global fusion.N.B.
Large values are better.
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Figure 3.12: Top: Local method.
Bottom: Variational method.
From left to right: Disparities,
3D reconstruction and difference
between reconstruction and GT in
cm.

fusion techniques with respect to the baseline methods consid-

ered, the median (per pixel) decrease in absolute error between

each method and the two proposed techniques were additionally

considered. Results are summarized in Table 3.1.

As expected, the differences between the ToF only and the

fusion techniques are rather subtle (improvement of 0 − 1 mm)

due to the sparsity of stereo cues to improve upon this result.

Conversely, the improvement over pure stereo is slightly larger

(1 − 3 mm). To give some further insight about the util-

ity of the continuous variational method, relief plots (cf. Fig-

ure 3.13) along rows of the depth images were made comparing

ground truth, variational fusion and SGM. The plots indicate

that the variational fusion method produces results that are less

corrupted and resemble the GT relief more closely than SGM.

This can be seen on a) the stairs where the stereo results could

be interpreted as a slope, b) the sphere and c) the slope. The

negative effects of interreflection can be observed in d) and e) .

3.8 Summary and Outlook

3.8.1 Summary

This chapter dealt with data fusion of ToF cameras and passive

stereo to overcome the limitations of the individual systems. The
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Figure 3.13: Reliefs of row 50, 280
and 500 depicting the stairs, the
slope and the sphere. Note the ar-
tifacts created due to discretization
and discrete regularization.

first part was a theoretical consideration of how ToF-stereo fu-

sion techniques existing today relate to the measurement models

of the individual subsystems. I presented the symmetric early

fusion model and showed how existing early and late fusion tech-

niques can be derived from this by quadratic approximation. To

the best of my knowledge, this is the first derivation of this kind.

The second part of this chapter was devoted to the presenta-

tion of two early fusion techniques based on (heuristic) fidelity

measures derived from the input images to guide the optimiza-

tion process. The first method was a local algorithm based on

block-matching, while the other one additionally made use of

variational regularization. Both methods produce a high reso-

lution depth map of the same resolution as the stereo system.

Qualitative results showed that the resulting system displays

many favorable properties such as robustness towards lack of im-

age texture, robustness towards ToF noise if texture is present,

accurate silhouettes and finally, the lack of occlusion artifacts.

The main remaining issue that the fusion system cannot han-

dle is multi-path (reflective surfaces). As these cause errors

in both ToF imaging and stereo, one subsystem cannot com-

pensate for the errors caused by the other one. This finding

was confirmed during quantitative evaluation. To this end, a

millimeter-accurate reference dataset 9 with little texture has

been created. Results on this dataset indicate that the systems

can robustly handle this extreme case by relying mostly on the

ToF subsystem. A slight improvement could be observed in the

global technique. This is mostly due to the adaptive regulariza-

tion that makes use of the left stereo image as a similar effect was

observed if the stereo data term was left out during inference.

9http://hci.iwr.uni-heidelberg.de/Benchmarks/document/hcibox/
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3.8.2 Outlook

Being composed of many sub-modules, the development of the

ToF-stereo fusion techniques naturally lead to many open ques-

tions, some of which motivated the following chapters and yet

others that are subject to future work.

Understanding Alignment Errors The alignment of the ToF-

stereo system is subject to errors using traditional calibration

methods due to the low resolution of the ToF images and re-

maining systematic errors. Therefore, the question arises how

misalignment can be quantified and whether it may be possible

to resolve it. In Chapter 4, I seek answers to the first question,

whereas I discuss ideas towards the second one in the Outlook

of that chapter (cf. Section 4.8.2).

Multi-Path The most severe artifacts observed were those, due

to reflective surfaces because these cause errors in both stereo

and ToF imaging. This limits the usability of such systems if

not understood and accounted for. A first step towards under-

standing multi-path effects by means of reproducing them in

simulated data was undertaken in [125]. Reflections also moti-

vate the work presented in Chapter 6, which is concerned with

understanding and handling reflections in stereo. A question

that still remains is how these insights can be used to create a

practical fusion system.

Symmetric Full Model Inference The existence of the full

symmetric fusion model was a rather late insight and naturally

lead to the question, whether it is possible to directly solve this

model, and if yes, whether solving such a model can in any way

improve on current fusion techniques. There is evidence that

this may be the case as it is easier to actually measure the cor-

rect model constants. Moreover, the noise characteristics of the

ToF measurements are much simpler to model. Finally, it is nat-

urally possible to resolve range ambiguity using the full model

as the periodicity of the ToF measurements are retained (cf.

Chapter 5).

Quantitative Evaluation While many ToF-stereo fusion tech-

niques exist today, it is difficult to decide which one to choose

for a certain application due to a lack of comparative studies.

The leading questions here are:
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• How should one choose the evaluation datasets, as we have

seen that the choice of scene heavily influences the algo-

rithm performance.

• What kind of performance metrics and experiments should

be used for benchmarking?

• Where do we get reference implementations for the existing

techniques?

There are many possible solutions and discussing all of them is

out of scope of this chapter. However, I do discuss ideas and

concepts in detail in [133] and [132] and refer to these works for

anybody interested.
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4
Uncertainty Estimation for

Alignment of Stereo and Range

Data

The following Chapter is based on my work previously published

in [102].

4.1 Motivation

M
any applications require (range) information from two

different frames of reference (i.e. measurement systems )

to be combined in some way nor the other. As an example, the

majority of fusion techniques presented and reviewed in Chapter

3 reproject the ToF range data into the stereo frame to generate

the initial depth map and prior. The application in the following

chapter is the generation of reference data for performance anal-

ysis of stereo matching algorithms. Reference data is needed

when quantitative performance evaluations are a requirement;

this is for example the case for safety-relevant applications such

as driver assistance systems. Here, range data is obtained by

a measurement modality of higher accuracy such as LIDAR or

structured light. This data is then projected into the stereo cam-

era frames to obtain reference disparity maps, which can sub-

sequently be compared with the output of a stereo algorithm.
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RANGE DATA

Figure 4.1: Schematic Illustration
of Pose Estimation Error Effects.
Left: The blue line is a schematic
ground truth depth section along a
pixel row, while the black dotted
line represents misaligned range
data from Range measurement de-
vice (LIDAR, ToF) projected into
the stereo reference frame. Pixel
positions of interest marked by
solid black crosslines. Middle:
The reprojected initial depth esti-
mates have a localization error (red
ellipses) in the stereo image space
e.g. the depth assigned to the
center stereo pixel actually belongs
to one of the neighboring pixels.
Right: Using the Range measure-
ment error as the per pixel uncer-
tainty without accounting for the
localization errors underestimates
pixel space uncertainties in some
cases(middle line).

The relative pose between range and stereo frame required for

reprojection as well as the range data itself are obtained from

measurements. Measurements are subject to statistical measure-

ment errors. This fact is well known and accepted in physics and

the photogrammetry communities. I still stress that every mea-

surement has an associated error or measurement uncertainty,

as it is often overlooked or ignored in vision research. Hence,

there also will always be an error or some level of uncertainty in

the reprojected depth maps that are computed from the range

data and estimated relative pose. It is important to quantify

this uncertainty for both benchmarking and fusion purposes. In

the latter, enforcing a ToF depth prior in areas with a large un-

certainty in the reprojected ToF data may falsely suppress the

correct disparity value of a pixel (cf. Figure 4.1, right image).

Similarly, for benchmarking purposes, we have to understand

that reference data is never perfect. It doesn’t make much sense

to compare the results of a stereo matching algorithm to refer-

ence data in areas where the reference data cannot be trusted.

We need to understand the limits of the measurement devices in

order to judge the quality of the reference dataset. Very often

the uncertainty of the reprojected depth maps are specified as

the range uncertainty of the measurement system (e.g. ToF, LI-

DAR) without taking pose estimation uncertainty into account.

For reference measurements with LIDAR, the measurement un-

certainties are an order of magnitude smaller than the typical

error of a stereo system. This subsequently leads to statements

which justify the omission of supplying uncertainty estimates

with the reference data. Figure 4.1 illustrates that this can lead

to incorrect estimates. When projected into a different camera

frame, the errors in pose estimation result in an error in the

localization of projected 3D points in the stereo frame. While

the effect is not large in homogeneous areas, it causes large mis-

alignment errors at depth discontinuities that can well be larger
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Figure 4.2: Reference Data Needs
Error Bars. Left: Left stereo im-
age with overlay of dynamic ob-
jects. Right: Ground truth dis-
parities obtained by projecting LI-
DAR measurements into the left
frame. The sparse overlay ellipses
indicate the uncertainty in the lo-
calization of the projection in the
image space. The error in the dis-
parity is encoded in the color of
the ellipse. Since the measured ref-
erence data is always subject to
measurement errors the resulting
ground truth dataset will also be
subject to uncertainty.

than the uncertainty of the stereo system alone. Unlike existing

methods proposed in the fusion literature, which rely on heuris-

tics or learning to account for these effects, I present a rigorous

treatment of error estimation and propagation (cf. Figure 4.2)

to obtain meaningful per-pixel uncertainty distributions for re-

projected depth maps.

4.2 Contributions

For data acquisition, a high-end camera stereo system was placed

in a car1. The systems acquired sequences from an urban street

scape. The same area was reconstructed using the best LIDAR

mapping system available for this task (cf. Figure 4.4) by col-

leagues from the group of Prof. Claus Brenner at the IKG in

Hannover2. My contribution to this project was the processing

pipeline and error analysis of the data after acquisition. The aim

was to focus on accuracy: How accurate can real-world ground

truth become at individual pixels when all involved systems are

state of the art? Although the approach I present, generalizes

to arbitrary 3D scanners and camera setups in static scenes, the

focus was on large-scale outdoor scenes (> 30.000 m2) common

in automotive applications. These can to date only be acquired

by LIDAR mapping systems.

I present an approach to obtain ground truth reference data

and per-pixel uncertainties thereof. The process is illustrated in

Figure 4.3 and can be divided into the following steps: The static

scene is scanned first and then a calibrated stereo sequence is

recorded within this scene. The camera location for each frame

1The stereo acquisition was overseen by Stephan Meister and Wolfgang
Mischler from our lab.

2http://www.ikg.uni-hannover.de/index.php?id=764&L=

gtizhuodyalitnaq .
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Figure 4.3: Workflow Stages:
Starting with a LIDAR scan and
an image sequence, we compute
2D feature tracks. These are
matched with landmark 3D points
using manual annotations (Sec-
tion 4.4.1(.1)). Using these an-
notations and the other 2D fea-
ture tracks, we estimate the pose
of each frame (Section 4.4.1(.4)).
By means of covariance analysis
and uncertainty propagation, we
then obtain uncertainties in the
localization of the reprojected 3D
point cloud (Section 4.5). We then
combine these localization uncer-
tainties with the reprojections to
finally output reference disparity
maps and per pixel disparity dis-
tributions (Section 4.6).

is estimated locally with respect to the LIDAR frame, based

on manually selected 2D-3D-correspondences. All cameras and

correspondences are inserted into a bundle adjustment model,

considering all error sources appropriately based on Gaussian

errors in 2D feature localization, LIDAR accuracy and camera

calibration parameters. Finally, the covariance of the bundle ad-

justment functional was evaluated at the solution to assess the

uncertainty in the derived camera extrinsics. The resulting error

distributions of the inputs (LIDAR, image data, intrinsics) and

derived inputs (extrinsics) are propagated to obtain a localiza-

tion error of LIDAR points in image space. Subsequently, these

are converted and integrated over to obtain per-pixel uncertainty

distributions of the reference disparity image. As a result, the

method I propose comprises a full error propagation, starting

with Gaussian error assumptions of the involved measurement

devices and ending at per-pixel non-parametric disparity distri-

butions. The subsequent pages are organized as follows: After

presenting the related work in the next section, I describe the ac-

quisition and processing pipeline in Section 4.4 with focus on my

contributions to the project: annotations, data processing and

how uncertainty can be estimated. Section 4.5 then describes

the error propagation required to obtain the localization errors

of 3D point projections. In Section 4.6, I describe how these

localization errors can be converted into per-pixel uncertainty

distributions for the disparity. Finally, before concluding the

chapter with a summary and outlook of the next steps, I give

some insight into how performance analysis of stereo data can

benefit from reference data with error bars in Section 4.7.
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4.3 Related Work

The related work is separated into three parts. First, I discuss

the related work on techniques to generate reference data. Next,

I expatiate on existing stereo datasets and the error estimates

the creators provided wherever applicable. Finally, I present

prior work on uncertainties for bundle adjustment problems that

strongly influenced the work presented.

Generation Techniques: Ground truth generation implies

two parts: an evaluation dataset and a reference dataset with

superior accuracy. Different techniques differ in the way these

datasets are obtained [101].

Synthetic imagery [137, 73, 30] allows for generation of refer-

ence data with little uncertainty and makes white box testing3

of algorithms feasible by varying parameters such as geometry,

light and materials. Yet, it remains to be shown whether content

and renderer can model reality well enough [122, 69].

Another option is to record real data and use manual annota-

tions. While relatively new to low-level vision, efforts have been

undertaken with some success [114]. With the advent of crowd-

sourcing platforms [47], generation of such data has also become

scalable. While the accuracy is reported to be good in general,

possible biases introduced by humans are yet to be investigated.

Finally, reference data can also be obtained by measurement, e.g.

by using more than two cameras [128], additional devices such

as the Kinect [123], a LIDAR scanner [60], or by using multiple

exposures and UV-paint as in [10]. The approach of using more

data from the same modality and reducing the data to create

‘measurements’ is not as costly as using dedicated measurement

devices and sometimes scales very well because existing vision

algorithms only need to be slightly modified. It should be noted,

however, that in any case the reference data is itself obtained by

measurement and therefore subject to uncertainty. Assessing

this uncertainty is of utmost importance as statements such as

“LIDAR is always more accurate than stereo” do not hold in

general [173].

Stereo Datasets4: General-purpose real-world reference data

has been published in the Middlebury database [10] with an es-

timated accuracy of around 1/60th of a pixel. This value is

3Measuring algorithm performance as a function of scene parameters such
as weather/lighting conditions, number of people, etc. .

4Although most of the following works comprise additional datasets next
to stereo data, I only focus on the latter.
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derived from assumptions on the used block matching scheme

and a down-sampling of originally larger images.

The EISATS database comprises a variety of sequences both

real and synthetic [128, 181]. Using a third camera in the real

dataset for additional redundancy proved to be beneficial for

achieving an improved quality, but the accuracy of this data has

not been thoroughly evaluated.

The closest approach to the one described here in terms of ex-

perimental setup is the one used for KITTI dataset [60]: Here,

a stereo setup was combined with a car-mounted laser scanner.

Mounting a LIDAR on the car has two main advantages. The

scene can be recorded both in 2D and 3D at the same time and

the density of 3D measurements is maximized as the LIDAR is

very close to the optical axis of the stereo cameras. A disadvan-

tage is that the system is moving while scanning, introducing a

possibly low point density at high speed as well as motion arti-

facts. Although the accuracy was not explicitly evaluated in the

original publication, it is reported by the authors to be less than

three disparities for most of the pixels.

In our approach, the scene is scanned first. The stereo datasets

are then acquired separately later. Hence, motion artifacts can-

not occur and the sampling is roughly spatially uniform. In both

KITTI and our setup, LIDAR was chosen as the most accurate

and viable option to obtain depth in large scenes. Note, however,

that our approach can be applied to any measurement technique

with known uncertainty. Also the focus of all these databases

is the creation of the ground truth database and the evaluation

of algorithms. The work presented here aims at exemplifying

error bar computation for real-world stereo ground truth using

an appropriate statistical model.

Finally, the work most similar to the work presented in terms

of scope is [173]. Here, uncertainties in camera intrinsics/extrinsics,

LIDAR measurements and image key-point estimation are prop-

agated to obtain reconstruction uncertainties for multiple-view

stereo. While the authors make extensive use of sampling to es-

timate uncertainty, we provide an analytical solution for both

camera pose estimation and the uncertainty of the disparity

maps. For the first time, this allows for handling large num-

bers of frames (more than 1000 vs 25 in [173]). A comparison

between a reimplemented version of their method with the pro-

posed method shows a considerable speed up, even for small
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Figure 4.4: Experimental
Setup.From left to right: Stereo
rig, set photo, LIDAR mounted on
car and resulting data. A video
showcasing the collected data
canbe found at http://hci.iwr.

uni-heidelberg.de/Benchmarks/

document/StereoErrorBars

problems. Moreover, using the proposed method yields tighter

bounds on the camera pose uncertainty (cf. Section 4.4.2).

Uncertainty Estimation for Bundle Adjustment: A rich

body of work exists on the theory of uncertainty estimation in

the related field of bundle adjustment [96, 95, 179, 55]. Most

techniques use local features of the bundle adjustment energy in

the optimum, e.g. covariance analysis. A lot of effort is then

put into tackling the inherent gauge ambiguity[179] issue of the

structure from motion problem. The work presented here is in-

spired by these works. Yet, I am able to use a bundle adjustment

variant for estimating the camera parameters that circumvents

this gauge ambiguity by fixing the gauge to the LIDAR refer-

ence frame. Also it should be noted that the final goal is not the

reconstruction of the camera parameters, but rather the gener-

ation of stereo disparity maps with a per-pixel uncertainty. To

assess the quality of our camera reconstructions I relied on work

from [45].

4.4 Ground Truth Acquisition

The acquisition modalities are depicted in Figure 4.4. A ref-

erence 3D point cloud of a street scape was collected using a

RIEGL VMX-250-CS6 mobile mapping system. The stereo sys-

tem consisted of two cameras with a 30 cm baseline equipped

with 12 mm lenses. With a sensor size of 16.64 mm×14.04 mm,

this corresponds to a field of view of 69.5◦. The image sequences

were acquired at 200 Hz with a resolution of 2560×1080 pixels.

Preprocessing steps of the stereo data involved a lossless com-

pression [85] of the 16 bit pixel data to 8 bits as well as camera

calibration using [1]. Further details of the acquisition system

can be found in the supplemental material of [102].
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4.4.1 2D-3D Alignment

All measurement based reference data acquisition systems rely

on a 2D-3D alignment step at some point of the processing

pipeline. I will review the basic pose estimation and calibration

process to build on this step for both explaining our alignment

process as well as on how we derive error bars.

With K, I refer to the set of possible internal camera param-

eters and with so(3) to the group of rotations. For a distortion-

free perspective camera with four parameters5, K = R
4. Let

π : (X, t, κ) → x, (4.1)

X ∈ R
3, t ∈ so(3) × R

3, κ ∈ K, (4.2)

be the projective mapping of point X from the world to image

coordinate system using the extrinsic parameters t and intrinsics

κ. Furthermore, let {(Xi, xj
i)} be a set of 3D-2D correspondences

of p measured 3D points Xi and their projections xj
i in the jth

frame of an image sequence containing n images. Then, the

optimal intrinsic parameter κ∗ and set of extrinsics T ∗ = {tj∗}
for each of the n frames is given by

(T ∗, κ∗) = argmin
T,κ

n
∑

j=0

∑

i∈V (j)

∥

∥

∥π
(

Xi, tj, κ
)

− xj
i

∥

∥

∥

2
, (4.3)

where V (j) ⊂ [0, ..., p] is the subset of 3D points that are visi-

ble in the jth frame. For a fixed camera - LIDAR setup such

as KITTI this is done once in a calibration step with calibra-

tion targets before acquisition. Both geometry and projection

of salient points are known here such that P can be obtained

automatically. In our case, the LIDAR and the camera rig mea-

sure independently. This has the advantage of having LIDAR

data at a much higher point density. In addition, it allows for

capturing image sequences from other camera modalities (e.g

Time-of-Flight, Plenoptic cameras) without requiring all cam-

eras to be mounted on the same rig. In this setup, however,

Parameter Value

Detector Type
Harris

Corners

Matching Type
Cross

correlation

Matching
21×21

window

Search
21×21

Neighborhood

Table 4.1: Voodoo Tracker Param-
eters

2D-3D correspondences cannot be automatically aligned before-

hand anymore. Picking individual landmark points out dense

projections of point clouds (i.e. using a point cloud viewer)is an

extremely tedious and error-prone task, as projections of points

very far from each other can be in close proximity in screen space.

5horizontal vertical focal lengths (fx, fy) and principle point (cx, cy)
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Figure 4.5: Map Annotation.
Left: 3D landmark points ob-
tained from the point cloud
displayed as fold-out map. Right:
Corresponding feature tracks
being linked. A usage video can
be found on http://hci.iwr.

uni-heidelberg.de/Benchmarks/

document/StereoErrorBars at
1:25min.

I propose an annotation and processing pipeline minimizing the

risk of false correspondences (cf. Figure 4.3)

2D-3D Correspondence estimation/annotation

2D feature tracks (xj
i) were automatically obtained with Voodoo

Tracker6 using the Harris Corner detector and a cross correlation

based feature tracking (cf. Table 4.1). A subset of the tracks was

matched manually with 3D points. This is difficult since each

point in the 2D projection of the cloud corresponds to many

3D points at different depths. One solution would be to auto-

matically mesh the point clouds, but it turns out that current

approaches do not work well enough on our kind of data and also

modify the location of the points in a non-linear way introducing

unknown biases to the measurements. To ease point-picking, the

3D point cloud was reduced to a 2D representation in two steps:

Map Annotation For basic 2D to 3D registration, landmark

3D points from the LIDAR data are manually linked to corre-

sponding key point tracks in the 2D dataset. This information

is then later used to fix the gauge in the bundle adjustment

problem. Currently, commercially available solutions7 require

a direct picking of points from a 3D point cloud. In practice,

we found that doing so requires an experienced operator and

is tedious as well as error-prone since it is difficult to pick 3D

points from 2D projections thereof. This is especially true con-

sidering the amount of data we plan to handle. Therefore, we

6http://www.digilab.uni-hannover.de/docs/manual.html
7cf. http://www.thepixelfarm.co.uk/products/PFTrack
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Figure 4.6: Range Annotation.
Once an initial pose estimate is ob-
tained additional correspondences
can be made between the range im-
age and the image sequence.

first picked corners of windows as well as markers placed in the

scene using CloudCompare8 once in the beginning of the whole

process. These points can be tracked in the images quite easily.

The picked points were placed in a fold-out map of the scene (cf.

Figure 4.5). In our experience, displaying the 3D point cloud

this way considerably simplifies and speeds up the annotation

process.

Range Annotation Once enough points have been annotated,

a rough pose estimation step is undertaken using the solvePNP9

functionality in OpenCV [25]. The camera extrinsics obtained

here are used to render a range image, in which each pixel cor-

responds to a maximum of one 3D point in the point cloud (cf.

Figure 4.6). This range image is used to find additional corre-

spondences in areas where not enough land mark points were

found and on the other hand, to further refine the initial guess

used in the bundle adjustment problem.

Camera Estimation With Known Variances

Neither the feature tracks nor the 3D points or internal camera

parameters are perfect. Also the intrinsic calibration routine

usually delivers a good initial guess κ̂ for the intrinsics. I assume

8http://www.danielgm.net/cc/
9A method to solve the extrinsic calibration problem presented in (2.52)
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Gaussian errors in each of these values:

Xi = Zi + ǫXi
, ǫXi

∼ N3(0, ΣXi
), (4.4)

κ̂ = κ + ǫκ , ǫκ ∼ N4(0, Σκ), (4.5)

xj
i = zj

i + ǫ
z

j

i

, ǫ
x

j

i

∼ N2(0, Σ
x

j

i

). (4.6)

To accommodate for these errors we modify Equation (4.3):

({Zi}∗, T ∗, κ∗) = argmin
({Zi},T,κ)

Φ({Zi}, T, κ), (4.7)

with

Φ({Zi}, T, κ) =
n
∑

j=0

∑

i∈V (j)

(

∥

∥

∥π
(

Zi, tj, κ
)

− xj
i

∥

∥

∥

2

Σ
x

j

i

+ ‖Xi − Zi‖2
ΣXi

+ ‖κ̂ − κ‖2
Σκ

)

.

(4.8)

Here, ‖a‖2
Σ denotes the squared Mahalanobis distance

‖a‖2
Σ = aT Σ−1 a, (4.9)

with inverse covariance matrix Σ−1. Note the quadratic penalty

terms in Equation (4.8) and explicit usage of latent variables Zi

and κ. These are required as the first residual term is not lin-

ear in Xi and κ̂, whereas it is in xj
i. This splitting of variables

is often used to enable a better treatment of nonlinearities in

Gaussian energy functionals [3, 190]. Also note that the first

term corresponds to a bundle adjustment problem and the last

two terms to priors on Xi and xj
i. In the optimization, it is

therefore possible to include 2D feature tracks without 3D cor-

respondences. Parameter estimation was done using the open

source Ceres Solver [4] library.

4.4.2 Consistency And Precision of the Pose

Estimation With Synthetic Data

Solving 4.8 together with the covariance estimation done in Sec-

tion 4.5 yields a pose estimate together with an uncertainty esti-

mate thereof. To assess the precision and consistency of the pose

estimation system, I borrow ideas from [45]. Here, a method

is proposed to compute consistency and precision of a dataset

with respect to a reference dataset with lower but non-zero un-
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certainty. As the output of our system has the highest avail-

able precision, I had to resort to synthetic data and make some

changes to the formulas in [45] to cater to the zero uncertainty

of our reference.

Consistency is a measure for the likelihood that both reference

and synthetic datasets have the same parameters. AsFigure 4.7: Illustration of Consis-
tency. Both methods (blue and
red) estimate the same mean and
have the same absolute distance
from the ground truth distance
(left line). The blue method re-
ports a smaller uncertainty for the
estimate as compared to the red
one. Yet the red method is more
consistent with the reference value
as the likelihood of the reference is
larger (i.e. the Mahalanobis dis-
tance is smaller).

in [45], we report the Mahalanobis distance (cf. (4.9))

between the synthetic reference and the methods using the

estimated pose covariance (cf. Figure 4.7), as described in

Section 4.5.

Figure 4.8: Illustration of Preci-
sion. Red and Blue methods have
the same Mahalanobis distance. In
this case the blue method with the
smaller standard deviation has a
larger precision value and should
be preferred.

Precision refers to the certainty of the method in the correctness

of its parameter estimate. Given two parameter estimates

with a similar consistency with regard to the reference, the

estimate with the smaller uncertainty should be favored.

Here, I report the trace of the estimated covariances (cf.

Figure 4.8).

Table 4.2 summarizes the results. The reference data was gen-

erated by randomly picking p key points in the first frame, ran-

domly choosing a depth for each key point between 5 and 70

meters and finally, by rejecting 3D points not visible in the n−1

other camera frames. The evaluation dataset was obtained by

adding Gaussian noise according to the noise column of key point

position and 3D point. I compare the method presented to a

sampling based strategy similar to [173]. Here the 2D and 3D

points are perturbed around the estimated solution (s times).

After that, the best new parameter set is obtained by minimiz-

ing the bundle adjustment functional (cf. Eq. (4.8)) (keeping

2D and 3D measurements fixed). The pose and pose uncertainty

are then obtained by and estimating the sample mean and co-

variance over the s bundle adjustment solutions. In the result

columns, the mean consistency, the precision and the run times

in seconds after 30 runs are reported. The standard deviation

over the 30 runs for consistency always was around 1 and for

precision and run time an order of magnitude smaller than the

reported values. While we observe mostly similar consistency

values between both methods - with the sampling consistency

deteriorating with higher noise levels and larger datasets -, the

proposed method produces a tighter precision bound on the pa-

rameter estimate with much faster run times.
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Noise Number of Number of Sampling Sampling
[cm, px] points p frames n s = 100 s = 1000 Ours

(5, 0.1) 100 5 (5.1, 3.9e-4, 0.4) (5.1, 4.0e-4, 4.7) (5.3, 1.1e-4, 0.1)
(5, 0.5) 100 10 (7.7, 1.7e-2, 0.8) (7.6, 1.7e-2, 8.2) (7.6, 5.5e-3, 0.2)
(1, 0.1) 1000 10 (8.1, 7.8e-5, 9.5) (7.9, 7.9e-5, 96) (8.5, 2.2e-5, 2.4)
(5, 0.5) 1000 10 (8.2, 1.8e-3, 9.5) (8.0, 1.8e-3, 97) (7.2, 5.2e-4, 2.1)

(0.05, 0.5) 20 200 (34, 1.2, 1.6) - (34, 8.8e-1,0.9)
(0.05, 0.5) 100 100 (25, 1.6e-1, 4.3) - (25, 4.5e-2, 3.3)
(0.05, 0.5) 200 100 (26, 9.4e-2, 9.2) - (24, 2.5e-2, 7.6)
(0.05, 0.5) 200 200 (35, 2.2e-1, 20) - (35, 4.9e-2, 23)

Table 4.2: Pose estimation results
on synthetic data. The tuples re-
ported in the right 3 columns corre-
spond to consistency, precision and
run time. Lower values are better.
Fields marked with ‘-’ were omit-
ted due to prohibitive runtime.

4.5 Reference Data with Error Bars

Once the pose estimation in Equation (4.8) has been solved we

can proceed in creating reference data by computing a range

image based on κ, T and the LIDAR point cloud by means of

Equation (4.1). This reference data contains holes with no in-

formation whenever no LIDAR measurements map to the corre-

sponding pixel location. In the following, I consider the extended

reference data mapping

π̃b : (X, t, κ) → (x, d), (4.10)

which not only computes the projected image location of a 3D

point but also the disparity of this point given stereo baseline

b. With d = (x, d) I will denote the vector containing image

coordinates and disparity. The subscript b is omitted in the

further discussion as it remains constant for each sequence.

The inputs in π̃(Xi, tj, κ) are either measurements or values

derived from measurements. As measurements always contain

errors, the reference point π̃(...) will also have an error. To assess

theses errors quantitatively, error estimates for Xi, tj and κ need

to be obtained first. Figure 4.9: Illustration of Covari-
ance Analysis. The least squares
residual energy (red) corresponds
to the negative log-likelihood of
the posterior parameter probabil-
ity (blue). The opening of the
energy parabola obtained by Eq.
(4.11) (black arrow) corresponds to
the variance of the parameter esti-
mate.

1. For the 3D point position Xi, I assume that the compo-

nents are independently distributed such that ΣXi
= σ2

Xi
I.

In our case, this is the measurement error of the LIDAR

scanner. For point clouds consisting of multiple LIDAR

scans that were merged [60] via iterative closest points

(ICP) or similar methods, the error should be the error

propagated from the ICP fit.

2. For the camera pose tj∗
, I assume that tj ∼ N6(tj∗

, Σtj).

As tj is a value derived from a least squares fit, Σtj can be
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obtained by evaluating the covariance matrix of Φ at the

solution s∗ = {tj, ...., } with

COVΦ(s∗) = (JΦ(s∗)J
T
Φ(s∗))

−1. (4.11)

Here, JΦ(s∗) is the Jacobian of the residual vector of Φ

evaluated at solution s∗ (cf. Figure 4.9). Σtj is the diag-

onal block of COVΦ(s∗) corresponding to the parameter

block belonging to tj. Note that a regular bundle adjust-

Figure 4.10: Illustration of Error
Propagation. If a derived quantity
(vertical axis, e.g reference point
location) is a function of a param-
eter (horizontal axis, e.g. pose)
which is subject to measurement
errors (green distributions), the de-
rived quantity will also have an un-
certainty (red distributions) which
is transformed according to the
mapping between derived and orig-
inal quantities. Linear error prop-
agation can be applied if the func-
tion can be approximated linearly
over ‘most’ of the input distribu-
tion (green and red overlay).

ment scenario has an inherent scale ambiguity which leads

to JΦ(s∗) being rank deficient. In contrast, the functional

presented has full rank as the scale is given by the 2D - 3D

correspondences. Also note that by supplying the correct

error estimates during the alignment fit, COVΦ is properly

scaled.

3. For the camera intrinsics κ, I either use the same ap-

proach as chosen for tj or use variances estimated by ex-

ternal calibration tools. Again the distribution is assumed

to be Gaussian with κ ∼ N4(κ, Σκ).

The error distribution in π̃ of the reference point and the error

in the disparity measure can be obtained via error propagation.

This is achieved either via sampling input realizations from the

above distributions or by analytical linear error propagation (cf.

Figure 4.10). For the latter, the full covariance matrix of the

inputs evaluates to

COVIN =









ΣXi

Σtj

Σκ









. (4.12)

The error in π̃ is then obtained by linearizing π̃ at the reference

point. Under assumption of a Gaussian distribution of the input

variables the output is again Gaussian with covariance given by

COVd = Jπ̃(x,d))COVIN JT
π̃(x,d). (4.13)

The choice between sampling and linear propagation depends on

the available computational resources as sampling will deliver

more accurate output error distributions given enough samples

whereas linear error propagation is analytical and thus fast.

76



4.5. REFERENCE DATA WITH ERROR BARS

Value Uncertainty
IN

P
U

T

LIDAR (propagation) σXi
= 1 cm

LIDAR (pose uncertainty) σ′
Xi

= 3.5 cm

Feature Track σxij = 0.5 px
Focal Length σκ(fx,fy) = 1.97 px

Principal Point σκ(cx,cy) = 1.46 px

O
U

T
P

U
T

Pose (rotation)
(rx, ry, rz) = (3, 3, 2) × 10−4

upper bound 0.026◦

Pose (translation)
(tx, ty, tz)

= (1.23, 2.53, 2.17) cm

Table 4.3: Summary of Input and
Output Uncertainties used and es-
timated

4.5.1 Reference Data Sensitivity

In the following, an analysis of the reference data uncertainties

will be given using the tools provided above. The values are sum-

marized in Table 4.3. I start off by discussing the error values

used for the inputs. The LIDAR uncertainty used for error

propagation is obtained from the data sheet. For the contribu-

tion of the 3D points towards pose uncertainty (cf. Eq. (4.11)),

a larger error has to be assumed due to the point spacing. There-

fore, the localization of a manually picked point (e.g. a window

corner) is only accurate up to the mean distance between points.

This was determined by estimating the point density on building

facades where the landmark points were chosen from. The fea-

ture track accuracy was empirically estimated, while errors

in focal length and principal point were obtained from our

calibration routine. For the pose estimation accuracy, I re-

port the mean square root of the diagonal entries of Σtj obtained

from covariance analysis for the translation over 100 frames.

The rotation is parametrized using a 3D angle-axis representa-

tion (cf. Figure 2.6) . The error has an upper bound of 0.026◦

based on the maximum deviation of the angle-axis vector. For

a LIDAR point at 50 m distance, this corresponds to a local-

ization error of around 2 cm. The error in the translation also

amounts to 2 cm. Using the errors obtained from the input, the

uncertainty in the reference data can be computed by means of

error propagation. For each reference point, the full covariance

in d (i.e. pixel localization and disparity error) was computed

using both linear error propagation and sampling. In Figure

4.11, the square roots of the diagonal entries are reported for an

example scene. The first two rows correspond to the localiza-

tion error and the third row is the disparity error in logarithmic
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Figure 4.11: Diagonal entries of
uncertainty Σd obtained by lin-
ear error propagation and sam-
pling. From top to bottom: Lo-
calization error in x and y as well
as disparity error of reference data
points. Note that the bottom row
is scaled logarithmically. While the
general form of the error distribu-
tion is the same for both analytic
and sampling based propagation,
we obtain tighter bounds on all er-
rors using sampling.
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scale. For both linear propagation and sampling, we see the

expected inverse distance reduction of all errors. While the dis-

parity error for most parts is under one pixel, the localization

error exceeds five pixels for points closer than a few meters. Also

noticeable is the increase in x localization error towards the im-

age edges observable in all our sequences. I believe that this is

related to a rotational error of the camera localization. Finally,

by comparing sampling and linear propagation, we can see that

the sampling propagation in general gives a tighter bound on

the reference data error while preserving the general shape. As

both propagation methods yield similar results we conclude that

linear error propagation can be used to obtain a quick though

looser bound on the reference data error.

4.6 Disparity Maps with Error Bars

So far, I have discussed the reference data quality in terms of

the localization and disparity error of each reference point. For

evaluating a stereo algorithm, we are faced with a slightly differ-

ent question as we are concerned with the question how good a

given disparity map is. Hence, a distribution of possible dispar-

ity values in each pixel is required. Given a set of reference data

points with uncertainty R = {(µr, Σr)} computed as described

in Section 4.5, I define the probability of a disparity map D to

be

p(D|R) =
∏

xi∈D

1

N

∑

(µr,Σr)∈R

exp
(

(xi − µr)T Σ−1
r (xi − µr)

)

,

(4.14)

with xi = (pi, d) the disparity d at pixel position pi and nor-

malization N . The Gaussian distribution in Equation (4.14)

is multivariate (in pixel position and disparity). This distribu-

tion can alternatively be computed by either sampling from the

reference data distribution or analytically from the input data

distribution directly using Gaussian error propagation. The

main drawback of a linear error propagation is that the projec-

tion of Gaussian disparity distribution into image space yields

multi-modal per-pixel distributions which cannot be accounted

for using linear propagation. Figure 4.12 shows such distribu-

tions at example pixel locations. We can distinguish three error

cases: First, due to extrinsic camera parameter uncertainty the

locations of depth edges are projected to different pixel loca-
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Figure 4.12: Example distributions
on sampled depth maps (1000 sam-
ples). From left to right: pixel
with single depth layer, edge pixel
with two depth layers, pixel with
unresolved back faces. Top row:
depth distribution. Bottom row:
disparity distribution.

tions. This causes bimodal disparity distributions since either

the background or the foreground is sampled. The result is a

very high variance, i.e. a large, though correct error bar on the

ground truth.

Second, multi-modal distributions can occur caused by back-

srufaces: multiple surfaces such as the front and back of a house

as well as the houses in the background of the LIDAR point

cloud are projected to the same pixel. This is a fundamental

limitation of point clouds - yet, established meshing tools can

not deal with our data as was explained in Section 4.4.1. In

these situations, the ground truth is not wrong per se - but more

reasoning is required to decide whether the multi-modality of the

distribution is caused either by a depth edge or by back-srufaces.

Third, if the scanner did not measure a foreground object, for

example due to limited resolution (e.g. landlines, small twigs on

trees), the disparity distribution becomes unimodal but still dis-

plays the wrong depth of the object behind the small foreground

object. This case can only be dealt with by more accurate mea-

surement devices which do not yet exist for our application. The

problem can only be alleviated by manual segmentation of fore-

ground objects which are visible in the image, but not in the 3D

scan.

Once the per-pixel distributions in disparity space are sam-

pled, we can reduce their information to per-pixel scalar values.

Figure 4.13 displays two such options: the top image contains

the median of the disparity distribution. Assuming that the

number of foreground samples outweighs the number of back-

surfaces by a factor of at least two, this is a robust ground

truth depth. Note however that this approach fails at depth

boundaries when foreground and background can easily become

equally likely. Therefore, the lower image displays the inter-
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Figure 4.13: Top: Median of
disparity distribution. Bottom:
inter-quartile range of disparity
distribution. High values show re-
gions with unreliable ground truth
mainly caused by vegetation and
camera misalignments. Regions
looking like artifacts are caused by
backsurfaces as explained in the
text. In all other regions, the inter-
quartile range is below two dispar-
ities.

quartile range of the disparity distributions.

4.7 How can we use these Error Bars?

With the methods described in the previous sections it is possible

to obtain reference data with per-pixel uncertainty distributions

and to reduce the information to ‘error bars’. A question that

remains is how these error bars can actually further the field

of stereo matching and performance analysis thereof. In the

following, I will thus address this question. The way the output

Ds of a stereo algorithm is usually benchmarked with reference

data Dr nowadays is by computing the residual image

R = |Ds − Dr|. (4.15)

Then, some kind of pixel statistic of this residual image is com-

puted and used as a scalar performance metric Φ(R). Metrics

used include the mean absolute distance, the mean squared dis-

tance or the number of entries with a value larger than a fixed

threshold over the whole image. For the latter, it only makes

sense to include reference data pixels that themselves have an

uncertainty lower than the threshold. Figure 4.14 illustrates the

effect of applying different common thresholds to our data. It is

important to mention that this type of masking is not necessar-

ily the best option for performance evaluation. Since a smaller Φ

implies a better algorithm, this invariably becomes the major op-

81



CHAPTER 4. UNCERTAINTY ESTIMATION FOR ALIGNMENT OF STEREO AND
RANGE DATA

Figure 4.14: Sparsification of
ground truth (top image of each
pair) using measurement uncer-
tainty (bottom image of each pair)
with different thresholds. Top
pair: no threshold. Middle pair:
3 px. Bottom pair: 1 px. Invali-
dated pixels are marked red in dis-
parity image and black in uncer-
tainty image
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timization criterion. As long as the uncertainty of the reference

data is smaller than the accuracy of the stereo algorithm this

does indeed mean an advancement of the field. If the uncertainty

is of the same magnitude or even larger, though, minimizing Φ

only results in over-fitting to the reference. This effect has been

observed in [60] where the authors note that “methods ranking

high on Middlebury, perform particularly bad on [their] dataset”

and “hope that [their] proposed benchmarks will complement

others and help to reduce overfitting to datasets...”. Also, as it

can be seen in our data, the uncertainty is not necessarily uni-

form over the whole image. In the following, we will show that

using quantified per-pixel uncertainties can help identify such

issues.

A simple performance metric based on the full distribution

could be

m(Ds|Dr) =
√

− log(p(Ds|Dr)). (4.16)

Note that for Gaussian per-pixel distributions this term corre-

sponds to the Mahalanobis distance between reference data and

stereo output. For the following experiments, I consider the ab-

solute residual difference (cf. Eq. (4.15)) and the uncertainty

weighted absolute difference

C = |DR − DS|/SR, (4.17)

where SR is a scalar uncertainty value such as standard deviation

or interquartile range. Note the similarity between C and R and

the consistency and precision values used in Section 4.5.

Experiments

For the experiments, the implementation of basic stereo algo-

rithms provided by Scharstein and Szeliski was used10. Dispar-

ity maps on frame 4521 of sequence 0 were computed by various

stereo algorithms. A summary of the results over all algorithms

can be found in Figure 4.15. Following the remarks about the

interpretation of the weighted image as a consistency value be-

tween ground truth and stereo algorithm, we can use the con-

sistency and absolute difference images to gain further insights.

Four different cases that are of particular interest. These are

indicated as squares in Figure 4.15 and magnifications of the

regions of interest described below can be found in Figures 4.17

10http://vision.middlebury.edu/stereo/code/
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Figure 4.15: Frame 04521: Top
Row: GT disparity. Second
Row: Uncertainty map with dy-
namic areas masked out. Third
Row: Average disparity over al-
gorithms (DP, SP, SA, SGM, SSD,
SSDmf). Forth Row: log10 of ab-
solute disparity error R. Bottom
Row: log10 of consistency C.. The
regions of interest are marked by
squares. regions 1 and 2 are dis-
cussed in Figure 4.16 and regions 3
and 4 in Figure 4.17
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and 4.16.

1. The absolute difference is small and the consistency value

large. This happens when there is a high agreement be-

tween stereo and ground truth. This can be observed on

most of the street area (cf. Figure 4.16, left).

2. The absolute difference is large and the consistency value

small. Here, we can be confident that the error is caused by

the stereo algorithm. Such fail cases can also be observed

on the street area (cf. Figure 4.16, right).

3. The absolute difference as well as the consistency value

are small. While the stereo algorithm is close to the right

result, we can again be confident that the small error is

significant. In Figure 4.17 (left) this can be observed at

the facade.

4. Finally, the absolute difference is large and the consistency

value small. Here we can no longer trust our reference

data11 and should resort to other methods such as manual

inspection. We observe this situation around the bushes

in Figure 4.17 (right) where the LIDAR scanner delivered

very noisy data.

Finally it should be noted that a more appropriate evaluation

would require the stereo algorithm to propose a disparity dis-

tribution as well. Then, the performance metric would compare

ground truth and computed disparity distribution, e.g. by a

Kolmogorov-Smirnov test.

4.8 Summary and Outlook

4.8.1 Summary

I have presented a methodology to add error bars to image

sequences with disparity ground truth. It is based on previ-

ously measured point clouds and arbitrary calibrated cameras

and therefore highly versatile for all kinds of indoor as well as

outdoor applications. However, due to the chosen 3D scanning

device, the approach is limited to static scenes.

Based on intuitive inputs such as calibration, 2D feature and

3D LIDAR accuracy, I estimated the covariance matrix of our

model at the solution to derive per-pixel depth-distributions.

The results were used to define error bars, e.g. by computing

11Note, that this does not mean that the stereo algorithm is more accurate.
We just cannot make any statements using the reference data here.
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Figure 4.16: Magnification of areas representing cases 1 and 2 in Figure 4.15. Left Pair: Case 1: Reference and
stereo show strong agreement such that the stereo results are considered very consistent (low values in the weighted
image). Right Pair: Case 2: Reference and stereo show strong disagreement. Since the uncertainty in this are is
low, this is a fail case of the stereo algorithm with high probability.(Courtesy Katrin Honauer for creating the crops)
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Figure 4.17: Magnification of areas representing cases 3 and 4 in Figure 4.15. Left Pair: Case 3: Though the
absolute error of the stereo algorithm at the facade is small, the uncertainty allows us to verify that the difference is
significant (large weighted values). Right Pair: Case 4: While some stereo algorithms have issues with the bushes,
the ground truth data is equally uncertain such that we cannot confidently make any statement about algorithm
quality without assessing it manually. (Courtesy Katrin Honauer for creating the crops).
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the interquartile range at each pixel.

Results with a recorded scene showed that the localization

error caused by suboptimal camera estimates significantly dete-

riorates the quality by introducing multi-modal depth distribu-

tions at depth edges, especially at objects close to the camera.

Even with arguably the best hardware available today and highly

tuned manual alignment tools, the disparity standard deviation

exceeds several pixels at nearby objects while simultaneously be-

ing less than a pixel for objects with a disparity smaller than 50

piels. Objects with high geometric detail cannot be measured

with LIDAR reliably, causing additional artifacts in the ground

truth.

Yet, I showed that if the uncertainty of the depth data can

be quantified it is still possible to do meaningful performance

analysis of stereo data using the reference data and uncertainty

distributions.

4.8.2 Outlook

The work presented offers many possible directions for future

work. These shall be summed up in the following paragraphs.

Refined Error Model For the proposed method I used the ac-

curacy claimed in the LIDAR manufacturer’s data sheet, which

should be a very good approximation. In future, more detailed

error models as discussed [20] should be incorporated into the

analysis.

Refined Experimental Setup In terms of our experimental setup,

the accuracy could be improved in smaller scenes by using our

approach with a micrometer-accurate structured light scanner

delivering object meshes rather than point clouds. Then, the

limiting factor becomes camera pose estimation, which is a mat-

ter of future studies.

Application to other Acquisition Setups The method pre-

sented is not limited to our measurement setup. The techniques

can be used, as long as the process of fitting the reference data

to the stereo camera frame can be formulated as an energy mini-

mization problem. More specifically, it is possible to apply these

techniques to existing stereo reference datasets such as Middle-

bury and KITTI to supply per-pixel uncertainty estimates. The
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outcome of such an analysis would either verify the claims on

the the uncertainty made the authors quantitatively or give ad-

ditional insights into where the bounds given do not hold. For

KITTI, the applications of the formulas are quite straightfor-

ward since their setup was the most similar to ours. Since the

LIDAR - stereo setup had a fixed relative pose, the pose uncer-

tainty could be obtained using their calibration data. However,

this doesn’t necessary result in fixed disparity space uncertain-

ties as they additionally apply a ICP [34] step to aggregate mul-

tiple LIDAR frames to one point cloud. Since ICP (once outliers

are removed) is a form of least squares fitting, the uncertainty es-

timate can be easily added to the total minimization functional.

For the Middlebury datasets, the process of estimating the pose

uncertainty remains largely the same. However, the uncertainty

of the reference data has to be obtained in a different manner,

as it is based on stereo matching on highly structured objects

(by using UV paint). Fortunately, stereo matching can also be

interpreted as a least squares problem and the uncertainty of an

estimated correspondence can estimated using techniques such

as the ones described in [70].

Application to other Vision Problems Similarly, the approach

presented is not limited to the generation of reference data with

uncertainties for stereo matching. With the depth map aligned

with the stereo frame and the relative movement between indi-

vidual frames in time known, it is a simple matter of reprojecting

a depth map into the subsequent frame and measuring the dis-

placement to obtain reference data for optical flow estimation.

The parameter fit now not only depends on the current pose es-

timate, but also on the pose of the subsequent frame. Therefore

it is possible to obtain flow uncertainties in a similar fashion by

including nut just the pose uncertainty of the next frame Σtj+1

into the error propagation, but also the block diagonal entries

that correspond to the covariance between the current pose tj

and the pose of the next frame tj+1. Another, somewhat simpler

and faster approach is to propagate the full per-pixel error dis-

tribution into the next frame. This second approach was done

for 100 frames as a proof of concept and the preliminary results

are depicted in Figure 4.18. It is not clear yet how the simplifi-

cations made along the way in the simpler approach will affect

the reference data quality. However, if they methods are equiv-

alent then the simpler one is obviously preferable. Yet, further
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Figure 4.18: Preliminary Optical
Flow Reference Data with Uncer-
tainty Estimates. Top: Prelimi-
nary optical flow reference data en-
coded in HSV with a threshold at 1
pixel of flow magnitude (grayed out
area). Middle: Corresponding
interquartile based scalar uncer-
tainty (HSV threshold at 0.1 pix-
els). Bottom: Flow ground truth
with masking out regions with un-
certainty larger than 0.05 pixels

investigation is required to verify or disprove this supposition.

Application to ToF Stereo Fusion As I argued in the begin-

ning of this chapter, depth map initialization and priors require

uncertainties that take misalignment properly into account. To

this end, the disparity space uncertainty estimates presented

here can be plugged into any fusion technique that makes use of

uncertainties.

Bootstrap Alignment A point that can be criticized is the re-

quirement for manual intervention to obtain absolute pose esti-

mates. While the tools present do speed up the annotation pro-

cess considerably , in practice, it still is not very scalable. Con-

sidering that there currently are over 200 sequences that need

to be processed and the availability of computing resources, the

annotation becomes the bottleneck. Therefore future work on
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Figure 4.19: Cost Matrix for the
bootstrap alignment of sequence 75
(vertical axis) to sequence 77(hor-
izontal axis). The brighter the
pixel, the larger the normalized
cross correlation between the two
frames. The cost was only com-
puted for blockwise equidistant
frames in sequence 75. The red
line indicates the matching with
the largest correlation for each
frame. For the black regions, linear
inter-/extrapolation was used. The
thickness of the line and large res-
olution of the image mask the fact
that the corresponding frames have
a certain jitter of up to 10 frames
between subsequent frames

further reducing manual intervention is required. One possible

solution is to harness the fact that the sequences are similar for

similar pathways that were driven. Therefore automatic frame

synchronization techniques such as [46] could be used to obtain

a rough estimate of camera pose. Automatic Structure from

Motion approaches between these frames could then be used to

obtain a more precise pose estimate. A proof of concept that this

method is potentially useful is illustrated in Figure 4.19. Here,

a distance metric is computed between one of the 7000 frames

in a unregistered sequence and between all 9000 frames from a

registered sequence. More specifically, I computed the normal-

ized cross correlation between the whole images. To speed up

computation, this process was done for blocks of frames equidis-

tantly distributed over the whole sequence. Subsequently, the

best matching pairs are registered with each other using a greedy

strategy. It should be noted that for obtaining the best pairing

without jitter etc, the problem can by solved using a dynamic

programming papproach similar to dynamic programming stereo

matching techniques that work on a single row. Figure 4.20 de-

picts some example pairings of frames. As rough estimate by vi-

sual inspection, the relative distance between bootstrapped and

original scenes was at most a couple of meters, thus enabling the

usage of structure for motion techniques. Yet again, it should

be stressed that this is only a proof of concept. The experi-

ment was undertaken on two sequences that were acquired in

close temporal proximity. Therefore lighting, weather and other

global scene properties were very similar. Further research is

needed to verify these results. Also more elaborate techniques
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will probably be required to make this approach work in practice

considering the different types of scenes.

Key-point free registration A final point I would like to ad-

dress is the fact that the current pipeline makes use of key-point

correspondences for pose estimation. While this is generally con-

sidered acceptable, it does remain unsatisfactory from two view-

points. First, it should be noted that generic automatic key-

point detectors are often biased and do not have an isotropic er-

ror distribution. The Harris corner detector chosen in the work

presented displayed results most unbiased in my experiments,

yet a certain remaining bias remains and can be observed as e.g.

window corners being consistently picked 1 pixel below the ac-

tual position of the corner. The other point is that we are not

directly fitting our raw measurements (LIDAR and stereo im-

ages) to our model of the world. Instead, first derived quantities

are obtained (the key-points) which are subsequently matched.

Simply put, it is difficult to directly fit the range data to the

stereo frames due to the projective nature of image formation

and so far, little work exists on this topic. Yet, preliminary

experiments on synthetic data have shown that it may well be

possible if an initial guess of pose is close enough to the true

solution. To this end, a synthetic stereo dataset with ground

truth has been created with similar specifications as the real

setup. The relative pose between ground truth and stereo frame

was then perturbed by up to 10 cm in translation and 2 degrees

in rotation. The algorithm’s objective was then to minimize the

photo consistency of the projected depth map by rotating and

translating the point cloud. By using a combination of random

Figure 4.20: Examples of boot-
strap alignment between sequence
77 and 75. Top of image pair:
Sequence 75 that is not registered.
Bottom of image pair: Regis-
tered sequence 77. Results shown
from top left to bottom right for
frames 62, 1779, 2200, 4108, 5928
and 7004. The other images show
similar performance. Visual in-
spection of these image pairs sug-
gest a relate pose difference bound
by 2 - 5 meters.
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sampling and gradient descent, it was possible to achieve a sim-

ilar pose error as stated in Table 4.3. While these results are

promising, issues remain that prevent the usage on real data

and are thus subject to further research. With an unconstrained

minimization energy, the optimization often tries to find a pose

that minimizes areas of occlusion, which is frequently not the

desired outcome. Furthermore, without constraining the final

pose, a runaway optimization could just push the point cloud

out the view frustums of both cameras, thus yielding an unde-

fined behavior.
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5
Range Extension of ToF

Imagers

5.1 Motivation

T
ime-of-Flight cameras suffer from range ambiguity due to

the periodic correlation function, from which the phase is

estimated. The disambiguity range can be extended by decreas-

ing the modulation frequency. However, this implies a larger un-

certainty in the depth estimate as the uncertainty in phase does

not depend on the modulation frequency1. The insights gained

during the work on Chapter 3 led to the question whether it is

possible to resolve data ambiguity using only measurements of

the ToF camera without compromising on parameter confidence.

5.2 Contributions

In the following, I revisit the ToF parameter estimation problem

and show that the disambiguity range can be greatly extended if

different modulation frequencies are used in the individual sub-

frames. The resulting least squares problem no longer has an an-

alytical solution. Yet, I show that it is still possible to estimate

the desired parameters by combining a grid search and contin-

uous optimization. Furthermore, I produce initial evidence that

1for a constant number of cycles of integration
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it is possible to speed up the parameter estimation process by

initializing the continuous minimization with the output of non-

parametric regression.

As a result, I present a simple method towards extending the

effective range of a phase based Time-of-Flight (ToF) camera by

means of different modulation frequencies in the individual sub-

frame measurements. Unlike related work, the proposed method

does not rely on strong prior assumptions or additional measure-

ments. At the same time it does not have to bargain on param-

eter confidence. Finally, to validate my claims, I present results

on two real scenes.

The remainder of this chapter is organized as follows: I com-

mence by presenting the related work on range extension in

Section 5.3, before giving a phenomenological treatment of the

ToF measurement model with multiple modulation frequencies

in Section 5.4. Subsequently, I present experiments on solv-

ing this model and initial results on parameter initialization in

Section 5.5. Finally, Section 5.6 concludes this chapter with a

summary and outlook on future work.

5.3 Related Work

The simplest way to extend the range of ToF cameras would be

to choose a lower modulation frequency as this naturally cor-

responds to a larger disambiguity range. Yet, remember that

the reconstruction is based on estimating a phase and the un-

certainty in the phase estimate remains unchanged. This leads

to an increase in the uncertainty of the depth estimate. Another

issue is that for a similar signal to noise ratio, one would require

longer integration times leading to stronger motion artifacts.

Therefore, methods exist that try to extend the range at

higher modulation frequencies. Three different classes of such

methods can be identified. Following [74], one can distinguish

between methods that use a single depth map obtained from

the ToF camera and methods that use information from mul-

tiple depth maps. Both these classes are oblivious to the ToF

measurement principle, i.e. they do not require access to the

raw data. This is in contrast to the third class of methods that

operate directly on the raw data. The proposed method also

belongs to this last class.

Single-frame based techniques make use of a combination of
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the following cues:

• The modulation source can often be approximated by a

point light source. This leads to a quadratic falloff of signal

amplitude with distance. By making the assumption that

the scene reflectance is constant over the whole image, it

is possible to distinguish between different cycles of the

phase [147, 36].

• The other Ansatz is to introduce a regularizer that penal-

izes depth discontinuities of more than the disambiguity

range [63, 57].

Both techniques make strong assumptions on the composition

of the scene. The first assumption is violated in presence of

objects with different infrared albedos. Similarly, large disconti-

nuities cannot be handled by the latter approach. Additionally,

it is not possible to reconstruct absolute depth if all objects

present are offset by more than one ambiguity range.

Methods based on multiple depth maps acquire two depth

frames R1 = {r1
i } and R2 = {r2

i } at different modulation fre-

quencies and then seek two numbers n1,i and n2,i for each pixel

i such that

r1
i + n1,i · r1

amb = r2
i + n2,i · r2

amb, (5.1)

where r1
amb and r2

amb correspond to the ambiguity ranges of the

two modulation frequencies. The two depth images are acquired

either sequentially with the same camera [51] or simultaneously

using a multiple camera setup [35]. In sequential approaches,

the integration time is doubled, thus reducing the effective frame

rate and introducing additional motion artifacts. The simulta-

neous approach, on the other hand, requires additional hardware

and has to consider calibration issues between cameras.

The final class of methods, including the proposed one, are

based on the raw data parameter estimation problem. [143]

present an approach to range extension, where a sum of two

sine waves is used as the modulation signal. This is emulated by

sequentially emitting two different sine modulated signals dur-

ing a single integration period. Then, using Fourier analysis

the depth is reconstructed from at least five sub-frame measure-

ments. In contrast, for the method proposed four measurements

suffice. Moreover, it can be used with little modification of cur-

rent hardware.
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5.4 Measurements with Multiple Frequencies

5.4.1 Parameter Estimation Revisited

Let us recall the raw image formation process (Eq. (2.33)) of

each subframe. The ith subframe measurement in pixel j is

modeled as

IT,i
j (gj , aj , φj) = gj + aj cos

(

i
π

2
+ φj

)

. (5.2)

In the following, the index T and j will be omitted for clarity.

Given the measurements Ii, the reconstruction formula for φ is

given by

φ = atan

(

I3 − I1

I2 − I0

)

. (5.3)

Remember that this is the closed form solution that - together

with the other Equations (2.37) - minimize the least squares

energy

E(g, a, φ) =
3
∑

i=0

(

Ii −
(

g + a cos

(

i
π

2
+ φ

)))2

. (5.4)

Due to the cosine in Eq. (5.4), the residual energy is cyclic in φ

such that for any k ∈ Z

E(g, a, φ) = E(g, a, φ + 2πk). (5.5)

Since the depth r is related to φ by the speed of light c and

modulation frequency fm

r =
c

4πfm
φ, (5.6)

the residual energy is also cyclic in r with periodicity of

ramb = c/(2f). (5.7)

This is illustrated in the top left image in Figure 5.1, which plots

the residual energy for true depth vs. estimated depth for fixed

intensity and amplitude.

By reparametrizing Eq. (5.4) using Eq. (5.6) and replacing

the single modulation frequency fm with a subframe dependent

one fi, i = 0...3, we obtain:

E(g, a, r) =
3
∑

i=0

(

Ii −
(

g + a cos

(

i
π

2
+ fi

4π

c
r.

)))2

. (5.8)
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Figure 5.1: Energy Surfaces For
Different Choices of fi. Inten-
sity and Amplitude of the true sig-
nal were kept constant. The true
depth was varied along the x axis
while the cost for estimating a cer-
tain depth color coded along the y
axis. Light color means high cost,
dark color means low cost. Red
lines indicates regions with the low-
est cost. Top: Single frequency
across all subframes a) 15 Mhz and
b) 20 Mhz leading to a disambigu-
ity range of 10 m and 7.5 m respec-
tively. Bottom: c) Combination
of 15 Mhz and 20 Mhz yields a am-
biguity range of 30 m. d) This cor-
responds to a single frequency mea-
surement at gcd(15,10) = 5 Mhz.
Note the wider lobes in d) as com-
pared to c). Also note the sup-
pressed side minima in c).

Note that this energy no longer has a simple closed form solution

in general. In the following, I will instead give a phenomenolog-

ical presentation of the structure of the problem.

5.4.2 Qualitative Assessment

Energy Surfaces In the following, I consider the residual en-

ergy surfaces for true depth against estimated depth for fixed in-

tensity and amplitude for various choices of modulation frequen-

cies. I first compare the energy surfaces resulting from choosing

two different frequencies f0 = f1 = ν0 and f2 = f3 = ν1 with

the energy surfaces using fi = ν0 ∀i or fi = ν1 ∀i respectively

(cf. Figure 5.1 a) -c) ). With two different frequencies, the

effective range in which the global minimum of the energy is

unambiguous is extended to the greatest common denominator

of ν0 and ν1, similar to the effect seen in the related work using

two depth maps obtained at different frequencies. Comparing

the two-frequency-measurement with a standard measurement

using the greatest common denominator (cf. Fig 5.1 c) and d) )

confirms that both frequency combinations yield the same dis-

ambiguity range. Note that the width of the lobe containing the

global minimum is much narrower when using two frequencies.
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Figure 5.2: Combining Two Fre-
quencies: Top left to bottom
right: 20 Mhz combined with a)
15 Mhz, b) 16 Mhz, c) 17 Mhz, d)
18 Mhz, e) 19 Mhz and f) 20 Mhz.
With the frequencies closer to each
other, the disambiguity range is ex-
tended while at the same time the
strength of the side minima is en-
hanced (Making it more challeng-
ing to find the global minimum).

This corresponds to a smaller uncertainty of the parameter es-

timate and therefore, assuming the same noise characteristics,

also corresponds to a more robust depth estimate.

The observations up till now would suggest choosing f0 and f1

as close as possible and as large as possible to maximize the dis-

ambiguity range whilst minimizing parameter uncertainty. This

is because I have largely ignored the existence of other local

minima in the range of disambiguity. Choosing the largest fre-

quency possible will yield a high periodicity of the local minima

and choosing the frequencies close to each other will cause the

minima caused by ν0 and ν1 to amplify each other. If noisy
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Figure 5.3: Energy Surfaces for
Different Combinations of Two and
More Frequencies. From top left
to bottom right: Energy sur-
faces for a) using two different fre-
quencies sequentially, b) using two
different frequencies alternately, c)
using three frequencies and d) us-
ing four frequencies.

measurements are considered and the theoretically global op-

timum is not distinct enough from the side minima, this will

lead to completely erroneous parameter estimates. This is il-

lustrated in Figure 5.2, where f0 = f1 = 20 Mhz and the other

two frequencies varied between 15 and 20 Mhz. Note how the

range is extended until the greatest common denominator is 1

Mhz (c) and e) ), while at the same time the side minima be-

come stronger. Therefore, a tradeoff has to be made between

large theoretical ambiguity and confidence in the fitted param-

eters and the suppression of side lobes. The choice can then be

additionally constrained by possible hardware limitations.

Alternating the two frequency measurements instead of mea-

suring them sequentially1 roughly doubles the amount of ad- 1 equivalent to f0 = f3 = ν0

and f1 = f2 = ν1ditional local minima while at the same time giving the local

minima lower energy. Therefore, empirically, the sequential case

seems to be better.

The insights gained above extend to three and four measure-

ments (cf. Figure 5.3), with the effective disambiguity range

being the smallest common denominator of all available frequen-

cies. With each additional frequency, the width of the main lobe

containing the minimum is narrowed further. At the same time,
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additional minima are introduced.

Trajectories The analysis of the trajectory of the raw data

measurements as a function of true depth gives further insight

into why using multiple frequencies is beneficial. In Figure 5.4

we visualize the mapping

(I0, I1, I2, I3) → d (5.9)

as a scatter plot. I0 − I3 are plotted against the x, y and z axis.

I4 corresponds to the marker size and the depth corresponds to

the color. For fixed amplitude and offset, the depth was varied

from 0 - 30 meters. A small amount of jitter was added to the

markers to identify ambiguous regions. In the standard case, we

obtain a closed periodic trajectory where R0 − R4 map to mul-

tiple depths. By choosing 15 Mhz as the second frequency, the

curve corresponds to a multidimensional Lisajou figure without

intersections (in four dimensions), such that each depth corre-

sponds to a distinct combination of raw measurements. The

closer the two frequencies are, the tighter the trajectory gets,

such that a slight perturbation of raw measurements leads to a

point in 4D space that actually belongs to another depth. Un-

derstanding that there is a bijection between raw data and true

depth and that the trajectory is smooth, motivates the usage of

non-parametric regression techniques to obtain an initial guess

for the global optimum.

Figure 5.4: Visualization of the
Mapping from Raw Data to Real
Depth. Top: Little noise and Bot-
tom: More noise in the input.
Left: Single frequency (20Mhz).
Middle: 20 Mhz and 15 Mhz.
Right: 20 Mhz and 19 Mhz. The
raw data are mapped to the 3 spa-
tial axis and the marker size. The
depth was varied from 0 to 30 me-
ters. The corresponding true depth
is color coded. For a single fre-
quency case, the trajectory corre-
sponds to a circle with many am-
biguity cycles (amounting in the
noisy visualization). Using two
frequencies, the trajectory corre-
sponds to a Lisajou figure such that
the true depth remains unambigu-
ous in a larger range. Choosing two
frequencies too close to each other
(right side) causes the trajectory to
pass regions that are close by such
that even little noise can cause the
wrong depth being estimated.
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Figure 5.5: Result of Range Exten-
sion on Scene 1 (Hallway). From
top left to bottom right: a) In-
tensity, b) Depth image at 21 Mhz,
c) Depth image at 18 Mhz, d) Ref-
erence data set obtained by apply-
ing Eq. 5.1 to the first two depth
maps, e) Result of the proposed
method using only 4 sub-frames at
21 and 18 Mhz and f) result after
post-processing with a 5 × 5 me-
dian filter. We see that it is possi-
ble to extend the range using only
4 measurements at two high mod-
ulation frequencies. Another thing
we can observe is the depth error
at periodic intervals. This might
be due to the grid used for initial-
ization of continuous optimization
being to coarse.

5.5 Experiments and Results

Due to the additional local minima, a line search or trust re-

gions method was combined with a grid search to solve Equation

(5.8). In the following, I limited myself to choose between four

frequencies, i.e. 18, 19, 20 and 21 Mhz, as they correspond to

the possible frequencies that the available camera2 can be set

to. This yields a total of 256 possible frequency combinations.

The best combination of frequencies was determined by eye-

balling (for a disambiguity range of up to 30 m). Here, f0 =

f1 = 21 Mhz and f2 = f3 = 18 Mhz. To make the system work

on the real camera system, Equation (5.8) had to be extended

to compensate for differences in camera gain at different mod-

ulation frequencies. The gain factors were obtained by linear

approximation of the internal camera calibration. The results

are depicted in Figures 5.5 and 5.6. The scene depicted in Fig-

ure 5.5 is a hallway containing various different albedos and a

maximum depth of 30 meters. In Figure 5.6, we observe a large

courtyard scene where the minimum depth is already beyond

a single cycle of the single frequency measurement. For com-

2PMD Camcube 3
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Figure 5.6: Result of Range Ex-
tension on Scene 2 (Courtyard).
From top left to bottom right:
a) Intensity, b) Depth image at
21 Mhz, c) Depth image at 18
Mhz, d) Reference data set ob-
tained by applying Eq. 5.1 to the
first two depth maps, e) Result of
the proposed method using only
4 sub frames at 21 and 18 Mhz
and f) result after post-processing
with a 5 × 5 median filter. Here,
we see another benefit of the pro-
posed method over traditional sin-
gle frame unwrapping methods: If
all depth values are shifted by one
or more cycles, these methods can-
not recover the absolute depth.

parison, I display the range maps obtained by the individual

frequencies, a ‘reference image’ obtained by applying Eq. 5.1 to

two full frame measurements as well as the depth map obtained

by the proposed method and a 5 × 5 Median filtered version

thereof. We can see in both scenes, that the proposed method

is able to extend the range of the ToF system. Yet, there are

erroneous measurements visible at specific distances due to er-

roneous local minima. I believe that these may be distances at

which the trajectory of the raw data may be too close to an-

other local minimum (cf. Figure 5.4). Note also that the scene

in Figure 5.6 is such that common single-frame based methods

will not be able to reconstruct the absolute depth.

Regression Doing a grid search for obtaining the global mini-

mum is not feasible for systems designed to deliver data in real-

time. The evidence in Figure 5.4 showed that, while no analyt-

ical solution can be obtained, it might still be possible to learn

the mapping between raw channels and depth. This mapping
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Figure 5.7: Result of Non-
Parametric Regression for Initial-
ization of the Continuous Opti-
mization. The mapping between
the raw data channels and the true
depth was learned from synthetic
reference data sampled on a grid.
The method used was an ensemble
of regression trees. Here I present
the predicted depth values given
input data perturbed with differ-
ent levels of noise. For compari-
son: For the real camera employed,
the noise level (normalized by max-
imum raw data value) is around
0.002-0.006 (for scenes with normal
indoor lighting).

was learned for f0 = f1 = 21 Mhz and f2 = f3 = 20 Mhz 3 using

regression tree ensembles [26]. The input data was generated

synthetically on a grid with 10 cm spacing in the distance be-

tween 0 and 50 meters. The amplitude chosen at a spacing of

0.02 between 0 and 0.2 and the intensity was chosen at a spac-

ing of 0.1 between 0 and 1. After inference, the locations of the

parameters were estimated using the synthetic raw data with

different noise levels as input. The results are depicted in Fig-

ure 5.7. As we can see, it is possible to learn an initial mapping

between raw data and the true depth. The majority of points

lay in the correct local minima for all levels of noise. For the

two larger noise levels, the estimates sometimes fall into the next

local minimum. Yet, even this case can considerably reduce the

search space of initial values for continuous optimization.

5.6 Summary and Outlook

5.6.1 Summary

I this chapter, I presented a simple method capable of extending

the disambiguity range of Time-of-Flight cameras by controlling

the modulation frequency between sub-frames. I commenced by

providing a phenomenological overview of how the choice of dif-

3This amounts to a disambiguity range of 50 m.
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ferent modulation frequencies affects the energy surface of the

least squares problem and the mapping between raw data chan-

nels and depth. Next I showed on real datasets that the resulting

least squares problem can be solved using a combination of grid

search and continuous minimization. Finally, I provided evi-

dence that the optimization can be sped up by means of non

parametric regression to obtain an initial guess.

5.6.2 Outlook

In the future, two lines of work are of particular interest:

Sensor Model As I mentioned in the previous section, every-

thing that affects the mapping from raw data to metric depth

has to be known for this method to work. For real cameras, this

also means that the sensor response and internal depth calibra-

tion have to be known analytically. The results I presented used

a simple linear approximation to the unknown internal calibra-

tion of the utilized camera. Instead, future work should focus on

more refined analytical models [163] to approximate this map-

ping.

Experimental Design Currently available cameras do not pro-

vide the additional hardware control required to arbitrarily choose

modulations frequencies. Yet, this is not an inherent limitation

of the hardware4. Therefore, assuming that there is a large range

of possible frequencies, the question comes up how to choose the

best ones. This corresponds to a well studied question in the

field of experimental design. Applying the techniques known in

that field could therefore yield interesting answers of what de-

sign parameters a Time-of-Flight camera must have to achieve

the smallest measurement uncertainty over a wide range of pa-

rameters.

4Based on personal correspondence with manufacturers.
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6
Reflections on Stereo

6.1 Motivation

S
pecular surfaces are a source of error for many depth

imaging techniques, be it ToF imaging and passive stereo as

we have seen it in Chapter 3 or other methods such as structured

light. It is therefore essential to a) understand how reflective

surfaces cause errors and to b) investigate, whether such errors

can be accounted for in a principled manner. In the following,

I present work on the analysis and modeling of reflections for

passive stereo reconstructions.

The traditional approach to stereo matching frequently mod-

els image formation as a world consisting of Lambertian surfaces

observed through a perfect pin hole camera. While these as-

sumptions, together with the right regularization, do suffice in

many settings, there remain real-world situations where this is

not the case. Recent benchmarks and challenges [124, 60, 187]

have shown that there are often situations where the imaging

model is violated, whether geometrically or radiometrically (e.g.

different gains, non-Lambertian surfaces, lens flare). Reflective

surfaces violate the Lambertian world assumption and cause the

observed color of a surface point to depend on the viewpoint. In

turn, this leads to false minima in stereo matching data terms

that depend on some form of brightness constancy (cf. Eq. (2.25)

and Figure 6.1). The traditional approach to handle specular
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Figure 6.1: Illustration of Er-
rors Caused by Reflective Sur-
faces. Left: Stereo image. Right:
disparity map resulting from the
RankSGM stereo method [77]. The
color observed on the road at the
reflection of the silhouette depends
on the position of the camera. The
algorithm therefore assigns erro-
neous disparity values at this loca-
tion.

surfaces is either by robust data terms (e.g. correlation or rank

order statistics) or by using strong regularization techniques.

The work presented here has a different goal and was guided by

the following questions: Is it possible to derive a data term that

explicitly takes reflective materials into account? And if so, is

this model of any use? Can we estimate scene parameters using

this model?

6.2 Contributions

The findings on stereo with reflections are summarized in Figure

6.2. By additionally modeling up to two bidirectional reflectance

distribution function (BRDF) parameters (cf. Section 2.1.2), it

is not only possible to remove errors due to reflective surfaces,

but it is also possible to obtain material information from the two

images that can potentially be used for segmentation purposes

or view synthesis. Finally, while not explicitly estimated, the

separation of diffuse components and reflection components falls

out of the box. Note that the work presented does not include

any form of global regularization or post-processing on top of the

presented results. This derived from the goal is to give insights

upon the utility of the proposed models. The images displayed

are a sole result of the proposed models and per-pixel inference

techniques.

In Section 6.4.2, I revisit the roots of stereo matching as a

least squares problem and from this formulation derive simpli-

fied models that take reflections into account. Also, I show that

traditional diffuse world stereo is in fact just another special case.

The models are parameterized by per pixel depth, normals and

up to two surface material parameters which encode strength of

the reflection component and roughness of the reflecting surface.

All in all, there are up to 5 parameters per pixel. The resulting

optimization problem is high dimensional and requires that the
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Figure 6.2: Stereo with Reflec-
tions. By explicitly parametrizing
two BRDF parameters as well as
geometry (a total of 5 parameters
per pixel), and exploiting the abil-
ity of PatchMatch to efficiently op-
timize high-dimensional energies,
it is possible to obtain the BRDF
and a better geometry.

surface belonging to each pixel ‘knows’ which surfaces it reflects

from, thus yielding large non-local interactions. I demonstrate

that the inference still is tractable using Stereo PatchMatch [19]

with extensions that enable efficient reflection computation and

more accurate normal estimation (cf. Section 6.5.2). While the

computation of accurate surface orientation is usually not the

main goal in stereo matching, it turns out that accurate nor-

mal estimation is the key to handling reflective surfaces. These

insights and the properties of the resulting algorithms are fur-

ther discussed in Section 6.6. Before describing the method I

will first review the related work and position the contributions

made with respect to them.

6.3 Related Work

Non-Lambertian Vision Early approaches in handling specu-

lar surfaces involved the detection of specular highlights [9, 27,

61, 105, 140] and subsequent exclusion of the detected areas from

stereo matching. Another approach with a similar goal is the us-

age of a cost function that is invariant to specular highlights, for

example the image gradient [19, 139] or rank-based costs [78,

79]. Both of these cost types achieve robustness towards global

or low frequency radiometric differences in the input images, but

still have issues with strong specular highlights or high frequency

reflections. For handling stronger highlights, Jin et. al. [89, 88]

make use of a rank-based cost, though in a multi-view setting.

All these methods have in common that they do not change the

diffuse world model. Instead, the reconstruction is limited to

the diffuse parts, either directly by detection, or indirectly by

incorporation in the cost function.
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On the other hand, the apparent movement of specular high-

lights provides information on the normals and surface curva-

ture of object surfaces [17, 195]. These movements have been

harnessed to reconstruct mirror surfaces [153, 2, 107]. These

methods are in some sense complementary to the methods de-

scribed earlier as they model perfect mirror surfaces and require

controlled lighting conditions and assume orthographic projec-

tion.

An approach to treat both reflective and diffuse surfaces —

and transparent objects as well — is layer separation, where the

world is treated as a set of semitransparent depth layers mix-

ing the color with each other. Levin and Weiss [113] use user

scribbles of edges belonging to different layers and regularization

based on natural image statistics to obtain such a layer separa-

tion.

With multiple calibrated views, epipolar plane analysis [21]

can be used to separate different depth layers [39, 183]. Finally,

for stereo images, Tsin et. al. [180] find multiple layers by ‘nested

plane sweeping’, essentially extending the disparity search space

to pairs of depth hypotheses per pixel. These previous models

restrict the source of reflected light to so-called ‘horizontal’ dis-

parities, In reality however, but reflected light can come from

anywhere in the scene.

The model presented here is quite different in that the physical

properties of the observed surfaces are modeled. These physical

properties implicitly define a second observable layer. By doing

so, it is possible to use reflection information in the image wher-

ever it is available and thus obtain something close to a material

segmentation of the image for free.

An alternative might seem to be an example-based approach

to material modeling [178]. Here, the correct matching color

values of reflected surfaces under different viewing and lighting

angles for a single light source were learned for a few materials.

This look-up table was then used as a stereo-matching cost in

scenes containing the learned materials. Although this method

is similar in that it tries to get material specific information,

it differs in that it does not learn the material BRDF itself,

but the appearance under a single light source of fixed strength.

The number of examples required to learn the case of general

reflections would therefore seem prohibitively large using this

approach.
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Inverse Rendering Finally, the work presented here is closely

related to various inverse rendering problems. Here, the world

and lighting parameters consistent with an observed image need

to be found such that they satisfy the rendering equation [92].

Common problems [142] require that a certain subset of variables

has to be known. Inverse lighting requires known geometry and

reflectance to estimate light sources [118, 90], and inverse re-

flectometry is concerned with BRDF measurements with known

geometry and lighting [119]. For estimating geometry, Liu and

Cooper [115] showed that MRFs can be used with very high order

interactions to solve an inverse ray tracing problem albeit still

with diffuse reflectance. In [189], the authors showed that the

simultaneous estimation of geometry and specular reflectance is

possible if the light sources are known. The method described

here is similar with respect to the fact that my model formulation

has similarities with the Radiosity equation [65] used in many

inverse rendering algorithms, though unlike the other methods

the goal was to estimate all model parameters jointly.

Inference Techniques The inference problem that is required

to be solved here has a high-dimensional state vector at every

pixel and an energy with long-range interactions between pairs of

pixels. Moreover, the variables participating in the interactions

are themselves a function of the unknown parameters. Until

recently, this would have appeared tractable only for very simple

greedy algorithms. However, recent work on the PatchMatch

algorithm [81] has shown that it is an effective optimizer even

for very high-dimensional state vectors.

6.4 Reflections on Stereo

Before diving into the model derivation in Section 6.4.2, I would

first like to give an intuition on the appearance of specular re-

flections and how they affect the stereo reconstruction. In the

following, I utilize the geometric optics approximation of light

propagation, as it suffices to explain the effects under consider-

ation.

6.4.1 Understanding Reflections

Types of Specular Reflections As specular reflections are best

understood by example scenes, I want to point to Figure 6.3,
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Figure 6.3: Example Scenes with
a Specular Floor Surface. Top:
Scene. Bottom: Additive view-
point dependent reflection compo-
nent. The relative strength of the
reflection is kept constant while
the specular roughness is increased
from left to right. Note, the low-
pass effect that increasing mate-
rial roughness has on the reflec-
tion component. For stereo match-
ing, the mirror reflection case on
the left is more difficult to handle
due to the additionally introduced
color edges by the reflections.

which depicts three scenes that were created using a renderer

that models the global light transport in the scene. The ma-

terial properties of the floor were varied while the geometry of

the scenes remained identical. The left column depicts a sur-

face that reflects part of the received light like a perfect mirror.

This is often the case for coated objects or objects polished to a

high degree. The surface normals all point in exactly the same

direction such that we can observe a sharp mirror image of the

reflected object. First thing to notice is that reflections are an

additive property, that is, if the camera has a linear intensity

response, the observed image is an addition of a specular com-

ponent and a diffuse component. Stereo matching works well on

the diffuse component while the specular component suggests

an erroneous depth that corresponds to the virtual distance of

the reflection. With an increased amount of imperfections on

a microscopic scale that lead to a distribution of possible sur-

face normal directions on the visible scale, the reflected image

becomes more blurred (middle column). This is because the

surface increasingly reflects not only from the mirror direction,

but also from its surroundings. Most everyday surfaces display

this kind of behavior (e.g. in practice it is difficult to perfectly

polish a surface). Note how the reflection component is blurred

even more with increased micro-facet roughness (right column)

such that it is hard to discern the reflection at all if the reflected

surface is further away from the observed point. The roughness

parameter acts as a distance dependent low-pass filter of the re-

flected image. This is an important insight, as a model trying

to handle reflections should therefore also account for this effect.

Also note that stereo methods making a diffuse-world assump-
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Figure 6.4: Effect of Reflection
Strength on Diffuse Stereo Recon-
struction. The cost function for as-
signing a certain disparity to the
marked pixel is plotted for increas-
ing strength of the reflection com-
ponent. Left image and corre-
sponding disparity maps in cyclic
coding for a diffuse and a highly
specular scene are depicted in the
two left rows. Note how the cost
function minimum jumps from the
right disparity value and the dis-
parity of the reflected image with
increased reflection strength.

tion will have little trouble in this final case since most of the

signal variation which is used for matching purposes stems from

the surface itself. This is why diffuse-world stereo often still

works even though most materials do violate the Lambertian

world assumption to some degree.

Effect of Reflections on Diffuse Stereo Diffuse stereo meth-

ods do not always fail in presence of reflections as illustrated

in Figure 6.4. Whether the right distance is estimated depends

on the relative strength of the reflected signal as compared to

the diffuse signal. Additionally, as illustrated in the previous

paragraph, it also depends on the variation of the reflected sig-

nal compared to the diffuse one. The transition between correct

and erroneous depth estimate is not gradual but binary. Once

the reflection signal variation is stronger than the diffuse signal

variation, the wrong disparity is chosen. Before that, the depth

estimate is correct. Note that the actual threshold value where

this switch occurs also depends on the data term used. Robust

Data terms as discussed in the related work can often raise this

value but can never completely eliminate it.

6.4.2 Modeling Reflections

The scene parametrization is depicted in Figure 6.5. The world

is assumed to be representable on image grid Ω, where each pixel

i ∈ Ω represents a surface element parametrized by radial dis-

tance ri from the primary (left) camera center, surface normal

orientation (θi, φi), diffuse color fi and additional material pa-

rameters (µi, [σi]). Note that though ri is a scalar, it implicitly

corresponds to a 3D point and also a ray direction by a func-

tion xv(ri), defined only by the (known) camera parameters in
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v. When the superscript v is omitted, I refer to a 3D point in

the primary camera system. Similarly, (θi, φi) define the normal

n(θ, φ) and ri and n together define a plane p(r, n). Wherever

it eases readability, I simply refer to these derived values as xi,

ni and pi respectively. The color vector fi is required only for

the derivation of th model. With the simplifications that will be

made, we will see that fi can be implicitly recovered from the

observed color using the other parameters.

For each pixel I define a vector of unknown parameters

si = {ri, fi, θi, φi, µi, σi}. (6.1)

With bold face capital letters I refer to the set of a single pa-

rameter over all pixels, e.g. R = {ri}, i ∈ Ω, S = {si}, i ∈ Ω.

Next, I define V as the set of cameras defined by their extrinsic

and intrinsic parameters and the mapping

πv : R3 → R
2, v ∈ V, (6.2)

that projects 3D world points into view v. When applied to

scalar ri, define

πv
i (r) = πv(xi(r)), (6.3)

which takes depths at pixel i in the reference view to view v.

Finally, let C be a color space and let

Iv : R2 → C, v ∈ V (6.4)

map the position on the 2D image plane of camera v to the

observed color at this point with bilinear interpolation for non-

integer coordinates. The least squares stereo data term can then

Figure 6.5: Scene Representa-
tion. Per pixel, surface geometry
is parametrized using the depth r

along the pixel ray and the sur-
face normal represented by the Eu-
ler angles (θ, φ). Materials are
represented by a mixing parame-
ter µ and optionally the specular
roughness σ. Larger µ corresponds
to stronger reflections. Larger σ

means more diffuse reflections.
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Figure 6.6: Illustration of the
Screen Space Version of the Ren-
der Equation. The observed color
in a pixel is a weighted sum of the
diffuse color parameters of all other
pixels.

be expressed as the sum of pixel-wise costs

LSQ(S) =
∑

i∈Ω

E(si, S), (6.5)

where the pixel-wise cost E(si, S) is defined as

E(si, S) =
∑

v∈V

||Iv(πv
i (ri)) − m(si, S)||22. (6.6)

The model function m introduced here computes the observed

color of i as a function of the parameters si in i and the set of

all other world parameters S. Of course, si ∈ S, but I want to

put an emphasis on the dependency on the parameters of the

first surface that is observed.

The observed color from any viewpoint is most generally ex-

plained by the rendering equation [92] (cf. Figure 2.1 ), which,

modified to my notation and assuming isotropic light sources is

given by (cf. Figure 6.6)

m(si, S) = ei +
∑

j 6=i

c(si, sj , S)Lij . (6.7)

In essence, this equation states that the color observed at a loca-

tion (the pixel) from a surface point corresponds to the amount

of light ei that the surface patch emits itself and the fraction

c(si, sj) of light Lij(S) received from another surface point j

that is reflected into the camera pixel. The function c corre-

sponds to a discrete version of the BRDF, which, as a reminder,

is a material specific property that governs how surfaces appear

under different lighting and viewing angles (cf. Section 2.1.2).

Note that in general, the light transported from one surface to

another depends on the light that the transmitting surface re-

ceives from all other surfaces in the scene etc. There is no ana-

lytical solution for the forward problem such that renderers have

to employ Monte Carlo or Finite element techniques to compute

the full global light transport. w.l.o.g. I assume that the BRDF
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c decomposes into a diffuse, viewpoint independent part (i.e. a

constant part) and a viewpoint dependent specular part

c(i, j) = cdiff
i + cspec(si, sj), (6.8)

such that Equation (6.7) can be written as

m(si, S) = ei +
∑

sj∈S

cdiffLij +
∑

sj∈S

c(si, sj , S)Lij . (6.9)

Since the amount of light received from the other surfaces is

viewpoint independent Lij , I define the diffuse color fi of the

surface point as

fi = ei +
∑

sj∈S

cdiffLij . (6.10)

Finally, I make a single-bounce assumption: the light re-

ceived from another surface position only corresponds to its dif-

fuse color. Obviously the model now cannot explain multiple

reflections, but this is an approximation required to make the

model tractable. Using this approximation, Equation (6.6) can

be rewritten as

E(si, S) =
∑

v∈V

∥

∥

∥

∥

∥

I
v(πv(ri)) −

(

fi + µi

∑

j∈Ω

c
spec(si, sj)fj

)∥

∥

∥

∥

∥

2

2

. (6.11)

The actual model that is now obtained depends on the defi-

nition of cspec. In the following, I will show that the standard

stereo model is a special case of Equation (6.11) with a diffuse

BRDF. Further more, I will present two other models that are

of interest and which arise by plugging in other BRDF models.

All of these models are illustrated in Figures 6.7, 6.8 and 6.9.

Diffuse World Stereo (DN)1 For cspec(si, sj) = 0 ∀i, j ∈ Ω,

we obtain

Figure 6.7: DN model. The ob-
served color only depends on the
first observed surface. The depen-
dency on surface normals only ap-
pears when per-pixel cost is aggre-
gated over a support window as
done in Section 6.5.2.

E(si, S) =
∑

v∈V

‖Iv(πv(ri)) − fi‖2
2. (6.12)

The solution for F given two views V = {L, R} and depth map

R is

fdiffuse
i =

IL(πL(ri)) + IR(πR(ri))

2
. (6.13)

1Depth, Normals. The normals are only used in combination with cost
aggregation
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Replacing fi in Equation (6.12) with fdiffuse
i , we obtain

LSQ(R) =
1

2

∑

i∈Ω

∥

∥

∥IL(πL(ri)) − IR(πR(ri))
∥

∥

∥

2

2
, (6.14)

which coresponds to the standard least squares stereo matching

term.

Delta-BRDF Model (DNM)2 Consider

cspec(si, sj) =







µi if H(ni)xi(ri) × (xj(dj) − xi(ri)) = 0

0 otherwise ,

(6.15)

where H(v) = I − 2vv′ is the Householder transform that de-

scribes mirror reflection.

This BRDF model corresponds to a perfect mirror reflection

which is only weighted by the parameter µi. The inner sum in

Figure 6.8: DNM Model. The ob-
served color depends on the diffuse
color of the first-bounce f0 and the
diffuse color of the second bounce
in mirror direction. The strength
of the reflection is governed by pa-
rameter µi.

Equation (6.11) reduces to

E(si, S) =
∑

v∈V

∥

∥

∥Iv(πv(ri)) −
(

fi + µifρ(i,v)

)∥

∥

∥

2

2
, (6.16)

where the function ρ(i, v) finds the pixel corresponding to the

intersecting surface point. In practice ρ has to be implemented

by some form of ray tracing. In the next section, I show how

this is done efficiently in screen space. Also note how this model

is extremely sparse for a fixed choice of surface normals.

Rough Gloss Model (DNMS)3 Finally, I consider a specular

term of the form

cspec(si, sj) =







µi

M(S,i) if
〈

H(ni)xi(ri)
||H(ni)xi(ri)|| ,

xi(dj)−xi(ri)
||xi(dj)−xi(ri)||

〉

< σi

0 otherwise ,

(6.17)

where M(S, i) is a normalizing factor corresponding to the num-

Figure 6.9: DNMS Model. The
observed color depends on the dif-
fuse color of the first-bounce f0 and
on all surface points that are ob-
served under a certain range of an-
gles around the mirror direction.
The range of angles taken into con-
sideration depends on the rough-
ness parameter σ0.

ber of pixels for which the condition is true. This type of BRDF

implies a constant value if the angle between mirror reflection

direction and direction toward sj is smaller than a certain thresh-

old defined by the fourth parameter σ. With this kind of BRDF

model, I try to emulate the roughness parameters observed in

common BRDF models such as Phong, Gaussian or Ward BRDF

2Depth, Normals, Mu
3Depth, Normals, Mu, Sigma
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models. The corresponding energy is

E(si, S) =
∑

v∈V

∥

∥

∥

∥

∥

∥

Iv(πv(ri)) −



fi +
µi

M(S, i)

∑

j∈Ω̃(v,σi,ri,ni)

fj





∥

∥

∥

∥

∥

∥

2

2

.

(6.18)

The differences to Equation (6.11) are quite subtle. cspec can be

eliminated by reducing the support of the inner sum to those

pixels that lie in the valid range. The number of entries in

the sum can still get quite large with a larger distance between

viewed surface and reflected object, thus making the evaluation

of the objective very time-consuming. In the next section a

constant time screen space approximation for the computation

is presented.

Eliminating first bounce fi The two Equations (6.16) and

(6.18) both have the structure

LSQ(S) =
∑

i∈Ω

∑

v∈V

‖Iv(πv(ri)) − (fi + µir
v
i (F ))‖2

2, (6.19)

where ri is the reflection component. Following the same argu-

ments as in the diffuse case, the least square solution for fi is

given by

fdiffuse
i =

IL(πL(ri)) + IR(πR(ri)) − µi

(

rL
i (F ) + rR

i (F )
)

2
, (6.20)

yielding the following per pixel matching cost for both Equation

(6.16) and (6.18):

E(si, S) =
1

2

∥

∥I
L(πL(ri)) − I

R(πR(ri)) − µi

(

r
L
i (F ) − r

R
i (F )

)∥

∥

2

2
. (6.21)

While f has not been completely eliminated from the cost, it

now only appears in the reflection term. In the next section,

this is further simplified to compute reflections in screen space.

In the following, I will refer to the two least squares ener-

gies derived by applying Equation (6.21) to Equations (6.16)

and (6.18) as the DNM and DNMS models respectively. Simi-

larly standard stereo matching with surface orientation (cf. Eq.

(6.12)) will be referred to as DN.

Offscreen bounces As written, the model assumes that specu-

lar bounces touch parts of the scene that are visible in the image.

In a similar vein, some readers may wonder how light sources

outside the scene were not mentioned at all. The straight for-

ward answer to this is model tractability. Some form of prior
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information has to be introduced to estimate anything outside

the scene. In the present work, the main interest is in what can

be derived only from information available in the image. There-

fore, instead of additionally modeling lights and shading as com-

monly done in shape from shading/intrinsic image research, the

diffuse shading and diffuse reflection of lights as well as surface

emissivity are just part of the diffuse color fi. Similarly, if the

diffuse color is not limited to lie in the [0, 1], fi can also model

observed light sources. The case when the model is violated is

when a specular surface introduces the off screen bounces. As

mentioned, handling these is subject to future work.

6.4.3 Model Validation

Before discussing inference strategies, I first present experiments

intended to verify that the correct solution also has the lowest

least squares energy. Experiments were undertaken on small

(32x32) px synthetic images rendered using Blender with known

ground truth and the DNMS model.

Random Sampling A varying percentage of ground truth pa-

rameters were perturbed with different levels of additive Gaus-

sian noise. The set of feasible reflection pixels were computed

by brute force comparison of the spatial relationship between all

pairs of pixels. The results are depicted in Figure 6.10. For

all but 60 tested realizations, the perturbed parameters have a

higher residual energy than the correct solution. These cases oc-

curred at the lowest noise level, where the parameters are very

close to the real solution.

Energy Surfaces To further verify the validity, energy surfaces

of slices around the ground truth parameters were computed and

are visualized in Figure 6.11. The first experiment varied the

parameters along the µ - σ plane with all other parameters being

ground truth. The energy minimum is close to the ground truth

parameter set, but does not coincide with it. As the µ does

have the right value of 0.7, this can be explained by the sim-

plified DNMS roughness model as compared to the Beckmann

microfacet Model used by the renderer. The second experiment

varied the normals around the ground truth normals. With the

ground truth normal pointing in direction of the y axis, the per-

turbed normals were changed using rotating by angles αx and
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Figure 6.10: Model Verification by
Random Sampling for DNMS. The
parameters were randomly per-
turbed around the correct solution.
Individual lines correspond to dif-
ferent levels of noise. All measured
values are plotted in gray addition
to mean and standard deviation of
repetitions. The proposed DNMS
model has the lowest LSQ residual
energy for all but 60/16100 tested
realizations. These 60 cases oc-
curred at the smallest noise level,
where the parameters were very
close to the correct solution.

αz and around the x and z axes respectively For this case, the

ground truth parameter set corresponds to the energy surface

minimum. Also, both surfaces seem smooth around the desired

solution such that gradient based methods could work if initial-

ized sufficiently close to the right solution.

6.5 Inference

The DNM and DNMS models still have large non-local interac-

tions. This is because the reflected color observed in a certain

pixel still depends on the geometry of the whole scene and on

the diffuse color of the reflected pixels. Finding the right infer-

ence technique was therefore subject to quite an amount of trial

and error. Each of the attempts resulted in new insights that to

some extent have been discussed in Section 6.4.1 and to some ex-

tent motivated the method that I present in Section 6.5.2. The

attempts and insights will therefore be presented briefly in the

next section first.
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Figure 6.11: Energy surfaces of
the DNMS model along parameter
slices around the ground truth pa-
rameter set. Left: Surface along
µ- σ slice. Right: Surface depend-
ing on normal orientation along αx

- αz .

6.5.1 Lessons Learned from Early Approaches

The DNM and DNMS models have large non local interactions

as the reflected color observed in a certain pixel depends on the

geometry of the whole scene and the diffuse color of the reflected

pixels. Finding the right inference technique was therefore sub-

ject to quite an amount of trial and error. Each of the (failed)

attempts resulted in new insights that may of interest to some

readers and will be presented in the following.

Direct Minimization The method that suggests itself and that

was also tried first is to directly solve the energy minimization

problem given by the render equation. Since each pixel can po-

tentially interact with any pixel, this requires the computation of

derivatives of the per pixel energy with respect to the parameters

in all other pixels. Other than being slow for all but the smallest

of problems4, the energy surface does also have many local min-

ima, especially if the diffuse color F is left in the optimization.

Given an arbitrary depth and material constellation, the nearest

local minimum can always be found by setting the diffuse color

to be a mix of the left observed image and whatever the cur-

rent geometry projects to in the right image. The issue of the

computation of a large dense Jacobian can be countered to some

extent by observing that for a given constellation of geometry,

the number of interactions is actually small in the DNM model

and also in the DNMS model if only short range interactions are

4A 16 × 16 px color image has a DNMS Jacobian that is 2048 × 768, which
has to be evaluated for each iteration of the continuous minimizer.
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taken into account. Therefore, in these cases, the Jacobian is

in fact sparse, but the structure of sparsity can change in every

iteration, depending on the current set of parameters (e.g. that

the reflected mirror reflection point depends on the geometry of

the scene). Another approach we therefore tried was to com-

pute the pixel interactions in an outer loop and then to apply

continuous minimization on this sparse model in an inner loop.

The problem observed here is that, by fixing the structure of

interactions between pixels, it is no longer possible to compute

derivatives of the reflected color with respect to the change in

normals ∂ni
ri. As it turns out, this is quite essential towards

solving the inference problem. On a similar note, it should be

observed that the DNM model, in essence, makes it impossible

to calculate the ∂ni
ri without any further approximations.

Scale Space Approaches Another approach considered for han-

dling the large parameter space was to utilize a scale space ap-

proach commonly employed to tackle spurious local minima as

well as the large computational burden when applying contin-

uous/variational techniques to reconstruction problems. Such

algorithms operate on a scale space pyramid constructed from

the original observed image(s). For the case of stereo match-

ing and in its simplest form the algorithm works as follows: N

filtered images IV
k , k = 1, ..., N are created by filtering the ob-

served images IV using a Gaussian filter with standard devia-

tion σb/αk, where σb is the Gaussian standard deviation at the

largest scale and α is the ratio between scales. Then, the idea is

to iteratively apply the stereo algorithm on successively smaller

scales starting at the largest one. The smoothing process elimi-

nates high frequency variations of the image and therefore also

the high frequency variations of the energy (and thus the local

minima). By successively applying the method on decreasing

scales, the location of the local minimum can then be refined if

the previous iteration decreases the distance to the right mini-

mum. This kind of coarse-to-fine inference strategy makes the

basic assumption that the optimal parameter set is consistent

over different scales. For reflective surfaces this is frequently not

the case. The majority of surfaces have some form of micro facet

roughness causing diffuse specular reflection. Since diffuse reflec-

tion components bear some similarities to a low-pass or smooth

version of the perfect mirror reflection, reflection components

and diffuse signal from the first bounce surface may frequently
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appear at different scales. At a coarse scale, there may therefore

only be evidence for the erroneous depth given by the reflection

component and no evidence of the actual depth.

Planar Proposals Finally, an ad-hoc approach was attempted

which used planar proposals sampled from the diffuse stereo re-

sult. The motivation behind such a strategy was that errors

caused by reflections are binary in nature (i.e. if the diffuse sig-

nal is strong enough, the estimated geometry is correct) and that

erroneous regions often lie on the same surface next to regions

with the correct geometry. After computing the depth map using

a diffuse stereo approach, the per pixel normals were estimated

using a 3 × 3 px neighborhood of the depth map around each

pixel. From this depth and normal map, planar proposals with

random material properties were created. These planar propos-

als were used to estimate the direction of reflection and the first

bounce color. The second bounce color was then computed us-

ing the diffuse stereo geometry. This proposal was then fused

with the original diffuse world solution using fusion moves [108].

While this approach did work for small images, it failed on larger

images. The first issue was that the normals derived from the

diffuse stereo result were not accurate enough for sampling pur-

poses, especially on larger images where small errors in normals

result in large (in number of pixels displacement) changes of the

reflected image. The other issue was that such a method could

not tackle curved surfaces very well.

6.5.2 Continous Data-Driven PatchMatch

Summarizing the findings presented in the previous section, di-

rect continuous minimization of the energy is slow and does not

yield any useful results as the optimization converges to local

minima. Variational techniques need a good initial guess or

a scale space approach. Cues for the actual surface and the

reflected surface appear on different scales, thus violating the

basic assumption of scale space approaches that the estimated

depth is consistent over all scales. Planar proposals sampled

from the diffuse stereo result showed promising results on small

images containing a large planar surface. However, they failed

on curved surfaces and on larger images as normals obtained

from the diffuse stereo result did not have the required accuracy

on larger images.
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Yet, the approach using planar proposals sampled from the

diffuse stereo result seemed to be most promising, but needed

some modifications:

• The planar proposals chosen have to not only be sampled

from the diffuse stereo solution but also around it,

• the planar proposals have to be defined locally to account

for curved surfaces,

• the estimated normals of diffuse stereo need to be more

accurate to cater for sampling and finally,

• since the reflected image is very sensitive to the change in

normals, we require a method for computing derivatives of

the reflected image with respect to the surface normals.

PatchMatch Stereo [19] offers the first two properties and

therefore lent itself as the framework for inference. In the fol-

lowing, I show that by making some further simplifications to

the model and some extensions to the framework, both DNM

and DNMS models can be solved using stereo Patchmatch. The

basic strategy is to first solve for standard diffuse stereo to ob-

tain an initial guess for geometry. To achieve normal estimation

of sufficient accuracy, PatchMatch with continuous refinement

is required. This novel extension to PatchMatch inference is de-

scribed below. Using this initial guess, again two iterations of

continuous PatchMatch are applied using the DNM or DNMS

models respectively to obtain the final result.

PatchMatch Stereo revisited

PatchMatch stereo operates on an extended cost volume

C : ω × R
N → R, (i, si) → Epm(si), (6.22)

which outputs the cost for assigning parameter si to pixel loca-

tion i. Epm is usually defined as a basic pixel cost E(si) aggre-

gated over a support neighborhood Npm(i) around i, with

Epm(si) =
∑

j∈Npm(i)

w
(

IL(i), IL(j)
)

E (τ(j, si)) . (6.23)

Here, w(IL(i), IL(j)) is an optional weighting term that can ei-

ther be constant 1 or an color adaptive support weight

wij = w
(

IL(i), IL(j)
)

= exp(γ−1|(IL(i) − IL(j))|). (6.24)

124



6.5. INFERENCE

The mapping τ transforms the si, which is represented according

to pixel i into a representation according to pixel j. For standard

fronto-parallel stereo where disparities di are estimated (si = di),

the mapping is

τD : (j, di) → di. (6.25)

In [19] it is assumed that the patch geometry can be described

by a slanted plane, therefore we get

τDN : (j, {ri, ni}) → {||xj ∩ pi||, ni}. (6.26)

The ∩ symbol denotes the intersection of the direction given the

pixel ray xj and the plane pi defined by (ri, ni). This maps

the normals as they are, but transforms the depth such that

it belongs to the same plane as the surface described by si in

pixel i.

The algorithm then operates as follows: for initialization, the

si are drawn randomly from the feasible set of parameters. Then

two steps are alternated for each pixel and each pixel is traversed

in some order.

In the propagation step, the current parameter set in i is

replaced by

snew
i = arg min

j∈N(i)
E(i, τ(i, sj)), (6.27)

where N(i) describes some neighborhood of i. Note that this is

the same τ as defined above, but instead of applying the same si

to several neighboring pixels, we are now choosing the neighbor-

ing sj that gives the smallest cost when applied to the current

pixel i.

In random refinement the current parameter set in i is then

refined by drawing random parameters around the current pa-

rameter according to some probability distribution D(si, α) cen-

tered around si with additional parameter α that usually corre-

sponds to the variance of the distribution

snew
i = arg min

s∼D(si,α)
E(i, τ(i, s)). (6.28)

In stereo PatchMatch this D corresponds to a double exponential

distribution. 5 An intuition and a proof of why this technique

works are given in [11]. To sum it up, the method works well if

the scene consists of large homogeneous areas with the same or

5The sampling strategy employed additionally stratifies the samples into
quantile brackets.
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slowly varying parameter sets. This is to some extent true for

general depth maps and more so for materials, as natural scenes

often only consist of a few different materials.

Proposed PatchMatch Variant

The proposed PatchMatch variant makes three modifications to

the original PatchMatch implementation. First, the random re-

finement step is extended to also do gradient based refinement.

This step significantly improves the quality of the estimated ge-

ometry even for diffuse PM. Next, the per pixel cost is modified

in such a way that it does not depend on the parameters in

the other pixels. This enables the application of continuous PM

also to the DNM and DNMS models. Finally, new data driven

sampling routines are employed for the random refinement step.

Continuous Refinement If the pixel-wise cost is defined in such

a way that the Jacobian JE(si) with respect to si can be com-

puted, it is possible to find the local cost minimum using gradient

descent or trust region solvers. For the DN model this is evident

if linear or higher order spline interpolation between pixels is

employed. For DNM and DNMS this becomes a bit more chal-

lenging since the evaluation of the cost requires a ray-tracing

step. It is also important to be able to compute the derivatives

of the reflected color with respect to the change of normal ori-

entation. In practice, the continuous part of the optimization is

implemented using the Ceres-Solver [4] library, which computes

exact derivatives using automatic differentiation techniques [150]

Screen Space Reflection Computation For continuous opti-

mization of DNM, I further approximate the model by assuming

that after the first bounce the scene can be described as a plane

parametrized by the orientation and distance of the reflected

midpoint. The reflected color is then obtained by projecting

the intersection of the reflected ray and this plane into the left

camera image. If sj is the reflected point, the reflected color is

computed as

rv
i = Iv (πv (pj ∩ H(ni)x

v
i )) . (6.29)

There is a closed form term for each of the components, which is

why derivatives can be easily computed. Also note that I have

approximated the diffuse color with the observed color Iv in the
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Figure 6.12: Top: Scene represen-
tation and screen space reflection
computation for DNM (left) and
DNMS (right) models. Bottom:
Estimated reflection components
for DNM (left pair) and DNMS
(right pair). Note that the µ was
not multiplied onto the results here
such that the top plane reflections
are not suppressed. For the DNMS
calculations the expected distance
based smoothing of the reflection
component can be seen.

image. If the reflected point is subject to strong specular color

variations, this approximation does not hold anymore.

Implementation-wise the set of parameters si is extended to

contain the reflected plane rpi = pj . pj is computed using the

ray tracing method described below each time the τ mapping is

invoked.

To efficiently compute the point of intersection, I borrow screen

space rendering techniques known in computer graphics. This is

illustrated in Figure 6.12. The reflected ray projected onto the

image corresponds to a line direction, thus reducing the number

of pixels that have to be tested against. Line search on a grid is

done using the Bresenham algorithm [28].

For the DNMS model, the contributions of many pixels have

to be taken into account. In the worst case, the reflected color

corresponds to the mean color of all surrounding pixels. Eval-

uating this cost can therefore consume a large amount of time.

We simplify this in two steps depicted in Figure 6.12, yielding

a constant computational overhead, irrespective of the area of

integration. The projection of the reflection cone and the plane

of reflection corresponds to an ellipsoid region of integration.

The support-region is approximated using a rectangular shape.

Integration of rectangular patches can be done efficiently with

integral images [40, 182] using four operations irrespective of

support size and thus yielding constant time computation irre-

spective of the choice of sigma and the distance of the reflected

point.
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Figure 6.13: Quality of Normals.
Top to bottom: Jet-coded depth
map (4-6 m), RGB-coded normals
(components of normals mapped
to r,g and b channel) and com-
puted reflections. From left to
right: a) and b) results of stan-
dard PatchMatch (PM) and con-
tinuous PatchMatch (CPM) on a
diffuse scene. Little difference can
be seen in the depth maps. Yet,
the normals and reflected images
reveal a more accurate geometry
estimation. c) and d) result of the
DNM model using pm and continu-
ous data driven CPM. Using stan-
dard PM estimated normals shows
large errors corresponding to the
remaining artifacts in the depth
image (the results still improve on
the DN-PM result on this image
(cf. 6.17, first row)). Overall CPM
yields better results and in fact im-
proves the quality of normals in the
areas of reflection as compared to
case b).

Data Driven Sampling Finally during random refinement of

the DNM/S models, we replace D(σ, θ) with a screen space sam-

pler. Given current reflected position sj , the sampler uniformly

samples neighboring pixels as candidate reflection points s̃j . The

orientation parameters are then computed such that they satisfy

s̃j to be the primary point of reflection. This sampling is done

additionally to the standard exponential sampling of orientation

to allow for searching the proximity of s̃j more closely.

6.5.3 Implementation Details

I present some implementation details and formulas to ease reim-

plementation. It should be noted that I did not explicitly com-

pute the Jacobian for differentiation, but rather used the au-

tomatic differentiation functionality of the Ceres-Solver library

[4].

Continuous Images Interpolation was used to obtain an inten-

sity value Iv at any arbitrary position and to compute derivatives

with respect to the location. The simplest form, which was used

in the experiments reported, was bilinear interpolation

I(x, y) =

[

⌈x⌉ − x

x − ⌊x⌋

]T [

I(⌊x⌋, ⌊y⌋) I(⌊x⌋, ⌈y⌉)

I(⌈x⌉, ⌊y⌋) I(⌈x⌉, ⌈y⌉)

][

⌈y⌉ − y

y − ⌊y⌋

]

, (6.30)

where ⌊⌋ and ⌈⌉ denote floor and ceiling operations. I used the

SplineImageView class in the VIGRA computer vision library

[103] that allows spline interpolation of arbitrary spline order
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and also delivers the corresponding derivatives. Initial experi-

ence with different spline orders suggest that using cubic spline

interpolation instead of linear as commonly used may in fact

further improve the accuracy of continuous techniques.

DNM Implementation wise, the set of parameters si were aug-

mented by the parameters of the two planes pL
i and pR

i that the

reflected ray intersects. The planes are left constant during con-

tinuous optimization and are only changed when the τ function

is invoked during propagation (which triggers the screen space

ray-tracing step). Each plane is characterized by its normal6

and offset, i.e. pL
i = (nL

i , βL
i ). If j contains the parameters of

the mirror reflection point for one of the camera views (e.g. L),

then

nL
i = nj (6.31)

and

βi = xj · nj . (6.32)

The normal ni can be computed from (φi, θi) using standard

polar to Cartesian coordinate transform. The screen space po-

sitions of the point of reflection iL
r and iR

r are found as follows:

With (px, py) = i, I refer to the coordinate components of image

point i. f is the focal length of the cameras and b the baseline.

For the sake of readability, the principal point is assumed to lie

in the origin. Let the ray direction of a surface point to each

camera be given by

xL
i = ri · (px, px, f)

||(px, px, f)|| , (6.33)

and

xR
i = ri · (px, px, f)

||(px, px, f)|| − (b, 0, 0). (6.34)

The line of mirror reflection mirrorv is parametrized as

mirrorv(λ) = xi + λH(ni)x
v
i . (6.35)

The point of intersection between this line and the plane of first

reflection pv
i is given by mirrorv(λv) with

λv =
βi − xi · nv

i

H(ni)xv
i · nv

i

. (6.36)

6nL
i should not be confused with nni, which is the normal of the first
bounce surface.
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The point of intersection mirrorv(λv) can then be projected back

into the left (or right) camera view to obtain the screen space

point of reflection iv
r .

DNMS For the DNMS model, the point of intersection iv
r in

screen space is computed in the same way as for the DNM model.

To then retrieve the reflected color from the integral image, the

area of integration is additionally required. The integral image

itself is computed from the observed images in a preprocessing

step. The same spline interpolation technique was applied on the

integral image in order to be able to compute smooth integrals

that can be differentiated with respect to the model parameters.

The box width of the integration is obtained as follows: Let mz

be the z component of the mirror reflection mirrorv(λv). The

half-width of the integration domain w in pixels then obtained

as

w = 0.5 + f · σi ∗ || mirrorv(λv) − xi||
mz

. (6.37)

While this is a really coarse approximation to the actual DNMS

model, it does the job quite well in practice. The 0.5 constant

term is to ensure that the integration takes place over at least

one pixel.

6.6 Experiments and Results

In the following, I refer to standard PatchMatch with PM and,

similarly, to continuous (data driven) PatchMatch with CPM

and CDDPM. Additionally, I prefix the inference method with

the model that is to be inferred. DN-PM, DNM-PM, DNMS-PM

therefore refer to standard PatchMatch inference using the DN,

DNM and DNMS models respectively. Note that only DNM-X

and DNMS-X require the screen space reflection computation de-

scribed earlier. The algorithms utilized a patch window of size

13 px and an exponential color based adaptive support weight

(ASW) [19] with parameter 0.08 for images normalized between

0 and 1. The DNM and DNMS models are more sensitive to

the choice of color-based ASW since strong reflected edges that

give the primary cues for estimating the material properties also

cause a strong down-weighting of pixels. The scenes used in the

following experiments were modeled in Blender and rendered

using the Blender-Cycles renderer that approximates the global

illumination. This allows for ground truth evaluation and veri-
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fication of the reconstructed parameters.

Quality of Normals In the past sections, I often stressed the

importance of accurate normals for reflection handling and cal-

culation. The continuous data driven PatchMatch approach was

motivated by this goal. To illustrate the effect of normal esti-

mation on handling reflections, I ran PM and CPM/CDDPM

on a fully diffuse scene and a scene containing a specular sur-

face. The results are illustrated in Figure 6.13. For the dif-

fuse scene (left half), the reconstructed depth maps are nearly

identical using DN-PM and DN-CPM (small deviations can be

observed in detail though). Yet, the normal map reveals large

differences. The computed mirror reflection using these normals

also confirms these findings. For the specular scene (right half),

I compare two iterations of DNM-PM after two iterations of DN-

PM with 2 iterations of DNM-CDDPM after two iterations of

DN-CPM. The differences here are more striking both in depth

and normals. Notice the (erroneous) low frequency normal error

of the lower surface in DN-CPM, which is no longer present in

DNM-CDDPM wherever the surface reflected something else in

the scene. This is a strong indicator that modeling reflection

not only can correct errors due to reflections, it actually can aid

in more accurate geometry estimation. The improved micro-

structure of the lower surface is further evidenced by the quality

of the computed reflections. Finally, some artifacts can still be

observed in the DNM result. These are due to reflections of oc-

clusion boundaries that have a similar effect as the ones normal

occlusions have in standard stereo. This is not a shortcoming

of the model per se, but a result of the simplifications made to

compute the reflected color. Possible solutions will be discussed

in the conclusion.

DNM/S Model Verification I compare DN-PM with DN-CPM,

DNM-CDDPM and DNMS-CDDPM for 11 different scenes of

varying curvature of the specular surface. The ground truth

BRDF parameters of the specular surface are constant over the

whole surface. For the evaluation of the DNM model, for each

scene the µ parameter for the lower surface was varied between

0.0 and 0.4. The latter corresponds to a peak diffuse signal to

reflection ratio of over 0.6 in this scene. Similarly I report results

for the DNMS model with µ = 0.25 and σ = 0.01, 0.02, 0.04 and

0.1.
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Visualization of the results can be found in Figures 6.16 - 6.19

for the DNM model and Figures 6.20 - 6.23 for the DNMS model.

All images displayed are a result of two iterations of DNM/S-

CDDPM over two iterations of DN-CPM as well as the result

of DN-CPM. Further number of iterations did not change the

results much, thus suggesting convergence of the methods. The

test scene names indicate the curvature of the specular surface in

z and x direction, with the prefix ‘p’ indicating a surface curved

towards the sky and ‘n’ indicating the opposite.

Additionally, Figure 6.14 and Figure 6.15 quantify the results

for all tested parameters and scenes for the DNM and DNMS

models respectively. In these plots, I report the decrease in

the number of ‘bad’ pixels between results using DN-CPM and

results using DNM/S-CDDPM for each of the parameters:

• For the depth, I report the decrease in number of pixels be-

longing to the foreground object whose ground-truth depth

error exceeds 1 cm.

• Similarly, for the surface orientation the decrease in num-

ber of pixels belonging to the foreground object is reported,

if the ground truth angular error of normals exceeds 5◦.

• For µ and σ, I report the decrease in number of pixels that

exceed the ground truth by 0.05 and 0.009 respectively.

Here, the region of interest was chosen to be the region

in the image that contains reflections. This is because

as a purely local data term, any value of µ and σ yields

the same least square energy in areas that do not reflect

anything. While for some of the DNM (µ = 0.2 and 0.4)

experiments I set all parameters 0 for pixels that weren’t

reflecting anything in a post-processing step, this was not

done for the DNMS experiments.

The choice of performance metrics does not affect the rank-

ing between methods (e.g. mean squared error, median error

etc). The metrics mostly correspond to the 3D-space version

of the bad-pixel metric commonly used in Middlebury evalua-

tions [159]. They were chosen as they are best suited for the

multi-modal, heavy-tailed error distributions that are caused by

reflections. Summarizing, DN-CPM consistently decreases the

GT error over DN-PM, and DNM/S-CDDPM consistently fur-

ther decreases the error. The scenes where the relative decrease

is low, correspond to the situation where the actual area reflect-

ing something is relatively small (e.g. 0-n45). The remaining

132



6.6. EXPERIMENTS AND RESULTS

Figure 6.14: Summary of Model Improvement for the DNM Model over the DN Model. These box plots depict the
improvement (decrease) of bad pixels as defined in Section 6.6. Larger values mean a lot of improvement, small
values mean little improvement. Values under 0 indicate a deterioration. Results for all four tested µ are plotted
vertically for each scene. The box plot in gray indicates median and quartile values over all tested parameters for a
single scene. We observe consistent improvements of the reconstructed parameters for all three parameters. N.B. for
µ this is evident as the DN model does not estimate any material parameters. The overall trend is a deterioration of
results for stronger specular components. The scenes with the curved surface in z direction (towards the observer)
and the scenes with curvature in two directions are the most difficult to solve while curvature in x direction is easier.
Note that this plot only depicts the decrease of the error. For scenes such as 0-n45, where the diffuse result is good
already, small values will be observed.
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Figure 6.15: Summary of Model Improvement for the DNMS Model. Same observation of overall improvement as
above, slightly less pronounced due to the additional parameter. The overall trend is towards a smaller effect for
larger σ consistent with large σ corresponding to more diffuse surfaces. Again note that this plot indicates the
decrease in error. A low value indicates that the DN and DNM result were close to each other.
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artifacts often correspond to the already mentioned reflections

of depth edges. Also consistent with the findings above are the

normals that are improved upon in areas that reflect other parts

of the scene. The proposed method is able to improve the ge-

ometry and recover meaningful parameters over a wide range

of different surface curvatures. The most difficult situation hap-

pens to be a convex surface oriented towards the camera as lot of

reflected rays bounce back into the direction of the camera. For

larger values of µ, the proposed inference strategy starts to fail,

while for larger values of σ the scene becomes indistinguishable

from a completely diffuse scene such that the DN model does

not produce artifacts. I investigated whether the failure is due

to inference strategy or due to model violations. It turns out

that the former is the case as the algorithm does not diverge if

initialized with the ground truth solution. The main

reason for the failing is that the assumption no longer holds true

that some parts of the DN-CPM model can be used as an initial

guess for normals. The reflected surface resembles a proper mir-

ror more and more and most of the area is erroneous. Again, I

verified that this is not an issue with the proposed model as the

ground truth solution still has the lowest energy.

6.7 Summary and Outlook

6.7.1 Summary

The work addressed the matter of specular reflections which vi-

olate the diffuse world model commonly used for stereo match-

ing. By including the second order terms of the image formation

model governed by the render equation, I derived two data terms

that are capable of explaining specular reflections. Finally, I

showed that the inference of the resulting optimization problem

is possible using CDDPM. In consequence, it was possible to

estimate depth, normal orientation and material parameters in

each pixel. Ground truth evaluation on synthetic datasets shows

consistent improvement of estimated parameters and also indi-

cates that by harnessing reflection as opposed to suppressing it,

as commonly done in literature, it is possible to estimate geome-

try with a higher accuracy. The work presented opens up many

questions that need to be addressed in the future.
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Figure 6.16: All Results for DNM, µ = 0.1. Color coding as in Figure 6.13. µ image in range 0-1. The diffuse
component is much stronger than the specular one such that the depth estimates by DN and DNM are nearly
identical. Yet, the estimated normals are more accurate, suggesting a more accurately estimated micro structure.
Also note the almos perfect material estimation in areas that reflect something. The noise in the material estimates
are due to the PM sampling, since surface patches that does not reflect anything (reflect black space) can have any
parameter µ .
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Figure 6.17: All Results for DNM, µ = 0.2. Color coding as in Figure 6.16. For a larger specular term, the reflection
signal is stronger. Reflected edges lead to spurious local minima in the diffuse matching cost. By using the proposed
algorithm, it is still possible to eliminate many of these errors, improve normals and estimate material. Surfaces
curved in x direction seem to be easier to handle than surfaces curved forward ( z) direction.
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Figure 6.18: All Results for DNM, µ = 0.3. Color coding as in Figure 6.16. The results are mostly similar to the
results presented in Figure 6.17 with few more remaining artifacts.
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Figure 6.19: All Results for DNM, µ = 0.4. Color coding as in Figure 6.16. With increasing µ, the results start to
deteriorate. For some cases, the improvements can still be determined visually. The DN result for 0-0 indicates one
of the issues: with the even larger choices of µ, the whole lower plane is initialized with the wrong depth, rendering
the propagation of parameters from direct neighbors fruitless.
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Figure 6.20: All Results for DNMS, µ = 0.25, σ = 0.01. Color coding as in Figure 6.16. σ encoded in 0-0.1. Most
real world specular objects are not a superposition of perfect mirror and diffuse surface, but display rough specular
reflections. These can be tackled using the DNMS model, which additionally estimates the width of the specular
lobe. The proposed algorithm uses a small angle approximation to compute the specular reflection such that it works
best for small σ. Fortunately, for larger σ the effect of the specular reflection is diminished.
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Figure 6.21: All Results for DNMS, µ = 0.25, σ = 0.02. Color coding as in Figure 6.20.
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Figure 6.22: All Results for DNMS, µ = 0.25, σ = 0.04. Color coding as in Figure 6.20.

142



6.7. SUMMARY AND OUTLOOK

Figure 6.23: All Results for DNMS, µ = 0.25, σ = 0.1. Color coding as in Figure 6.20. With even larger values of
σ, the results and the appearance slowly converges to the diffuse world situation. With the DNMS model,it is still
possible to estimate materials and marginally improve on the normal orientations.

143



CHAPTER 6. REFLECTIONS ON STEREO

6.7.2 Outlook

Towards real world imagery The first question that naturally

occurs is: What about real images? Preliminary experiments

suggest that there are two additional aspects that need to be

taken into consideration the dynamic range of cameras and the

non-linearity of the image sensor. Both effects lead to a violation

of the assumption that the signal received is a linear combination

of diffuse and reflected signal. A real working system therefore

has to therefore operate with cameras with sufficient dynamic

range and more importantly, we have to not only model light

transport and camera geometry but also the sensor response.

Model Improvement The current model only explains single

bounces, but reality often displays multi-reflections. How do

we handle these? Will an iterative Radiosity-like [65] approach

suffice, where the observed image is iteratively replaced by the

current diffuse image? Or do we need to explicitly model higher

order bounces. How do we handle reflections of occlusion bound-

aries? These areas in the image display similar edge fattening

effects like normal occlusion boundaries do. Finally, how can we

include (careful) regularization techniques such as PM-Huber

[76] or PMBP [16] to realize real world results that improve on

the local data term?

Utilizing the Scale-Space Insight The experiments with a scale-

space approach gave some insights into why such techniques are

not suitable for tackling reflections. The cues delivered at differ-

ent scales often hint different geometries as reflections and object

texture can appear at different scales. Conversely, strongly de-

viating results of diffuse stereo (e.g. DN-CPM), which are run

independently on different scales of an observed image. could

hint the presence of specular reflections and could therefore fur-

ther reduce the viable search space.

Application to ToF imaging As we have seen in Chapter 3 ToF

imaging also has issues in presence of specular surfaces. There-

fore, it is a viable question whether the methods presented here

can be extended to account for multi-path effects in ToF imag-

ing. The standard rendering equation used in the derivation for

stereo is a steady state equation and disregards the finite speed

of light. An equation that takes the finite speed of light into ac-
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count is called the transient render equation [168] and renderers

that try to handle this are called transient renderers. Fortu-

nately, a standard global illumination renderer can be converted

into a transient renderer by making few modifications to exist-

ing algorithms [125], which suggests that algorithms that try to

infer the inverse problem may have a similar overhead.

Learning Reflection Correction Trained humans can easily rec-

ognize areas in depth maps that are erroneous due to reflections.

In experience, this is true for both stereo and Time-of-Flight

imaging. Therefore, it seems to be a valid question for future

research to investigate whether the mapping between erroneous

depth and correct depth can be learned. This approach is a ma-

jor departure from the ‘derivation from first principles’ approach

presented here. Yet, to speed up the reconstruction process, this

by all means could be a viable method to obtain an initial guess

that is close to the real result. Note, that the approach envisaged

here is somewhat different to the example-based approach men-

tioned earlier in [178] where the stereo matching cost is learned

and not the correction of the depth map.
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Conclusion

W
ith the body of work presented in the previous chap-

ters, it remains for me to conclude this thesis with a re-

view of what was done and an outlook on what I believe is yet

to come.

7.1 Summary

The starting point for the work presented was the construction

of a ToF-stereo fusion system. The goal was to harness the

strengths of the individual subsystems while at the same time

being robust towards their respective flaws. In Chapter 3, I pre-

sented such a system and described fusion techniques [131] that

make use of heuristic confidence measures derived from the in-

put image. I also showed that these techniques display many of

the desired properties on qualitative and quantitative datasets.

These were a) robustness towards textureless surfaces, b) robust-

ness towards ToF noise if scene texture is present, c) no errors

due to occlusions, and d) speed of execution, while e) retaining

the high resolution of the stereo camera. Yet, there remained

issues in the resulting system. As so often, these issues were in

fact the driving force behind the work subsequently undertaken.

To summarize it, the main issues were:

• Reflective surfaces causing errors in both ToF and stereo

resulting in erroneous fusion results.
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• Errors due to ToF range ambiguity that (current) early

fusion techniques cannot handle.

• Alignment errors due to inaccurate extrinsic calibration.

• The requirement of many hand-tuned parameters.

The first aspect was the requirement of many hand-tuned

‘magic’ parameters. As an engineered system and in terms of

the results obtained [131, 171], this was quite acceptable. Yet,

from a scientific perspective, it remained a bit unsatisfactory.

An early idea I had was to automatically estimate the param-

eters using learning techniques [70, 53]. While this approach has

the merit of losing the heuristics, it still does not yield further

insights into the reasons for specific values. Instead, I realized

that the key lay in digging deeper into the matter and under-

standing the underlying processes. The following months of my

thesis were therefore characterized by studying other fusion sys-

tems and evaluation methods [133, 132] as well as understanding

the ToF measurement process [111, 106] and systematic effects

that occur therein [125, 66].

In turn, this led to the establishment of the full symmetric

fusion model presented in the beginning of Chapter 3. Here I

showed how the majority of existing techniques derive from this

model by a series of approximations. While inference of this

model is still subject to future work, I believe that it is the key

to improvement in future ToF-stereo fusion systems.

Further research into the least squares problem underlying the

estimated ToF parameters led to the work presented in Chap-

ter 5. This Chapter presented a method to extend the effec-

tive range of phase-based ToF cameras by changing the modula-

tion frequency between sub-frames. The depth is then estimated

by subsequently solving a modified version of the original least

squares parameter estimation problem. The advantage of this

method is that it can be implemented without (great) modifi-

cations to the camera hardware and that it relies on the same

number of sub-frame measurements as the standard camera ac-

quisition. Also, unlike related work, the method does not rely on

strong prior assumptions on the scene composition. As a proof

of concept, I displayed results on real and synthetic data that

verify the claims made.

The alignment issues were revisited in Chapter 4 in a slightly

different setting. Here, I presented a pipeline for the creation of

large amounts of reference data for evaluating stereo matching
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from LIDAR measurements. The main contribution here was a

rigorous analysis of how measurement errors and uncertainties

in relative pose estimation between LIDAR and stereo frame in-

troduce errors in the stereo reference data. As a result, I was

able to present stereo reference data with per pixel uncertainty

estimates, which can subsequently be used to improve the per-

formance analysis of passive stereo. Another insight gained was

that not all parts of the reference data are suitable for bench-

marking stereo systems claiming to be sub-pixel accurate. The

reason being that frequently (depth edges, areas very close to

the cameras, bushes etc.) the uncertainty in the reference data

is well beyond one pixel. The main areas of future work lie in

model refinement, the incorporation of uncertainty analysis to

other existing datasets and modalities as well as in an actual

evaluation of stereo methods.

The final chapter presented (Chapter 6) was motivated by

errors caused by specular surfaces in vision systems. There, I

investigated how reflections affect stereo matching and also pre-

sented methods towards solving them. To this end, I revisited

stereo matching as a least squares problem and derived a more

general model based on the combination of the render equation

and a pinhole camera model. I then showed how standard diffuse

world stereo is a special case and thus derived two new models

that take the first light bounce into account. Subsequently, I

showed how these models can be optimized using continuous

data driven PatchMatch. Results on synthetic datasets gave ev-

idence that by modeling surface specularity it is not only possible

to resolve the errors in stereo, but it is also possible to obtain

material information from these surfaces. Additionally, results

showed that reflections can also lead to a more accurate recon-

struction of geometry due to the strong cues on surface normals

that they evidence.

7.2 Outlook

A detailed outlook on each topic was given at the end of the

respective chapter. Here, I will therefore take the opportunity of

discussing more general aspects that I believe are of importance.

The recurring theme in my work is probably best character-

ized by the word ‘revisiting’. In Chapter 3 and 5, I revisited the

Time-of-Flight measurement problem to gain new insights on
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fusion techniques and Time-of-Flight imaging itself. In Chap-

ter 4, I revisited error propagation to gain insights on combined

measurement systems and on performance analysis. Finally, in

Chapter 6, I revisited camera models and light transport laws

to derive novel stereo techniques.

Very often it turned out that the existing baseline models

themselves are approximations of more complex ones. These

approximations were often made for reasons of tractability at

the time the model was first envisioned. Therefore, with the

computational power and novel inference techniques available

today, it may be worthwhile to again dig even deeper.

First thing to note to this end is that very few depth imaging

systems make use of all available depth cues. While the exploita-

tion of each of these cues individually (depth of field, shading,

stereo, modulation, structured light) has been well researched,

few systems try to jointly harness all available cues. And while

each individual problem may be challenging alone, it might very

well be that additional insights can be gained by looking at such

joint models. It could also be that some problems that are cur-

rently being solved using sophisticated regularization techniques,

naturally resolve when considering joint models.

For joint estimation in a non-heuristic manner, it is equally

important to assess measurement and parameter uncertainties.

These uncertainties then allow methods to decide (implicitly or

explicitly) which cues to rely on in which situation. Ultimately,

such systems also possess power of introspection, i.e. the ability

to assess whether it is failing or not and whether the improve-

ments made are significant at all.

Finally, an aspect that I did not touch upon in my thesis is

the role of sensors in real cameras. These are typically subject

to nonlinearities that may cause vision systems to fail if not

accounted for. As an example, the formulas derived for range

extension had to be extended to incorporate an approximation

of the internal depth calibration in order to make it work on

real data. Similarly, the non-linear photo response is the key for

tackling reflections in real imagery.

Summarizing, I believe that there is yet a lot to be learned

from holistic models that incorporate all aspects of depth imag-

ing systems: light transport, camera properties, sensor charac-

terization and measurement uncertainties.
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Jähne B. “Stereo Ground Truth With Error Bars”. In: Proc. ACCV. Nov. 2014. url: http://hci.iwr.

uni-heidelberg.de/Benchmarks/document/StereoErrorBars
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[111] Lenzen F., Kim K. I., Schäfer H., Nair R., Meister S., Becker F., Garbe C. S., and Theobalt

C. “Denoising Strategies for Time-of-Flight Data”. In: Time-of-Flight and Depth Imaging.

Sensors, Algorithms, and Applications. Ed. by Grzegorzek M., Theobalt C., Koch R., and

Kolb A. Vol. 8200. Lecture Notes in Computer Science. Springer Berlin Heidelberg, 2013,

pp. 25–45. isbn: 978-3-642-44963-5. doi: 10.1007/978-3-642-44964-2_2.
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