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Abstract

Many astrophysical sources are very efficient particle accelerators. Among these, Pulsar Wind Nebulae (PWNe)

are excellent laboratories to study the acceleration mechanism because of their proximity and brightness. In these

objects, the rotational energy extracted from the central pulsar is converted in a striped-wind consisting of rel-

ativistic electrons and positrons and large-amplitude electromagnetic fields. When the wind impacts with the

surrounding medium, a relativistic shock forms where the ordered flow of the pulsar becomes randomised and

energetic particles emit Synchrotron and Inverse Compton radiation.

We study the conversion of the pulsar wind in a strong superluminal wave. The conversion is triggered by the inter-

action of the wind with the shock when this is sufficiently far away from the pulsar. The shock structure is modified

by the superluminal wave and the properties of the modified shock (precursor) depend on the Lorentz factor and

magnetisation of the incoming wind. A relatively large fraction of electrons and positrons in the wind is energised

and reflected by the turbulent electromagnetic fields in the precursor and is available for further acceleration. We

suggest that the onset of the precursor is a solution to the problem of injection in the acceleration mechanism. We

investigate the acceleration of the injected particles and we find that it proceeds in two distinct regimes, determined

by the relative magnitude of the wavelength of the wind stripes and of the gyro-radius of energetic particles. We

discuss the implications of this acceleration scenario in the context of PSR B1259-63, a pulsar powering a PWNe

in a binary system.

Zusammenfassung

Viele astrophysikalische Quellen sind effiziente Teilchenbeschleuniger. Unter diesen Quellen eignen sich

Pulsar Wind Nebulae (PWNe) aufgrund ihrer Nähe und Helligkeit hervorragend für das Studium des Beschle-

unigungsmechanismus. In diesen Objekten wird die Rotationsenergie des zentralen Pulsars in einen gestreiften

Wind (striped-wind) verwandelt, welcher sich aus Elektronen, Positronen und elektromagnetischen Feldern hoher

Amplitude zusammensetzt. An der Stelle, an der der Wind auf die umgebende Materie trifft, entsteht eine rela-

tivistische Stoßfront, die die einströmende Energie thermalisiert und bewirkt, dass die darin enthaltenen Teilchen

Synchrotron- und Inverse-Compton-Strahlung emittieren.

Wir untersuchen die Umwandlung des Windes in eine elektromagnetische Welle mit hoher Amplitude und einer

Phasengeschwindigkeit, die die des Lichts übertrifft (superluminal wave). Die Umwandlung wird durch die Wech-

selwirkung des Windes mit der Stoßfront bewirkt, vorausgesetzt, dass diese sich in ausreichender Entfernung des

Pulsars befindet. Die Struktur der Stoßfront wird dadurch verändert und erhält, abhängig vom Lorentzfaktor und

vom Magnetisierungsgrad des Windes, einen sog. Vorläufer (Precursor). Ein verhältnismäßig hoher Anteil der

einströmenden Teilchen wird in diesem Precursor (vor)beschleunigt und gespiegelt und erfüllt dadurch die Voraus-

setzungen, um weiter beschleunigt zu werden. Die Entstehung des Precursors löst damit das Injektionsproblem

des sekundären Beschleunigungsmechanismus. Wir untersuchen diesen Mechanismus und finden unterschiedliche

Eigenschaften in zwei getrennten Parameterbereichen, die durch die relative Grösse des Gyrationsradius und der

Wellenlänge der Streifen definiert sind. Wir diskutieren diesen Beschleunigungs Szenario im Zusammenhang mit

dem Objekt PSR B1259-63, einem bekannten Binärpulsar.
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Chapter 1

Introduction

The study of particle acceleration at relativistic shock fronts is fundamental to understand and model the emis-

sion mechanism producing the radiation that we observe from many astrophysical sources. Pulsar Wind Nebulae

(PWNe) host the most relativistic shocks in Nature and they share many similarities with other sources where parti-

cle acceleration is supposed to play a crucial role, such as radio galaxies, γ-ray bursters and blazars. The proximity

and brightness of PWNe make them ideal laboratories to investigate the shock acceleration process common to

other classes of relativistic sources.

PWNe are bubbles of relativistic particles, electron-positron pairs and perhaps ions, and large-amplitude electro-

magnetic fields powered by rapidly spinning Neutron Stars (NSs). The NSs, usually also observed as pulsars,

dissipate their rotational energy in the surrounding medium. Only ∼ 1% of the energy lost by the NS is emitted as

pulsed radiation in the proximity of the pulsar, while most of it goes into the acceleration of the highly relativis-

tic and magnetised plasma. PWNe are generated in the interaction of this ultra-relativistic wind launched by the

central pulsar with the parent Supernova Remnant (SNR) or the Interstellar Medium (ISM) [55]. Their broad-band

spectrum, extending from the radio to the γ-ray band, is normally modeled as Synchrotron and Inverse Compton

emission from a non-thermal (power-law) distribution of electron-positron pairs. These particles are supposed to

be accelerated at the so-called Termination Shock (TS), the collisionless shock front separating the magnetised

pulsar wind and the unmagnetised nebula. However, it is still a matter of debate which is the mechanism responsi-

ble for the acceleration of these particles and which is the location where it takes place.

Diffusive Shock Acceleration (DSA) or Fermi Acceleration [12, 18, 22] has become a paradigm for the production

of energetic particles in the proximity of strong non-relativistic shocks in magnetised plasma. DSA is a stochastic

process relying on repeated scattering of charged particles off magnetic irregularities to confine the particles near

the shock front, that they perceive as a discontinuity in the flow. These particles gain energy crossing the shock

multiple times until they escape downstream of it. The spectrum of accelerated particles builds up in a power-law

distribution N(γ)dγ ∝ γ−sdγ, where γ is the Lorentz factor of energetic particles and s is the power-law spectral

index. Whether a similar process can be efficient at the ultra-relativistic TS in PWNe is unclear. In fact, the escape

probability downstream of the shock increases for large values of the Lorentz factor of the shock front and conse-

quently the efficiency of the acceleration process diminishes. Another issue to deal with is the injection problem.

By this, we mean that not all the particles in the pulsar wind participate to the acceleration mechanism, but only

those which are decoupled from the background plasma, are pre-accelerated until their gyro-radius is larger than

1



2 Introduction

the thickness of the shock and are reflected upstream of the shock front. The injection problem is intimately related

to the dynamics and evolution of the flow and of its energy content from the central source (the NS) to the TS and

subsequent nebula, which also determine the amount of energy available to be radiated.

The mixture of electromagnetic fields and electron-positron plasma constituting the pulsar wind propagates out-

wards as an electromagnetic wave. In the inner region of the wind, the plasma density is large enough to screen out

any electric field component along the magnetic field lines. The absence of an electric field in the proper frame of

the plasma allows the use of the equations of relativistic magnetohydrodynamics (MHD) and the wave is described

as a striped-wind (equivalent to an entropy wave), where stripes of toroidal magnetic field of opposite polarity are

separated by thin current sheets. In this part of the wind the energy content is dominated by the fields. As the

wind expands, its density drops as 1/r2 and at sufficiently large radius it is no more sufficient to sustain an ideal

MHD wave and the propagation of strong superluminal waves becomes possible (see Sect. 1.2). In the outer part

of the wind the energy content of the flow is dominated by plasma particles. Observations of the emission from

PWNe require that this is verified in particular in proximity of the TS. Interestingly, in PWNe environments the

conversion of the striped (MHD) wind into a strong electromagnetic wave can manifest as a precursor to the TS

where a large amount of energy stored in the electromagnetic fields is transferred to particles [6, 107]. This process,

which cannot be accommodated in the ideal MHD approximation, is highly attractive to explain the observation

of non-thermal radiation from PWNe. The conversion of the electromagnetic energy into direct particle kinetic

energy can in turn decouple a fraction of electrons and positrons from the rest of the plasma and pre-accelerate it.

The goal of this work is to investigate whether a process similar to DSA, that we shall call Fermi-like or simply

Fermi acceleration, is able to accelerate electrons and positrons at the ultra-relativistic pulsar wind TS as required

by the observation of Synchrotron and Inverse Compton emission from PWNe. We investigate the formation and

the properties of the shock precursor mediated by superluminal waves generated by the conversion of the pulsar

striped-wind. We do this using a newly developed two-fluid code [6] and we suggest that the formation of the

precursor to the TS constitutes a solution to the injection problem. Subsequently, we simulate the full Fermi-like

acceleration process of particles injected by the precursor using a Monte Carlo approach, where the presence of

magnetic turbulence (acting as elastic scattering centres) is realised with the standard technique of pitch-angle

scattering. This is done both upstream of the shock, in the pulsar wind, and downstream of it, in the nebula. We

find that the acceleration proceeds in two regimes, one dominated by the magnetic field in the stripes of the pulsar

wind and one dominated by the scattering off magnetic irregularities, according to the relative magnitude of the

wavelength of the stripes and of the particles gyro-radius. For values of these parameters reasonable in PWNe

environments, the Fermi-like acceleration proceeds in the scattering-dominated regime and produces a power-law

spectrum with index s ∼ 4.23.

As a testbed of our model for particle acceleration in PWNe, we consider the pulsar PSR B1259-63 which orbits

the massive Be star SS 2883 (e.g., [65, 66, 108, 1]). Contrary to a young isolated PWN, where the density in the

pulsar wind is dictated by the pressure of the confining medium (the SNR or ISM), for a PWN in a binary system

the density, and correspondingly the condition for the conversion of the striped-wind into superluminal waves, de-

pends on the confining pressure of the companion stellar wind. Thus, the orbital motion might periodically lead to

the formation of the shock precursor. Recent observations of PSR B1259-63 measured for two consecutive orbits

an outstanding and unforeseen flare in the GeV band [1, 131]. Assuming that the beginning of the flare coincides

with the onset of the TS precursor, which leads to efficient electrons and positrons acceleration, we are able to

estimate the density in the pulsar wind. This value of the density is in agreement, within a factor of ∼ 3, with the
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value computed with pair-production models in the pulsar magnetosphere.

The remaining of this chapter has an introductory goal to acquaint the reader with PWNe, as they are central to

the thesis. In Sect. 1.1 we summarise the present status of our knowledge about PWNe, referring to observations,

theoretical and numerical works. We separate the structure of these sources in three main regions, namely the

magnetosphere, the wind region and the nebula, that we describe in Sects. 1.1.1, 1.1.2 and 1.1.3, respectively. In

Sect. 1.2 we present the conditions under which the pulsar striped-wind can converts into a superluminal wave and

the parameters describing this electromagnetic mode and in Sect. 1.3 we briefly summarise the mechanisms which

might contribute to the acceleration of particles at the TS of the pulsar wind. Section 1.4 is dedicated to the class

of sources known as γ-ray binaries and to the specific case of its prototype object, PSR B1259-63. Finally, in Sect.

1.5, we summarise the content of the remaining chapters and appendices of this thesis.

1.1 Structure of Pulsar Wind Nebulae

The central NS, ultimate source of energy of a PWN, spins with period P (and frequency ω). It dissipates its

rotational energy driving the pulsar wind in the surrounding medium and consequently slows down at a rate Ṗ. The

observation of the characteristic radio pulses from this star allows to compute the total pulsar spin-down luminosity

as

LSD = 4π2I
Ṗ

P3
(1.1)

where I is the NS moment of inertia, which for a NS mass of 1.4 M⊙ (M⊙ is the solar mass) and a radius of

10 km is I ∼ 1045g cm−2. Typical values for PWNe are LSD ∼ 1034 − 1038 erg s−1 [55]. The pulsar wind is appar-

ently radiationless as it expands outwards until its pressure is balanced by the ram pressure of the surroundings.

Here, a relativistic shock forms, the termination shock, where the flow is slowed down to adjust its speed to the

non-relativistic speed of the expansion of the SNR (∼ 103km s−1). At this location, the radial flow of the wind

is randomised and its bulk energy is transformed into that of a relativistically hot plasma, which shines via Syn-

chrotron and Inverse Compton emissions in the observed nebula. The nebula has different morphologies and sizes

at different frequencies, as it can be seen in the composite image of the Crab in Fig. 1.1, where X-rays are shown

in blue, optical in green and radio in red. This might be the signature of the radiative cooling of the highest energy

particles as they are convected and diffuse away from the inner nebula, or of different acceleration sites for radio-

emitting and X-ray-emitting electrons and positrons [30]. Radio emission traces the contour of the nebula, whereas

X-rays highlight the shape of the region where most of the wind energy is deposited and particles are accelerated.

The jet-torus geometry showed in Fig. 1.1 (evident in X-rays) is considered to be archetypal for PWNe around

young pulsars whose velocities are smaller than the speed of sound inside their host SNRs [67]. The torus is the

region where most of the energy of the wind is deposited in the nebula and its shape, elongated in the equatorial

plane and more compact along the rotation axis, is due to the intrinsic anisotropy of the wind (see Sect. 1.1.2). The

jet instead arises because of the collimation of the flow along the rotation axis [89]. On the other hand, if the pulsar

speed is supersonic, PWNe are highly distorted and acquire a cometary shape as shown in the X-ray image plotted

in the left panel of Fig. 1.2 for the Mouse PWN. This can happen in two distinct scenarios. (1) The pulsar reaches

the edge of the SNR shell and drives a bow-shock in the exterior medium. This normally occurs if the pulsar speed

is in excess of 103km s−1 and its age is few tens of thousands years (e.g., [55, 67]). Few tens of objects are observed

to be in this evolutionary stage [68]. (2) A pulsar and its nebula orbit a massive star with strong stellar wind. In

this case, the orbital motion and the interaction with the stellar outflow confines the PWN in a cometary shape.
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Figure 1.1: Composite image of the Crab Nebula, showing X-rays in blue, optical in green and radio

in red. Credits: X-ray: NASA/CXC/ASU/J. Hester et al.; Optical: NASA/HST/ASU/J. Hester et

al.; Radio: NRAO/AUI/NSF [61].

Figure 1.2: Chandra X-ray images of PWNe. Left panel: the Mouse PWN, example of the bow-

shock-tail geometry. Right panel: the Kes 75 PWN, example of an amorphous geometry. These

images must be compared to the X-ray image (in blue) in Fig. 1.1 for comparison with the torus-jet

geometry. Credits: adapted from Kargaltsev & Pavlov 2008 [68].

This scenario has been suggested to explain the phenomenon of γ-ray binaries (see Sect. 1.4). Eventually, the

prolonged interaction of the powerful environment of PWNe with the surrounding medium or highly anisotropic
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supernova ejecta lead to amorphous geometries [68], as shown in the X-ray image plotted in the right panel of Fig.

1.2 for the Kes75 PWN. Both panels of Fig. 1.2 must be compared with the X-ray image of the Crab (in blue in

Fig. 1.1) for comparison with the torus-jet geometry.

However, despite the diverse observed morphologies, which most likely depend on the time evolution of the system

and therefore on the properties of the progenitor and of the environment, one single paradigm for the structure of

PWNe, though not yet complete, can be constructed. This paradigm mainly relies on observations and modeling

of the Crab nebula, which is the best studied of such systems (see [30] for a review).

1.1.1 Magnetosphere

The inner region of a PWN is the magnetosphere, conventionally extending from the star surface up to the

light cylinder radius rLC = c/ω, which is the distance at which the speed of a particle corotating with the NS

becomes luminal. The dynamics in the magnetosphere is completely dominated by very strong electromagnetic

fields. However, this is also true for at least part of the wind region which lies outside rLC. The magnetosphere

is modeled in the context of Force Free Electrodynamics (FFE), a low inertia limit of Magneto-Hydrodynamics

(MHD).

The compression, during supernova collapse, of the magnetic field of the parent star into a NS of radius rNS ∼ 10 km

and the dynamo effect [20, 127] produce a magnetic field in excess of B = 1012 G for most pulsars showing PWNe

[55]. The rotation of such a magnetic field induces an enormous electric field which is able to tear particles from

the stellar surface. These particles are then accelerated in charge-starved regions (or gaps) where E · B , 0,

probably located close to the magnetic poles [8, 120], and redistributed in order to screen out the accelerating field

component in the magnetosphere. The necessary particle density is given by the Goldreich-Julian density

nGJ =

∣∣∣∣
ω · B
2πec

∣∣∣∣ (1.2)

(e.g., [104]) where ω is the angular velocity and B is the magnetic field of the star. In the gaps, energetic particles

emit curvature radiation streaming along curved magnetic field lines (rather than Synchrotron radiation arising

from the gyration about the field lines) since they are accelerated by E ‖ B. If the emitted photons are energetic

enough, they can produce electron-positron pairs in the strong magnetic field of the pulsar. These secondary

particles radiate their energy in two channels. (1) The component of the momentum perpendicular to the field line

is radiated via Synchrotron radiation. (2) The component of the momentum parallel to the field line is radiated via

Inverse Compton Scattering of thermal photons coming from the surface of the NS or of X-ray photons produced

by the Synchrotron channel [141]. The secondary photons may produce further pairs, leading to an electromagnetic

cascade which fills the magnetosphere with plasma (e.g., [63]). The number of secondary particles generated by

each primary is parametrised by the multiplicity factor κ. According to numerical simulations and comparisons

with the spectrum of the Crab Nebula, the multiplicity factor is κ ∼ 104 − 106 (e.g., [72, 28, 125]), while pair

production models suggest κ ∼ 101 − 105 [8, 62, 63, 135]. In principle, ions can also be extracted from the

star surface as primary particles, but given that they are not produced during the cascades, their number density

contributes at most a factor 1/κ to the total number density. If the multiplicity is as large as suggested, their

contribution is negligible both in number and energy density content.

In the ideal MHD approximation, the electron-positron plasma within the light cylinder corotates with the NS with

speed v = ω × r. Except inside the gaps, the electric field E vanishes in the proper frame of the fluid because the
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magnetic field is frozen into the corotating plasma. This ideal-MHD condition is expressed by

E = E + v × B/c = 0 (1.3)

(over-lined quantities are expressed in the proper frame of the plasma). The magnetic field lines are nearly equipo-

tential (i.e. E · B = 0), so that charged particles can be thought of as sliding along the field which rigidly corotates

with the NS [57]. The magnetic field lines which pass through the light cylinder are open and extend beyond the

magnetosphere. Plasma sliding along open field lines leaves the pulsar magnetosphere at a rate Ṅ = κṄGJ where

ṄGJ ≈
ω2r3

NS

ec
B (1.4)

is the Goldreich-Julian particle flux from the polar caps stemming from the definition of the Goldreich-Julian

density given in Eq. 1.2. The existence of a steady state in the magnetosphere is granted by the presence of the

gaps, continuously replenishing it and balancing the outflowing charges with pairs whose energy ranges from tens

to hundreds of MeV [82].

1.1.2 Wind

Outside the light cylinder, the plasma cannot corotate, because the motion would be superluminal. Hence, the

magnetic field lines are wrapped backwards with respect to the rotation of the NS. This is due to the fact that the

magnetic field is frozen into the plasma (condition expressed in Eq. 1.3). For an aligned rotator, the situation is

properly described by the split-monopole model [102], where the magnetic field lines propagate to infinite in the

northern hemisphere and from infinite in the southern hemisphere. The change in magnetic polarity is accompanied

by the formation, in the equatorial plane, of a current sheet of hot plasma and null magnetic field which balances

the magnetic pressure. This steady and axisymmetric model has been generalised by [23] to the oblique rotator.

The inclination of the magnetic-axis to the spin-axis ζ causes the current sheet to oscillate around the equatorial

plane, separating regions connected to opposite magnetic poles every half a period. The situation is represented in

Fig. 1.3. The current sheet cuts the equatorial plane in twins spirals separating the stripes of opposite magnetic

polarity, from which the name of striped-wind. The plasma in the stripes is magnetised and cold whereas the

plasma in the current sheet is unmagnetised and relativistically hot. The corresponding structure in hydrodynamics

is called an entropy wave of wavelength λ = 2πrLC. For colatitudes θ ∼ π/2 in the pulsar wind, where θ is the polar

angle computed from the pulsar spin-axis, the stripes have the same width λ/2 and the average field integrated over

λ vanishes, while at lower (or higher) colatitudes an average magnetic field survives because of the different length

of the stripes of opposite polarity. At colatitudes θ < π/2 − ζ and θ > π/2 + ζ, the field does not change sign and

there is no current sheet embedded in the flow.

At the light cylinder, the magnitude of the poloidal and azimuthal components of the field are comparable. How-

ever, conservation of the magnetic flux in a diverging flow allows to compute the radial dependence of Br, Bθ and

Bφ [29] as follows

Br ∝
rLC

r2
(1.5)

Bθ ∝
rLC

r3
(1.6)

Bφ ∝
rLC

r
(1.7)
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Figure 1.3: Corrugated current sheet separating the regions of opposite magnetic polarity in the

striped-wind model. Credits: Kirk et al. 2009 [80].

which means that for large radial distances from the light cylinder the azimuthal component Bφ dominates and

the field is mainly toroidal. Hence, the magnetic field structure can be regarded as concentric rings of constant

toroidal magnetic field of opposite sign separated by sheets of poloidal current jθ of width ∆, which is of the order

of the thermal Larmor radius [41]. The jθ × Bφ force exerted on the charge carriers by the poloidal current and

the toroidal field might cause the evolution of the current sheet from a purely sinusoidal profile into a square wave

profile, where the current sheet itself becomes thinner [41, 105].

The relative strength of the electromagnetic and particle content of the wind is an important characteristic of the

flow and it also depends on the radial distance r. This is expressed using the magnetisation parameter σ, defined

as the ratio of the magnetic energy density to the particle enthalpy density in the proper frame as follows

σ =
B

2

4πw
(1.8)

where w is the proper enthalpy density of the plasma (E = 0 in this frame). Given that we assumed the plasma

to be cold, the proper enthalpy is nothing but the rest mass energy density w = mec2n/Γ, where n is the particle

number density and Γ is the Lorentz factor of the wind in the frame where the NS is at rest (lab. frame), assumed to

be Γ≫ 1. In addition, since the magnetic field is completely transverse to the wind velocity, we can write B = B/Γ

and express the magnetisation in the lab. frame as

σ =
B2

4πmec2nΓ
(1.9)

which is the ratio of the Poynting flux to the particle kinetic energy flux.

The wind emerging from the magnetosphere at the light cylinder is characterised by σ ≫ 1, namely the energy

content of the electromagnetic component of the wind dominates over that of the plasma particles (e.g., [71, 72]).
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The fast magnetosonic speed vfms of such a flow is thus very close to the speed of light since

vfms =
cB√

4πw + B
2

≈ c

√
σ

1 + σ
(1.10)

and the corresponding Lorentz factor is Γfms =
√
σ [79]. Although relativistic, the wind is supposed to be subsonic

at its base Γ . 100 < Γfms [40]. In the FFE approximation, it then accelerates as it travels outwards until Γ ∼ Γfms

at the sonic point [29], where the plasma inertia becomes important and the FFE approximation breaks down. The

wind is still Poynting dominated at the sonic point and it propagates as an ideal-MHD flow. However, this cannot

proceed indefinitely because the particle density drops faster than the toroidal magnetic field and the wind becomes

unstable. In fact, as pointed out by [105], the mass continuity requires that nvr2 = constant in a steady, spherical

and relativistic flow, so that the density of current carriers drops as n ∝ 1/r2. Integrating Ampère’s law in the

plasma frame over the toroidal ring of width ∆ we obtain

2Bφ =
4π

c
jθ∆ (1.11)

where jθ = nevθ and vθ is the poloidal drift velocity of electrons (the drift velocity of positrons is in the opposite

direction and the two currents add up). The transformations into the lab. frame Bφ = ΓBφ, n = Γ n, ∆ = ∆/Γ give

Bφ ∝ Γnvθ∆ . (1.12)

Here, the left-hand side evolves as 1/r (see Eq. 1.7) and the right-hand side as 1/r2 if Γ and ∆ were constant

(notice that the drift velocity vθ is limited by c). This means that, in these conditions, at some distance from the

light cylinder there cease to be enough particles to carry the current sustaining the wind. However, the dissipation of

the magnetic field could alleviate this issue. According to [41, 93], the current sheet is able to sweep up additional

particles from the adjacent stripes. Thus, its width ∆ increases and the magnetic field reconnects (annihilates)

in the sheet. This mechanism efficiently converts Poynting flux into particle kinetic energy. As a result, the

wind is accelerated further. The maximum wind Lorentz factor, attainable when the Poynting flux is completely

dissipated, is thus µ̂ = σLCΓLC, where ΓLC and σLC are the Lorentz factor and the magnetisation at the light

cylinder, respectively. Nevertheless, as a consequence of the acceleration of the wind, the dissipation time scale

suffers from relativistic time dilation. Whether or not the dissipation of the Poynting flux proceeds to completion

before the wind encounters the termination shock depends on the field annihilation rate in the rest frame of the

stripes. In the slow regime, the wind Lorentz factors grows as Γ ∝ r1/2, which allows only a fraction of the wind

magnetisation to be converted into particle kinetic energy within the termination shock for all but millisecond

pulsars [93]. Instead, in the fast regime, a sizeable fraction of the Poynting flux can be dissipated as Γ ∝ r1/3 [86].

Typical values for the Crab, inferred from observations or computed with numerical simulations, are σLC ∼ 104 −
105, ΓLC ∼ 200 and Γ ∼ 105 − 106 (e.g., [41, 82]).

1.1.3 Termination shock and nebula

When the pressure of the relativistic electron-positron wind is balanced by the ram pressure of the surrounding

medium, a termination shock forms, where the pulsar wind injects its energy in the surrounding nebula in the

form of relativistic electron-positron pairs and magnetic field. The surface of the TS is highly non-spherical. A

part from the deformations owed to the possible inhomogeneities in the supernova ejecta, the luminosity per solid
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angle scales as dL/dΩ ∝ sin2 θ [103, 23], so that most of the energy is transported in an equatorial belt, whose

extension depends on the inclination of the magnetic-axis with respect to the spin-axis [24]. As a consequence, the

TS is oblate with a cusp-like shape at the poles, as can be observed for example in the X-ray image of the Crab (see

Fig. 1.1). The toroidal shape of the TS has been computed analytically by [94] simply equating the ram pressure

of the pulsar wind to the downstream pressure, assuming that the latter is roughly constant on the surface of the

TS. Subsequently, 2-dimensional and 3-dimensional relativistic MHD simulations (e.g., [88, 42, 116]) confirmed

the results of the analytic estimate. In the axisymmetric picture considered in these works, the TS is perpendicular

since the magnetic field is asymptotically toroidal far away from the pulsar and the shock normal has no azimuthal

component.

PWNe are observed to emit from radio to TeV frequencies, with a luminosity close to 10 − 20% of the total pulsar

spin-down luminosity [71]. This radiation is mainly associated to Synchrotron radiation produced by particles

emitting in the nebular magnetic field and to Inverse Compton scattering of CMB and Infra-Red photons. The

resulting spectrum can be modeled with a broken power-law with few spectral breaks. In radio, the spectral index

of the observed flux density Fν ∝ ν−α is 0 . α . 0.3, while at higher frequencies the spectrum is steeper (in X-rays

α ∼ 1.1) [55]. For the Crab nebula, this implies that the energy of emitting electrons and positrons ranges from

∼ 100 MeV to ∼ 1 PeV [82], an that their energy distribution is probably a power-law with one or more breaks.

Hence, efficient particle acceleration must take place at the TS, where the bulk energy of the wind is transformed

into the kinetic energy of particles.

The dynamics of the acceleration is connected to the Poynting flux dissipation mechanism. We know in fact that

the wind is launched from the pulsar magnetosphere with σ ≫ 1, but downstream of the TS the magnetisation

must be low. This is required by two observational constraints: (1) the speed of the post-shock medium must

match the speed of the expanding nebula [118]; (2) most of the energy must be carried by particles, rather than

electromagnetic fields, to justify the spectrum of PWNe. In early 1-dimensional studies it was difficult to recon-

cile these two requirements with the expectations of pulsar wind electrodynamics. In fact, in ideal MHD a radial

highly-magnetised (with a toroidal magnetic field) supersonic relativistic pulsar wind cannot be slowed down by a

shock to match the typical expansion speed of the confining SNR. This can be achieved only for very low magneti-

sation σ ∼ 10−3 (e.g., [71, 72]), whereas the pulsar wind, with minor deviations from a purely radial outflow, could

have σ ∼ 1 at the typical distances of the nebula [37]. The inability of theoretical models to explain the transition

from a highly magnetised wind to a low-magnetisation post-shock flow is known as the σ-problem, whose solution

is still a matter of debate. It has been suggested [16] that the σ-problem is an artifact of 1-dimensional models

which suppress current instabilities and magnetic field turbulence and mixing. If this is true, the value of the mag-

netisation needed to meet constraints (1) and (2) would not need to be as low as σ ∼ 10−3. This view in supported

by 2-dimensional relativistic MHD simulations (e.g., [42, 43]), where the value of the magnetisation necessary to

reproduce the observed jet-torus morphology of the Crab nebula is σ & 0.03− 0.1. In this case, the extra degree of

freedom allows to accommodate a larger degree of turbulence and mixing and thus a larger magnetisation, partially

alleviating the σ-problem. Recently, the results of 3-dimensional relativistic MHD simulations [115, 116] showed

that a good agreement with the observations of the Crab can be obtained also for a magnetisation of order unity,

which is much closer to the expectations of pulsar wind electrodynamics. This is particularly due to randomisation

of the magnetic field in the body of the nebula and partial dissipation of the magnetic energy. Further studies are

required to understand whether the rate of magnetic dissipation in these simulations is still excessive [116].

The partial alleviation of the σ-problem implied by the results of 2-dimensional, and in particular 3-dimensional,
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simulations does not rule out the possibility that other non-ideal effects play a role [27]. For example, it has been

suggested that, when the striped-wind instability described in the previous section is not able to entirely dissipate

the Poynting flux, the encounter of the MHD flow with the shock drives the reconnection mechanism and leads to

complete dissipation of σ [95]. This is due to the fact that the plasma is compressed by a huge factor across the

shock, of the order of the ratio of the Lorentz factors of the flow upstream and downstream. Thus, the downstream

temperature becomes comparable to the particle kinetic energy upstream, so that the width of the sheet ∆ exceeds

the wavelength of the stripes. As a result, the striped pattern is erased and the magnetic field annihilated.

Here, we suggest an alternative scenario, where the dissipation of the Poynting flux is mediated by strong superlu-

minal waves generated via mode conversion of the MHD wind.

1.2 The role of superluminal waves

The rotation of a magnetised NS whose magnetic dipole axis is misaligned with respect to the spin-axis is

expected to drive in the plasma a large variety of electromagnetic waves at the rotational frequency of the pulsar

(ω) [100]. However, the density of the plasma at the light cylinder is large enough to cause severe damping

of low-frequency waves and it is conceivable that only MHD waves survive at distance r > rLC [10], namely

those waves satisfying E + β × B = 0, where β is the velocity of the wave. The phase speed of these waves

is βφ = E/B < 1, i.e., subluminal [6]. A rotating and magnetised NS can be expected to emit waves whose

polarisation is predominantly linear in the equatorial plane, circular in the polar region, and with different degrees

of elliptical polarisation at intermediate latitudes [76]. The linearly polarised wave in this picture corresponds to

the striped-wind configuration introduced above. We stress that the striped-wind and the wave descriptions of the

pulsar wind are not in contradiction. Rather, they are complementary approaches to be applied at relatively high

plasma density (striped-wind) and low plasma density (wave), so that in the following we will use striped-wind

and subluminal wave as synonyms.

As already said, the subluminal wave requires a minimum plasma density in order to propagate as an ideal MHD

wave. Hence, this provides a good description of the pulsar wind in the inner part of the outflow, but not beyond a

critical radius r = rLC · aL/µ̂ [7]. In this expression, the parameter

aL =

√
4πe2LSD

m2
ec5Ωs

(1.13)

is the strength parameter of a circularly polarised vacuum wave that would be needed to carry the entire pulsar

luminosity LSD at the surface of the light cylinder [7, 107], where Ωs is the portion of sky occupied by the wind, e

is the fundamental electric charge and me is the electron mass. The parameter

µ̂ =
LSD

Ṅmec2
(1.14)

is the energy carried per particle in units of mec2 (also called mass-loading factor of the wind [102]), where Ṅ is

the pair production rate of the pulsar. This corresponds to the maximum bulk Lorentz factor Γ that is achieved

only when the entire energy flux is carried by cold particles. These relations allow us to define a dimensionless

expression of the radial coordinate

R =
µ̂

aL

r

rLC

. (1.15)



1.2. The role of superluminal waves 11

The dimensionless critical radius is R = 1. For R > 1, the MHD picture can be extended by considering elec-

tromagnetic waves of superluminal phase speed (E > B) [7]. Non-linear solutions for superluminal waves have

been obtained for two polarisations: linear [11] and circular [76]. For the circular polarisation there exist two

modes, one free-escaping and one confined [76]. The former detaches from the fluid particles, becomes a vacuum

wave and has the same magnetisation of the MHD wave, thus we are not interested in this mode. The latter does

not detach from the fluid and dissipates the magnetisation into particle energy [76, 6], which constitutes a viable

mechanism for the dissipation of the Poynting flux in PWNe.

The condition for the propagation of superluminal waves R > 1 is equivalent, in frequency space, to the dispersion

relation [76]

ω = Γ> ωp (1.16)

expressed in terms of the proper plasma frequency

ωp =

√
4πe2n

me

(1.17)

where n is the proper number density of the plasma. In Eq. 1.16, Γ> is the Lorentz factor corresponding to the

speed β> = c/vφ < 1 [7] (vφ is the superluminal wave phase speed) performing the Lorentz transformation from

the lab. frame to the homogeneous frame or H-frame [38, 39]. Seen from an observer in this frame, which moves

radially outwards with speed β>, the wave is spatially homogeneous and the magnetic field vanishes. Equation

1.16 states that the proper plasma frequency is the cut-off frequency for superluminal waves since ω > ωp.

The conversion to a superluminal wave can occur in two different scenarios. (1) Spontaneously, when the magnetic

reconnection proceeds too slowly to maintain the pressure balance between the magnetic stripes and the current

sheets required for the evolution of the radial wind. (2) Triggered by the interaction of the wind with the termina-

tion shock. However, independently of the scenario, the superluminal wave must initially carry the same energy,

momentum and particle fluxes of the incoming subluminal wave. In the striped-wind the energy per particle (in

units of mec2) is given by µ̂ defined in Eq. 1.14, the radial momentum per particle (in units of mec) is

ν ≈ µ̂ − σ

2µ̂
(1.18)

and the particle flux density is

J = 2cn uΓβ (1.19)

where σ, Γ and β are the magnetisation, Lorentz factor and speed of the wind, respectively [107]. The set of jump

conditions between the circularly polarised subluminal and superluminal modes, ensuring that these quantities are

conserved, is the following [7, 107]

µ̂ = γ +
β>Γ

2
>p2
⊥

p‖
(1.20)

ν = p‖ +
Γ2
>p2
⊥(1 + β2

>)

2p‖
(1.21)

J = 2cn d p‖ (1.22)

where γ, p‖ and p⊥ are the Lorentz factor, parallel and transverse momenta (the latter both in units of mc) of

the fluids (electrons and positrons), respectively. Here p‖ = µ̂Γ2
>/R

2 and p⊥ ≈ γ provided that the flow remains
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relativistic [107]. We remark that the quantities n u and n d in Eqs. 1.19 and 1.22 are the wind proper densities

respectively upstream and downstream of the surface at distance R from the pulsar where the conversion takes

place. In particular, n = n d in Eq. 1.17 (Eqs. 1.17, 1.19 and 1.22 can be used to estimate the wind proper density

at the TS; for more details see Sect. 5.4).

Once generated, superluminal waves can propagate both in the forward and backward directions and, when they

interact with a shock, they strongly modify and finally dominate the shock structure [126, 6]. Despite their strongly

non-linear amplitudes under pulsar conditions, these waves are efficiently damped through instabilities (e.g., [99,

10]), leading to plasma heating. Interestingly, it has been shown analytically [107] and numerically [6] that the

confined superluminal mode can settle as a steady wave in an electron-positron plasma, creating a shock precursor

ahead of the TS where the Poynting flux is dissipated1. The mechanism of conversion of the pulsar striped-wind

into superluminal waves and their subsequent damping is important not only for the solution of the σ-problem, but

also because it might create a favourable ambient for particle acceleration in the proximity of the TS.

1.3 Particle acceleration in PWNe

Being the region where most of the wind bulk energy is deposited in the plasma, the TS seems to be the natural

location for particle acceleration. This argument is strengthened by the observation of X-ray Synchrotron emission

from a toroidal structure located at rTS = 4 · 1017 cm from the Crab pulsar (e.g., [101]), which is in very good

agreement with the position in the equatorial plane of the TS estimated theoretically rTS = 3 · 1017 cm [71]. Fur-

thermore, recent 2-dimensional [110] and 3-dimensional [116] relativistic MHD simulations suggest that the site

of the electrons and positrons acceleration is not the entire surface of the TS, but only the striped-wind section of

the TS.

The energy distribution of accelerated particles required to explain the Synchrotron spectrum of the Crab nebula is

a broken power-law extending to Emax ∼ 1 PeV. Low energy particles (radio emitting electrons and positrons) have

a distribution N(γ) ∝ γ−1.5 and high energy particles (X-ray emitting electrons and positrons) have a distribution

N(γ) ∝ γ−2.2, where γ is the Lorentz factor of the accelerated particles.

It is remarkable that the slope of the particle distribution at high energies is very close to the one produced in the

first-order Fermi acceleration process at a relativistic shock front (e.g., [79, 81, 2]). This is a stochastic shock

acceleration mechanism in which particles are elastically scattered by magnetic fluctuations and inhomogeneities

embedded in the flow both upstream and downstream of the shock. These particles cross the shock multiple times,

gaining energy at each cycle. The increase in energy is of the order of the speed of the shock (hence the name

first-order acceleration) and results from the fact that energetic particles do not interact with the shock, which they

only perceive as a discontinuity in the flow, but they sample the different speed of the upstream and downstream

fluids. This acceleration process is thus only important for non-thermal, pre-accelerated particles whose gyro-

radius is much larger than the shock thickness. The particle energy distribution naturally builds up in a power-law

because of the competition between the energy gain at every cycle and the probability of escaping downstream of

the shock. Both the energy gain per cycle and the escape probability are independent of the particle energy, the

former depending only on the shock speed, the latter depending on the velocity of the downstream flow.

At perpendicular shocks, like the pulsar wind TS, this process is normally thought to be inefficient for magnetisa-

1This structure can also be referred to as electromagnetically modified shock, in analogy with the Cosmic Ray modified shock structure

[47].
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tions σ & 10−3 [124], since particle trajectories are connected to magnetic field lines which, in the downstream, are

effectively advected away from the shock. This strongly decreases the chance of re-crossing upstream inhibiting

Fermi acceleration, unless strong cross-field diffusion is allowed.

Other scenarios have been suggested to explain efficient particle acceleration in PWNe. One possibility is Shock

Drift Acceleration (SDA) [17]. In this process, a particle gains energy as its gyro-centre makes one single crossing

of the shock front from upstream to downstream and in so doing drifts in a direction parallel (or anti-parallel) to

the electric field. Particles cross the shock front a finite number of times (the process is not stochastic) and receive

a boost in energy that is independent of their initial energy. As a consequence, the spectrum downstream of the

shock of particles accelerated via SDA has the same shape of the injection spectrum upstream, which is shifted to

higher energy (if the injection spectrum is a power-law, the spectral index does not change). Another possibility is

that the acceleration of electrons and positrons in the pulsar wind is triggered by the reconnection of the magnetic

field lines driven by the encounter of the wind with the TS (e.g., [114, 125]). It has been shown with 2-dimensional

Particle-In-Cell simulations [125] that the reconnection of the magnetic field forms islands of plasma which then

coalesce until the dissipation of the alternating components of the magnetic field (and consequently of the striped

configuration of the flow) proceeds to completion2. In between neighbouring islands, the reconnection electric

field is able to accelerate particles. The average particle energy in the downstream is increased by a factor of σ,

as expected for full dissipation of the Poynting flux. For values of the pair multiplicity κ and of the size of the TS

reasonable for PWNe, the spectrum of accelerated particles is a Maxwell-like distribution peaked at ∼ Γ(σ + 1)

and a power-law tail of high energy particles is not obtained.

The Fermi process is thus still a good candidate to produce the distribution of particles required to explain the

Synchrotron spectrum of the Crab in the X-ray band. However, if Fermi acceleration is indeed responsible for

the electrons and positrons acceleration, another problem to cope with is the injection problem. The injection

is the process through which a fraction of the particles in the plasma is decoupled from the rest of the fluid and

energised until the particle gyro-radius is much larger than the thickness of the shock. For non-relativistic shock

fronts, meandering magnetic field lines [58, 59] or whistler waves [123, 119] are held responsible for the injec-

tion of electrons (see Sect. 3.3). Here, we suggest that the dissipation of the Poynting flux at the termination of

the pulsar wind mediated by the superluminal waves can produce a turbulent environment where a population of

non-thermal electrons (and positrons) can be created and that the turbulence embedded in the flow can sustain

Fermi-like acceleration, in particular in the equatorial region of the pulsar wind.

1.4 PWNe in γ-ray binaries

In this work, we are interested in the establishment of the shock precursor as a consequence of the conversion

of the striped-wind mode into superluminal waves triggered by its interaction with the TS. Subsequently, we

want to study the effects of this structure on the particle acceleration process. We will see in Chapt. 2 that a

stable electromagnetically modified shock, able to efficiently dissipate σ, most likely forms when ω & ωp (or

equivalently R & 1), rather than when ω ≫ ωp (or equivalently R ≫ 1). From Eq. 1.17, we can thus deduce

that the proper density in the pulsar wind should not be too low. This is the case for isolated pulsars, where the

2The study is performed for a non-vanishing value of the magnetic field averaged over the length of the stripes, which is supposed to be

realistic outside the pulsar equatorial region [125]. This set-up is chosen for the plasma to be magnetised enough to inhibit Fermi acceleration

and focus solely on the acceleration caused by the magnetic reconnection.
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pulsar wind is confined by the low pressure exerted by the supernova ejecta and the critical surface at R = 1

lies well within the TS (the striped-wind can still convert into superluminal waves, but in the spontaneous regime

that we do not investigate in this work) [7]. However, luminous and non-accreting pulsars orbiting a massive star

might power PWNe, in which case the interaction of the pulsar with the outflow of the companion reshapes and

possibly confines the pulsar wind to densities close to the critical value. This is one of the possible paradigms

which have been proposed to model the class of astrophysical sources known as γ-ray binaries3. These systems

are composed of a compact object and a massive star and they are distinguished by the dominant radiative output

(of non-stellar origin) in the γ-ray band &MeV (see [49] for a complete review). At the moment, five sources

are categorised as γ-ray binaries, namely PSR B1259-63, LS 5039, LS I +61◦303, HESS J0632+057◦ and 1FGL

J1018.6-5856. PSR B1259-63 is the only γ-ray emitting binary known to host a pulsar [65, 66], which makes the

pulsar wind nebula scenario particularly compelling. The picture is the following. A pulsar and its PWN orbit a

massive (M⋆ = 10 − 20 M⊙) main sequence star whose surface temperature is T⋆ ∼ 2 − 4 × 104 K. The luminosity

of the massive companion is large enough to drive a strong radiation-driven stellar wind with supersonic speed of

vw ∼ 2 × 103km s−1 and mass-loss rate in the range Ṁw ∼ 10−8 − 10−6 M⊙ yr−1. This wind is highly anisotropic

and probably forms an excretion disk in the equatorial plane of the star. The morphology of the TS and subsequent

nebula are strongly influenced by the interaction with the companion wind. This depends on the pressure balance

between the two winds, which is parametrised by

η =
LSD

cṀwvw

(1.23)

which is the dimensionless ratio of momentum fluxes (e.g., [25]). The impact of the outflows creates two shocks,

terminating the pulsar and stellar winds respectively, separated by a contact discontinuity. This region has a bow-

like shape pointing towards the object with the lower dynamic pressure. Normally, η = 0.1 (implying Ṁw ∼
10−8 M⊙) is assumed to be appropriate for γ-ray binaries [139, 25, 51], meaning that the bow-shock is always bent

in the direction of the pulsar. This also means that the termination shock is much closer to the pulsar than in the

isolated pulsar case, because of the larger ambient pressure. Given that the distance between PSR B1259-63 and

its companion varies between lp ∼ 1013 cm at periastron and la ∼ 1014 cm at apastron, the location of the TS is

rTS < 1014 cm, i.e., much smaller than what is found for the Crab4.

The emission at GeV and TeV energies observed in these objects is supposed to be mainly produced in the apex

of the bow-shock, where electrons and positrons efficiently accelerated at the pulsar wind TS upscatter via Inverse

Compton scattering stellar or disk photons to high energies (e.g., [97, 77, 50]). The light-curve in these bands

shows a large degree of variability and modulation due to the orbital motion [60]. This is caused by a combination

of two phenomena: (1) the flux of target photons decreases when the distance between the stars increases; (2) the

emission via Inverse Compton scattering depends on the angle between the directions of the target photon and of

the scattering electron, making some locations on the orbit more favourable for observation from Earth [13].

We argue that for PWNe in γ-ray binaries, the orbital motion plays a crucial role in the conversion of the striped-

wind wave into a superluminal mode. In fact, the density in the pulsar wind is modulated along the orbit because

of the interaction with the strong wind of the massive companion. The conversion can be triggered at the TS when

the pulsar frequency is above the cut-off frequency, condition that is probably met not in correspondence of the

periastron, where the action of the confining wind is stronger, but away from it.

3The other possible paradigm for the explanation of γ-ray binaries is the micro-quasar scenario, in which the compact object accretes matter

from the companion; we do not discuss this scenario in this work.
4rTS would be even smaller for LS 5039 and LS I +61◦303◦ if they were pulsars, because of their orbital parameters [49].
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1.4.1 The case of PSR B1259-63

The scenario of conversion of the striped-wind into superluminal waves is particularly appealing for PSR

B1259-63. In this binary system, the radio pulsar of frequencyω ∼ 131 Hz orbits the massive Be star SS 2883 in ∼
1237 d [64, 108]. The orbit is highly eccentric (e = 0.87, [65, 66]) and the distance between the two stars varies by

a factor larger than ten between periastron and apastron. The multi-wavelength picture is strongly modulated along

the orbit and it presents signatures of the colliding wind geometry. Close to apastron, where the interaction between

the winds is weak, Synchrotron and Inverse Compton emissions generated from particles probably accelerated at

the termination shock between the pulsar and the stellar winds seem to provide a satisfactory explanation of the

radio to γ-ray spectrum [132]. Close to periastron, the winds interaction is stronger, in particular with the equatorial

region of the stellar outflow. This is normally modelled as a dense disk inclined with respect to the orbital plane

(e.g., [66, 64, 35]) through which the pulsar passes twice per orbit and which eclipses the radio pulsation. During

these eclipses unpulsed non-thermal emission from radio to TeV energies dominates the spectrum, in agreement

with the models of Inverse Compton scattering of stellar and disk photons [77, 74]. The most striking spectral

feature is a powerful GeV flare that has been observed for two consecutive orbits about thirty days after periastron

passage [1, 131], when the pulsar has supposedly left the putative circumstellar disk. During these episodes,

a sizeable fraction of the total pulsar spin-down luminosity is released in the 0.1 − 1 GeV band [1] without any

remarkable spectral or flux variation in any other energy band. Possible explanations involve the following models.

Additional target photon fields for Inverse Compton scattering, other than the stellar photon field, can be supplied

by the PWN to the shocked electrons and positrons [50] or by the circumstellar disk to the unshocked cold pulsar

wind [73, 74]. The re-acceleration of the flow downstream of the pulsar the TS in the tail of the bow-shock

structure can Doppler boost the Synchrotron and Inverse Compton emission of shock accelerated particles [91, 90].

The partial or total disruption of the putative circumstellar disk can lead to the formation of an irregular contact

surface between the pulsar and stellar winds which traps the unshocked pulsar wind with consequent release of all

its energy into this limited region [36]. However, despite the large number of models suggested to explain the GeV

flare, a consistent picture seems to be still missing.

1.5 Structure of the thesis

The structure of this thesis dedicated to the study of electron and positron acceleration at the TS in PWNe is

the following:

Chapter 2. We introduce the two relativistic fluids (electrons and positrons) model which can describe a pul-

sar wind, simulated with a magnetic shear wave of frequency ω, and its conversion into superluminal waves under

appropriate conditions. We then present the results of the numerical simulation implementing this model obtained

for different values of the Lorentz factor Γ0, magnetisation σ0 and frequency ω. We analyse the properties of the

shock precursor generated by the superluminal waves for different parameters, focusing on the two runs for which

we obtain a stationary precursor.

Chapter 3. We investigate the pre-acceleration or injection process of electrons and positrons at the pulsar termi-

nation shock. This is done by numerically integrating test particle trajectories in the background electromagnetic

fields produced by the two-fluid simulation for the two stationary configurations of the precursor. This approach
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determines the reflection probability at the shock, namely the injection probability in a subsequent full acceleration

process, and the spectrum and angular distribution of reflected and transmitted electrons and positrons.

Chapter 4. We review the details of Fermi acceleration and we describe the Monte Carlo code used to simu-

late this process. We address the problem of Fermi acceleration in the equatorial region of the relativistic pulsar

wind termination shock (in this region the shock is perpendicular) in different regimes. These are determined by

the relative magnitudes of the wavelength of the striped-wind and of the gyro-radius of energetic particles when the

scattering length, defined by the degree of magnetic turbulence, is much larger than the wavelength of the stripes.

We present the results of our simulations in the form of power-law spectral indexes and angular distributions at the

termination shock obtained in the different regimes.

Chapter 5: We apply the physical scenario for particle acceleration developed in the previous chapters to the

specific case of the γ-ray binary system PSR B1259-63/SS 2883. We assume that the periodic GeV flare occurring

about thirty days after periastron passage is triggered by the conversion of the striped-wind into superluminal waves

and by the formation of the shock precursor. Under this assumption, we build a geometrical model to constrain

the inclination of the magnetic dipole moment to the pulsar-spin-axis and we estimate the magnetisation, Lorentz

factor and multiplicity of the pulsar wind and the density of the plasma at the termination shock. Our estimates of

these parameters are compared to the values provided by state of the art theories and simulations of pulsar wind

nebulae.

Chapter 6: We summarise the techniques used to investigate the process of electrons and positrons acceleration in

PWNe and we draw the conclusions of this thesis.

Appendix A: We illustrate the geometry of the shock front used in the Monte Carlo approach and we present

the set of Lorentz transformations of spatial coordinate, time, energy, angle and magnetic field connecting the

relevant reference frames in our treatment, namely the upstream, downstream and shock rest frames.

Appendix B: We present the details of the pitch-angle scattering technique used in the Monte Carlo code to simulate

the presence of magnetic irregularities both upstream and downstream of the shock front.



Chapter 2

Simulation of the Pulsar Wind

Since only very simplified problems related to the physics of pulsars can be solved analytically, numerical

methods become fundamental for the investigation of these objects. This chapter is dedicated to the numerical

simulation of the relativistic and magnetised outflow powered by a rapidly spinning Neutron Star (NS), in proxim-

ity of the wind termination shock (TS). In particular, we study the effects of the conversion of a pulsar striped-wind,

simulated as a magnetic shear wave of frequency ω (which is the NS rotational frequency) and characterised by

the magnetisation σ0 and Lorentz factor Γ0, into electromagnetic waves with superluminal phase speed carrying

the same energy, momentum and particle fluxes. To do this we use a two-fluid code developed by [6].

In Sect. 2.1 we introduce the two relativistic fluids (electrons and positrons) model which can support a super-

luminal wave and reproduce the features of the pulsar wind. The relativistic Magneto-Hydrodynamics (MHD)

equations for the two fluids are supplemented by the Maxwell’s equations and by a polytropic equation of state for

each species to comprise thermal effects in the picture. This constitutes the simplest model capable of describing

superluminal electromagnetic waves.

In Sect. 2.2 we present the results of the two-fluid code for different values of frequency, magnetisation and Lorentz

factor of the shear wave and we analyse the general properties of the shock precursor formed ahead of the pulsar

TS when superluminal waves are launched. We find that the breakout of the precursor always generates a linear

expansion phase in which the leading edge of this structure travels upstream with speed χ. In general, the relative

magnitude of χwith respect to the superluminal wave group speed determines whether the precursor keeps expand-

ing upstream for the entire simulation, sets up in a stationary state where its extension remains constant with time,

or undergoes an oscillation-like phase where its extension alternately expands and contracts. Independently of the

evolution of the precursor, the conversion into superluminal electromagnetic waves leads to the dissipation, at least

partial, of the Poynting flux carried by the incoming striped-wind. We investigate how the different values of ω,

σ0 and Γ0 affects the dissipation of the Poynting flux in the shock precursor and how this affects the properties of

the plasma.

We find that, in particular circumstances, the forward and backward propagation of superluminal waves in the

precursor leads to a steady state of this structure. Section 2.3 describes the detailed analysis of two runs where

such a stable state of the shock precursor is achieved, with special focus on the differences in the profiles of the

Poynting flux and of the proper plasma frequency. The results obtained in these two specific situations constitute

the reference for the following chapters.

17
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2.1 Model

We have seen in Chapt. 1 how, in a Pulsar Wind Nebula (PWN), the combination of electromagnetic fields and

electron-positron plasma produced in the magnetosphere propagates outwards in the form of a relativistic wind

until the pressure of the outflow is balanced by the ram pressure of the surrounding medium and the wind is ter-

minated by the relativistic termination shock. In the ideal MHD picture, far out the light cylinder rLC = c/ω,

the pulsar wind is described as a series of stripes of toroidal magnetic field of opposite polarity separated by thin

sheets of poloidal current (e.g., [71, 41, 105]; see also Sect. 1.1.2). The poloidal component of the magnetic

field in the wind drops faster with distance than the azimuthal component (see Eqs. 1.5-1.7), thus for r ≫ rLC

the magnetic field in the pulsar wind is predominantly toroidal. The resulting pattern of spatially varying mag-

netic field in pressure equilibrium in a motionless plasma is equivalent to an electromagnetic wave of wavelength

λ = 2πc/ω [100] satisfying the frozen-in condition E + β × B = 0, where β is the speed of the wind and E and

B are the electric and magnetic fields expressed in the lab. frame, respectively. The phase speed of this wave is

subluminal βφ = E/B < 1. The misalignment between the magnetic moment and the pulsar spin-axis causes the

phase-averaged magnetic field to vanish only in the equatorial plane of the pulsar, while at different latitudes a

non-zero average magnetic field is carried by the pulsar wind along with the wave-like component.

In a radial and relativistic wind, however, the density of charge carriers decreases faster than the magnitude of the

magnetic field and consequently the wave pattern becomes unstable [105, 93] and the ideal MHD approximation

ceases to apply. In this case, new degrees of freedom open up allowing superluminal modes with βφ > 1 to propa-

gate. The condition for the propagation of superluminal waves can be expressed equivalently by R > 1 or ω > ωp,

where R is the critical dimensionless radius defined in Eq. 1.15 and ωp, namely the proper plasma frequency, is

the cut-off frequency defined in Eq. 1.17. Non-linear solutions for superluminal waves have been obtained for two

polarisations, linear and circular, together with the jump conditions ensuring that the superluminal mode carries

the same energy, momentum and particle fluxes as the subluminal (or striped) incoming mode [73, 7] (see Sect.

1.2, in particular Eqs. 1.20-1.22 for the circular polarisation). The superluminal wave can remain coupled to the

plasma and dissipate the magnetisation into particle energy. The onset of this mechanism is particularly appealing

for the dissipation of Poynting flux in magnetically dominated, relativistic flows such as pulsar winds.

The conversion to a superluminal wave can occur in two different scenarios [6]: (1) spontaneously, when the

magnetic reconnection proceeds too slowly to maintain the pressure balance between the magnetic stripes and the

current sheets required for the evolution of the radial wind; (2) triggered by the interaction of the wind with the

termination shock. Scenario (1) is suitable for isolated pulsars since the critical radius beyond which the superlu-

minal modes are allowed lies well within the radius of the termination shock [76, 7]. On the other hand, the orbital

motion of PWNe in binary systems might lead the TS to cross R, and scenario (2) occurs. In this work we mainly

focus on the latter case.

We consider a sinusoidal, circularly polarised, fully transverse, magnetic shear wave1 injected into a relativistic,

cold two-fluid (electrons and positrons) plasma and forced to interact with a shock. This subluminal wave re-

sembles the striped-wind, except that the current sheet is replaced by a static shear, with |B|2 = constant. The

phase-averaged magnetic field vanishes, so that this wave simulates the pulsar wind in the equatorial plane. The

set of relativistic MHD and Maxwell’s equations describing the system is supplemented by a polytropic equation of

state for each species s to account for the increase of enthalpy of the plasma when particles become relativistically

1In laboratory plasma physics this mode is known as a ’sheet-pinch’ configuration.
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hot. The complete set of equations is the following:

∂

∂t
(Γsns) + ∇ · (nsus) = 0 (2.1)

∂

∂t

(
ws

c2
Γsus

)
+ ∇ ·

(
ws

c2
usus + I ps

)
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(
E +
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Γsc
× B

)
(2.2)

∂
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(
wsΓ

2
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)
+ ∇ ·

(
wsΓsus

)
= qsnsus · E (2.3)

∇ · E = 4πρ (2.4)

∇ · B = 0 (2.5)

1

c

∂

∂t
E = ∇ × B +

4π

c
J (2.6)

1

c

∂

∂t
B = −∇ × E (2.7)

where ns, (Γsc, us), ps and qs are the proper number density, four-velocity, proper pressure and electric charge

of species s, respectively (over-lined quantities are expressed in the comoving frame). The charge density ρ =

Γpqpnp + Γeqene and current density j = qpnpup + qeneue introduce coupling between the fluids and the electro-

magnetic fields. For the sake of simplicity, we will refer to electrons and positrons as electrons (qp = −qe = e)

and we will drop the subscript e to identify the electron mass. The proper enthalpy density w is defined in terms

of the ratio of specific heat γpol (throughout this work we use the value γpol = 4/3, appropriate for an ideal gas of

relativistic particles)

ws = nsmsc
2 +

γpol

γpol − 1
ps. (2.8)

This equation of state and the expression of the fluids finite temperature T = p/n lead to the definition of an

effective plasma frequency

ω eff
p =

√
8πe2 n

mh
(2.9)

where the factor h = w/nmc2 = 1+ γpolT/mc2(γpol − 1) is the effective increase of plasma enthalpy. Notice that the

factor of
√

2 difference with respect to the definition of proper plasma frequency given in Eq. 1.17 arises because

here n is the proper number density of electrons, which accounts for half of the total number density of the plasma.

The finite temperature effect, expressed by the factor h introduced by [6], is important to account for the fact that

the cold incoming wind (see Sect. 1.1.2) is heated up when superluminal waves drive the dissipation of the wind

Poynting flux. In the following, we will use ωp0 to refer to the proper plasma frequency in the cold fluid and ω eff
p

when the correction due to the finite temperature becomes relevant. Analogously, the magnetisation parameter in

the cold flow upstream can be defined as

σ0 =
B2

0

8πΓ0n0mc2
(2.10)

where B0, n0 and Γ0 are the magnetic field strength, the electron number density and the wind Lorentz factor far

upstream, respectively, as expressed in the lab. frame. A thorough definition of the magnetisation is given instead

by

σ(x) =
c|E × B|

4π
∑
s
Γswsus,x

(2.11)
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which includes the finite temperature correction and does not assume any relationship between E and B. This

definition also accounts for the variation of the magnetisation along the x-axis, the symmetry axis of the simulation.

The shock front dividing the incoming pulsar wind on the left-hand side (upstream) from the nebula on the right-

hand side (downstream) is a 2-dimensional infinite interface in the yz-plane, whose normal is parallel to the x-axis

(see Fig. A.1 in Appen. A for an illustration of the shock geometry).

In the upstream rest frame, which moves along the x-axis with Lorentz factor Γ0 and speed β0 =

√
1 − 1/Γ2

0
with

respect to the shock (laboratory) frame, the magnetic shear is a stationary pattern in which the magnetic field vector

rotates in space with constant magnitude. On the other hand, in the lab. frame, the analytic form of the magnetic

wave injected in the upstream fluids is the following:

By = +B0 cos(k0x −Ωt) (2.12)

Bz = −B0 sin(k0x −Ωt) (2.13)

where the wave frequencyΩ = ω/ωp0 is expressed in terms of the proper plasma frequency and the wavenumber is

k0 = Ω/β0 > 0. The components of the electric field are computed with the frozen-in condition (Eq. 1.3), whereas

the transverse four-velocity of electrons is determined by Ampère’s law to be

uy = +u⊥,0 cos(k0x −Ωt) (2.14)

uz = −u⊥,0 sin(k0x −Ωt) (2.15)

where u⊥,0 = cB0k0/8πn0e. Since the current density j is parallel to the magnetic field, far upstream a force-free

equilibrium is defined. The structure of the magnetic shear wave does not affect the density, temperature and bulk

flow velocity of the fluids, but it is simply convected in the upstream by the flow itself [6]. The circularly polarised

magnetic shear wave constitutes a simplification of the linearly polarised entropy mode containing current sheets

usually employed to describe the pulsar wind in the equatorial region. This choice is done under the assumption

that the most important physical parameter is the frequency of the waveΩ, rather than its polarisation or functional

form, a view that is supported by Particle-In-Cell simulations [125].

The initial conditions in the downstream are found from the Rankine-Hugoniot relations assuming the complete

dissipation of the Poynting flux. The relations are:

2n1u1,x = 2n2u2,x (2.16)

2w1

u2
1,x

c2
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2

1

8π
= 2w2

u2
2,x

c2
+ 2p2 (2.17)

2w1Γ1u1,x +
u1,x

Γ1

B
2

1

4π
= 2w2Γ2u2,x (2.18)

where u1,x and u2,x are the x components of the fluid four-speed upstream and downstream of the shock, respec-

tively.

The simulation set-up presented so far is used in a 1-dimensional code [6] whose results show that a well estab-

lished electromagnetically modified shock precursor forms ahead of the shock when the ratio of the wave (pulsar)

frequency to the plasma frequency is Ω > 1. This is due to the fact that ωp0 is the cut-off frequency for the prop-

agation of superluminal waves (see Eq. 1.16 and related text for discussion). Figure 2.1 shows the time evolution
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Figure 2.1: Time evolution of the density profile (upper panel) and normalised Poynting flux profile

(lower panel) as a function of the spatial coordinate x/c/ωp0, in a region close to the termination

shock (xsh/c/ωp0 ≈ 2140). The propagation against the flow of superluminal waves creates a shock

precursor where the Poynting flux is dissipated. Credits: Amano & Kirk 2013 [6].

of the precursor in the density profile (upper panel) and normalised Poynting flux profile (lower panel) for an up-

stream Lorentz factor Γ0 = 40, magnetisation σ0 = 10 and frequency Ω = 1.2 (the definition of the normalised

Poynting flux is given in Eq. 2.19). The magnetic shear propagates from the left to the right of the simulation

box until it interacts with the shock. When the wave frequency exceeds the proper plasma frequency, the inter-

action triggers the conversion to superluminal modes which can then propagate either in the positive or negative

direction. Forwards propagating superluminal waves are damped in the dense region downstream of the shock,

whereas backwards travelling waves can propagate into the upstream until their frequency is larger than the local

proper plasma frequency. These waves dissipate the Poynting flux, as they are damped via various instabilities

(e.g., [99, 10]), and form an electromagnetic shock precursor which manifests as a region of smooth variation of

plasma density, temperature, pressure and four-velocity ahead of the shock. The definition of electromagnetically

modified shock is given in analogy with the cosmic-ray modified shock [47], where the structure of the disconti-

nuity is altered by the current of energetic particles (cosmic rays) streaming from downstream to upstream rather

than by electromagnetic waves. In particular, a steady state of the shock precursor is achieved in [6] at ωp0t ∼ 800

when the size of the precursor stops growing with time.

In the following, we analyse the formation and evolution of this structure for different values of the input pa-

rameters Γ0, σ0 and Ω, with particular focus on two runs for which a stationary state of the shock precursor is

reached.
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2.2 Results of two-fluid simulations

In this section we present the results of the investigation of the Γ0, σ0 parameter space obtained with the two-

fluid code introduced above, but first we need to discuss a technical issue. The magnetic shear wave of frequency

Ω, magnetisation σ0 and Lorentz factor Γ0 is continuously injected from the upstream boundary of the simulation

box. The location of the shock front is chosen to avoid the perturbations created at this location to reach the

upstream boundary. These perturbations propagate at the speed of light and are generated in particular for large

values of σ0 and Γ0. If they reach the upstream boundary within the simulation time, the simulation might become

unstable and collapse. Hence, the size of the simulation box and its time duration must be chosen accordingly.

On the other hand, the simulation of boxes very extended both in time and space is computationally expensive.

Therefore, the dynamic range of the parameters Γ0 and σ0 that we can simulate is limited.

The following normalisations are used throughout the discussion: 1/ωp0 for time, c/ωp0 for space, c for velocity,

n0 for density and mc2 ∼ 511 KeV for energy. Here, ωp0 =
√

8πe2n0/m is the proper plasma frequency in the

upstream without the relativistic temperature correction. In these units, the magnitude of the magnetic field far

upstream, as expressed in the lab. frame, can be computed from Eq. 2.10 as B0 = Γ0

√
8πσ0(n0mc2)1/2. Given that

the value of the proper plasma density far upstream n0 is implicitly defined by the expressions for Ω and ωp0, in

the following we will give the magnitude of the magnetic field in dimensionless units B0 = Γ0

√
8πσ0.

Each run requires the following set of input parameters:

• the Lorentz factor of the incoming flow Γ0, pertaining to both electrons and positrons;

• the magnetisation of the incoming flow σ0;

• the frequency of the magnetic shear wave (pulsar) in units of the proper plasma frequencyΩ = ω/ωp0;

• the proper temperature of the incoming flow T 0;

• the proper density of the incoming flow n0.

Before launching the simulation, the Rankine-Hugoniot conditions (Eqs. 2.16-2.18) are solved for the set of

parameters above to obtain the jump conditions for the temperature, density and four-velocity across the shock.

For the entire set of runs we performed, we used a constant upstream temperature T 0 = 10−2 to ensure that the

correction h is always very small far upstream. Unless otherwise specified, the standard size and duration of the

simulation box are x [0 : 2000] and t [0 : 1000], respectively.

In Tab. 2.1 we summarise the input parameters for the different runs. In the first column we give the identification

name of each run. The simulation of different values of Ω requires a further distinction, e.g., RUN D1.2 is the run

with Γ0 = 40, σ0 = 10 and Ω = 1.2. Notice that for all the runs, the upstream flow is supersonic Γ0 ≥
√
σ0.

The reason to perform simulations for different values of Ω lies in the fact that Ω = 1 is the cut-off frequency

for the propagation of superluminal waves; Ω < 1 and Ω > 1 thus define two opposite regimes. In the former,

the plasma density is large and the non-MHD modes are not allowed to propagate, so that the electromagnetically

modified precursor cannot form. In the latter, instead, the plasma density is low enough that superluminal waves

can propagate and form the pre-shock in the upstream flow. Moreover, Ω = 1.2 corresponds to a density slightly

larger than the critical density and thus to the break-out stage of the precursor, whereas larger values of Ω refer

to large radial distances from the pulsar in terms of the dimensionless radius R and thus to a stage in which the

propagation of non-MHD mode has long been established.
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ID Γ0 σ0 Ω

RUN A 10 10 1.2

RUN B 25 1.2

RUN C 100 1.2

RUN D 40 10 0.4 ,1.2, 2.5

RUN E 50 1.2

RUN F 50 25 1.2

RUN G 100 1.2

RUN H 70 10 1.2

RUN I 50 1.2

RUN J 100 1.2

RUN K 100 25 1.2, 2.5, 3.8

RUN L 50 1.2

RUN M 100 1.2

Table 2.1: Summary of the input parameters for the two-fluid simulations. The first column contains

the name of the different runs. Where needed, the value of the frequency is added to the ID.

2.2.1 Linear phase

Independently of the initial set of parameters Γ0, σ0 and Ω (as long as Ω > 1) the precursor initially undergoes

a phase in which its extension into the upstream grows linearly with time. This can be observed in Fig. 2.2, where

the time evolution of the electron pressure profile is shown for RUN C (left panel) and RUN H (right panel). This

phase is due to the generation of the superluminal waves at the location of the shock and to their propagation in

the negative x direction and subsequent interaction with the incoming magnetic shear wave and damping. From

now on, we will use the word shock to refer to the discontinuity in the pressure, density, temperature and velocity

profiles (see for example Figs. 2.2, 2.5, 2.11) which can be observed after the region of smooth variation of these

quantities, that we call precursor or pre-shock. The location of the shock is approximately at 2/3 of the simulation

box. Although the linear expansion phase is a feature of each and every simulation we performed, the way this

phase ends strongly depends on the initial parameters. We found three possible fates in our sample.

In the first case, represented by RUN C and RUN H in Fig. 2.2, the precursor expands in the upstream for the

entire duration of the simulation (t = 1000). For RUN C and RUN D2.5 the simulation time has been extended

to t = 2000 (the size of the box has been increased accordingly) to understand whether the fact that we do not

observe the end of the linear phase is due to the limited time range. Instead, for these two specific runs, the leading

edge of the precursor keeps moving in the negative x direction, as it is shown in the left panel of Fig. 2.3 for

RUN D2.5. The runs manifesting this behaviour are RUN A, RUN B, RUN C, RUN D2.5, RUN H, RUN K2.5

and RUN K3.8. It is conceivable that there are situations in which the damping of superluminal waves proceeds

very slowly and/or the heating of the plasma driven by the superluminal waves, and consequently the decrease of

the value of the proper plasma frequency, allows their propagation further upstream. In this case, the extension

of the precursor keeps growing with time. Hence, to observe the end of the linear phase, simulation boxes very

extended both in time and space are required, to avoid perturbations to reach the upstream boundary as discussed

above. In fact, the perturbations propagating upstream can reach the upstream boundary of a small simulation box

and cause the simulation to collapse or be reflected, as can be seen in the top left corner in the left panel of Fig.
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Figure 2.2: Time evolution of the electron pressure profile for RUN C (left panel) and RUN H (right

panel).

Figure 2.3: Time evolution of the electron pressure profile for RUN D2.5 (left panel) and RUN E

(right panel). In the left panel the linear phase is shown to last until t = 2000. In the right panel we

show the oscillation-like profile of the precursor.

2.3. The reflection would affect in a non-trivial manner the structure of the pre-shock. However, the computation

time needed for the simulation of large time and space ranges is prohibitive, so we limit our analysis to those runs

in which the linear phase ends in the time frame t = 1000.
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A more complex behaviour is exhibited in the second case, visible in the right panel of Fig. 2.3 for RUN E, which

is representative of more turbulent runs. These are RUN E, RUN F, RUN G, RUN I, RUN J, RUN L and RUN M.

Here, after a very short linear phase lasting about ∆t ∼ 250, the precursor shrinks and then expands again in an

oscillation-like pattern. This might be due to a very efficient damping of the non-MHD waves in proximity of the

shock which leads to a decrease of the pressure gradient established by the superluminal waves. At this stage, the

pressure is not able to sustain the precursor region, which is then reduced in size before a new expansion phase.

The third and last possibility is that the linear phase ends when the precursor achieves a steady state, in which its

leading edge stops propagating upstream of the shock and its extension remains constant with time. This regime

is appealing for studying how the electromagnetically modified region affects particle trajectories and possibly

triggers efficient particle acceleration, in particular when this phase lasts for a long period compared to the wave

period. We find that the steady state is achieved for RUN D1.2 and RUN K1.2, which we present in Sec. 2.3.

2.2.2 Precursor growth-rate

We define the dimensionless precursor growth-rate χ = dL/dt, where L is the extension of the precursor

upstream, as the magnitude of the slope of the linear phase discussed in the previous section. The growth-rate,

which is the speed of the leading edge of the pre-shock in the upstream, is of course limited to be less than unity,

where χ = 1 identifies a precursor expanding in the upstream at the speed of light. We compute χ fixing dL to

the maximum extension reached by the precursor and using the corresponding dt. For the runs where a precursor

steady state is achieved, which we refer to as stable, the computation of χ is straightforward. On the other hand,

for the runs where the linear phase does not end within the simulation time, dL is taken to be the extension of the

pre-shock at t = 1000. We refer to these runs as linear. Finally, for the runs undergoing the oscillation-like regime,
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Figure 2.4: Dimensionless precursor growth-rate χ = dL/dt plotted as a function of Γ0 (left panel)

and as a function of σ0 (right panel) for the different possible behaviours of the linear phase for runs

with Ω = 1.2.
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we measure dL at the end of the first linear expansion. We refer to these runs as oscillating. We measure χ for the

complete sample of runs in Tab. 2.1 with Ω = 1.2 and we plot it in Fig. 2.4 as a function of Γ0 (left panel) and

σ0 (right panel) for the different categories. We compare the values of the precursor growth-rate with the group

velocity β> of a superluminal wave in the ideal case in which the incoming magnetic shear is fully converted into

this non-MHD mode. The superluminal wave group velocity corresponds to the velocity of the H-frame [7, 107]

which we introduced in Sect. 1.2. The related Lorentz factor Γ> appears in the dispersion relation Eq. 1.16.

Hence, comparing this relation with the definition of Ω, we obtain β> =
√

1 − 1/Ω2. In Fig. 2.4, β> is plotted as a

horizontal black dashed line.

Although we could investigate a narrow dynamic range of parameters, a general trend emerges where stable and

linear runs have χ < β> and oscillating runs have χ ∼ β>. Given that the precursor is observed as a gradient in the

pressure profile due to the dissipation of the Poynting flux, χ ∼ β> means that the region where superluminal waves

are efficiently damped expands almost as rapidly as the region where these waves can propagate. The superluminal

wave can thus be completely damped shortly after being generated (see the first oscillation of the precursor in

the right panel of Fig. 2.3). If this happens, the pressure gradient associated to the damping of the superluminal

waves at the leading edge of the precursor decreases and cannot sustain the precursor itself. Consequently, the

preshock shrinks until the magnetic shear interact again with the shock front, which is the mechanism triggering

the conversion to superluminal waves in the first place. At this stage, a new expansion phase of the precursor

can start. On the contrary, when χ < β> the damping of the superluminal waves is probably less efficient than in

the previous situation so that the non-MHD modes can propagate further into the upstream creating a wide region

where the Poynting flux is dissipated. In this sense, the value of χ is a rough indicator of the superluminal waves

damping efficiency.

The points in Fig. 2.4 must be intended to have large error bars, because of the method used to measure χ. However,

this estimate allows us to say that oscillating runs tend to accumulate at large values of Γ0 (left panel of Fig. 2.4)

and, more prominently, at large values of σ0 (right panel of Fig. 2.4). This means that large wind magnetisation

might lead to rapid damping of superluminal waves, albeit a more intense investigation of the σ0, Γ0 parameter

space is needed to strengthen this conclusion.

2.2.3 Extension of the precursor

Even though we are able to define the initial precursor growth-rate, it is much more complicated to estimate

the maximum extension of the precursor region ahead of the shock. This is due to the different ways in which the

linear phase can terminate, as we discussed above. For those runs entering the oscillation-like regime, the size of

the pre-shock seems to be more extended in the second expansion cycle (see right panel in Fig. 2.3). However, it

is not clear whether the oscillation leads the precursor to shrink again or to undergo a new linear expansion phase.

We are not able to study this situation in detail because of the limited time range. In the same way, the maximum

simulation time limits our conclusions concerning the extension of the precursor for the runs whose linear phase

lasts for t > 2000.

To circumvent these issues and evaluate the extension of the precursor, we plot the electron pressure profile for

different values of σ0 at constant Γ0 and for different values of Γ0 at constant σ0 at t = 1000. We do this only for

stable and linear runs. In the left panel of Fig. 2.5 we show the three runs with Γ0 = 10, namely RUN A, RUN B

and RUN C, whereas in the right panel we show the three runs with σ0 = 10, namely RUN A, RUN D1.2 and RUN

H (for all runs Ω = 1.2). In these cases, the region where the pressure adjusts from the upstream value p = 10−2
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Figure 2.5: Electron pressure profile at t = 1000. Left panel: profile at constant Γ0 = 10 for RUN

A in red, RUN B in blue and RUN C in green. Right panel: profile at constant σ0 = 10 for RUN A
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Figure 2.6: Electron pressure profile at t = 1000 for different values of the dimensionless frequency

Ω at constant σ0 = 25 and constant Γ0 = 100. We plot RUN K1.2 in red, RUN K2.5 in blue and

RUN K3.8 in green.

(set by the initial conditions on temperature and density) to the downstream value is ∆x ∼ 200 − 500 wide, where

the minimum extension ∆x ∼ 200 is for σ0 = 10 and Γ0 = 40 (RUN D1.2) and the maximum extension is for

σ0 = 100 and Γ0 = 10 (RUN C). The related precursor growth-rates are χD1.2 = 0.16 and χC = 0.43, respectively,

which explain the different sizes of the pre-shock at t = 1000. However, the maximum extension of the precursor

is not only determined by the speed at which it expands upstream, but also by the time at which it breaks-out.

In fact, we can observe in Figs. 2.2 and 2.3 that the linear phase does not start in all cases at the same time, so
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that the same maximum extension of the precursor can correspond to fairly different values of χ. As for the case

of the dimensionless precursor growth-rate, our sample is limited to extract a robust dependence of the precursor

extension on σ0 and Γ0 at constant Ω and a more intense study of the parameter space is needed.

When we setΩ = 1.2, the conversion of the magnetic shear into a superluminal wave occurs for R & 1, where R = 1

is the critical condition for the conversion to take place and the cut-off radius for the propagation of superluminal

waves [7]. Consequently, when Ω is small, the obstacle triggering the conversion (in this case the shock front) is

close to the cut-off radius, whereas when Ω is large the non-MHD mode is generated further away from R = 1.

Therefore, in the latter case, we expect the precursor to be more extended than in the former. This is exactly what

we observe in Fig. 2.6, where the pressure profile is plotted for different values of Ω at constant σ0 = 25 and

Γ0 = 100 (this corresponds to RUN K1.2, RUN K2.5 and RUN K3.8). For direct comparison with the plots in

Fig. 2.5 we used the same spatial range. Given that the pressure far upstream is set by the initial conditions to be

p = 10−2, we see that the range ∆x needed for the pressure to adjust from the upstream to the downstream values

is more extended for larger Ω.

2.2.4 Dissipation of Poynting flux

The most important result obtained by [6] with the two-fluid code also used in this work concerns the dissipation

of the Poynting flux carried by the incoming flow into particle kinetic energy. The energy transfer is mediated by

the backwards propagating superluminal waves interfering with the subluminal mode. As already said, these non-

MHD waves are generated in the interaction between the shock front and the incoming subluminal, magnetic shear

wave2. When the conversion takes place, superluminal waves become unstable to various types of instabilities

(e.g., [99, 10]) which cause their damping. In the present situation, the damping proceeds via stimulated Brillouin

scattering which causes the waves to steepen and form small-scale shocks, visible for instance in both panels of

Fig. 2.5 as sudden increases of the pressure. In these shocks, the plasma is heated up and in turn a pressure gradient

establishes which slows down the incoming plasma and creates the observed shock precursor. Thus, the damping

of the superluminal waves causes the dissipation of the Poynting flux carried by the wave itself into plasma kinetic

energy.

In Fig. 2.7 we show the profile of the normalised Poynting flux S (x) at t = 1000 for different runs which exhibit

different behaviours. We define the normalised Poynting flux as the ratio of the wave energy density flux at location

x to the same quantity measured far upstream

S (x) =
|E × B|

B2
0

(2.19)

where B0 is the wave magnetic field resulting from the input parameter of the simulation Γ0 and σ0. We notice that

in all cases the Poynting flux is continuous across the shock (xsh = 1300, represented by the vertical black line),

meaning that the electromagnetic fields remain unchanged across it. This satisfies the Rankine-Hugoniot relations

for a relativistic shock in an unmagnetised plasma [6]. As a consequence, the frozen-in condition breaks down,

E , −β × B, and the MHD approximation is no more valid (E/B > c). For RUN A, for which both σ0 = 10 and

Γ0 = 10 are in the low end of the respective ranges, the Poynting flux starts decreasing from 〈S 〉 ∼ 1 at x ∼ 1000

and slowly drops until it reaches its minimum value 〈S 〉 ∼ 0 in the downstream. Given that the fields are highly

2As explained in Sect. 2.1, the rotating magnetic pattern of the shear wave is used to simulate the relativistic and magnetised wind launched

by a pulsar.
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turbulent, 〈S 〉 must be understood as the average value about which S (x) oscillates. Far downstream the Poynting

flux completely vanishes, but immediately after the shock the electromagnetic fields are very turbulent and any

residual of the circularly polarised shear wave is erased by the interaction with the superluminal waves. This can

be observed in the upper panel of Fig. 2.8, where the components of the magnetic field are shown in the region

across the shock at t = 1000. For RUN F, whose parameters σ0 = 25 and Γ0 = 50 are intermediate, the location

where the drop in Poynting flux becomes appreciable is much closer to the shock, at x ∼ 1200, and the decrease

of S (x) is much faster, even though in the downstream there seems to be a residual Poynting flux 〈S 〉 ∼ 0.1 at

x ∼ 1600. Looking at the central panel in Fig. 2.8, it is clear that a larger portion of the ordered shear field survives

in the downstream with respect to RUN A. Finally, for RUN L, whose initial parameters σ0 = 50 and Γ0 = 100 are

more extreme, the Poynting flux starts decreasing at a similar location as for RUN F, but the drop is much smoother

and shallower with respect to the previous cases and downstream it shows much less spikes, meaning that the fields

are much less turbulent in the precursor and immediately downstream. This is confirmed in the lower panel in Fig.

2.8, where we see that the transverse magnetic field is still predominantly ordered, although∼ 50% of the Poynting

flux has been dissipated at x ∼ 1400 (〈S 〉 ∼ 0.5).

The reason for the observed different behaviours is probably related to the value of the effective plasma frequency.

As explained in [76, 7], superluminal waves can be generated only when ω > ωp0, ωp0 being the cut-off frequency

in the cold fluid (i.e., far upstream). Nevertheless, the conversion of the magnetic energy into particle kinetic energy

leads to an increase of the temperature of the plasma, visible in Fig. 2.9 for the three runs considered in this section.

This affects the effective plasma frequency, expressed in Eq. 2.9, which is the effective cut-off frequency for the

propagation of superluminal waves. When the fluid is cold ω eff
p = ωp0, but ω eff

p decreases when the temperature

increases because of the larger enthalpy of the plasma. This is shown in Fig. 2.10 for a snapshot at t = 1000. The

profiles of the temperature, as well as those of the effective plasma frequency, are different for the considered runs.

For RUN A and RUN F, the temperature at x = 850 is very close to the initial value of the temperature T 0 = 10−2,

but the temperature at the shock for the two runs differs by about one order of magnitude. For Run L instead, at

x = 850 the plasma temperature is already T 0 = 10−1, which then smoothly increases approaching the shock. This

in turn makes the effective plasma frequency for RUN L on average smaller than for the other two runs, meaning

that, for the parameters of RUN L, the range of allowed superluminal frequencies in the precursor is larger. Even

more important, though, is that for RUN L the profile of ω eff
p is smoother, with no sudden jumps like those visible

for RUN A at x ∼ 1000 or x ∼ 1100. The position of these jumps, also visible in the central panel of Fig. 2.10

for RUN F, correspond to the location of the small-scale shocks discussed above (for RUN A this can be checked

with the red curve in the left panel of Fig. 2.5). This means that a sharp increase of the pressure causes a sudden

drop of ω
eff
p . As a consequence, for a superluminal wave propagating leftwards, these peaks of ω

eff
p can prevent

it to propagate further upstream by reflecting it again towards the shock. This creates a region ahead of the shock

where superluminal waves are trapped and efficiently dissipate the Poynting flux and erase the ordered shear field.

2.3 Precursor steady state

As mentioned previously, for two runs in our sample, namely RUN D1.2 and RUN K1.2, the linear phase ends

when the precursor region achieves a steady state during which its extension does not change with time. Given

that in the following of this work we discuss particle acceleration in the background fields generated by these two

runs, we devote the following sections to present more accurately their features.
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2.3.1 RUN D: Γ0 = 40, σ0 = 10

Simulations for this set of initial parameters have been published in [6]. Here we confirm their findings for an

even larger simulation box for Ω = 0.4 and Ω = 1.2 and we extend the comparison to Ω = 2.5.

When the pulsar frequency is smaller than the proper plasma frequency, superluminal modes are not permitted.

This means that the structure of the shock is almost the one of a normal relativistic, perpendicular shock where

physical quantities suddenly change at the location of the shock front. This is shown by the red curves in the

four panels of Fig. 2.11 for Ω = 0.4, where the plasma density, the x-component of the four-velocity, the plasma

temperature and the normalised Poynting flux are plotted as a function of the spatial coordinate at t = 1000. We

notice, however, that a sizeable amount of Poynting flux is dissipated even in this case, meaning that the shock-like

discontinuity observed in the plot is not an ordinary MHD shock, where the dissipation of the Poynting flux would

be strongly suppressed. This is due to the fact that, even though ideal MHD provides a very good description of

the flow both upstream and downstream of the discontinuity, this is not true very close to the discontinuity itself,

where large amplitude non-MHD fields can be generated which provide an anomalous resistivity responsible for

the drop in Poynting flux, as shown in [6].

When Ω = 1.2, superluminal waves can be generated in the interaction of the shear wave with the shock. This

case is plotted with blue curves in Fig. 2.11. The incoming flow is compressed and slowed down by a factor of

∼ 10 in the precursor before reaching the shock-like interface. The corresponding increase in temperature results

from the combined effect of adiabatic heating and Poynting flux dissipation which starts at the leading edge of the

precursor.

The same remarks hold when Ω = 2.5, plotted with green curves in Fig. 2.11, whose frequency corresponds to a
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proper plasma density ∼ 77% smaller than for Ω = 1.2, for a fixed value of ω. The major difference between RUN

D1.2 and RUN D2.5 is that in the latter the precursor extends much further into the upstream with respect to the

former. To investigate this aspect, we plot the effective plasma frequency at t = 1000 for the three different wave

frequencies in Fig. 2.12. As expected, when ω < ωp0 (red curve), the proper plasma frequency remains unchanged.

ForΩ = 1.2, instead, the interaction between the flow and the shock triggers the generation of superluminal waves.

However, despite the finite temperature effect, the region where they can propagate is limited to a small range

of x very close to the shock, delimited by a sharp increase of ω
eff
p . Superluminal waves are trapped between

this boundary and the dense region downstream of the shock where their propagation is not permitted. This is

probably responsible for the achievement of the precursor steady state, which, on the contrary, is not observed

when Ω = 2.5. The reason is twofold: (1) the profile of the effective plasma frequency is smooth, so that trapping

of non-MHD waves is probably not very efficient; (2) the region where ω eff
p < 1 is much wider for Ω = 2.5,

meaning that superluminal modes are allowed very far away from the shock. The effects of point (1) are similar

to those discussed during the comparison of RUN A, RUN F and RUN L in Sect. 2.2.4 (see Fig. 2.10). The

sharp increase of ω
eff
p in correspondence of small-scale shocks where the incoming plasma is efficiently heated

(the sharp spikes in the blue curve in Fig. 2.12) can result in the reflection of the superluminal waves travelling

leftwards. This stops their propagation in the upstream and consequently the expansion of the precursor. On the

other hand, the smooth profiles of S (x) and ω eff
p for RUN D2.5 (green curves in Figs. 2.11 and 2.12) suggest that

the dissipation of the Poynting flux, although efficient, occurs in a different regime with respect to the previous

case, since the fluctuations due to the small-scale shocks are much less pronounced. A detailed spectral analysis

of the precursor region, as the one performed by [6], is probably needed to investigate this aspect, which is beyond

the scope of this work. As for point (2), this was expected since a large value of Ω corresponds to the fact that

the conversion of the subluminal wave into a superluminal wave is triggered at a large value of the dimensionless
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Figure 2.13: Time evolution of the electron pressure profile for RUN D1.2.

radial distance R, rather than at R & 1 as for Ω = 1.2. Thus, once superluminal waves are generated for Ω = 2.5,

they can propagate backwards into the upstream until they reach the cut-off radius R = 1, which is much further

away from the conversion point than in the case of Ω = 1.2. This effect is even more pronounced for RUN K3.8

(see Sect. 2.3.2 and Fig. 2.15).

In RUN D2.5 the shock precursor expands linearly in the upstream with χD2.5 ∼ 0.27 for the entire duration of the

simulation (t = 2000). This value of χ must be compared with the superluminal wave group velocity β> ∼ 0.92

for Ω = 2.5. Thus, χD2.5 < β> in agreement with our conclusions in Sect. 2.2.2 for linear runs. On the other hand,

for RUN D1.2, the linear phase lasts ∆t ∼ 1800 and expands at χD1.2 ∼ 0.16 (β> ∼ 0.55 for Ω = 1.2) until it ends

up in a steady state of the precursor lasting for a time interval ∆t ∼ 1200. In order to extend the time duration to

t = 3000, we increased the size of the simulation box to x [0 : 3200], to avoid the influence of the boundaries. In

Fig. 2.13 we show the time evolution of the electron pressure profile for RUN D1.2.

2.3.2 RUN K: Γ0 = 100, σ0 = 25

We perform the same analysis carried out for RUN D on RUN K, for which a steady state of the precursor is

found for Ω = 1.2. Here, instead of presenting the case of Ω = 0.4, which gives very similar results to RUN D0.4,

we focus on Ω = 3.8, which corresponds to a proper plasma density ∼ 90% smaller than that for Ω = 1.2, for a

fixed value of ω. In Fig. 2.14 we compare the density, the x-component of the four-velocity, the temperature and

the normalised Poynting flux for the different frequencies at t = 1000. Despite the diverse set of initial parameters

for RUN D and RUN K, if we compare the curves for the same frequency in Figs. 2.11 and 2.14, we notice that

the main trends are the same and that the analysis presented in the previous section holds true, the main difference

being the larger extension of the precursor region for RUN K. More complex is the situation forΩ = 3.8, for which
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Figure 2.14: From top to bottom, density, x-component of the four-velocity, temperature and nor-

malised Poynting flux profiles at t = 1000 as a function of the spatial coordinate for RUN K.

n, ux and T seem to adjust from the far upstream value to the downstream value into a three steps evolution, i.e.,

slowly changing up to x ∼ 850, settling on a plateau between x ∼ 850 and x ∼ 1210 and then suddenly jumping

to the downstream value at the location of the shock (xsh = 1240 for RUN K3.8). In addition, the normalised

Poynting flux profile is very shallow for Ω = 3.8, reaching in the downstream 〈S 〉 ∼ 0.4 at x = 1500, meaning that

only ∼ 60% of the magnetic energy has been dissipated. Looking also in this case at the effective plasma frequency

at t = 1000 plotted in Fig. 2.15, we confirm what we found for RUN D, namely that when the frequency of the

magnetic shear wave increases (or, equivalently, the conversion takes place at a larger value of R), the profile of

ω eff
p becomes shallower, allowing superluminal waves to propagate much further upstream. This effect is enhanced

when Γ0 and σ0 are larger, as already suggested by the analysis carried out in Sec. 2.2.4 (see in particular Fig.

2.10).

As a last comparison between RUN D and RUN K, we present in Fig. 2.16 the components of the magnetic field at

t = 1000 forΩ = 1.2 andΩ = 3.8, in a region across the shock (notice that the location of the shock is different for

the three runs, see caption of Fig. 2.16). In the top panel we observe that the shear wave pattern is erased in RUN

D1.2 and that the field is highly turbulent in the downstream. For RUN K1.2, in the middle panel, the magnetic

field is instead still ordered to some extent. This is in agreement with the level of Poynting flux which is dissipated

in the two runs at x = 1400, which is ∼ 0.8 for RUN D1.2 and 0.7 for RUN K1.2, as can be seen looking at the

bottom panels in Figs. 2.11 and 2.14, respectively. On the contrary, for RUN K3.8 (bottom panel in Fig. 2.16) the

field downstream is predominantly ordered, which justifies the large value of 〈S 〉 in the bottom panel in Fig. 2.14

for this run.

The above analysis suggests that not only the generation and propagation of superluminal waves are fundamental

for the efficient dissipation of the Poynting flux and the formation of a steady precursor, but also their trapping in



36 Simulation of the Pulsar Wind

0.2

0.4

0.6

0.8

1

1.2

 600  700  800  900  1000  1100  1200  1300

– ω
p

ef
f

x

Ω=1.2
Ω=2.5
Ω=3.8
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Figure 2.16: Transverse magnetic field at t = 1000 for different runs in a region across the shock,

whose location for RUN D1.2 and RUN K1.2 xsh = 1335 is represented by the vertical black line.

For RUN K3.8 (xsh = 1240) we focus instead on the downstream region for direct comparison with

the other two runs.
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Figure 2.17: Time evolution of the electron pressure profile for RUN K1.2.

a region close to the shock. This follows in particular from what we show in Figs. 2.12 and 2.15. For Ω = 1.2,

the ω eff
p profile undergoes a steep variation at ∆x ∼ 100 from the shock both for RUN D and RUN K, which

prevents superluminal waves to propagate further upstream and trap them in the steady precursor. This in turn

causes efficient dissipation of the magnetisation of the wave into plasma thermal energy. On the other hand, when

the effective proper plasma frequency profile becomes smoother and shallower, superluminal waves can propagate

further into the upstream without being reflected back towards the shock front. As a result, the precursor keeps

expanding upstream and the wave damping proceeds on a larger length-scale with respect to the low-frequency

case. Consequently, the stationary shock precursor state is more likely to form for values of the wave frequency

close to the cut-off frequency ωp0, rather than for ω ≫ ωp0.

Runs RUN K2.5 and RUN K3.8 are both linear and their precursors expand with χK2.5 ∼ 0.41 (β> ∼ 0.92 for

Ω = 2.5) and χK3.8 ∼ 0.78 (β> ∼ 0.96 for Ω = 3.8) in agreement with the results of Sect. 2.2.2. For RUN K1.2, we

obtain a steady state of the precursor for a time interval∆t ∼ 1000 in a simulation with x [0 : 2000] and t [0 : 1700].

The linear phase lasts ∆t ∼ 700 during which the precursor expands at χK1.2 ∼ 0.5 (β> ∼ 0.55 for Ω = 1.2). In Fig.

2.17 we show the time evolution of the electron pressure profile for this run. RUN D1.2 and RUN K1.2, for which

the stationary state of the shock precursor is achieved, are the benchmark runs for the following chapters.





Chapter 3

Particle acceleration: test-particle

approach

The present and the following chapters are devoted to the investigation of the acceleration process of electrons

and positrons (henceforth electrons) at the termination shock (TS) in pulsar wind nebulae (PWNe). Our aim is

to obtain the steady state energy spectrum and angular distribution of accelerated particles at the location of the

shock front. This is achieved in two steps. Firstly, we study the injection process, namely the interaction between

electrons and the turbulent fields at the TS during the first shock encounter. This produces a population of pre-

accelerated particles which can undergo further acceleration. Secondly, we investigate the details of the following

shock crossings, which constitute the full acceleration mechanism (see Chapt. 4).

In this chapter, we focus on the injection mechanism. We implement a test-particle simulation to follow the orbits

of a large number of electrons in the background electromagnetic fields modeled with the two-fluid code presented

in Chapt. 2. The different configurations of the fields are obtained for various values of the Lorentz factor Γ0 and

magnetisation σ0 of the incoming flow and of the frequency Ω of the stripes1. To reproduce a stationary injection

process, we exploit the background fields obtained for RUN D1.2 (Γ0 = 40, σ0 = 10, Ω = 1.2) and RUN K1.2

(Γ0 = 100, σ0 = 25, Ω = 1.2), for which a steady configuration of the shock precursor is attained. For both

runs, the duration of this configuration is ∼ 1000/ωp0, which corresponds to a time interval longer than 102 pulsar

periods.

In Sect. 3.1, we present the set of equations describing the test particle trajectories. The only force acting on

these particles is the Lorentz force and since test particles do not feel the fluid pressure, they are decoupled from

the fluid. The back-reaction of these electrons on the background fields is neglected under the assumption that

the fraction of the total energy carried by the test particles remains limited. In Sect. 3.2, we briefly describe the

technique used to numerically integrate the trajectories, which includes a Runge-Kutta method and a 2-dimensional

cubic spline routine [117], and in Sect. 3.3, we discuss the initial conditions for initialising the trajectories. The

trajectories are followed from the starting point until they reach either one of the two spatial boundaries of the two-

fluid simulation box, since the time domain is extended arbitrarily by the implementation of periodic boundary

conditions, as presented in Sect. 3.4.

1Ω = ω/ωp0 is the wave frequency in units of the proper plasma frequency far upstream, see Sect. 2.2.

39
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The last three sections are dedicated to the detailed analysis of the results of this chapter. From the study of the

evolution of typical electron trajectories and related particle energies presented in Sect. 3.5, we infer that electrons

gain quite substantial energy in the shock precursor. However, only the turbulent fields surviving in the downstream

are able to deflect the particles towards the upstream. In Sect. 3.6 we measure the fraction of trajectories which end

up on the upstream boundary of the simulation box and we extrapolate the injection probability at the pulsar wind

TS. Finally, in Sect. 3.7 we present the energy spectrum and angular flux of particles transmitted and reflected at

the shock front.

3.1 Equations of motion

We only consider trajectories of electrons and positrons, henceforth referred to as electrons, and we neglect

heavier ions. This approach is justified by the fact that electrons constitute the bulk of the pulsar wind whereas the

ion number density contributes at most 1/κ to the total number density, where κ is the value of the electron-positron

pairs multiplicity in the magnetosphere (see Sect. 1.1.1). If κ ≈ 101 − 105 as suggested by pair production models

(e.g., [8, 62, 63, 135]), ions contribution is negligible both in number and energy density content.

The trajectory is treated classically. The electron is taken to be a point-like particle moving in prescribed external

electromagnetic fields, which are provided by the two-fluid code presented in Chapt. 2. Specifically, we use

the background fields of RUN D1.2 and RUN K1.2. Although the two-fluid simulation is 1-dimensional and the

background fields only depend on the spatial coordinate x, the field components and consequently the trajectories

are defined in a 3-dimensional space. Test particles immersed in these fields are only subject to the Lorentz force

ṗ = q[E + β × B], where q is the electric charge of the particle (qp = −qe = e, where e is the elementary charge)

and E and B are the electric and magnetic field respectively. Unlike the fluid elements, test particles do not feel

a pressure force, which is assumed to arise from turbulence at small scales that these particles do not see. As a

consequence test particles are decoupled from the fluid particles. Energy losses are neglected throughout this work.

The straightforward implementation of this force in an algorithm to numerically integrate trajectories might lead

to momentum accumulation. With this we mean that, even for a particle moving in a magnetic field with vanishing

electric field, the energy would increase because of round-off errors during the numerical procedure. Following

[78], we adopt a form of the Lorentz force suitable to avoid this issue:

dn

dt
= ±

e

mγβ

(
E⊥ + β × B

)
(3.1)

dγ

dt
= ± e

mc
βn · E (3.2)

where m, p = pn (p = mγβc) and γ = (1−β2)−1/2 are the particle mass, momentum and Lorentz factor, respectively,

and E⊥ is the component of the electric field perpendicular to the unit vector in the direction of motion n. Essen-

tially, we split the Lorentz force into one component only affecting the direction of momentum (Eq. 3.1), and one

component only affecting the magnitude of momentum (Eq. 3.2). With this form of the equations of motion, when

the electric field is null, the magnitude of momentum is less susceptible to error, as it is clear from Eq. 3.2. The set

of equations to be integrated also includes dx/dt = β, where x is the position vector. Thus, the advancement of the

solution at every time step requires seven equations. Furthermore, the condition |n| =
√

n2
x + n2

y + n2
z = 1 must be

fulfilled at all times, adding one degree of freedom for which a dedicated control sequence must be implemented.
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This can be avoided transforming to spherical coordinates. Hence, the full set of equations to be solved to describe

the trajectory of electrons (including Eq. 3.2) becomes:

ẋ = β cos θ (3.3)

ẏ = β sin θ cosφ (3.4)

ż = β sin θ sin φ (3.5)

θ̇ = −
e

mγβ

1

sin θ

[
− E⊥,x + β sin θ

(
By sin φ − Bz cosφ

)]
(3.6)

φ̇ = − e

mγβ

1

sin θ

[
− E⊥,y sinφ + E⊥,z cos φ + β

(
− Bx sin θ + By cos θ cosφ + Bz cos θ sin φ

)]
(3.7)

where θ and φ are the polar and azimuthal angles with respect to the x-axis. The components of the electromag-

netic fields are still expressed in cartesian coordinates because this is the way they are stored from the two-fluid

simulation. Equations 3.6 and 3.7 have two poles for θ = 0, π which can cause errors in the numerical integration

if during the evolution of the trajectory one of these two values of the polar angle is met. However, this happens

only for 1 − 2% of the trajectories which are then neglected in the following analysis.

3.2 Numerical integration

The set of Eqs. 3.2-3.7 presented above is a system of six coupled first order ordinary differential equations

(ODEs) of the kind
dhi

dt
= fi(t, h1, .., h6) i = 1, .., 6 (3.8)

for the functions hi in the independent variable t, where the functions fi are the derivatives of hi. The easiest way of

numerically solving this set is Euler’s method (the material in this section is adapted from [117]), which consists

in rewriting dhi and dt in the previous formula as finite steps ∆hi and ∆t and multiplying the equations for ∆t. This

provides algebraic relations for the step in the quantity hi corresponding to the step in the independent variable t,

which are given by

hn+1 = hn + ∆t · f (tn, hn) + O(∆t2) (3.9)

for the i-th component. The truncation error2 in Euler’s method is of the second order in the quantity ∆t. Conse-

quently, the direct implementation of this formula in a computing algorithm is not suitable because it introduces a

large uncertainty in the solution at every step of the integration. However, all methods for the numerical integration

of ODEs are based on Euler’s formula (Eq. 3.9). In this work, we make use of the Runge-Kutta (RK) method to

advance the solution of our system of equations of one increment ∆t, which combines the information of several

Euler-like steps in a Taylor series expansion of the solution up to the fifth order. An adaptive step-size routine is

also implemented to keep track of the truncation error at every step. Since the components of the position vector

x are computed using β, and thus γ, θ and φ, we set an accuracy criterion only for these last three quantities,

and we require that the truncation error is < 10−3. It is worth saying that each step in the procedure is treated

2The truncation error is the uncertainty introduced by the integration routine assuming the perfect knowledge of the solution at the previous

step.
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identically, meaning that prior behaviour of the solution does not affect the computation in the following. The RK

method is applied to advance the solution of Eqs. 3.2-3.7 from tn to tn+1. The fifth order algorithm requires eleven

independent evaluations of the right-hand side for each equation. Practically, this means that the values of the

electromagnetic fields E and B must be provided to the RK routine every time the right-hand side f s are needed.

In Chapt. 2 we neglected the technical point concerning the way the background fields are stored by the two-fluid

code, but now this issue deserves some attention. In the two-fluid simulation, a fixed space-time mesh is defined

at which the values of the electromagnetic fields and all other relevant physical quantities (electron and positron

pressure, density and velocity) are computed. For the results to be accurate, the mesh must be refined enough, but

the rate at which the physical quantities are computed (both in space and time) does not necessarily correspond to

the rate at which they are stored in a data file, for obvious reasons of time and computer storage. For the entire

sample summarised in Tab. 2.1, the grid size of the simulation is ∆x = 0.05 and ∆t = 0.005, while the grid size

of the saved data is ∆̂x = 0.05 and ∆̂t = 1. In this chapter we use the same normalisations for space and time that

we used in Chapt. 2, namely c/ωp0 for space and 1/ωp0 for time, where ωp0 is the proper plasma frequency in

the far upstream defined in Sect. 2.1. We define snapshot the ensemble of values of all physical quantities stored

at every position in the simulation box at a given time t̂. In general, the integration time step computed with the

adaptive step-size routine in our code is smaller than ∆̂t and consequently the values of E and B are needed at a

time different from the values at the time grid points. The same applies to the spatial coordinate.

To cope with this situation we build two arrays, one for the values of the time component t̂ and one for the spatial

component x̂ at which the background fields are saved by the two-fluid code. Each trajectory starts and evolves on

space-time points (t, x) which satisfy t [t̂n : t̂n+1] and x [x̂n : x̂n+1]. For each specific point (t, x) of the trajectory, we

compute the six components of the electromagnetic fields by interpolating their grid points values, both in time and

space, with a cubic spline, which ensures not only the continuity and differentiability of the interpolated function,

but also of its first derivative. In addition, the spline method avoids oscillations between grid points, which might

occur using high degree polynomial interpolation, making the resulting function smooth. Given that the behaviour

of the fields is not particularly pathological, in the sense that they do not show jumps or kinks even in the most

turbulent regions, we exploit the grid points in the ranges t̂ [t̂n−2 : t̂n+3] and x̂ [x̂n−2 : x̂n+3], resulting in twelve grid

points. We sketch the situation in Fig. 3.1, where the black dots are the grid points and the red dot is the particular

point of the trajectory under consideration. The red, dashed line represents the trajectory. It is clear that, if the

integration time-step ∆t is small enough, the trajectory occupies many points in the plot between t̂n and t̂n+1 and x̂n

and x̂n+1. In this case, a new interpolation is performed every time to compute the six components of the fields and

to account for their variations over the interval.

We briefly resume the structure of the code which performs the numerical integration of test particle trajectories:

• the RK algorithm – it advances the solution of each dependent variable hi in Eqs. 3.2-3.7 from hn to hn+1

while the independent variable is incremented from tn to tn+1 = tn + ∆t;

• cubic spline interpolation – it provides, at each location (t, x), the value of the electromagnetic field compo-

nents interpolated from twelve grid points values computed with the two-fluid code;

• stepper – it calls the RK routine and, according to a pre-determined accuracy criterion, confirms the step and

proceeds to the following phase for tn+1, or rejects the step and reiterate the operation for tn;

• driver – it starts and stops the integration according to initial conditions (to be defined in the next section)

and stores the intermediate results.
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Figure 3.1: Sketch of the 2-dimensional cubic spline method. To interpolate the values of the

six components of the fields at the specific space-time point (t,x), a total of twelve grid points is

considered.

3.3 Initial conditions

The set of Eqs. 3.2-3.7 must be initialised in order to start a trajectory. The choice of the initial conditions

depends on the physical scenario one wants to investigate and is related to the injection problem. By this, we

mean the mechanism through which some particles are (1) decoupled from the rest of the plasma and (2) energised

and driven into the full acceleration process. Point (1) has been addressed in the context of the acceleration of

ultra-high energy cosmic rays (UHECRs) at strong shocks in γ-ray bursts (GRBs) by [137]. The author consid-

ered that in all collisional processes, like those taking place at astrophysical shock fronts, a Maxwell-Boltzmann

distribution of particles likely forms, which extends to very high energies. For particles with energies in the tail of

the distribution, the mean-free path between two following scattering events is much larger than that of particles

whose energy is ≈ kBT , where kB is the Boltzmann constant and T is the temperature of the fluid. These energetic

particles can therefore decouple from the fluid. However, this process is not viable at collisionless shocks like the

termination shock of pulsar wind nebulae. In this case, electromagnetic turbulence associated to the formation of

the shock front is held responsible for the decoupling of a fraction of the particles from the background plasma

(e.g., [122]), although this is probably more efficient for ions than for electrons. In fact, low-energy electrons have

too small gyro-radii to resonantly interact with pre-existing magnetic fluctuations or ion-generated waves (e.g.,

[59]). Alternatively, electrons might be injected in the acceleration process by meandering magnetic field lines

which allow them to travel back and forth across the shock and finally to be reflected into the upstream [58, 59].

Another possibility is that electrons are decoupled from the fluid and energised by whistler waves generated at the

shock [123, 119]. All these mechanisms are envisaged for non-relativistic shocks.

In the situation considered here, the upstream flow is cold and thermalises in the downstream of an highly relativis-

tic (Γ0 ≫ 1) shock. The speed of the downstream flow is still βd ∼ 1/3 and the plasma is efficiently advected away

from the shock. Actually, the efficient advection far away from the shock of the downstream fluid is the objection

that is usually raised to argue against relativistic shocks as efficient particle accelerators (e.g., [110]).

In this work, we focus on the investigation of point (2), addressing point (1) with the following approach. We
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assume that, in the rest frame of the cold upstream plasma, some particles are not totally at rest, but have a small

spread in γ (hereafter Γ0 identifies the Lorentz factor of the shock, while γ identifies the Lorentz factor of the parti-

cles). We also assume an isotropic angular distribution of the test particles in this frame as done in [58]. Although

this idea does not really answer the question about the mechanism decoupling some particles from the bulk, at least

it does not place any strong constraint on the their initial energy and angular distribution.

Hence, trajectories are initialised in the far upstream, where there is no turbulence and no precursor has established,

with γ [1 : 1.2], θ [0 : π] and φ [0 : 2π] (over-lined quantities are expressed in the upstream fluid frame), according

to the prescription given above, where all these quantities are expressed in the upstream fluid frame (for a detailed

treatment of Lorentz transformations and the notation in different frames see Appen. A).

3.4 Periodic boundaries

The aim of the numerical integration of test particle trajectories is the investigation of the effects of the turbulent

region in the proximity of the shock created by the interaction of the superluminal waves with the incoming pulsar

wind. In particular, we want to investigate whether electrons gain energy during the first shock encounter and how

many trajectories are reflected at the shock front in a stationary situation. To achieve this, we are not interested in

the time dependent phases of the precursor break-out and linear phase presented in Chapt. 2. Rather, we focus on

Figure 3.2: Electron pressure profile for an ensemble of time snapshots of period ∆F from RUN

D1.2, in which the precursor is steady. The ensemble has been folded for three times to illustrate

the implementation of the time domain periodic boundary conditions.
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the steady state of the precursor region to study particle acceleration on a time-scale which is long compared to the

wave (pulsar) period. In fact, for both RUN D1.2 and RUN K1.2 the duration of the steady configuration is ∼ 1000,

which corresponds to a time interval longer than 102 pulsar periods. However, in this time interval a relativistic

particle flying with β ∼ 1 covers a distance x ∼ 1000, which is limited compared to the size of the simulation box

to start trajectories far upstream and study their propagation all the way to the shock region. In order to extend
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Figure 3.3: Energy spectrum, expressed in the shock frame, of reflected (left panel) and transmitted

(right panel) trajectories integrated in the background fields of RUN K1.2 for different periods ∆F.
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the available range of time, we create periodic boundaries in the time domain to reproduce for many foldings the

steady state of the pre-shock. This approach is justified by the fact that we believe that the time range over which

we observe the steady precursor is limited by the size of the simulation box and not by the physics, so that, in

principle, with infinite computing power and storage capability, this structure would last much longer.

Hence, we select an ensemble of time snapshots of period ∆F that we fold for several times. We show the proce-

dure in Fig. 3.2, where the electron pressure profile of the steady state of RUN D1.2 has been folded for three times
3. Although this technique allows us to study the particle trajectories while they propagate in the background fields

for a longer time, it also presents a drawback. In fact, the implementation of the time domain periodic boundaries

essentially introduces an artificial wave of period ∆F, which in principle can affect our results. To make sure that

the effect of this artifact is negligible, we integrate a large number of trajectories, starting them off with the pre-

scription described in the previous section and following them until they reach either one of the two edges of the

simulation box. The upstream and downstream edges of the simulation box are treated as absorbing boundaries re-

moving particles from the simulation. Henceforth, we will refer to electrons absorbed at the downstream boundary

as transmitted, and to electrons absorbed at the upstream boundary as reflected. We do this for different values of

∆F for both runs under consideration and we study the particle spectrum and angular flux, expressed in the shock

frame, at the two boundaries. We compute the spectrum dNpart/d log γ binning the Lorentz factor of electrons (that

hereafter we use as a synonym of energy) in equally spaced logarithmic bins of γ, integrating over angles and we

normalise to the total number of trajectories N stopped at one given boundary. The spectra of reflected and trans-

mitted particles are shown in Fig. 3.3, left and right panels respectively, for three values of ∆F for RUN K1.2 (the

results do not differ for RUN D1.2). We obtain the angular flux simply binning µ = cos θ of electrons registered at

one of the two boundaries in equally spaced bins of µ, integrating over energy and azimuthal angle. The angular

fluxes of reflected and transmitted particles are shown in Fig. 3.4, left and right panels respectively, for three values

of ∆F for RUN K1.2 (the results do not differ for RUN D1.2). We plot the angular flux of transmitted particles

on a logarithmic scale to improve the resolution for small values of µ, where there are only few particles per bin.

In the shock frame, particles travelling towards the upstream (left-hand side of the simulation box) have µ in the

interval [−1 : 0], while particles travelling towards the downstream (right-hand side of the simulation box) have µ

in the interval [0 : 1].

As can be seen from these plots, neither the energy spectrum nor the angular flux show remarkable differences for

different values of ∆F. So we feel confident that our approach allows us to extend the range of time over which

we can study the evolution of test particles, without imprinting any artificial feature on the energy spectrum and

angular distribution. In the following, the benchmark value ∆F = 1000 is used both for RUN D1.2 and RUN K1.2.

3.5 Trajectories and energy

The trajectories of test particles are integrated using the background electromagnetic fields provided by the

two-fluid simulation in the runs RUN D1.2 [Γ0 = 40, σ0 = 10, Ω = 1.2] and RUN K1.2 [Γ0 = 100, σ0 = 25,

Ω = 1.2]. These trajectories are regulated by the interaction with the background electromagnetic fields expressed

by the Lorentz force (Eqs. 3.1 and 3.2) and the only difference between the equations of motion of a test particle

and a fluid particle is the lack of the pressure term in the test particle case. As a result, test particles are decoupled

3We remark that we plot the pressure profile because it makes the folding evident, but all the physical quantities of the interested snapshots

are folded in the same way.
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from the rest of the fluid.

The trajectories are initiated far upstream of the shock, where the ideal-MHD condition (Eq.1.3) holds, and the

propagation is followed until they are absorbed at either one of the two absorbing boundaries, placed one upstream

and one downstream of the shock. Because of the implementation of the periodic boundaries in the time domain,

there is no constraint on the duration of the trajectory from the starting to the ending point. Unless otherwise

stated, the absorbing boundaries coincide with the spatial edges of the simulation box. Typical trajectories and the

evolution of the respective Lorentz factors are plotted in the left and right panels of Figs. 3.5 for RUN D1.2 and 3.6

for RUN K1.2, respectively, in a region close to the termination shock. Time, position and energy are expressed in

the shock frame.

Provided that the trajectories are initiated far upstream of the shock and of the leading edge of the precursor,

all trajectories look similar in the early times. If we consider in the upstream fluid frame the initial part of the

trajectory, where the frozen-in condition holds, electrons are only subjected to the magnetic field because the

electric field vanishes in this frame. Thus, when a trajectory is started with a Lorentz factor slightly larger than

unity, the particle starts gyrating about the magnetic field lines. The orbit is not a perfect helix since the field

vector is not uniform, rather it rotates in space with constant magnitude. In fact, the pattern of the magnetic field

far upstream is a magnetic shear wave, as presented in Chapt. 2. The wavelength of the field is λ = 2πβ0Γ0/Ω,

where Γ0 is the Lorentz factor of the upstream fluid, β0 is the related speed and Ω is the wave frequency in units

of the proper upstream plasma frequency (over-lined quantities are expressed in the upstream frame, see Appen.

A). On the other hand, the gyro-radius of a quasi-thermal particle with γ & 1 is rg = mγ/eB0 ∝ γ/
√
σ0 ≪ λ

since B0 = B0/Γ0 ∝
√
σ0 as shown in Sect. 2.2. Hence, the deviation of the orbit from a spiral is negligible. The

energy remains constant in the upstream frame. The helical motion in the upstream fluid frame causes the particle

to move alternately with the bulk, at a slightly larger speed, and against the bulk, as seen in the shock frame. This

produces the bouncing behaviour of γ in the early times of the trajectories (see right panels in Figs. 3.5 and 3.6).

In particular, the kinks of the particle Lorentz factor, dropping to γ ∼ 1, are due to the nearly perfect anti-parallel

motion between the test particle and the upstream fluid. The duration of the rising part of the γ profile is much

larger than the decreasing part because the bulk speed is ultra-relativistic (Γ0 = 40 for RUN D1.2 and Γ0 = 100

for RUN K1.2) and the range of directions µ for which the Lorentz factor in the shock frame diminishes is limited

(see App. A).

Between the leading edge of the pre-shock and the shock, the frozen-in condition ceases to be valid and the

fields become turbulent because of the presence of the superluminal waves interfering with the pulsar wind. Here,

electrons are scattered by the turbulence and gain energy. The fate of the test particles is well represented in the

plots in the left panels of Figs. 3.5 and 3.6: they can either fly across the shock and reach the downstream boundary

(transmission) or scatter off electromagnetic waves and reach the upstream boundary (reflection). Both scenarios

can proceed smoothly, with very few changes of sign of ẋ (total deflections), e.g., trajectory n. 2 in Fig. 3.5 and

trajectory n. 3 in Fig. 3.6, or undergoing many total deflections, e.g., trajectory n. 3 in Fig. 3.5 and trajectory

1 in Fig. 3.6. From the examples reported here, it is clear that most of the energy is gained in the precursor and

most of the deflection occurs in the turbulent post-shock region (see Figs. 2.11 and 2.14 in Chapt. 2 and related

discussion). However, it is possible that particles cross the shock many times, being deflected by electromagnetic

disturbances upstream and downstream of the shock, before reaching either one of the two boundaries. It is worth

mentioning that, in all the several thousands trajectories that we have studied, we have never obtained a trajectory

which is recorded at the upstream boundary without having crossed the shock front at least twice. This means that,
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Figure 3.5: Time evolution of the trajectory (left panel) and respective Lorentz factor (right panel)

for three particles in the background fields of RUN D1.2 in the region close to the leading edge of

the precursor (dashed black line) and the shock front (solid black line).
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Figure 3.6: Time evolution of the trajectory (left panel) and respective Lorentz factor (right panel)

for three particles in the background fields of RUN K1.2 in the region close to the leading edge of

the precursor (dashed black line) and the shock front (solid black line).

despite the large degree of turbulence present in the precursor and the deflection taking place there, particles can

only be reflected towards the upstream boundary by the residual turbulent fields surviving in the downstream.

We also stress that, in the test particle approach, particles reflected towards the upstream boundary have negligible

chances to be deflected once more in the opposite direction when they are upstream of the leading edge of the
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pre-shock. This is due to the fact that superluminal waves are completely damped at some distance from the

termination shock, as discussed in the previous chapter, so that the field configuration is completely ordered and

has the magnetic shear wave form. In this idealised model, the field is not able to turn these trajectories around

towards the downstream. This is visible for example for trajectory n. 2 in Fig. 3.5 and trajectory 1 in Fig. 3.6.

3.6 Injection probability

The electrons which are reflected back into the upstream at the shock form a population of particles which

can undergo a full acceleration process, such as the Fermi mechanism which is normally invoked to explain the

presence of very energetic particles in the proximity of shock fronts (e.g., [45, 79] for reviews). Thus, the region

of turbulent fields generated in proximity of the shock, both upstream and downstream, by the propagation of su-

perluminal waves can inject electrons in the subsequent acceleration mechanism. To investigate this mechanism,

it is crucial to understand what is the fraction of trajectories which are reflected in the upstream at this electromag-

netically modified relativistic, perpendicular shock, or in other words, what is the injection probability.

The physically relevant quantity called injection probability Pinj is the reflection probability for boundaries placed

far from the shock. To estimate it from the simulation, we compute the ratio of the number of trajectories absorbed

at the upstream absorbing boundary to the total number of trajectories as a function of the position of the bound-

aries. We then extrapolate the obtained behaviour as the boundaries are asymptotically far away from the shock.

Hereafter, we will refer to the upstream boundary as UB, and to the downstream boundary as DB.

We start by placing both boundaries very close to the shock front and then we repeatedly move DB away from

the shock by a fixed step ξ = 50. For each position of DB, we record how many trajectories are absorbed at both

boundaries. Next, we move UB away from the shock by the same step ξ and we repeat the procedure. We do this

for xUB [835 : 1285] and xDB [1485 : 1935] for RUN D1.2, and for xUB [935 : 1285] and xDB [1385 : 1885] for

RUN K1.2, the shock being at xsh = 1335 for both runs. The different choice for the ranges of UB and DB is

justified by the different features of the precursors in RUN D1.2 and RUN K1.2.

With this technique, we are able to construct a grid of reflection probability values at different locations in the sim-

ulation box. This is showed in the top and bottom panels of Fig. 3.7 for RUN D1.2 and RUN K1.2, respectively.

In these plots, the position of the boundaries recedes from the shock moving leftwards on the x-axis and upwards

on the y-axis. We also stress that the normalisation of the colour scale is different in the two plots to better show

the variation of Pinj in the bottom panel. We notice that when DB is close to the shock front ∆x . 150 − 200, the

reflection probability is almost negligible. This was already anticipated in Figs. 3.5 and 3.6, where we observed

that in general electrons are not reflected immediately after crossing the shock. Thus, the close proximity of the

absorbing boundary to the shock stops the trajectories before they have the chance to be scattered and reflected

by the magnetic turbulence. When DB is further away from the termination shock, for a fixed location of UB,

Pinj increases up to some level (different for RUN D1.2 and RUN K1.2) and then stabilises to an almost constant

value. This is a consequence of the fact that far downstream the amplitude of the residual fields diminishes until

they completely vanish, so that they are less efficient in deflecting the electron trajectories. At some point, the field

fluctuations are so small that particles which are transmitted up to that point cannot come back to the shock. The

situation is opposite for a particle travelling towards the upstream. In fact, instead of a region of electromagnetic

fields with decreasing amplitude, it encounters a region of electromagnetic fields with increasing amplitude which

is efficient in deflecting particles. Consequently, as UB recedes from the shock, the injection probability decreases
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for a fixed position of DB. For RUN D1.2 (top panel) the decrease of Pinj stops when UB moves from xUB = 1035

to xUB = 985, which coincides with the approximate location of the leading edge of the precursor (see left panel

in Fig. 3.5). The asymptotic value of the injection/reflection probability is Pinj ∼ 0.40. In the case of RUN K1.2

the situation is less clear since on average the injection probability is much smaller. However, one can see that

for xUB = 1285 and xUB = 1235, Pinj ∼ 0.18 − 0.19 (with some fluctuations), but when xUB . 1235 the injection

probability stabilises at Pinj ∼ 0.15.

In principle, one could expect the injection probability for these two runs to be the same when UB is ξ = 50

away from the termination shock and DB is very far, given the fact that the fraction of dissipated Poynting flux is

comparable for RUN D1.2 and RUN K1.2 at x ∼ 1500 (see bottom panel in Figs. 2.11 and 2.14). Hence, the less

extended precursor in RUN K1.2, where particles travelling towards the upstream have the chance to be deflected

once more towards the downstream, would imply a larger asymptotic value of Pinj with respect to RUN D1.2.

Nonetheless, this is not what we obtained since, as we have already noticed in Fig. 2.16, the residual fields in the

region across the shock in RUN K1.2 are much less turbulent than those in RUN D1.2 and the more ordered the

field, the less efficient the particle scattering and deflection.

Normally, the issue concerning the injection mechanism into an acceleration process is overlooked, as well as the

location of the injection (e.g., [112, 46]). In this work we try to answer these questions. The values that we obtain

for the injection probability at the termination shock for the two cases must be compared with Pinj ≈ 0.12 found by

[2] for ultra-relativistic (Γ = 100 − 1000), oblique shocks. These authors considered the following source of scat-

tering: magnetic waves (Alfvén’s waves) in the downstream and a combination of waves supported by a uniform

magnetic field upstream (this approach has been introduced in [140] and will be treated in more detail in the next

chapter). We infer that, at least in the situations that we investigate, the turbulence generated by the propagation

of the superluminal wave are more efficient in deflecting particles than Alfvén’s waves. This is true for both RUN

D1.2 and RUN K1.2.

The value Pinj ∼ 0.40 obtained for RUN D1.2 might be too large for the test particle limit to be valid. In fact, the

current of energetic particles streaming from downstream to upstream would probably severely affect the shock

structure like in a cosmic-ray modified shock [47]. On the other hand, we believe that Pinj ∼ 0.15 that we obtain

for RUN K1.2 is more consistent with the test particle approach, since in this case the energy density flux stream-

ing upstream is much lower. However, it is difficult in both situations to estimate what is the combined effect of

electromagnetic waves and energetic particles on the stability of the shock and its precursor and a dedicated and

self-consistent study (such as Particle-In-Cell simulation) is probably needed to address this issue.

3.7 Energy spectrum and angular flux

We now compute the spectrum and angular flux of transmitted and reflected particles at the location of UB

and DB where the injection probability reaches the asymptotic value, both for RUN D1.2 and RUN K1.2. This

means xUB = 935 and xDB = 1935 for RUN D1.2 and xUB = 985 and xDB = 1885 for RUN K1.2. In Fig. 3.8

we plot the energy spectrum of transmitted (blue points) and reflected (red points) particles for RUN D1.2 (left

panel) and for RUN K1.2 (right panel) for the benchmark configuration of our simulation. The spectrum is plotted

in the downstream fluid frame for transmitted particles and in the upstream fluid frame for reflected particles. The

vertical solid black lines represent the energy values Γ0,i(σ0,i + 1) and Γ2
0,i

(σ0,i + 1), where i = D,K and the extra

Lorentz factor in the latter expression comes from the transformation in the upstream rest frame. The dotted lines
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Figure 3.8: Energy spectrum of transmitted and reflected particles for RUN D1.2 (left panel) and

RUN K1.2 (right panel). The vertical solid black lines represent the energy values Γ0,i(σ0,i + 1) and

Γ2
0,i

(σ0,i + 1), where i = D,K. The dotted lines in both panels represent a relativistic Maxwellian

distribution peaked at Γ0,i(σ0,i + 1).

in both panels represent two relativistic Maxwellian distributions [124]

f (γ) ∝ γ
√
γ2 − 1 e−γ/∆γ (3.10)

whose average energy is 〈γ〉 = Γ0,i(σ0,i + 1) and ∆γ ∼ 300 for RUN D1.2 and ∆γ ∼ 1300 for RUN K1.2 (we

stress that the dotted lines do not represent a fit to the data points). Our results are similar for the two runs. The

spectra of transmitted electrons peak at ≈ σ0,iΓ0,i and those of reflected electrons peak at ≈ σ0,iΓ
2
0,i

, meaning that

test particles interacting with the electromagnetic turbulence in the proximity of the termination shock basically

gain the energy which is dissipated by the incoming pulsar wind. As far as reflected particles are concerned, the

fact that during the first shock encounter the energy gain is ∝ Γ2
0

is a classic result (e.g., [137, 2]). However, here

we show that the electromagnetically modified shock is able to convey an extra σ0 factor due to the dissipation of

the striped wind.

Hence, we find that not only the precursor ahead of the shock and the turbulent region downstream of it are able to

generate a population of particles travelling towards the upstream, but they can also energise this population. This

constitutes the seed for the subsequent full acceleration process.

Acceleration of particles in superluminal electromagnetic waves has already been studied in the context of pulsar

winds by [134] using a test particle approach. The authors assume that in the proximity of the termination shock,

the turbulent electromagnetic fields can be described by a superposition of electromagnetic waves: a primary wave

generated by the striped wind (entropy mode) moving in the same radial direction and isotropically distributed

secondary waves. They also find that test particles are pre-accelerated in this environment via the interaction with

the superluminal waves. Remarkably, our spectra for transmitted electrons are in good agreement with the results

of [134] for a situation in which the amplitude of the secondary waves is about the same of the primary wave. In

our 1-dimensional simulation, of course, the secondary waves are not isotropically distributed, but their amplitude
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Figure 3.9: Angular flux of the particles transmitted across the shock (blue points) and injected in

the acceleration process (red points) are shown in Fig. 3.9 for RUN D1.2 (left panel) and RUN K1.2

(right panel) expressed in the shock frame.

is comparable with that of the primary wave (see the wave spectral analysis published in [6]).

Interestingly, 1-dimensional [114] and 2-dimensional [125] Particle-In-Cell simulations show that electrons accel-

erated during driven magnetic reconnection at the TS of a pulsar striped-wind are also distributed in a Maxwell-like

distribution peaked at ≈ σ0Γ0. This strengthens the argument that the magnetic reconnection and the dissipation

of the magnetic field driven by the propagation of superluminal waves are two aspects of the same phenomenon,

taking place at relatively large plasma density (the former) and low plasma density (the latter). Furthermore, none

of these two processes is able to produce the power-law spectrum of particles necessary to explain the Synchrotron

radiation observed for example from the Crab nebula.

The angular flux of the particles transmitted across the shock (blue points) and injected in the acceleration process

(red points) are shown in Fig. 3.9 for RUN D1.2 (left panel) and RUN K1.2 (right panel). Quantities are expressed

in the shock frame, for direct comparison of the two components. We see that, in this frame, the angular distribu-

tion is far from being isotropic. On the contrary, the distribution of transmitted particles is strongly peaked in the

forwards direction µ = 1, while the distribution of reflected particles is broader, but strongly directed anti-parallel

with respect to the shock normal. Specifically, if we look at the flux of reflected particles in the upstream fluid

frame, we obtain a very peaked and narrow distribution in the direction µ = −1, with a half width at half maximum

of ∼ 5 · 10−4.

The test particle approach used in this chapter allows us to study the mechanism of pre-acceleration of a

population of particles at the TS in PWNe. The pre-acceleration process consists of two phases. Firstly, particles

gain energy in the turbulent region formed ahead of the shock by the interaction between superluminal waves and

the striped pulsar wind, where non-vanishing electric fields can accelerate particles in the direction perpendicular to

the propagation of the flow. Secondly, these particles scatter off electromagnetic turbulence surviving downstream
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of the termination shock and a fraction of them is reflected upstream. The energy distribution, expressed in the

upstream rest frame, of particles reflected in the upstream at the first shock encounter peaks at γ ≈ σ0Γ
2
0
. Their

angular flux, also expressed in the upstream frame, is directed in a very narrow cone about the direction anti-parallel

to the normal to the shock front µ = −1. Reflected particles are then injected in a full Fermi-like acceleration

process.



Chapter 4

Particle acceleration: Monte Carlo

approach

In Chapt. 3 we have shown that the electromagnetic turbulence generated by the interaction between the striped

pulsar wind and its termination shock produce a population of non-thermal (pre-accelerated) particles travelling

against the wind in the direction of the upstream. In the idealised model studied there, no further acceleration of

these particles is possible when they leave the shock precursor since they travel in the unperturbed magnetic shear

wave. However, if the incoming striped-wind contains magnetic irregularities capable of acting as elastic scattering

centres (such as Alfvén’s waves or turbulence generated by energetic particles streaming upstream of the shock),

escaping particles have the possibility of returning to the shock, i.e., of undergoing additional acceleration in

the same way as in the conventional picture of Diffusive Shock Acceleration (e.g., [12, 18, 22]) or Fermi-like

acceleration (e.g., [79]). The present chapter is devoted to the study of this acceleration process, in particular in

the environment of a pulsar wind, with numerical methods.

In Sect. 4.1 we revise the theory of first and second order Fermi acceleration and in Sect. 4.2 we briefly introduce

the main techniques used to simulate first-order Fermi acceleration at relativistic shocks. In this work, the presence

of magnetic turbulence on both sides of the shock is simulated with the standard technique of pitch-angle scattering

(e.g., [53, 2, 128]). This routine is implemented in a Monte Carlo code which integrates particle trajectories and

simulates the Fermi acceleration process in different situations. We present the details of the Monte Carlo code in

Sect. 4.3. The features of the population of accelerated particles are expressed in terms of the energy spectrum

and angular distribution, which determine the phase-space distribution function as explained in Sect. 4.4. In Sect.

4.5 we present the results of our simulations in different situations. In Sects. 4.5.1 and 4.5.2 we test our code in

two cases for which an analytical or numerical solution already existed: (1) the only source of particle deflection

both upstream and downstream is pure scattering off magnetic inhomogeneities [81]; (2) the source of particle

deflection upstream is a static and uniform magnetic field whose direction is perpendicular to the shock normal

[2]. For both cases, we obtain an excellent agreement with the results published in the literature for different speeds

of the shock front. In Sect. 4.5.3 we introduce the set-up used to simulate the pulsar striped-wind in the upstream

of the shock and the magnetic fluctuations which are not resolved in the two-fluid simulations presented in Chapt.

2. Downstream of the shock only turbulence is present since the average magnetic field vanishes. We show that

in this environment the acceleration proceeds in two regimes, according to the relative magnitude of the particle

55
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gyro-radius and of the wavelength of the stripes. Finally, in Sect. 4.6 we study the effects of a limited acceleration

region on the spectrum and angular distribution.

4.1 Fermi acceleration

The mechanism which is usually held responsible for particle acceleration at relativistic shocks is Fermi-like

acceleration (e.g., [112, 14, 83]). The basic idea dates back to Enrico Fermi [54], who suggested in 1949 that

charged cosmic rays gain energy when they are scattered during the encounter with a galactic cloud. The picture

is the following. A charged particle of energy γ (and speed β) and momentum p in the lab. frame enters a cloud

moving in the negative x- direction with speed βc (Γc is the respective Lorentz factor). The Lorentz factor of the

particle is supposed to be large compared with the thermal energy of the background plasma. In the reference

frame of the cloud (primed quantities are expressed in this frame, K′) the electric field vanishes. We assume that

the magnetic field is strong enough to reflect the particle. In K′, the energy of the particle before being reflected is

γ′before = Γc(γ + βc px) = Γc(γ + βc pµ) (4.1)

where µ is the cosine of the angle between p and the x-axis Accordingly, the momentum in the frame of the cloud

is given by

p′x,before = Γc(px + βcγ). (4.2)

Given that the deflection is elastic in K′, the energy is unchanged when the particle leaves the cloud, γ′
before

= γ′
after

,

whereas the momentum is in the opposite direction p′
x,after

= −p′
x,before

. Now, transforming back to the laboratory

frame, we have that the energy after the reflection is

γafter = Γc(γ′after − βc p′x,after) = Γc(γ′before + βc p′x,before) (4.3)

and the substitution of Eqs. 4.1 and 4.2 in the last expression yields

γafter = Γ
2
cγ(1 + 2βcβµ + β

2
c) . (4.4)

The speed of these clouds is always much smaller than the speed of light βc ≪ 1, so we expand Eq. 4.4 in the

small parameter βc and we only retain terms up to second order. Thus, using Γ2
c ∼ 1 + β2

c , we obtain

∆γ

γ
≈ 2βcβµ + 2β2

c (4.5)

where we see that the energy gain contains a term which depends on the first power of the speed of the scattering

agent (the magnetic field of the cloud) βc and one term which depends on the second power of this small quantity.

We also realise that, because of the presence of µ, a head-on collision leads to a positive contribution to the energy

gain by the first-order term, while a tail-on collision leads to a negative contribution. The number of collision

events per unit time is proportional to the relative speed between the particle and the cloud in the direction of p

βrel =
β + βcµ

1 + βcβµ
(4.6)

and to the element of solid angle dΩ/4π = dµ/2. We can expand the expression for βrel in terms of βc and keep

only the leading terms as we did above

Ncoll ∝ βrel

dµ

2
≈ 1

2
(β + βcµ)(1 − βcβµ)dµ ≈ 1

2
(1 + βcµ)dµ = P(µ)dµ (4.7)
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where we exploit the fact that the speed of energetic particles is β ∼ 1 and explicitly write the value of the collision

probability as a function of µ. Now, assuming that the velocities of clouds are isotropically distributed, if we

average the energy gain (Eq. 4.5) over the collision probability over all possible angles, we obtain two second

order contributions summing up to give

〈∆γ
γ
〉 = 8

3
β2

c (4.8)

from which the process is called second-order Fermi acceleration, since the average energy gain is proportional to

the second power of the small quantity βc.

The situation is different if, instead of clouds reflecting energetic particles, we consider the situation at a non-

relativistic shock front (e.g., [18, 45] for reviews). Let us consider the case depicted in Fig. A.1, where a planar,

infinite shock front divides the upstream and downstream fluids which move along the x-axis in the positive direc-

tion with speeds βs and β̃s, respectively, as seen in the Shock Rest Frame (SRF). In the following of this work, k is

a quantity expressed in the SRF, k is a quantity expressed in the Upstream Rest Frame (URF) and k̃ is a quantity

expressed in the Downstream Rest Frame (DRF) (see Appen. A for a sketch of the shock geometry and for the

full set of Lorentz transformations between these three reference frames). The speeds −βs and −β̃s are the speeds

of the shock front in the URF and DRF, respectively. An energetic particle crossing the shock from upstream to

downstream (from left to right in our picture) sees the downstream fluid approaching at a speed βrel given by Eq.

A.17, which in the non-relativistic limit tends to βrel = βs − β̃s. For this crossing to take place, the projection of the

particle velocity, whose magnitude is β ∼ 1, onto the x-axis must be larger than the shock speed β µ > −βs. In the

non-relativistic situation under consideration, this condition can be written as µ & 0. Analogously, for a particle

to cross the shock from downstream to upstream, the condition µ̃ . 0 must be fulfilled. In DRF, the energy of the

particle is γ̃, which does not change in case the downstream magnetic field is able to deflect the particle once more

into the upstream. The energy after one cycle upstream→ downstream→ upstream is given by

γafter = Γ
2
relγ(1 + 2βrelβµ + β

2
rel) . (4.9)

The flux of particle crossing the shock from upstream to downstream with µ is J(µ) = ncµ, where n is the spatial

density of energetic particles expressed in URF, and the total flux is

Jtot =

∫ 1

0

dΩ

4π
ncµ =

nc

4
. (4.10)

where we take into account the constraint on µ discussed above. The probability of a particle crossing the shock

from left to right with specific µ is given by the ratio J(µ)/Jtot = 4µ, multiplied by the element of solid angle. If

we assume gyrotropy, this leads to P(µ)dµ = 2µdµ. Averaging Eq. 4.9 on this probability distribution yields

〈
∆γ

γ
〉 =

4

3
βrel + 2β2

rel (4.11)

from which the mechanism is called first-order Fermi acceleration, since the leading term is of first order in the

small quantity βrel (Γrel ∼ 1). The efficiency of this acceleration process is determined by the balance between

the energy gain at each cycle about the shock and the probability that a particle in the downstream escapes from

the vicinity of the shock. As a consequence, the time-independent phase-space density f (x, p) has a power-law

spectrum ∝ p−s, whose spectral index s = 3r/(r − 1) only depends on the shock compression ratio r = βs/β̃s [79].

This derivation is based on the assumption that particles on both sides of the shock are elastically scattered by
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magnetic turbulence embedded in the fluid, normally produced by Alfvén’s waves [18, 22]. This causes the distri-

bution function to be almost isotropic in the fluid frame, situation that is described by the spatial diffusion equation

[12, 22, 45]

∂ f

∂t
+ ux

∂ f

∂x
=

∂

∂x
Dxx

∂ f

∂x
+

1

3

∂u

∂x
p
∂ f

∂p
(4.12)

where ux is the speed of the fluid, Dxx is the spatial diffusion coefficient and f is the proper frame phase-space

density. The first-order Fermi acceleration process in the non-relativistic, diffusive regime is called Diffusive Shock

Acceleration (DSA). However, in this work we are interested in the relativistic counterpart of this mechanism.

4.2 First-order Fermi acceleration at relativistic shocks

When the flow speed is relativistic, the picture changes substantially from the non-relativistic case. The relative

speed βrel between the upstream and downstream sides of the shock is of the order of the speed of light and of the

speed of energetic particles. The Lorentz boost linking the URF and DRF introduces strong anisotropies in the

angular distribution, as we shall see in the following.

For the particular case of relativistic and perpendicular1 shocks, like the termination shock of pulsar winds (at the

TS the magnetic field is predominantly toroidal), the Fermi acceleration process is supposed to be inefficient (e.g.,

[17, 124]). In fact, the guiding centres of particle trajectories are connected to the magnetic field lines which are

parallel to the shock front and are advected far downstream, increasing the escape probability. Strong cross-field

diffusion is required to compensate the effective advection experienced by particles in the downstream of the shock,

where the flow speed is a sizeable fraction of the speed of light. However, the speed of the downstream fluid does

not increase indefinitely as the Lorentz factor of the shock increases. For strong shocks, it reaches a maximum

value β̃s ∼ 1/3 for Γ ≫ 1, given by the jump conditions for a strong shock with the Jüttner/Synge equation of

state [81]. This sets a limit on the increase of the downstream escape probability as the shock becomes faster.

In addition, the decrease of the acceleration efficiency in the relativistic regime is also partly compensated by the

energy gain per cycle, which is enhanced as the shock becomes faster.

A thorough study of the angular distribution and energy spectrum of particle accelerated by the first-order Fermi

process at a relativistic shock can be conducted in two different approaches.

The first approach consists in the solution of the relativistic transport equation in the upstream and downstream

media separately. The two solutions must then be matched at the shock front. The time-dependent, fully relativistic

transport equation is a Fokker-Planck type equation and reads as follows

Γf(1 + βfµ)
∂ f

∂t
+ Γf(βf + µ)

∂ f

∂x
=

∂

∂µ
Dµµ

∂ f

∂µ
(4.13)

where βf and Γf are the fluid speed and Lorentz factor, respectively, and Dµµ is the pitch-angle diffusion coefficient2.

Here, the Lorentz factor of the particles is assumed to be much larger than that of the fluid and consequently

their speed have been replaced with the speed of light c = 1. The relation is expressed in the mixed coordinate

1A shock is defined to be perpendicular when the magnetic field is perpendicular to the shock normal (i.e., the magnetic field lies in the

plane of the shock.)
2In this specific example the magnetic field is directed along the x-axis, so that µ = cos θ, where θ is the angle between the particle

momentum and the x-axis.
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system and µ is alternately expressed in URF and DRF3. Equation 4.13 is solved using an eigenfunction method

[85, 81], which expands the solution in spherical harmonics and allows to compute the power-law spectral index

of accelerated particles.

The second approach consists in the numerical integration of particle trajectories. This can be done by specifying

the electromagnetic fields in the relevant spatial region (e.g., [15, 111]), where all kinds of waves and power-

spectra can be prescribed and trajectories are integrated directly. A complementary technique, which is also used

in this work, consists in the simulation of the transport properties of the fields themselves. This is realised with a

Monte Carlo method which builds a stochastic trajectory whose distribution obeys the desired transport equation.

Repeating the procedure for a large number of trajectories allows to approximately build the energy spectrum and

the angular distribution. This approach has been extensively used to investigate particle acceleration at relativistic,

hydrodynamic and magnetohydrodynamic shocks (e.g., [53, 52, 128]). This is done here by following the Ito

prescription presented in [3], namely exploiting the correspondence between the Fokker-Planck type equation (Eq.

4.13) and a set of stochastic differential equations (SDEs) [56].

4.3 Details of Monte Carlo simulation

We develop a Monte Carlo code to simulate electron (and positron) acceleration at relativistic shocks. The set-

up is the following. The shock front is a 2-dimensional infinite interface in the yz-plane, whose normal is parallel to

the x-axis. The speed of the upstream and downstream, as measured in the shock frame, are βs and β̃s, respectively,

and are directed along the x-axis in the positive direction. The associated Lorentz factors are Γs = (1 − β2

s )−1/2

and Γ̃s = (1 − β̃2
s )−1/2. The polar angle θ and azimuthal angle φ are measured from the x-axis and µ = cos θ. The

particle trajectories are described as in Chapt. 3 by the set of equations Eqs. 3.2-3.7, where some of them are

supplemented by a stochastic term. The resulting SDEs are of the kind

hi+1 = hi + fi∆t + bi(Wi+1 −Wi) (4.14)

where the solution for the dependent variable h is advanced from the step i to the step i+1 by summing a de-

terministic contribution fi, as in Eq. 3.9, and a stochastic contribution ∆W = Wi+1 − Wi. This comes from the

difference between two steps in a Wiener process multiplied by a coefficient bi. In the specific problem treated

here, the Wiener process corresponds to pitch-angle scattering off magnetic turbulence embedded in the back-

ground plasma, during which the direction of the momentum vector changes, while its magnitude does not. Here

we use the term pitch-angle rather loosely to define the angle between the particle momentum and the x-axis,

which is the symmetry axis in our scheme (see Fig. A.1 in Appen. A).

Operatively, the only equations in our set to be modified are Eqs. 3.6 and 3.7, which compute the polar angle

θ and the azimuthal angle φ, respectively. This is done under the assumption that the scattering is elastic in the

plasma rest frame. For these two relations, the deterministic part of the increment is always due to the Lorentz

force and computed as before, where the average values of the electric and magnetic fields are defined according

to the physical environment to simulate. On the other hand, the stochastic contribution is computed allowing the

momentum vector to be isotropically deflected within a small cone of aperture

δθmax = α
√
∆t (4.15)

3In the mixed coordinate system of phase-space coordinates momentum-space variables p are expressed in the local fluid frame and position-

space variables x are expressed in the lab. frame
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about its deterministic direction at each time step during the integration of the trajectory. In this expression, ∆t is

the time step of the integration and α is a proportionality constant. The sum of several of these steps corresponds

to a random motion of the tip of the momentum vector on the surface of a sphere. This approach simulates the

properties of the scattering operator [129]

∂

∂µ
Dµµ

∂ f

∂µ
+

1

1 − µ2

∂2 f

∂φ2
(4.16)

describing the continuous deflection undergone by a charged particle immersed in electromagnetic fields. In our

treatment, the stochastic increment ∆W for θ and φ corresponds to the difference between the stochastic and

deterministic values of the angle, where bi = 1 (the details of the method to obtain the stochastic increment for the

angles θ and φ can be found in Appen. B).

The value of the aperture angle of the scattering cone δθmax determines the resolution that our numerical method

can attain when we reconstruct the angular and spectral distributions of accelerated electrons. At a relativistic

shock, the angular distribution is expected to present structures on the scale of the loss-cone. The definition of

loss-cone in the URF stems from the condition µ < −βs which confines a particle upstream of the shock. As a

consequence, the aperture angle of the upstream loss-cone is

θc ∼ sin θc =

√
1 − β2

s =
1

Γs

(4.17)

since the shock is relativistic. If the simulation is performed in the large-angle scattering regime δθmax & θc, a

particle can cross the shock into the downstream only few steps upon entering the upstream. This results in a

poor approximation of the continuous deflection process and possibly in unrealistically large deflection angles,

and consequently energy gain, in one single Fermi cycle [53]. Thus, to correctly resolve structures on the scale

of θc, we select δθmax ≪ 1/Γs for our entire set of Monte Carlo runs. The value of the maximum aperture of the

scattering cone determines the diffusion properties through the diffusion coefficient [140]

Dθ =
1

2

〈δθ2
max〉
∆t

(4.18)

which is constant with energy in our prescription. The integration time step, and consequently the maximum

scattering angle and the diffusion coefficient, have different definitions in URF and DRF, to combine the fulfillment

of the precision criterion expressed above with the rapidity of the numerical integration.

The set of equations resulting from the implementation of the stochastic increment is integrated with an explicit

first-order Euler’s scheme as in [3], which is very fast, even though the discretisation error is only of the second

order in ∆t. However, the intrinsic stochastic nature of the error and the choice of a small integration time step help

keeping this error under control (see Sect. 3.2).

The Monte Carlo simulation is performed as follows. A large number of trajectories are started at the shock front

with the angular distribution and initial energy obtained with the test particle approach, namely µinj = −1 and

γinj = σΓ
2

s . The particle integration is carried out in URF until the particle is overtaken by the shock front. As

already said, this can happen only if µ > −βs. Upon shock crossing, magnitude and direction of the momentum of

the electron are stored and then Lorentz boosted to DRF, where the trajectory is integrated until it either crosses

back into the upstream, or until it reaches the location of an absorbing boundary placed far away from the shock

front, where the return probability is negligible. The former occurrence, similarly to the upstream→ downstream
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transition, can only occur if µ̃ < −β̃s, in which case the energy and direction are again saved and then transformed

in URF, where the integration is carried on. In the latter case, particles are removed from the simulation. The

distance of the absorbing boundary dabs from the shock is defined to be 500 times the downstream scattering

length L̃scat = c̃tscat = 1/2D̃θ (c = 1), which is the average distance over which a particle is deflected by an angle

θ̃c ∼ 1/Γ̃s [140]. This ensures that the presence of the boundary affects neither the energy spectrum nor the angular

distribution at the shock front.

Because of the loss of particles at the absorbing boundary, the number of particles returning into the upstream

diminishes when the number of complete cycles upstream → downstream → upstream becomes large. To cope

with the loss of statistics and increasing Poisson’s noise at high energy stemming from this, we implement a particle

splitting routine which activates when a given particle performs C complete cycles (usually C = 4 − 5). When

this happens, the values of γ̃ and µ̃ at the shock front upon entering the downstream are stored as initial conditions

for N copy particles, each one having statistical weight wstat = 1/N. All copy particles are evolved independently,

starting with these initial conditions, using the procedure outlined above. The number of copy particles we use in

this work is N = 10 − 50.

We run several, statistically independent realisations of this prescription and we record energy and direction of

particles upon shock crossing. This procedure allows us to simulate a steady state situation and to construct the

time independent phase-space distribution function f (x, p, µ) at the location xsh of the shock front, which we call

f (p, µ), in all relevant frames of reference.

4.4 Phase-space distribution function

All the features of the population of accelerated electrons are collected in the Lorentz invariant phase-space

distribution function f (p, µ) [121]. The dependence of the phase-space density on the azimuthal angle φ will be

studied only for few cases (see Sects. 4.5.2 and 4.5.3), whereas in general we will focus on the behaviour of f

with respect to the momentum p and direction µ = cos θ. We can separate the energy and angular dependencies of

f (p, µ) as explained below.

4.4.1 Energy spectrum

The electrons (and positron) energy spectrum is obtained integrating the time independent phase-space dis-

tribution function f (p, µ) over angles. In the first-order Fermi acceleration process, the spectrum is generated

by a competition between the escape rate of particles from the proximity of the shock and the amount of energy

gained at every cycle across the shock. This acceleration mechanism has long been known to produce a power-

law distribution f (p, µ) = p−sg(µ), where s is the spectral index and g(µ) carries the angular dependence. Given

that p = mcβγ (m = 1 in this work), we use the following notation f (γ, µ) = γ−sg(µ). The energy dependent

spatial density of particles is n(γ) = 4πγ2 f (γ) ∝ γ2−s, computed expressing the phase-space volume element as

dV = d3 pdµdφ ∝ γ2dγdµdφ and integrating over angles. Now, the number of particles with energy in the range

[γ : γ + dγ] is

Npart ∝
∫ γ+dγ

γ

n(γ)dγ ∝
∫ γ+dγ

γ

γ2−sdγ . (4.19)
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If we multiply and divide the integrand by γ, we recognise d log γ = dγ/γ, which yields the differential spectrum

dNpart

d log γ
∝ γ3−s = γ−s′ (4.20)

meaning that s′ is the slope of the spectrum when the energy of each particle is binned in equally spaced logarithmic

bins. This is the quantity that we plot in Figs. 3.3 and 3.8. The spectral slope is obtained by fitting the energy

spectrum with a non-linear least-squares Marquardt-Levenberg algorithm [92, 98].

The energy range over which we perform the fit is selected according to two criteria: (1) avoidance of the influence

of the initial conditions; (2) rapid and robust determination of the spectral index. Criterion (1) is met by considering

the contribution of electrons which have performed at least 5 complete cycles about the shock front. In most of

the cases studied in this work, this corresponds to setting the minimum energy for the fit to γmin & 30 γinj. This

ensures that there is no memory of the conditions at injection (the same criterion is used by [2]). As for criterion

(2), the robust determination of the value of s would require high statistics over the widest possible energy range.

However, in the Monte Carlo simulation the energy of one particle undergoing Fermi acceleration can become

arbitrarily large, if energy losses are neglected and if the size of the acceleration region is much larger than the

scattering length, as in this case. On average, the number of steps forming an excursion upstream is large when

the electron Lorentz factor is large, so that the numerical integration of the trajectories of very energetic particles

becomes computationally expensive. In this work, to constrain the spectrum over many orders of magnitude in

energy without increasing unreasonably the computational time, we remove from the simulation electrons which

have performed 25 complete cycles about the shock front. The maximum energy is usually γmax ∼ 106 γinj

Although a fit of the differential spectrum directly measures the spectral index s′, in the following we will always

provide our results in terms of s = s′ + 3, spectral index of the energy dependence of the phase-space density. In

addition, the spectrum is always normalised to the total number of electrons recorded at the shock and expressed

in URF, for direct comparison with published results, e.g., [2]. To do so, a simple Lorentz boost to URF of the

energy of particles crossing the shock from downstream to upstream is required.

4.4.2 Angular distribution

The construction of the angular distribution g(µ) is slightly more complicated and one needs to consider some

subtle points. In fact, dimensionally, g(µ) is the density of particles in the range [µ : µ + dµ], but in the simulation

we measure a number of events, rather than a density. Specifically, in URF the total number of recorded events in

a steady state is

Nev =

∫
d3 p f (x, p, µ)(µ + βs)∆tdA (4.21)

where (µ + βs)∆t is the column of particles which is able to cross the shock front in a time interval ∆t as it moves

with speed −βs and dA is the shock surface element. Events are collected over the entire surface of the shock

and during the total simulation time. The integration over these two quantities provides a normalisation factor

which is unimportant for extracting the angular distribution and is consequently dropped in the following as we

are interested in the functional form of the distribution and not in its absolute normalisation. Carrying out the

integration on energy and on the azimuthal angle, we obtain

Nev ∝ 2π
γ 3−s

s − 3
(µ + βs)g(µ)dµ . (4.22)
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When we compute the contribution of each event to g(µ), we must also include the factor wstat accounting for the

statistical weight of the electron which generated the shock crossing event under consideration.

The last detail to take into account concerns the way particles are injected into the Monte Carlo simulation. In

fact, in a steady state we want to reproduce a stationary injection rate at the shock front. This is realised starting

N0 trajectories at xsh = 0 in SRF, which simulates the injection rate Q0 = N0/∆t. This is an additional weighting

factor carried by each electron. However, given that the simulation is performed alternately in URF and DRF, we

must accordingly transform Q0 into Q0 using ∆t = Γs∆t (and into Q̃0 using ∆̃t = Γ̃s∆t). Eventually, the density

of particles with µ is given by the sum of events in the range [µ : µ + ∆µ], weighted over all previous factors.

Explicitly, it reads

g(µ) =
∑

∆µ

1

2π(µ + βs)Γs

s − 3

γ 3−s

wstat

∆µ
. (4.23)

The same treatment and the same final formula for g̃(̃µ) hold true for events generated in DRF, with all the quantities

expressed in DRF.

The previous relation allows us to construct the angular dependence of the phase-space density in URF, for particles

crossing the shock from upstream to downstream, and in DRF for particles crossing the shock in the opposite

direction. For direct comparison with published results, in the following we will plot the total angular distribution

(for particles crossing the shock from upstream to downstream and viceversa) in DRF. This is done considering the

Lorentz invariance of the function f (γ, µ), which allows us to write

γ
−s

g(µ) = γ̃−s g̃(̃µ) . (4.24)

Using the appropriate transformation for γ in Appen A (Eq. A.20), we can express in DRF the angular distribution

of particles travelling from upstream into downstream with

g̃(̃µ) = Γ−s
rel (1 − βrelµ̃)−s g(µ) . (4.25)

With the treatment presented above, we show that the entire procedure to construct the angular distribution from

the Monte Carlo simulation results, in all relevant frames of reference, requires the value of the spectral index s,

so that the first step in the analysis must be the extraction of the spectrum. However, it is worth saying that the

different angular distributions at the shock determine the spectrum and not viceversa, as we shall see in the next

section.

Only crossing events generated by electrons which have executed at least 5 complete cycles across the shock front

are included in the construction of the angular distribution. We take this precaution to avoid the influence of the

injection conditions.

4.5 Results of Monte Carlo simulation

With the code described in the previous section, we simulate the first-order Fermi acceleration process at a

relativistic shock front in different regimes. With this, we mean that we investigate different situations in which the

scattering agent in the shock upstream is either magnetic fluctuations or an ordered magnetic field, or a combination

of the two. In the downstream, instead, we always assume magnetic turbulence to be the only source of particle

deflection. The relative importance of the ordered and turbulent part of the magnetic field produces different

angular distributions and different spectral slopes.
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4.5.1 Pure scattering

Firstly we investigate a situation in which pure scattering offmagnetic turbulence is the only source of particle

deflection on both sides of the shock. The electric field vanishes both upstream and downstream. The presence of

irregularities in the magnetic structure is simulated via pitch-angle scattering as presented above. Such a situation

has been studied by [81] with a semi-analytical approach from mildly to ultra-relativistic shock speeds. The reason

for this study is the test of our Monte Carlo code.

We run the simulation for different Lorentz factor of the shock Γs βs = 0.1, 0.5, 1.0, 2.0, 10.0, 100.0 and for each

case we compute the speed of the downstream plasma β̃s = βs/r using the shock compression ratio r given by

the Jüttner/Synge equation of state for a strong shock [81]. In Fig. 4.1 we show the results of our Monte Carlo

code (red points and curves) compared with the results of the eigenfunction approach used by [81] (black solid

curves). The results of the Monte Carlo simulation for Γs βs = 100.0 are compared with the curve obtained for

Γs βs = 10.0 since for Γs βs ≥ 10.0 the eigenfunction results are essentially indistinguishable from the asymptotic

solution at Γs βs → ∞. This feature is also reproduced by our code. Our results, obtained starting 4000 trajectories

for each value of Γs βs, are in excellent agreement with the results of the semi-analytical approach. The only large

discrepancy is in correspondence of the vertical black dashed line, which represents the value of the speed of the

shock in DRF β̃s. This line divides electrons crossing from downstream to upstream on the left-hand side from

electrons crossing from upstream to downstream on the right-hand side. This is a sampling error inherent to the

Monte Carlo technique also noticed by [2]. It is due to the fact that particles take finite steps in angle. Thus, there

are few particles in the simulation that can cross the shock in both directions after only few time steps and few

deflections. In this case, the Monte Carlo approach is not very efficient in simulating the continuous deflection

undergone by particles. However, this is limited to a very narrow range of µ̃ and does not affect the overall

reconstruction of the angular distribution or of the energy spectrum.

In the top left panel of Fig. 4.1, we see that the angular distribution for a mildly relativistic shock Γs βs = 0.1 is

almost isotropic. Electrons efficiently diffuse in µ̃ and the density of particles grazing the shock front (̃µ ∼ −β̃s =

−0.07) and running against it (̃µ ∼ −1 for electrons downstream and µ̃ ∼ +1 for electrons upstream) is about the

same (see Fig. A.1 in Appen. A for a sketch of the simulated geometry). When the shock speed increases, instead,

large anisotropies are introduced in the angular distribution. The reason is twofold. Firstly, even if scattering is

able to isotropise the distribution of particles downstream, it becomes more difficult to fulfill the condition µ̃ < −β̃s

to cross into the upstream, because β̃s increases and, upon shock crossing, the particles and the shock travel in

opposite directions. Secondly, in the upstream particles have less time to diffuse before they are overtaken by a

fast shock. This reduces the average deflection to an angle of the order of 1/Γs in URF and, consequently, it is

less likely that a particle hits the shock head-on. When boosted into DRF, this results in the lack of particles at

µ̃ ∼ +1 for the ultra-relativistic cases. The bottom right plot in Fig. 4.1 constitutes the asymptotic form of the

angular distribution of electrons accelerated at relativistic shocks where the only source of deflection is scattering

on both sides of the shock. We see in fact that the result of the Monte Carlo simulation for Γs βs = 100.0 are in

very good agreement with the semi-analytical result for Γs βs = 10.0. This means that the angular distribution does

not change if we increase the shock Lorentz factor Γs βs. This result indeed confirms the finding of [2].

The effect of the changes in the angular distribution on the spectral slope are shown in the left panel of Fig. 4.2,

where the red points are the results of our numerical code, while the black solid curve represents the results of [81].

We see that when the shock is only mildly relativistic and its speed slightly increases (Γs βs . 1.0) the loss of
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Figure 4.1: Total angular distribution expressed in DRF for different values of Γs βs. The results of

the simulation (red points and curves) are compared with the semi-analytical results of [81] (black

solid curves). The vertical black dotted line represents the speed of the shock in DRF β̃s, dividing

electrons crossing from downstream to upstream on the left-hand side from electrons crossing from

upstream to downstream on the right-hand side.
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Figure 4.2: Left panel: Spectral index s as a function of the speed of the shock Γs βs; the red points

are the results of our Monte Carlo simulations, the black solid curve curve is the result of [81].

Right panel: Energy spectrum for the specific case of Γs βs = 10.0; the black solid line is the fit to

the red data points.

particles encountering the shock head-on is compensated by the larger energy gain per shock crossing, so that the

acceleration mechanism is more efficient and the resulting spectrum slightly flattens. On the other hand, when

the speed of the shock becomes fully relativistic, the variation of the angular distribution is more substantial

due to the increased loss of particles downstream and to the smaller average deflection allowed upstream. As a

consequence, the efficiency of the acceleration drops and the spectrum softens. However, the softening does not

proceed indefinitely for two reasons. Firstly, the loss probability downstream depends on the speed of the shock

in DRF, and this tends to the asymptotic value β̃s ∼ 1/3 for a strong shock [79]. Secondly, the large energy boost

that particles crossing from upstream to downstream would experience when the Lorentz factor is very large is

compensated by the smaller deflection that these very same particles can undergo before they are overtaken by the

shock front (see Eq. 4.17).

In the right panel of Fig. 4.2 we show as an example the energy spectrum obtained for Γs βs = 10.0, which is

plotted as a function of the ratio of the energy recorded upon shock crossing to the injection energy γf = γ/γinj.

In this way, we stress that the spectral slope does not depend on the injection energy of the particles undergoing

the acceleration process, as long as γ > Γs. The deviation from a pure power-law that we observe for low values

of γf is produced by the first shock crossing events, which are still affected by the initial conditions. To avoid this

influence, the fit of the energy spectrum is performed for γf > 30 as done in [2]. The energy range over which we

fit the spectrum encompasses almost five orders of magnitude, up to γf = 106.

4.5.2 Regular deflection by magnetic field

Another interesting case to investigate is one in which the electric field vanishes on both sides on the shock and

there is a static and uniform magnetic field in the upstream, whose direction is perpendicular to the shock normal.
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Note that we are not saying that magnetic turbulence are not present. Rather, we assume that the relative strength

of the ordered and turbulent part of the magnetic field is such that the dominant source of particle deflection is the

ordered component of the field. On the downstream side only scattering is simulated. We again run the Monte

Carlo simulation for different values of the Lorentz factor of the shock, and we compare our results with [2]. In Tab.

4.1 we collect the values of the spectral index we find for two values of the shock Lorentz factor. Our results are

Γs βs sa sb

10 4.28 ± 0.01 4.28 ± 0.01

100 4.30 ± 0.01 4.30 ± 0.01
a this work
b Achterberg et al. (2001) [2]

Table 4.1: Power-law index s for different values of the shock Lorentz factor for a situation in which

a static and uniform magnetic field perpendicular to the shock normal deflects electrons upstream

of the shock. Downstream the source of deflection is pure scattering.

in very good agreement with our reference. In the left panel of Fig. 4.3 we show, as an example for the simulated

conditions, the angular distribution we construct for Γs βs = 100.0 (red points and curve) in comparison with the

results of Monte Carlo simulation from [2] (blue points and curve) and the semi-analytical results of [81] (solid
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Figure 4.3: Left panel: Total angular distribution at the location of an ultra-relativistic, perpendic-

ular shock front for Γs βs = 100.0; the source of electron deflection is magnetic field upstream and

scattering downstream. Our results (red points and curve) are compared with those of [2] (regular

deflection, blue points and curve) and [81] (pure scattering, black curve). Right panel: Map of the

probability a particle has to cross the shock front from upstream to downstream with µ̃u→d, provided

that it entered the upstream with µ̃d→u.
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black curve4). The angular distribution generated by the ordered magnetic field shows remarkable differences with

respect to the previous case, in particular for electrons crossing from upstream to downstream (on the right-hand

side of the vertical black dotted line). These particles tend to accumulate in the range µ̃ [−0.333 : 0.2] and the

number of electrons which experience large deflections is severely reduced. This turns in the harder spectral index

computed in this situation (see Tab. 4.1) as compared to the pure scattering case.

An alternative and complementary way to study the angular distribution is given in the right panel of Fig. 4.3,

where we plot the probability a given electron has to cross the shock from upstream to downstream with µ̃u→d as a

function of µ̃d→u with which the particle entered the upstream, as expressed in DRF. The plot can be understood in

the following way. Let us assume, without loss of generality, that in our picture of the shock front (Fig. A.1) the

magnetic field B in URF is directed along the y-axis. A particle in the upstream travels with β ∼ 1 and µ < −βs, but

the component of the momentum vector contributing to the gyration about the magnetic field lines is p⊥ = p n⊥,

where n⊥ is the component of n, unitary vector in the direction of the momentum (see Eq. 3.1) perpendicular to B.

The magnitude of this component is

n⊥ =

√
n2

x + n2
z =

√
µ2(1 − sin2 φ) + sin2 φ (4.26)

where φ is the angle between the y-axis and the projection of n onto the shock surface. The minimum and maximum

values of n⊥ are n⊥ = µd→u for integer multiples of φ = π and n⊥ = 1 for integer multiples of φ = π/2, respectively

(in URF we always have n⊥ > βs). According to the initial value of θ when the particle enters the upstream, the

gyration about the field can lead the electron to run either directly towards the shock or in front of it. In fact, the

projection of the direction of motion onto the x-axis can initially increase or decrease. This is shown in Fig. 4.4,

where we emphasise the difference in magnitude between βs and 1. We consider a simple situation in which the

magnetic field in the upstream is largely dominant with respect to the magnetic fluctuations generating the pitch-

angle scattering. In this case, the modifications to the unperturbed trajectory of an electron (or positron) moving in

the magnetic field are negligible. Thus, we can analytically compute µu→d knowing µd→u. At time t = 0, when the

particle enters the upstream, the position of the particle coincides with the location of the shock front xe = xsh = 0.

Then, the particle starts the (unperturbed) orbit about the magnetic field, while the shock travels into the upstream

medium. The time evolution is given by



xe( t ) = −r sin(θd→u − ωgt) + r sin θd→u

xsh( t ) = −βst

µu→d( t ) = n⊥ cos(θd→u − ωgt)

(4.27)

where ωg ∝ B/γ and r = n⊥/ωg are the gyro-frequency and the gyro-radius of the orbit, respectively. The second

term on the right-hand side of the first relation in Eq. 4.27 accounts for the initial position on the orbit due to the

initial θ. The angular frequency comes with the minus sign because the calculations are performed for a positron,

which gyrates clockwise about the magnetic field, but the procedure is analogous for an electron. Equating the first

two expressions in Eq. 4.27 and setting ψ = (θd→u − ωgt), gives us

sinψ + K(ψ − θd→u) − sin θd→u = 0 (4.28)

where K = βs/n⊥. The solution of Eq. 4.28 allows us to compute µu→d independently of the specific values of

B and γ for different values of θd→u and βs. We solve this transcendent equation for ψ with a bisection numerical

4These are the results of [81] for Γs βs = 10.0, for pure scattering.
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1
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–
n

Figure 4.4: Sketch of the behaviour of the projection n⊥ of the direction of motion n onto the plane

perpendicular to B (in this case xz-plane). According to the initial angle θ, the gyration leads the

electron to travel towards the shock (for θ1) or in front of it (for θ2).

algorithm and we finally obtain µu→d plugging the result in the third relation of Eq. 4.27. The solution is obtained

for all θd→u satisfying µd→u < −βs (Γs βs = 100.0) and for φ [0 : 2π]. The result is then boosted in DRF. The region

occupied in the µ̃d→u − µ̃u→d probability map by the solution of Eq. 4.28 is shown in Fig. 4.5. We can see that,

although the crossing events in the plot in the right panel of Fig. 4.3 populate a region of the map which is allowed

by Eq. 4.28, the two plots are far from being compatible. This is due to the combined actions of the fast shock
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Figure 4.5: Allowed region for the solution of the transcendent Eq. 4.28 in the µ̃d→u − µ̃u→d proba-

bility map.
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Figure 4.6: Left panel: Phase φ about the y-axis, in units of π, plotted against the cosine of the

polar angle for positrons crossing the shock from downstream to upstream. Right panel: Solution

of Eq. 4.28 for the appropriate values of θd→u and φd→u for deflection in magnetic field over-plotted

in black circles to the right panel of Fig. 4.3.

overtaking the electrons and of the magnetic field selecting specific phases φ of particles gyrating about the field

lines. The picture is the following. At the very beginning of the simulation, electrons and positrons are injected

at the shock (in URF) with randomly distributed φ. Both species gyrate about the magnetic field (in opposite

directions) and they cross into the downstream. At this point, in case they cross the shock into the upstream once

more, the average value of the new phase depends on the time they spend in the excursion downstream. In general,

if they cross very soon, they do not have a long time to diffuse and both θ and φ do not change significantly, so

that µd→u . −βs and φd→u ∼ φu→d. In the subsequent excursion upstream, then, the phase is such that the particle

immediately gyrates towards the shock, rather than away from it (Fig. 4.4 helps visualising this). Through this

mechanism, the phases of electrons and positrons tend to accumulate around a specific value. On the other hand,

if particles spend a long time in the downstream before re-crossing the shock, the value of both θ and φ can change

by a larger amount. The picture that we describe here is shown for positrons in the left panel of Fig. 4.6, where

we plot the phase of particles crossing the shock from downstream to upstream φd→u against µ̃d→u. We see that the

distribution is fairly narrow about φd→u ∼ −π/2 (the situation is analogous for electrons, whose distribution peaks

at φd→u ∼ π/2). The value of φd→u, combined with the information on µd→u, allows us to compute the polar angle

θd→u, which is the polar angle of a particle upon entering the upstream. Now, solving Eq. 4.28 for the appropriate

values of θd→u and φd→u, we obtain a much better agreement between the analytical approach and the results of the

Monte Carlo simulation. We show this in the right panel of Fig. 4.6, where the analytical solution is over-plotted

in black circles to the results of the simulation plotted in the right panel of Fig. 4.3. It is still possible to see a small

deviation of the simulation data from the expected behaviour for µ̃u→d & 0.2, which seems to form a secondary

branch in the map. The reason for this is that, as mentioned above, particles with µ̃d→u close to −1 have usually

spent a long time in the downstream, so that their phase upon crossing is not constrained in a small range about

−π/2 (see left panel in Fig. 4.6). For these specific positrons, the gyration about the magnetic field lines makes
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them fly away from the shock, before driving them towards it.

4.5.3 Deflection in pulsar wind

The investigation of first-order Fermi acceleration in known situations provided an excellent testbed for our

Monte Carlo code. Now, we study the effects of the striped pulsar wind on this acceleration process.

The set-up is similar to that used for the simulation of the previous cases and is suitable to simulate electron

acceleration in a stationary state at the pulsar wind termination shock. Downstream of the TS, the source of

particle deflection is pure scattering, while upstream we prescribe both ordered and disordered field components.

The shock front lies in the yz-plane and its normal is directed along the x-axis, as shown in Fig. A.1. In the SRF,

the upstream and downstream flows move in the positive x direction with βs and β̃s, respectively. The magnetic

fluctuations on both sides of the shock are realised through the pitch-angle scattering, in the way described above.

The ordered magnetic field structure is defined in SRF via Eqs. 2.12 and 2.13, i.e., the analytic form of the

transverse, circularly polarised, magnetic shear wave. Given that the simulation is performed in the local fluid

frame, we Lorentz transform the two relations into URF using Eqs. A.34 and A.35, which give

By = +B0 cos(k0x + Φ) (4.29)

Bz = −B0 sin(k0 x + Φ) (4.30)

where B0 = B0/Γs and k0 = k0/Γs are the dimensionless magnetic field and wavenumber in URF, respectively, and

Φ is an initial phase set to a different random value every time an electron enters into the upstream. We do this under

the assumption that the scattering length in the DRF, i.e., the average distance over which a particle is deflected

by an angle θ̃c ∼ 1/Γ̃s, is much larger than the wavelength of the wave expressed in the same frame L̃scat ≫ λ̃.

This means that the phase of the wave when a particle ends an excursion downstream is completely unrelated to

the phase of the wave when the same excursion starts. Such an assumption is justified if the level of turbulence

downstream is limited and particle deflection is not very efficient on the length-scale of the field wavelength. In the

URF, the electric field vanishes because of the frozen-in condition (see Eqs. A.36-A.38 in Appen. A). Equations

4.29 and 4.30 determine a stationary magnetic pattern which rotates in space with wavelength

λ =
2π

k0

=
2π

Ω
βsΓs (4.31)

in the plane of the shock, so that the shock is perpendicular. To be fully consistent with the discussion and the re-

sults of Chapt. 2, we use the same normalisations for time, space, velocity, density and magnitude of the magnetic

field as presented in Sect. 2.2.

Upstream of the shock front there are three characteristic length scales, namely the field wavelength λ, the scat-

tering length Lscat = 1/2Dθ and the energetic particle gyro-radius rg = mγ/eB0. However, it is worth mentioning

that, since we are dealing with an acceleration mechanism, the gyro-radius is not constant at different stages of the

process. At injection, the particle energy is minimum as well as the gyro-radius rg,min, but as the number of Fermi

cycles increases, the gyro-radius grows larger. We define rg,max the average gyro-radius of particles removed from

the simulation when they complete the maximum number of cycles. The relative magnitude of these quantities

determines different acceleration regimes, arising because of the competition between regular magnetic field de-

flection and scattering.

The first distinction can be done according to the values of Lscat and λ. Here, we select Lscat ≫ λ for the following
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reason. In Chapt. 3 we found that the turbulent electromagnetic fields at the pulsar TS generated by the dissipation

of the Poynting flux are able to reflect a fraction of the test particles upstream and energise them up to energies

γ ≈ σ0Γ
2

s . In the idealised situation of the two-fluid simulation, once these particles propagate in the unperturbed

magnetic shear wave, further acceleration is prevented by the lack of turbulence able to deflect them again towards

the shock. In reality, however, some inhomogeneities are always present, although at a much lower level than in

the precursor. The goal of this section is to simulate the presence of such a turbulence, which is not resolved in

the two-fluid simulation and acts on a much longer scale with respect to λ. Thus, we consider Lscat ≫ λ and we

analyse the regimes arising for rg ≪ λ and rg ≫ λ.

Even when the magnetic field of the shear wave is unperturbed by inhomogeneities, the trajectory of an electron in

a circularly polarised, sinusoidal magnetic field has a complex pattern. In fact, when rg ≪ λ, an electron starting

its trajectory at any given point does not travel deep enough into the magnetic structure to experience the rotation

of the magnetic field vector. As a consequence, such an electron essentially gyrates about a uniform and static

magnetic field. In this regime, particles are fully magnetised and the deflection of the trajectory due to the mag-

netic field is sufficient for a particle to cross into the downstream. However, when the gyro-radius and the field

wavelength are comparable, the direction of the magnetic field changes substantially during the particle trajectory

in such a way that, at some point during the orbit, the field has opposite direction with respect to the starting point.

When the particle encounters the opposite phase of the field, it gyrates in the opposite direction. As a consequence,

the electron gyrates about the rotating magnetic field in a wiggling pattern, without ever finishing one complete

gyration. Eventually, when rg ≫ λ this effect is maximised and the trajectory resembles a straight line with very

little curvature. Hence, there is a critical value of the gyro-radius, and consequently of the particle energy, at which

the magnetic field is no more able to deflect the electron enough for the shock front to overtake it. This happens

when the ratio of the wavelength to the particle gyro-radius is

λ

rg

≈ θc ≈
1

Γs

. (4.32)

For the value of rg satisfying Eq. 4.32 (or equivalently for the value of γ), only scattering is able to provide the

deflection necessary for a particle to cross the shock into the downstream. When rg ≫ λ, the magnetic field is

unimportant and scattering dominates the particle trajectories. In this regime, particles are fully unmagnetised and

only scattering is responsible for particle deflection.

The magnetic field-dominated and the scattering-dominated regimes are expected to produce spectra with different

slopes. The energy of the spectral break between the two regimes is computed from Eq. 4.32 to be γsb ∝ Γsλ B0.

A Monte Carlo run which encompasses the full range of gyro-radius from rg ≪ λ to rg ≫ λ is computationally

expensive and does not allow to disentangle the contributions to the angular distribution coming from the two

acceleration regimes. Thus, we investigate values of B0, Ω and α corresponding to the two regimes: regime I

for rg ≪ λ and regime II for rg ≫ Lscat. The parameter α (Eq. 4.15) determines the maximum aperture of the

scattering cone in the pitch-angle scattering routine and consequently the diffusion coefficient (Eq. 4.18) and the

scattering length Lscat = 1/2Dθ. For each regime we present the resulting stable state angular distribution, the

µ̃d→u − µ̃u→d map and the spectral index. All the results are shown for a shock Lorentz factor Γs βs = 10.0, which

is a good approximation of the asymptotic behaviour in ultra-relativistic situations, as shown is Sec. 4.5.1.
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Regime I: rg,max ≪ λ ≪ Lscat

In regime I the ordered part of the striped-wind configuration dominates over the fluctuations and the particle

gyro-radius is the smallest length scale into play. In this regime, every electron entering the upstream essentially

encounters an almost uniform and static magnetic field, since it does not travel far enough into the sinusoidal

rotating magnetic pattern before the field deflects it towards the shock front. In principle, this situation is similar

to the one presented in Sect. 4.5.2, but with an important difference. When the field is static and uniform in the

upstream, every electron crossing the shock into the upstream encounters the same configuration of the magnetic

field and gyrates in the same direction, and the results are shown in the two panels of Fig. 4.3. On the other hand,

in this case electrons entering the upstream encounter a different phase Φ of the magnetic shear wave. This is due

to the fact that we simulate a stationary state at the shock front. As a consequence, the phase φ of particles crossing

and re-crossing the shock front does not accumulate about a specific value, as it was the case in Sec. 4.5.2 (see Fig.

4.6 and related text). Instead, it remains uniformly distributed, as it is shown in the left panel of Fig. 4.7, where the

phase φd→u of particles crossing the shock from downstream to upstream is plotted against µ̃d→u. In the right panel

of Fig. 4.7 we plot the related µ̃d→u − µ̃u→d map and we observe that, contrary to the case of normal magnetic field

deflection presented above, the double branch structure is clearly visible. This is simply due to the fact that the

distribution of the phase φ is uniform, so that it is equally probable, for a particle crossing into the upstream with

µ̃d→u, to be on the falling or rising part of the curve plotted in Fig. 4.4. In other words, there is the same probability

that the gyration of the trajectory leads the particle to run towards the shock or in front of it. Also in this case we

can solve Eq. 4.28 for the appropriate values of θd→u and φd→u to compute the expected behaviour. We obtain an

excellent agreement between the analytic solution of Eq. 4.28 and the simulation data, as we show in the left panel

of Fig. 4.8. The right panel in Fig. 4.8 shows the angular distribution obtained in regime I (red points and curve),

compared with the results of the eigenfunction method of [81] for Γs βs = 10.0 (case of pure scattering, solid black
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Figure 4.7: Left panel: Phase φ about the y-axis, in units of π, plotted against the cosine of the polar

angle, for positrons crossing the shock from downstream to upstream. Right panel: µ̃d→u − µ̃u→d

map for regime I.
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Figure 4.8: Left panel: Solution of Eq. 4.28 for the appropriate values of θd→u and φd→u for regime

I over-plotted in black circles to the right panel of Fig. 4.7. Right panel: Angular distribution for

regime I (red points and curve) compared with the results of [81] (case of pure scattering, solid

black curve) and those of [2] (case of regular deflection upstream, blue curve and points).

curve) and those of the Monte Carlo simulation of [2] for Γs βs = 100.0 (case of regular deflection upstream, blue

curve and points). We see that the distribution differs not only from the case of pure scattering, as expected, but

also from the case of regular deflection, in particular in the part produced by particles crossing from upstream to

downstream. The reason is that electrons populating the upper branch of the µ̃d→u − µ̃u→d map reach larger values

of µ̃u→d with respect to the previous case. In fact they initially run in front of the shock and they have more time

to gyrate about the field lines. The crossing events generated by this population generates a peak in the angular

distribution at µ̃u→d ∼ 0.2. At the same time, there are less particles initially travelling towards the shock front,

that is why there is a dip in the region of small final deflection close to µ̃u→d = −β̃s. The resulting spectral index is

s = 4.29 ± 0.01, only slightly softer than, but still compatible to, the one obtained in Sect. 4.5.2 for Γs βs = 10.0

(see Tab. 4.1).

For completeness, we also investigate the intermediate regime in which rg ≈ Γsλ, corresponding to the energy of

the spectral break. When injected, particles have rg < λ and are essentially in the same situation described above,

namely they experience an almost uniform magnetic field. However, some particles are accelerated to high Lorentz

factors and their gyro-radius becomes comparable and then larger than λ. As explained above, these particles do

not run a complete gyration about the field lines before the magnetic field changes direction. Consequently the

resulting trajectory wiggles about the field, which becomes less efficient in deflecting electrons towards the shock

as the energy increases. For this population of electrons the deflection due to magnetic fluctuations becomes more

important, up to the point in which scattering is the only mechanism able to change enough θ, so that they can

be over-run by the shock front. The effects of this intermediate regime can be observed in the µ̃d→u − µ̃u→d map,

plotted in left panel of Fig. 4.9. The low-energy electrons, which are in the field-dominated regime, still form the

double branch pattern in the map. However, the pattern is blurred by the shock crossing events generated by the

high-energy electrons, which are in the scattering-dominated regime. These events can deviate substantially from
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Figure 4.9: Left panel: µ̃d→u − µ̃u→d map for the intermediate regime. Right panel: Angular distri-

bution for the intermediate regime (red points and curve) compared with the results of [81] (case of

pure scattering, solid black curve) and those of [2] (case of regular deflection upstream, blue curve

and points).

the behaviour expected in the field-dominated case, as it is visible in the plot. We observe that the blur is mostly

evident in the regions between the two branches and above the upper branch, for µ̃u→d & 0.3, which are completely

empty in regime I. As a result, in the angular distribution plotted in the right panel of Fig. 4.9, the dip close to β̃s

is less pronounced and the peak at µ̃u→d is wider.

In this case we do not provide a spectral index for the particle spectrum, as this is the energy range where the

spectral break between regime I and regime II is expected. In addition, the simulated energy range is not wide

enough to resolve the change of spectral slope between the field-dominated and the scattering-dominated regimes.

Regime II: λ ≪ Lscat ≪ rg,min

In regime II the magnetic field of the pulsar wind is unimportant. Every particle performs a very small fraction

of a complete gyration about the magnetic field before encountering the opposite phase of the wind pattern. The

resulting trajectories are almost straight and the deviation from a straight line is not enough for the shock front

to catch up with the electrons. Thus, the scattering off magnetic fluctuations is the only mechanism which is

regime s

I 4.29 ± 0.01

II 4.23 ± 0.01

Table 4.2: Summary of spectral idexes obtained in the field-dominated regime (regime I) and

scattering-dominated regime (regime II).
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Figure 4.10: Left panel: µ̃d→u − µ̃u→d map for regime II. Right panel: Angular distribution for

regime II (red points and curve) compared with the results of [81] (case of pure scattering, solid

black curve) and those of [2] (case of regular deflection upstream, blue curve and points).

effective in deflecting trajectories into the downstream. In Fig. 4.10 we observe that the double branch structure

in the µ̃d→u − µ̃u→d map is completely erased and that we obtain the asymptotic form of the angular distribution

already presented in the bottom panels of Fig. 4.1. This form of the angular distribution also implies the spectral

index s = 4.23 ± 0.01, which is characteristic of a Fermi process driven by scattering on both sides of the shock,

when energy losses are neglected. In Tab. 4.2 we summarise the spectral indexes obtained for the two regimes

investigated in this work.

Realistic pulsar wind

As we specified above, the simulation parameters B0, Ω and α have been regulated to obtain the different accel-

eration regimes and to investigate the different forms of the µ̃d→u − µ̃u→d map, angular distribution and spectrum.

However, a part from the strength and spectrum of the magnetic fluctuations, which are difficult to know a priori,

the definition of the other quantities depends on the features of the pulsar wind, namely the wind Lorentz factor,

magnetisation and frequency. Thus, to understand which acceleration mechanism is likely to dominate in a realistic

Pulsar Wind Nebula (PWN), we must use values of Γs, σ and ω reasonable for this class of sources. Unfortunately,

the only parameter that we can measure from observations with good precision is the pulsar frequency ω, whereas

rough estimates of Γs andσ must be used to constrain the acceleration regime at the termination shock of a realistic

pulsar wind.

We have seen in this section that the different acceleration regimes are determined by the ratio of the wavelength

of the striped-wind to the gyro-radius of energetic particles. The striped-wind wavelength in URF is defined in

Eq. 4.31. We remind that Ω = ω/ωp0 is the pulsar frequency in units of the proper plasma frequency, which is

expressed in Eq. 1.17, and that the main focus of this work is on frequenciesΩ > 1, for which the electromagnetic

precursor can form ahead of the wind termination shock. Furthermore, the definition of σ in Eq. 2.10 allows us to
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compute the magnitude of the dimensionless magnetic field in the far upstream, which we then transform in URF

using Eq. A.39, as

B0 =
B0

Γs

=
√

8πσ . (4.33)

In this reference frame, the gyro-radius of an electron with energy γ is

rg =
mγ

eB0

=
γ
√
σ

(4.34)

because of the normalisations used in this work5. From the results of Chapt. 3, we know that the energy at which

electrons are injected in the Fermi acceleration process, i.e., the minimum particle energy, is γ ≈ σΓ
2

s . As a

consequence, the minimum size of the gyro-radius is rg,min ≈
√
σΓ

2

s , which entails

λ

rg,min

=
2πβs

Ω
√
σΓs

(4.35)

where σ and Γs are the wind magnetisation and Lorentz factor far upstream and not at the termination shock. In

fact, energetic electrons have large gyro-radii and can travel a long way into the upstream. In this region, the pulsar

wind is Poynting flux dominated (σ ∼ 104 − 105) and relativistic (Γs ∼ 102, see e.g., [71, 23, 9, 40]) so that the

ratio in Eq. 4.35 is much smaller than unity for the lower particle energy and hence λ/rg ≪ 1 for every value of

the particle Lorentz factor during the whole acceleration process. This means that, in a realistic pulsar wind, where

electrons (and positrons) are injected in a Fermi acceleration process via the interaction with the perturbations in an

electromagnetic precursor, the wavelength of the striped-wind pattern is always the smallest length scale into play,

which is the condition of the acceleration regime II. Consequently, the dominant particle deflection mechanism

is the scattering off magnetic fluctuations embedded in the flow, rather than the gyration about the magnetic field

in the stripes. For this situation, when the energy losses are neglected, we know both the form of the angular

distribution and the spectral slope at the shock front, which are those of regime II. This completely determines the

phase-space distribution function at the shock.

In our framework, the particle acceleration is triggered by the conversion of the striped-wind into superluminal

waves which drive the dissipation of the wind Poynting flux and the generation of a population of pre-accelerated

electrons upstream of the TS (see Sects. 3.6 and 3.7). In the specific case studied in this work, the conversion takes

place at R & 1, where the dimensionless radial distance from the pulsar R is defined in Eq. 1.15 and R = 1 is the

critical radius at which the wind density is no more sufficient to sustain an ideal MHD wave. Hence, for R & 1 the

values of σ ad Γs are close to the respective values in the ideal MHD part of the wind (which are quoted above) and

λ/rg ≪ 1. However, this statement is more general. In fact, even if the conversion to superluminal waves occurs

spontaneously at R > 1 and magnetic reconnection has partially dissipated the Poynting flux accelerating the bulk,

the value of the magnetisation changes according to [95] as follows

σ =
µ̂

Γs

− 1 (4.36)

where µ̂ is the mass-loading factor defined in Eq. 1.14, or in other words, the maximum Lorentz factor attained

by the wind if all the spin-down power is converted into the bulk kinetic energy (µ̂ ∼ 104 − 106 for the Crab, e.g.,

5c = m = ωp0 = 1, implying e = 1/
√

8π. See Sect. 2.2 for details.
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[71, 86]). Consequently, in the denominator of the right-hand side of Eq. 4.35 we would have

√
σΓs =

√
Γs

(
µ̂ − Γs

)
(4.37)

which means that λ/rg ≪ 1 unless the magnetic reconnection has proceeded almost to completion. At this stage,

however, the striped pattern of the pulsar wind would be completely erased and the conversion to superluminal

waves would be anyway impossible.

4.6 Limited size of the acceleration region

In all the cases investigated so far, we have always placed the downstream absorbing boundary at a distance

dabs = 500 L̃scat from the shock. The absorbing boundary removes from the simulation those particles which have a

negligible probability to return to the shock front and cross into the upstream. The reason for this implementation

is to limit the computation time.

However, there are realistic situations in which the distance between the shock front and the absorbing boundary

might be comparable to (or even smaller than) the scattering length, for example one in which the size of the

acceleration region is limited and the scattering agent is not efficient enough to confine energetic particles in the

proximity of the shock. Specifically, in the case of PWNe in binary systems, the interaction between the pulsar

wind and the stellar wind creates a turbulent region across the contact discontinuity dividing the two flows, where

the accelerating particles can be confined. The extension of this region, that we define acceleration region, is small

compared to the orbital separation l of the two objects and depends on the pressure balance of the two winds,

which is variable over the orbital period. For example, in [25] it was shown that for PSR B1259-63 the size of

the acceleration region is dabs = 0.1 − 0.15 l for a post-termination shock magnetisation σ = 0.003 − 0.1 and for

η = 0.1. The parameter η is the ratio of the pulsar wind pressure to the stellar wind pressure defined in Eq. 1.23.

If the conditions for efficient scattering cease at the border of the acceleration region or the flow is such to drag

particles away, the probability of returning to the shock front drops and the spectrum is expected to steepen.

We simulate this situation for a shock Lorentz factor Γs βs = 10.0 by fixing the distance of the downstream absorb-

ing boundary from the shock front to dabs = 1000, in arbitrary units. We then vary the parameter α downstream, and

accordingly the diffusion coefficient D̃θ, to obtain different values of the scattering length L̃scat, and we integrate

several thousand trajectories with the usual prescription for each case. The only source of particle deflection both

upstream and downstream is magnetic turbulence. In Tab. 4.3, we summarise the investigated sample of scattering

L̃scat/dabs s

0.02 4.23 ± 0.01

0.10 4.26 ± 0.02

0.50 4.57 ± 0.01

1.50 5.38 ± 0.04

10.00 8.26 ± 0.04

Table 4.3: Scattering length in units of the size of the acceleration region dabs and resulting spectral

index.
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Figure 4.11: Left panel: Downstream particle number density measured as a function of the distance

from the shock front d̃x. The error bars are one standard deviation of a Gaussian distribution in each

bin. Right panel: Angular distribution for L̃scat/dabs = 1.5 (red points and curve) compared with the

results of [81] (case of pure scattering and no limitation on the size of the acceleration region, solid

black curve).

lengths, expressed in units of the size of the acceleration region dabs, together with the resulting spectral index s.

We see that, as long as L̃scat . 0.02 dabs, we obtain the power-law spectral slope s = 4.23 ± 0.01 that we measured

in the previous sections. However, already when L̃scat/dabs ∼ 0.1, the spectrum steepens. The reason for this can be

understood from the left panel of Fig. 4.11, where we plot the particle number density downstream of the shock,

as a function of the distance d̃x from the shock front 6. When the scattering length is much smaller than dabs, the

diffusion properties set by D̃θ determines the density profile, which drops before reaching dabs = 1000. On the

contrary, when L̃scat increases, the density profile is cut because some particles leave the acceleration region. The

effects of this cut on the angular distribution is visible in the right panel of Fig. 4.11 for the case L̃scat/dabs = 1.5,

which we plot for comparison along with the results of [81] (where L̃scat ≪ dabs). Although the red and black

distributions are not substantially different, some discrepancies are evident for µ̃ ∼ −1 and µ̃ ∼ 0.3. The reason

for the lack of crossing events characterised by µ̃ ∼ −1 is the following. On average, the electrons in the tail of

the density distribution generate this kind of events since, in order to have a chance to cross into the upstream,

it is more likely that they travel in the anti-parallel direction with respect to the shock front. When the density

profile is cut because of particle escape from the acceleration region, the contribution to the angular distribution

from this population of particles is missing. On the other hand, the angular distribution of particles crossing from

upstream to downstream, on the right-hand side of the vertical black dashed line, does not change significantly.

The difference visible in the plot is probably due to a difference in the relative weight between the two parts of the

angular distribution.

In this section we point out that, even in absence of radiation losses, there are other physical mechanisms able

6The error bars in each bin are defined by one standard deviation of a Gaussian distribution of events.
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to steepen the spectrum of particles accelerated via the Fermi-like process described in this chapter. We suggest

that the scenario of an acceleration region limited in size might be relevant in the context of γ-ray binary systems,

where the interaction of the pulsar wind with the stellar wind [25, 51] and the orbital motion [26] strongly af-

fect the post-TS flow. However, a deeper inspection of this scenario is necessary to understand the extent of the

modifications both to the angular distribution and to the spectrum.



Chapter 5

Implications for PSR B1259-63

In the previous chapters we have investigated a physical scenario in which the conversion of a pulsar striped-

wind into strong superluminal waves leads to the establishment of an electromagnetically modified precursor ahead

of the termination shock (TS). In this structure the Poynting flux carried by the pulsar wind is efficiently dissipated

into direct kinetic particle energy. The plasma particles are scattered by the turbulent fields on both sides of the TS

and a fraction Pinj of electrons and positrons is reflected upstream where it forms a population of pre-accelerated

particles (Chapt. 3). This population is then accelerated in a full Fermi-like acceleration process (Chapt. 4). In

the present chapter we analyse the implications of this scenario in the context of the γ-ray binary system PSR

B1259-63.

We have seen in fact that the conversion into superluminal waves can take place only when the plasma density in

the wind, which scales as ∝ 1/r2 as long as the wind is not accelerated (see Chapt. 1), is no more sufficient to

sustain an ideal MHD wave [76, 7]. The condition on the maximum plasma density for which the propagation

of superluminal waves is allowed can be expressed either in terms of the proper plasma frequency ω > ωp [6],

where ωp is defined in Eq. 1.17, or in terms of a dimensionless radial distance from the pulsar R > 1 [7], where

R is defined in Eq. 1.15. If the γ-ray binary is formed by a Pulsar Wind Nebula (PWN) and a massive star, the

condition for the conversion to superluminal modes can be periodically fulfilled because of the orbital motion. In

Sect. 5.1 we briefly revise the paradigm of a PWN orbiting a Be star and in Sect. 5.2 we present the system PSR

B1259-63/SS 2883 and the features of its high energy emission. In particular, we describe the episode known as

the GeV flare (e.g., [1, 131]). This is a sudden enhancement of the emission in the 0.1 − 1 GeV band occurring

about thirty days after periastron passage which has been observed for two consecutive orbits. In Sect. 5.3, we

use the duration of the GeV flare (∼ 60 days) to construct a geometrical model to constrain the inclination ζ of the

magnetic-axis with respect to the spin-axis. In Sect. 5.4 we employ the value of ζ and our assumption that the flare

is triggered by the propagation of superluminal waves to estimate the density in the pulsar wind at the time of the

flare. This value is then compared with the estimate of the pulsar wind density obtained with pair production model

in the magnetosphere. Eventually, in Sect. 5.5, we check the consistency of our model verifying that the electrons

energised in the electromagnetically modified preshock are able to produce the observed GeV flare upscattering

disk and stellar photons.

81
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5.1 Superluminal waves in γ-ray binaries

As already mentioned (Sect. 1.4), one of the possible scenarios proposed to explain sources known as γ-ray

binaries involves a luminous pulsar powering a PWN in orbit around a massive main sequence star, normally

associated with a Be star. This picture is illustrated in Fig. 5.1. Nowadays, five binaries are categorised as

γ-ray binaries (see Sect. 1.4; for a complete review see [49]), although PSR B1259-63 is the only system for

which the radio pulsations have been observed [65, 66]. Be stars are characterised by strong outflows modelled as

two-component winds with a fast and low-density component from the polar region and a slow and high-density

component from the equatorial region forming a disk-like flow [139, 87, 133]. The presence of the massive

companion wind, absorbing and scattering the pulsed radio emission from the NS, is probably the cause of the

non-observation of the pulsar in the remaining four γ-ray binaries and of the deficit of pulsar-massive star binaries

[96, 65].

In the polar wind, the mass loss rate is Ṁ ∼ 10−8M⊙ yr−1 (M⊙ is the solar mass) and the velocity profile of the

radiatively driven wind is

vw,p(r) = v∞
(
1 −

r⋆

r

)
(5.1)

where v∞ ∼ 108cm s−1 is the asymptotic value of the polar wind velocity and r⋆ ∼ 10 r⊙ is the stellar radius

[139, 132] (r⊙ is the solar radius). On the other hand, the equatorial wind has a larger mass loss rate Ṁ ∼
10−7M⊙ yr−1 and the velocity and density profiles are

vw,e(r) = v0

( r

r⋆

)m−2
, ρw,e(r) = ρ0

( r

r⋆

)−m
(5.2)

where v0 ∼ 106cm s−1 and ρ0 = Ṁ/4πr2
⋆v0 ∼ 10−10−10−13g cm−3 are the velocity and density at the stellar surface,

respectively, and 2 ≤ m ≤ 4 depending on the star [138, 87, 132]. During the orbital motion, the pulsar wind

can interact with different parts of the stellar wind, according to the inclination of the massive companion spin-

axis with respect to the orbital plane, and whichever dominates depends on the parameters of the two winds. The

Figure 5.1: Sketch of a γ-ray binary system. Credits: adapted from Mirabel 2006 [106]
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interaction is usually supersonic for both media, resulting in a double shock structure with the shocked material

from each region separated by a contact discontinuity [48]. The shock of the pulsar wind is located on the line

connecting the two stars where the pressure of the outflows balances. This is expressed via the dimensionless ratio

of momentum fluxes η defined in Eq. 1.23 which determines which is the dominant wind. The distance of the TS

from the pulsar as a function of the orbital separation l is then computed with [48]

rTS

l
=

η1/2

η1/2 + 1
. (5.3)

Even when η is constant and the Be star wind is isotropic, the distance from the pulsar to the TS changes along the

orbit, remaining however much smaller than the distance to the TS in an isolated PWN. For PSR B1259-63, for

example, the orbital distance changes by a factor larger than 14 between periastron and apastron (e.g., [132]), and

assuming that the TS is halfway between the stars, this means that rTS < 7 × 1013cm, which is at least four orders

of magnitude smaller than rTS of the Crab. We stress that in the context of binary systems, we use rTS to define the

distance of the TS from the pulsar at the apex of the bow-like nebula, while on the opposite side the nebula can be

more extended.

The periodic variation of rTS affects the density in the pulsar wind, which is larger (smaller) in the proximity of

periastron (apastron). Thus, somewhere along the orbit, the pulsar wind density can be low enough for the condi-

tions for the launch of superluminal waves to be fulfilled. This leads to the formation of the shock precursor and

to efficient injection and acceleration of plasma particles. The strong equatorial wind from the massive companion

modifies this simple picture since the pulsar wind is more compact (and then denser) when it interacts with this

part of the stellar outflow.

It is worth mentioning that the compactness of γ-ray binaries allows us to study PWNe in a completely different

regime with respect to isolated PWNe. In fact, the pulsar wind is terminated much closer to the pulsar in a binary

system, before a substantial fraction of Poynting flux is dissipated. As a consequence, the values of the wind

magnetisation and Lorentz factor at the TS are expected to be similar to those at the sonic point.

5.2 PSR B1259-63/SS 2883 γ-ray binary system

Among the γ-ray binaries, the system PSR B1259-63/SS 2883 is the only one where the compact object is

observed to be a pulsar [65, 66]. The spin-period is P = 47.7 ms, corresponding to a pulsar frequencyω ∼ 131 Hz,

and its derivative is Ṗ ∼ 10−15. These values entail a spin-down luminosity LSD ∼ 8 × 1035erg s−1 (computed with

Eq. 1.1) and a NS surface magnetic field BNS = 3.2 × 1019(PṖ)1/2 G ∼ 3 × 1011G [66, 64, 55]. The pulsar orbit

is highly eccentric (e = 0.87) and a complete revolution lasts ∼ 1237 d. The companion SS 2883 is a massive Be

star of mass M⋆ ∼ 21 − 26 M⊙ and radius r⋆ ∼ 9 r⊙. Its luminosity is L⋆ ∼ 6.2 × 104L⊙ (L⊙ is the luminosity

of the Sun) and the average surface temperature is T⋆ ∼ 2.7 × 104K [75, 108]. The distance to the binary system

is D = 2.3 ± 0.2 kpc and the inclination of the orbital plane to the plane of the sky is i ∼ 19◦ − 31◦ [108, 49].

The semi-major axis of the orbit is estimated to be a = 7 AU = 1.05 × 1014cm [108], which means that the orbital

distance at periastron is lp = 1.4 × 1013 cm, while at apastron the orbital separation is la = 2.0 × 1014 cm.

In this system, the evidence for a disk-like stellar outflow is compelling. The radio pulsed emission is obscured

between to,1 ∼ τ − 18 d and to,2 ∼ τ + 16 d, where τ is the time of periastron passage (e.g., [64, 35]). In terms

of the true anomaly, namely the angle between the semi-major axis and the line connecting the two stars, this

corresponds to obscuration between fo,1 ∼ 271◦ and fo,2 ∼ 84◦, where fτ = 0◦ is the true anomaly of periastron.
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The eclipse is associated to the passage of the pulsar through and behind the putative disk, as observed from Earth.

This picture is strengthened by the analysis of the unpulsed radio, X-ray and TeV light-curves [65, 64, 4, 5, 1, 36]

which show two peaks in correspondence of the passages through the disk and a minimum in correspondence of

the periastron passage, differently from the scenario proposed by [77], where the emission peak should coincide

with the periastron passage. The enhancement of the emission upon disk crossing is probably due to the variation

of pulsar wind parameters such as magnetisation σ or Lorentz factor Γ [130, 91]. Alternatively, it can be due to a

change in the geometry of the acceleration region when the pulsar wind and the equatorial disk of the star collide

[34, 35, 36]. This leads to more efficient Synchrotron and Inverse Compton emission. The rise and decay profiles

of X-ray and TeV emissions are used to constrain the inclination of the intersection line between the equatorial

disk and the orbital plane with respect to the major axis of the system to ∼ 20◦ [35]. The putative equatorial disk

seems to be highly inclined with respect to the pulsar orbital plane (θdisk ∼ 70◦ [35, 91]) so that, except for the

two disk crossings per orbit, PSR B1259-63 is supposed to interact mainly with the polar component of the stellar

outflow.

As for isolated PWNe, the dominant emission mechanisms are Synchrotron radiation in the nebular magnetic field

and Inverse Compton scattering off energetic electrons and positrons accelerated at the wind TS [132]. In binary

systems, the target photon fields for the latter process are supplied by the companion star [77, 13] and by the

circumstellar disk [74].

5.2.1 GeV flare

The most interesting feature of the binary system PSR B1259-63/SS 2883 is a flare in the GeV band occurring

at tflare ∼ τ + 30 d (corresponding to the true anomaly fflare = 111◦) and lasting ∆tflare ∼ 60 d (corresponding to

∆ fflare ∼ 30◦), which constitutes a challenge to present theoretical models. The flare has been observed during two

consecutive orbits in 2011 [1] and 2014 [131], showing remarkable similarities between the two episodes [31]. This

emission forms a new and spectrally distinct component in the band 0.1 − 1 GeV, while no significant emission is

detected above 1 GeV and in any other band. The spectrum is well described by a single power-law which is softer

when the source is brighter. At the beginning of the flare, the source flux increases by a factor of ∼ 10 with respect

to the level of first disk passage, reaching a maximum flux above 100 MeV Fγ ∼ 3× 10−6cm−2 s−1 in 2011 [1] and

Fγ ∼ 2×10−6cm−2 s−1 in 2014 [131]. If the emission of the flare were isotropic, the γ-ray luminosity would almost

equal the estimated pulsar spin-down luminosity, meaning that the efficiency of conversion of the NS rotational

energy in GeV radiation is close to 100%. Many possible scenarios have been proposed to explain this periodic

GeV flare. One possibility is based on Inverse Compton scattering off electrons in the unshocked pulsar wind

[73, 74]. This requires a large value of the wind Lorentz factor Γ ≥ 104, a dense target photon field originating in

the equatorial disk and a favourable geometry, in which the region of the unshocked pulsar wind extending towards

the observer is wide enough to produce the observed emission. Another viable scenario assumes that the region

downstream of the TS is illuminated by X-ray photons produced in the extended PWN [50]. At this location, a

relativistic Maxwellian distribution of electrons and positrons at energy Γmec2 generated at the termination shock

of the pulsar wind [125] upscatters the X-ray photons giving rise to the GeV flare. Eventually, it has been suggested

that the GeV flare originates in the tail of the bow-shock structure, where the flow is re-accelerated from Γ ∼ 1 at

the shock apex to Γ . 5 in the tail [25, 51]. The re-acceleration of the bulk cannot proceed further because, far from

the shock apex, the orbital motion and the Coriolis force wrap the flow in a spiral-like shape [26]. The Synchrotron

radiation produced in the accelerated region is thus Lorentz-boosted in the direction of Earth and observed as the
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flare [74].

In this work, we argue that the GeV flare is produced via Inverse Compton scattering of stellar or disk photons

off electrons and positrons efficiently energised at the TS after the onset of the electromagnetic precursor due to

the conversion of the pulsar striped-wind into strong superluminal waves (see Chapt. 2). As already explained,

superluminal waves can only propagate in tenuous plasma so that the conversion is more likely to happen when the

pulsar is far from the companion rather than at periastron. This is consistent with a flare starting about one month

after the periastron passage (see Sect. 5.4 in the following).

5.3 Inclination of the magnetic dipole moment

Although emission at high latitudes in the pulsar wind has been invoked to explain the GeV flare [50], the

very large conversion efficiency of pulsar spin-down luminosity into the luminosity of the flare [1] suggests that

the emission of this periodic episode originates in the equatorial region of the PWN, where most of the energy is

deposited when the oscillating magnetic field annihilates. Recent results of 2-dimensional [110] and 3-dimensional

[116] relativistic MHD simulations also support the view that efficient particle acceleration and radiation emission

takes place in the equatorial region of the TS.

In a PWN, the equatorial region is defined as the range of latitudes where the wind is striped, i.e., where stripes of

magnetic field of opposite polarity are separated by a current sheet embedded in the flow. Thus, the wind equatorial

belt extends at colatitudes 90◦− ζ < θ < 90◦+ ζ, where θ is the polar angle computed from the pulsar spin-axis and

ζ is the angle between this axis and the magnetic dipole moment. At colatitudes θ < 90◦ − ζ and θ > 90◦ + ζ the

magnetic field does not change sign and the wind is not striped. It is clear that for a small inclination ζ, the wind

equatorial region is not very extended, whereas for ζ = 90◦ the striped-wind occupies the entire sky.

It has been suggested that the value of the inclination of the magnetic dipole moment to the spin-axis for PSR

B1259-63 is ζ ∼ 90◦, because of the observation of a strong radio inter-pulse interpreted as the emission from

the opposite magnetic pole after half a rotation of the pulsar [113]. However, this scenario is disfavoured by [65],

where this feature is interpreted as a second pulse from a single magnetic pole rather than radiation from two poles.

Here, we estimate the inclination of the magnetic dipole to the spin-axis assuming that the GeV flare is produced

only by the interaction of the stellar wind with the equatorial region of the pulsar wind, and not with the flow at

higher latitudes. This assumption is justified by two considerations. Firstly, the luminosity of the pulsar wind is

proportional to sin2 θ [103, 23], so that most of the power is concentrated in the wind equatorial plane. Secondly,

the energy available for plasma particles at the TS is not associated to the total upstream Poynting flux, but it is only

associated to the Poynting flux of the alternating component of the magnetic field [95]. At colatitude θ = 90◦, the

stripes of opposite polarity have the same width and the average magnetic field vanishes. Consequently, when the

stripes annihilate, their entire energy is transferred to the plasma particles. On the other hand, at lower (or higher)

colatitudes, the stripes of opposite polarity have different width and when they annihilate at the TS a fraction of

the magnetic field (equal to the average magnetic field in one wavelength λ) survives. Thus, the Poynting flux

carried by this component of the field is not dissipated and the energy available for particles is lower. Hence, it is

conceivable that where the wind is not striped the dissipation of the wind magnetisation at the TS is negligible.

Under this assumption, we consider the equatorial region of the PWN to be a cylinder of radius rTS and thickness

∆, where the inclination of the magnetic moment to the pulsar spin-axis is found as
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Figure 5.2: Illustration of the geometrical model projected onto the orbital plane. Left panel: pulsar

wind equatorial region (solid back rectangle) and PWN (solid red circle) for ϕ = 0◦ and generic

value of δ; Right panel: the initial and final true anomalies of the interaction of the stellar wind with

the equatorial region of the pulsar wind, represented for ϕ = 0◦ and δ = 0◦.

ζ = tan−1
( ∆
2rTS

)
. (5.4)

Although the pulsar wind is probably forced into a cometary shape by the wind of the massive companion, for

our purpose a spherically symmetric wind is thought to be a good approximation [132]. We build a geometrical

scheme where the GeV flare is produced by the interaction between the wind of SS 2883 and the equatorial belt

of the pulsar wind, namely only when the line connecting the two stars crosses the entire cylinder, without first

crossing regions of higher latitudes. This is illustrated in Fig. 5.2 with a face-on representation of the orbital

plane. The black rectangle and arrow are the projections of the wind equatorial region and pulsar spin-axis onto

the orbital plane, respectively, while the red circle is the spherically symmetric PWN. The picture involves the

following angles: ϕ is the angle between the pulsar spin-axis and the orbital plane; δ is the angle between the

projection of the pulsar spin-axis onto the orbital plane and the semi-major axis (i.e., the true anomaly of the pulsar

spin-axis as shown in the left panel of Fig. 5.2). In the right panel of Fig. 5.2 we show that, if the flare were

produced only by the geometrical interaction, the enhanced GeV emission would be observed for a range of true

anomaly going from f1 to f2 for δ = 0◦ and ϕ = 0◦, where fτ = 0◦ is the true anomaly of periastron1. Instead,

for f < f1 and f > f2, the stellar wind would interact with high latitude regions of the pulsar wind where most

of the energy is carried by the average magnetic field and not by the particles. As can be seen in the picture, the

1 If ϕ = 90◦, the pulsar equatorial region lies in the orbital plane and the line connecting the two stars always crosses the entire cylinder.
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beginning and the end of such a flare would correspond to

f1 = tan−1
(2rTS,1

∆1

)
(5.5)

f2 = tan−1
( ∆2

2rTS,2

)
+ 90◦ (5.6)

where we use the indexes 1 and 2 to account for a change of the dimension of the PWN as the orbital distance

increases. In fact, the distance between the stars, and accordingly rTS, changes by a factor of ∼ 2 between the

beginning and the end of the flare. Here, we consider η to be constant over the orbit. In case the true anomaly of

the projection of the pulsar spin-axis is δ , 0◦, both the beginning and the end of the flare are delayed, in terms of

true anomaly f , by the angle δ. Eventually, for ϕ , 0◦, i.e., for the pulsar spin-axis not lying in the orbital plane,

the pulsar wind equatorial region has an effective width on the orbital plane given by ∆/ cosϕ. Thus, the general

form of Eqs. 5.5 and 5.6 is

f1 = tan−1
(2 cosϕ rTS,1

∆1

)
+ δ (5.7)

f2 = tan−1
( ∆2

2 cosϕ rTS,2

)
+ 90◦ + δ (5.8)

giving the initial and final values of the true anomaly corresponding to a flare produced by the geometric interaction

of the stellar wind with the equatorial region of the PWN. A twin flare would also be expected in this case between

f ′
1
= f1 + 180◦ and f ′

2
= f2 + 180◦.

However, in the scenario we have built in this work, the flare is not only due to geometrical reasons. The onset

of the flare can be explained by efficient electron acceleration triggered by the formation of the shock precursor

when the density in the pulsar wind is low enough to allow the propagation of superluminal waves. We assume this

happens at fflare = 111◦ , f1, that is the true anomaly corresponding to the first observation of the enhanced GeV

emission [1, 131]. The time evolution of the GeV emission is then dictated by geometrical conditions, in particular

the drop of the flux of target photons with increasing orbital distance (scaling as ∝ l−2) and the less favourable

inclination of the line connecting the stars with respect to the equatorial region of the pulsar wind. Associating

the last observation of GeV emission at t ∼ τ + 90 d ( fend ∼ 141◦) to f2 in the situation depicted in Fig. 5.2, we

use Eq. 5.8 to constrain the ratio ∆2/rTS,2 and thus the inclination of the magnetic moment to the pulsar spin-axis.

We perform this calculation for δ = 20◦ and ϕ = 46◦ [109, 74] and from Eq. 5.4 we find ζ ∼ 23◦. Interestingly,

for δ = 20◦ and ϕ = 46◦ the pulsar spin-axis and the line connecting the two stars are almost perpendicular at the

time of the beginning of the flare [74]. For this inclination, the geometrical collision of the winds is extremely

favourable.

Given that ζ is constant, the ratio ∆/2rTS is also constant over the orbit. Thus, from Eq. 5.7 we can compute

f1 ∼ 78◦, which is the true anomaly at the beginning of a geometrically induced flare. Since f1 is smaller than the

true anomaly corresponding to the end of the eclipse due to the disk ( fo,2 ∼ 84◦), the pulsar is embedded in the

equatorial stellar wind at this stage. Consequently, the plasma density in the pulsar wind is likely to be large. This

prevents the propagation of superluminal waves and the formation of the shock precursor which triggers electron

acceleration and the emission of the flare. An analogous argument holds true for a putative twin geometrical flare.

The twin flare would occur between f ′
1
∼ 258◦ and f ′

2
∼ 321◦, while the passage of the pulsar through and behind

the circumstellar disk starts at fo,1 ∼ 271◦. Thus, in this range of true anomaly the density in the pulsar wind is too

large for the superluminal waves to propagate. We will comment more on this point in Sect. 5.5.
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The simple geometrical model presented in this section has limitations which are mainly due to two aspects: (1) the

shape of the termination shock; (2) the shape of the critical surface beyond which superluminal waves are allowed.

As for point (1), we have mentioned in Sect. 1.1.3 that the surface of the TS is not disk-like, but rather oblate.

Assuming that the ram pressure downstream of the TS is roughly constant, the expression for the oblate surface of

the TS computed by [94, 7] is
(
drTS

dθ

)2

+ rTS = r0 sin2 θ (5.9)

where r0 is a constant depending on the external pressure and must be evaluated for the specific object under

consideration. However, 3-dimensional relativistic MHD simulations by [116] suggest that the oblate deviation

from a disk-like shape of the TS might not be substantial and also these authors fit the section of the equatorial

region of the pulsar wind with a rectangle, as we did in this work. It is worth mentioning that the results of [116]

are obtained assuming that the Poynting flux in the striped region of the wind is completely dissipated on the

way from the pulsar to the TS. Although this might not be the case and most of the dissipation occurs instead at

the TS itself as envisaged in the driven magnetic reconnection picture and in the scenario involving superluminal

waves considered here, according to [95] this makes no difference since the plasma magnetisation and dynamics

only depend on the average magnetic field in the stripes. As for point (2), in [7] it is found that the shape of the

critical surface strongly depends on the angle ζ and on the ratio of rTS,eq to the size of the critical surface rcr,eq, both

computed at θ = 90◦ (in the pulsar equatorial plane). For a perpendicular rotator (ζ = 90◦) the shape of the critical

surface is similar to the shape of the TS, i.e., oblate. For an oblique rotator (ζ < 90◦), instead, the critical surface

follows the oblate profile only in the colatitude range 90◦ − ζ ≤ θ ≤ 90◦ + ζ (in the equatorial region). Outside

this range (in the polar region) its shape is cone-like, in the sense that rcr diverges. Thus, for rTS,eq/rcr,eq & a few,

almost the whole critical surface falls within the TS shock radius, so that superluminal waves are allowed almost

everywhere except for the regions θ < 90◦ − ζ and θ > 90◦ + ζ, where rcr > rTS.

Although a detailed analysis of the shape of the TS and of the critical surface is probably necessary for the specific

case of PSR B1259-63, the previous considerations suggest that our assumption of a disk-like equatorial region of

the pulsar wind is reasonable and that our estimate ζ ∼ 23◦ is not too rough.

5.4 Constraints from the superluminal wave scenario

The assumption that the GeV flare in PSR B1259-63 is triggered by the conversion of the MHD striped-wind

into superluminal waves places some constraints on the physical parameters of the PWN, in particular on the

density of the wind at the TS. To compute these constraints, we employ the conditions ω > ωp and R > 1 for

the propagation of superluminal waves and the jump conditions between the subluminal and superluminal waves

carrying the same energy, momentum and particle fluxes (Eqs. 1.20-1.22). We recall that in Eq. 1.19 and in

Eq. 1.22 the quantities n u and n d are the wind proper densities respectively upstream and downstream of the

critical surface at distance R from the pulsar at which the conversion takes place. The value of the proper density

downstream of R can be estimated inverting Eq. 1.16 and using the definition of the proper plasma frequency in

Eq. 1.17. This yields

n d =
m

4πe2

(
ω

Γ>

)2

(5.10)
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from which we can compute the value of the density nu = Γ n u upstream of R, as expressed in the lab. frame.

Using the definition of the particle flux density J upstream of R given in Eq. 1.19, the related jump condition Eq.

1.22 and the value of the parallel momentum p‖ defined in Sect. 1.2, we obtain

nu = n d µ̂

β

Γ2
>

R2
=

m

4πe2

µ̂

β

(
ω

R

)2

. (5.11)

Now, given that the pulsar wind is supposed to be highly relativistic (β ∼ 1) and that the value of the conversion

radius also fixes the mass-loading factor µ̂ (see Eq. 1.15), the pulsar wind density only depends on the pulsar

frequency and on the location where the striped-wind converts into superluminal waves. At this stage, we make

use of a basic assumption, also used in Chapt. 2, namely that the conversion to superluminal mode does not

proceed spontaneously, but it is triggered by the interaction of the striped-wind with the TS. This implies that Eq.

1.15 becomes

R =
µ̂

aL

rTS

rLC

(5.12)

where rLC = c/ω is the light cylinder radius. The strength parameter aL defined in Eq. 1.13 can be written for PSR

B1259-63 as

aL ∼ 3 × 109(Ωs/4π)−1/2 (5.13)

where Ωs is the portion of sky occupied by the striped section of the pulsar wind. Since the orbital parameters

of PSR B1259-63 are observationally well constrained, we know how the distance l between the two stars varies

along the orbit and for reasonable values of the parameter ηwe can readily compute rTS via Eq. 5.3 and thus obtain

an estimate of the density at the TS nu for different values of R.

To check the consistency of this estimate, we can use this value of nu to compute the wind density at the light

cylinder using a r−2 profile, and comparing it with the density obtained with a magnetospheric pair production

model. The chosen density profile to connect nu to nLC is justified only if two conditions are met: (1) the sonic

point where Γfms =
√
σfms is close to the light cylinder and (2) the dissipation of the Poynting flux between the

sonic point and the TS is negligible. In fact, the density of a radial and relativistic flow expanding at constant speed

scales as r−2, while from the theory of the pulsar wind we know that the wind accelerates from the light cylinder to

the sonic point and when the magnetisation of the flow is dissipated into kinetic energy of the bulk (see Chapt. 1).

While condition (2) is likely to be met in a γ-ray binary since the TS is relatively close to the pulsar and dissipation

cannot work effectively on such a short length-scale2, condition (1) is probably more demanding. In fact, although

pairs are supposed to be produced in the magnetosphere with a Lorentz factor γ > 20 [23] and the flow at the wind

launching point is assumed to be relativistic, it is not clear what is the bulk Lorentz factor at the light cylinder and

where is located the sonic point. We will comment more on this condition in the following.

According to pair production models in the pulsar magnetosphere, the density of particles at the light cylinder is

(e.g., [93, 113])

nLC ≈ κ
ωBLC

2πec
= κ

ωBNS

2πec

R3
NS

R3
LC

∼ 3.6 × 104κ cm−3 (5.14)

where we have assumed that the dominant contribution to the magnetic field comes from the dipole moment.

Here, we implicitly use the definition of the Goldreich-Julian pair production rate in the polar caps defined in

Eq. 1.4 stemming from the definition of the Goldreich-Julian particle density given in Eq. 1.2. The value of the

2Only a very efficient dissipation is able to convert the entire wind magnetisation into bulk kinetic energy within the TS for the Crab [93, 86],

where rTS,Crab ∼ 104rTS,B1259.
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multiplicity κ (i.e., the number of secondary particles generated during a cascade) is rather uncertain, but in general

it is expected to be as large as κ ∼ 101 − 105 [8, 62, 63, 135]. For the specific case of PSR B1259-63, magnetic

reconnection models set κ . 8 × 104 [114] which implies a density at the light cylinder nLC ∼ 1.6 × 109cm−3,

whereas for κ ∼ 3 × 105 [113] the density is nLC ∼ 7 × 109cm−3. These last two values of the multiplicity are in

good agreement with the most recent semi-analytical model of cascade pair production in the polar caps of pulsar

magnetospheres [135].

The value of the multiplicity is related to the mass-loading factor via (e.g., [93, 84])

κ =
aL

4µ̂
(5.15)

which means that in our scenario an estimate of R, and consequently of µ̂, also provides the value of the pair

multiplicity.

Hence, we proceed as follows. We compute the value of the parameter aL with Eq. 5.13 for two possible inclina-

tions of the magnetic dipole moment with respect to the pulsar spin-axis, namely ζ = 90◦ suggested by [113] and

ζ = 23◦ found in Sect. 5.3. The former givesΩs/4π = 1 while the latter providesΩs/4π = 0.39. We obtain rTS from

Eq. 5.3 using the value of the orbital distance at the time of the beginning of the flare l ∼ 0.35 a ∼ 3.7 × 1013cm,

where a is the semi-major axis of the binary system. We use η = 0.1 [74, 25, 51] which entails Ṁ ∼ 10−8M⊙ yr−1

and vw ∼ 108cm s−1, consistent with typical values of the polar wind in Be stars [139]. We then use rTS ∼ 4×104 rLC

to compute the mass-loading factor for a specific value of the conversion radius R with Eq. 5.12 and we plug the

values of µ̂ and R in Eq. 5.11 to obtain the lab. frame density of the pulsar striped-wind at the TS. This value is

then scaled to the light cylinder via

n̂LC = nu
( rTS

rLC

)2
(5.16)

to estimate the wind density at this location. We collect the results of this procedure in Tab. 5.1. The value of n̂LC

for each case must be compared to the value of the same quantity given by Eq. 5.14, where we use κ = 5 × 104

which is appropriate for a pulsar with surface magnetic field BNS ∼ 3×1011 G (dominant dipole configuration) and

period PCrab ∼ 33 ms [135] (the value of κ found by [135] shows only a weak dependence on the pulsar period, thus

the uncertainty introduced using PCrab instead of P ∼ 47.7 ms is small). Equation 5.14 yields nLC ∼ 1.8× 109cm−3.

From the results in Tab. 5.1 we see that, when the conversion radius is large (R = 10), the conditions for the

propagation of superluminal waves provide a value of the multiplicity κ which is more than one order of magni-

η ζ R µ̂ κ n̂LC [cm−3]

0.1 90◦ 1 7.8 × 104 9.7 × 103 6.3 × 108

0.1 90◦ 10 7.8 × 105 9.7 × 102 6.3 × 107

0.1 23◦ 1 1.2 × 105 9.7 × 103 1.0 × 109

0.1 23◦ 10 1.2 × 106 9.7 × 102 1.0 × 108

1.0 23◦ 1 6.0 × 104 2.0 × 104 2.1 × 109

Table 5.1: Estimates of the mass-loading factor µ̂, multiplicity κ and wind density at the light

cylinder computed from the condition for superluminal wave propagation for different values of the

inclination of the magnetic moment to the pulsar spin-axis ζ and conversion radius R. The grey row

highlights our benchmark result.
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tude smaller than that computed with magnetospheric pair production models. For these cases, our estimate of

the plasma density at the light cylinder is n̂LC ≪ nLC. On the other hand, for R = 1 our estimate of κ is only a

factor of ∼ 5 smaller than the multiplicity computed by [135], showing a much better agreement with the most

recent polar caps pair production model and with previous estimates for PSR B1259-63 [113]. The resulting range

of mass-loading factor µ̂ ∼ 7.8 × 104 − 1.2 × 105 is consistent with the values published in the literature for this

object (µ̂ ∼ 6 × 104 [107], µ̂ ∼ 4 × 105 [136] and µ̂ ∼ 106 [77]). For R = 1, the value of the plasma density at the

light cylinder n̂LC computed with our procedure is in remarkable agreement with the result of Eq. 5.14, being at

most a factor of ∼ 3 smaller than nLC. The results are only slightly affected by the inclination ζ of the magnetic

dipole moment with respect to the pulsar spin-axis. According to the results collected in Tab. 5.1, to our findings

in Chapt. 2 concerning the establishment of a stable precursor and to our calculation of ζ in Sect. 5.3, we select the

results obtained for R = 1 and ζ = 23◦ as benchmark (the corresponding row is highlighted in grey in Tab. 5.1).

In the last row of Tab. 5.1 we show the results of our procedure using the parameter η = 1, which implies that the

TS is halfway between the two stars. Also in this case, the resulting values of µ̂ and κ are consistent with the most

recent estimates published in the literature (κ is only a factor of ∼ 2.5 smaller than the multiplicity computed by

[135]) and the value of n̂LC is even in better agreement with nLC ∼ 1.8 × 109cm−3. This means that our calculation

depends, though not substantially, on the value of the not very well constrained parameter η and suggests that

the standing shock separating the pulsar and stellar winds might be further away from the pulsar than normally

supposed.

The reason for the difference between the values of n̂LC and nLC might be that the r−2 density profile is not appro-

priate to connect the density at the TS all the way back to the light cylinder. This would be the case if assumption

(1) is not valid and the wind is substantially accelerated between the light cylinder and the sonic point, where the

mass-loading factor, which is a constant of the flow, can be expressed as µ̂ = Γfms(1+σfms) ∝ σ3/2

fms
[82]. However,

if assumption (2) holds true, the values of the wind magnetisation and Lorentz factor at the TS factor must be

similar to those at the sonic point σTS ∼ σfms ∼ µ̂2/3 and ΓTS ∼ Γfms ∼ µ̂1/3. For the largest value of µ̂ in Tab. 5.1,

this implies σfms ∼ 1.1 × 104 and Γfms ∼ 106. In the Force Free Electrodynamics (FFE) regime, the bulk Lorentz

factor grows linearly with the radial distance for r ≫ rLC [29, 40], as expressed by

Γ =
[
Γ2

LC +
( r

rLC

)2]1/2
. (5.17)

If a similar profile also holds for r & rLC, the requirement that the bulk Lorentz factor at the light cylinder is

relativistic sets an upper limit on the distance between the sonic point and the light cylinder to rfms/rLC . Γfms ∼
100. As a consequence, assumption (1) is reasonable for the values of µ̂ (and consequently of Γfms) in Tab. 5.1,

even though possibly not perfectly verified.

Even if assumption (1) is not valid, the selected density profile and the results in Tab. 5.1 are still consistent. In

fact, in a radial and relativistic wind nvr2 = constant, where v is the bulk speed which does not change substantially

for an increasing Γ as long as the flow is already relativistic at the launching point. This means that also between

the light cylinder and the sonic point the relation n ∝ r−2 (or very similar) holds true and that the r−2 density profile

is appropriate to connect the wind density from the light cylinder to the TS, provided that the dissipation in the

wind between the sonic point and the TS is negligible.
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5.5 GeV emission from PSR B1259-63

At this stage, we investigate whether the particles accelerated in the shock precursor are able to produce GeV

photons for the inferred values of σTS and ΓTS in our benchmark model. From Chapt. 3, we know that particles

(electrons and positrons) reflected at the TS are distributed in a relativistic Maxwell-like distribution peaked at

γ ≈ σTSΓTS ≈ µ̂ as expressed in the lab. frame (see Fig. 3.8). In the binary system the dominant target photon

fields for Inverse Compton scattering are photons coming from the Be star SS 2883 and photons coming from the

circumstellar disk. The former target photon field has dimensionless average energy ǫ0,⋆ = 2.7kBT⋆/mc2 ∼ 10−5,

where we use the temperature at the pole of the Be star T⋆ = 3.4 × 104K [108] because of the large inclination of

the disk with respect to the orbital plane (θdisk ∼ 70◦ [35, 91]). Here, kB = 1.38 × 10−16erg K−1 is the Boltzmann

constant. This average photon energy corresponds to UV frequencies. The latter target photon field has dimension-

less energy ǫ0,d = 2.7kBTd/mc2 ∼ 10−7, corresponding to NIR photons [139, 44]. These photons are upscattered to

energies

ǫ ≈ γ2ǫ0 (5.18)

in the Thomson regime (γǫ0 ≪ 1) and to energies

ǫ ≈ γ (5.19)

in the Klein-Nishina regime (γǫ0 & 1), where ǫ = hν/mc2. The energy of photons in the GeV flare is ǫ ∼ 2×103. In

this order of magnitude estimate, we consider in Tab. 5.1 our benchmark results (highlighted in grey) for ζ = 23◦

and R = 1, providing γ ∼ 105 (σTS ∼ 2.4 × 103, ΓTS ∼ 50). This implies that the upscattering of stellar photons

would be at the limit of validity of the Thomson cross-section, providing ǫ ∼ 1.4 × 105, whereas the upscattering

of disk photons would be in the Thomson regime, providing ǫ ∼ 1.4 × 103. Hence, the particle energised in the

termination shock precursor are able to produce the GeV flare upscattering disk photons.

We stress that, in this scenario, the main contribution to the GeV emission is produced by electrons being accel-

erated in the region of turbulent fields ahead of the TS from energies γ ≈ ΓTS, the bulk energy of the pulsar wind,

to energies γ ≈ σTSΓTS, peak energy of a relativistic Maxwell-like distribution at the shock front as computed in

Sect. 3.7. During the energisation of the wind electrons in the pre-shock, also the upscattering of stellar photons

proceeds in the Thomson regime and can contribute to the GeV flare when γ > 103. On the other hand, electrons

accelerated in the full Fermi process can reach very high energies γ ≫ 105. The upscattering of target photons

by these particles would occur in the Klein-Nishina regime and would probably contribute more at TeV than at

GeV energies, which would explain the observation of PSR B1259-63 in the Very High Energy (TeV) band [4, 5].

Fermi acceleration is probably always at work at the TS of the pulsar wind [125, 116], since a certain degree of

magnetic turbulence can always be expected both upstream and downstream of it. As inferred in Chapt. 4, the re-

sulting spectrum depends on the ratio of the wavelength of the stripes to the gyro-radius of the energetic particles,

though the field-dominated (regime I) and scattering-dominated (regime II) acceleration regimes do not produce

substantially different spectral indexes. The efficiency of the acceleration (in terms of the number of accelerated

particles) instead, depends on the injection probability, that we inferred being in the range Pinj ∼ 15%− 40% when

the precursor establishes ahead of the TS (caution must be used with the value of Pinj since we used a test particle

approach). However, despite, the relatively large value of Pinj inferred in this work, there is no strong evidence of

an increase of the TeV emission during the GeV flare. This is probably due the fact that energy is radiated away

very efficiently during the flare [107]. This is shown in Fig. 5.3, where the efficiency ηIC of Compton scattering is
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Figure 5.3: Efficiency of Compton scattering from an electromagnetic shock precursor, calculated

for µ̂ = 6 × 104 and σ = 100 as a function of the time (in days) after periastron for the binary

system containing PSR B1259-63. The stellar and orbital parameters are taken from [108]. Credits:

adapted from Mochol & Kirk 2013 [107].

plotted as a function of the time after periastron passage for the system PSR B1259-63/SS 2883 for µ̂ = 6 × 104

and σTS = 100 [107]. The reason for the enhancement of ηIC is that in the electromagnetic precursor, the electron

motion is mainly transverse to the direction of the flow, differently from what happens in the radial and unshocked

striped-wind. Thus, electrons and positrons remain in the emission region for a time that is a factor γ/p‖ ≈ (8R)1/2

longer than that of radially propagating particles and consequently the radiated power is enhanced with respect to

Inverse Compton emission of the same photons from the unshocked wind [107]. This argument is valid even if the

results plotted in Fig. 5.3 are obtained for a magnetisation ten times smaller than what we estimate in the present

work. The breakout of the electromagnetic precursor and the efficient deposition of the wind Poynting flux into

particle kinetic energy mediated by superluminal waves thus provides a compelling scenario for the generation of

the GeV flare in the binary system PSR B1259-63/SS 2883.

The decay of the GeV emission after the flare can be due to a number of factors: the drop of target photon flux

with increasing orbital distance, the decay of the efficiency of Compton scattering, the less favourable inclination

of the pulsar equatorial region or the instability of the shock precursor. Concerning the last point, we have seen in

Chapt. 2 that a crucial condition for the formation of a stable electromagnetic pre-shock is that the propagation of

superluminal waves is confined in a limited region close to the shock itself. This situation is more likely to be veri-

fied when ω & ωp, corresponding to R & 1. With increasing orbital distance (R changes by a factor of ∼ 5 between

the time of the flare and the time of apastron for fixed values of µ̂ and η) instead, the pulsar wind density drops and

consequently the proper plasma frequency drops well below the pulsar frequency in an extended region upstream

of the TS. In this case, the leading edge of the precursor moves apart from the TS since superluminal waves can

propagate backwards until they reach the critical distance R ∼ 1 and the structure of the pre-shock becomes unsta-

ble, as we showed with our two-fluid simulations (see Figs. 2.12 and 2.15 and related text for discussion). In turn,

this might lead to a decrease of the Poynting flux dissipation efficiency, as shown in the bottom panels in Figs. 2.11
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and 2.14, and consequently to a less effective electron energisation and radiation in the precursor.

At the time of the observed GeV flare, the system transitions from a regime in which superluminal waves are not

allowed to one in which they can propagate. As the pulsar recedes from the companion, the stellar wind interacts

with higher and higher latitudes in the pulsar wind, because of the inclination of the pulsar spin-axis with respect to

the orbital plane. When the interaction occurs with the polar region of the pulsar wind where the precursor cannot

form ([7]; see also Sect. 5.3) the system performs the opposite transition and the flare ceases. After the apastron

passage, when the pulsar approaches SS 2883, a new transition to the superluminal waves regime can be expected.

On this part of the orbit, however, the geometry of the system is different because of the inclination of the pulsar

spin-axis with respect to the orbital plane. The location where the spin-axis and the line connecting the two stars

are perpendicular (this is the favourable geometry at the beginning of the flare) corresponds to the true anomaly

f ∼ 291◦ ( fo,1 ∼ 271◦ and fo,2 ∼ 84◦ are the values of the true anomaly at the beginning and at the end of the

radio eclipse related to the disk). As discussed in Sect. 5.3, at this location in the orbit the pulsar wind interacts

with the dense equatorial stellar wind and the resulting density in the pulsar wind is likely to be too large for the

the formation of the shock precursor. On the other hand, the location where the orbital distance is the same as

at the beginning of the flare (for which R ∼ 1) corresponds to f ∼ 249◦. This value of the true anomaly is not

favourable since a twin, geometrically induced flare would start at f ′
1
∼ 258◦. Thus, at this location the stellar wind

interacts with a high latitude region of the pulsar wind. Furthermore, as the pulsar approaches the companion and

the geometrical conditions become more favourable, the pulsar wind becomes denser because of the interaction

with the stellar wind, which makes the launch of the superluminal waves less probable. We also remark that, since

the pulsar approaches and crosses the high-density equatorial stellar outflow during this section of the orbit, the

pulsar wind is probably dense enough to prevent the propagation of superluminal waves and the formation of the

precursor. This would rule out the scenario of a twin flare.

It is worth mentioning that the binary system PSR B1259-63/SS 2883 is not an isolated case. For instance, a

similar system has been observed in the Small Magellanic Cloud containing the pulsar PSR J0045-7319 [70, 69, 19]

in an eccentric orbit (e = 0.81) around a luminous companion similar to SS 2883. The frequency and the spin-

down luminosity of this pulsar are ∼ 1.1 Hz and ∼ 2.2 × 1032erg s−1, respectively. Also in this system the orbital

separation changes by a factor of ∼ 10 between apastron and periastron, making the scenario presented in this

work very appealing, although the lower spin-down luminosity and the greater distance (D ∼ 60 kpc) mean that

the foreseen γ-ray emission is probably unobservable [13].

As for the remaining γ-ray binaries, LS 5039 and LS I +61◦303 seem to be the best candidate to be pulsars orbiting

massive stars (see [49] for a review). However, their orbits are much less eccentric (e = 0.35 and e = 0.54 for

LS 5039 and LS I +61◦303, respectively ) and much tighter to the companion, with a semi-major axis which is at

least one order of magnitude smaller than that of PSR B1259-63 for both objects [32, 33]. As a consequence, if

the massive companions of these putative pulsars are similar to SS 2883, the compact objects are always deeply

embedded in the stellar wind during the orbit, which turns into an effective confinement and large density of the

pulsar winds. This prevents, in these systems, the propagation of superluminal waves and the formation of the

shock precursor which explains the lack of γ-ray flares in LS 5039 and LS I +61◦303.



Chapter 6

Summary and conclusions

Pulsar Wind Nebulae (PWNe) are among the most efficient particle accelerators in the Universe and share many

similarities with different classes of relativistic sources. The wealth of data from PWNe allows us to investigate

the physics of shock acceleration and to compare our theoretical expectations with observations.

In PWNe, the fast rotation of the central pulsar drives the formation of a strong wind of relativistic electron-positron

pairs and large amplitude electromagnetic fields. The magnetic field is frozen into the plasma and forms a pattern

of stripes of alternating polarity separated by a corrugated current sheet, as described in the ideal-MHD approx-

imation. The wind expands in the surrounding medium until its pressure is balanced by the ram pressure of the

confining Supernova Remnant or Interstellar Medium, where it is terminated by a relativistic Termination Shock

(TS). Close to the pulsar the wind is dense and its energy content is dominated by the electromagnetic component.

However, sufficiently far away from the central pulsar, the density drops and the field can no longer be regarded

as stationarily frozen-in. Beyond a critical distance, strong electromagnetic waves of superluminal phase speed

can be generated by the conversion of the striped-wind. These waves deeply modifies the structure of the TS and

mediate the dissipation of the Poynting flux carried by the wind into particle kinetic energy, as required by the

observation of Synchrotron and Inverse Compton radiation at the location of TS.

We investigate with a 1-dimensional, relativistic, two-fluid code the modifications of the TS when the interaction

of the striped-wind with the shock triggers the conversion into superluminal waves. We show that, independently

of the values of the wind Lorentz factor Γ and magnetisation σ, the propagation of these waves forms a precursor

ahead of the shock where the incoming flow is slowed down and the wind Poynting flux is transformed into en-

thalpy of the plasma. The breakout of the precursor always generates a linear expansion phase in which the leading

edge of this structure travels upstream with speed χ. In general, the relative magnitude of χ with respect to the

superluminal wave group speed determines whether the precursor keeps expanding upstream for the entire simu-

lation, sets up in a stationary state where its extension remains constant with time, or undergoes an oscillation-like

phase where its extension alternately expands and contracts. Interestingly, two stationary states are obtained for

different values of Γ and σ when the distance of the TS from the pulsar is close to the critical distance.

The integration of test particle trajectories in the background electromagnetic fields of the stationary configura-

tions of the pre-shock shows that electrons (and positrons) propagating in the precursor increase their energy by

a factor roughly equal to σ. Downstream of the shock, the spectrum of particles is a Maxwell-like distribution,

in agreement with the results of Particle-In-Cell simulations studying acceleration in annihilating magnetic fields
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during shock driven reconnection. We find that electrons and positrons carried along with the wind are reflected

back into the upstream and escape the simulation box with a probability that varies between 10% and 40%. These

particles form a population of pre-accelerated particles upstream of the TS which are available for further acceler-

ation. Although the value of the reflection probability might be large for the test particle approach to be consistent,

our study suggests that the onset of the precursor is a possible solution to the injection problem to be investigated

with a self-consistent approach.

We study the acceleration of injected electrons (and positrons) with a Monte Carlo code simulating the presence of

magnetic turbulence (acting as elastic scattering centres) both upstream of the TS, in the striped pulsar wind, and

downstream of it, in the unmagnetised nebula. We show that, when the scattering length is much larger than the

wavelength of the stripes, the Fermi-like acceleration proceeds in two regimes dictated by the relative magnitude

of the wavelength of the stripes and of the gyro-radius of energetic particles. The spectrum of accelerated electrons

(in absence of radiation losses) is a power-law of index s = 4.29 ± 0.01 when the acceleration is dominated by

the magnetic field in the pulsar wind and s = 4.23 ± 0.01 when the acceleration is dominated by the scattering

off magnetic irregularities. For parameters reasonable in PWN environments, the acceleration is dominated by

scattering. Therefore, if the acceleration is fast enough that radiation losses are negligible during the process,

Fermi-like acceleration at the TS in PWNe produces a power-law with index similar to the one produced by the

same mechanism at unmagnetised, relativistic shocks.

We discuss the implications of this acceleration scenario for the γ-ray binary system PSR B1259-63/SS 2883,

where a pulsar and its nebula orbit a massive Be star producing a strong stellar wind. In binary systems, the

conditions for the formation of the pre-shock which triggers efficient electron injection and acceleration can be

periodically met during the orbit when the pulsar recedes from the companion. Assuming that this happens in

coincidence with the onset of the powerful GeV flare occurring ∼ 30 d after periastron passage, we build a geo-

metrical model to constrain the inclination ζ of the pulsar magnetic dipole moment with respect to the spin-axis.

We estimate ζ ∼ 23◦ which entails that the necessary conditions for the establishment of the precursor are not met

when the pulsar approaches the companion. This explains the lack of a twin flare. Although the model must be ex-

tended to fully consider the oblate shape of the TS and the shape of the critical surface beyond which superluminal

waves can propagate, our estimate seems to correctly account for the main aspects of these two issues. The values

of the product σΓ and multiplicity κ in the pulsar wind entailed by our scenario are in agreement with the results

published in the literature for PSR B12259-63. We employ the value of ζ and the assumption concerning the break-

out of the precursor to compute the density of electrons (and positrons) in the wind. Our evaluation is consistent

with the density computed with magnetospheric pair production models within a factor of ∼ 3. We show that the

GeV flare emitted by PSR B1259-63 can be produced by electrons (and positrons) Compton scattering stellar and

disk photons in the Thomson regime during the energisation in the shock precursor, while particles undergoing the

full Fermi process probably contribute more at TeV energies.

Fermi acceleration is usually supposed to be inefficient at relativistic and perpendicular shock fronts because of

the large degree of downstream advection. In this work, we show instead that the conversion of the pulsar striped-

wind into superluminal waves and the subsequent breakout of the precursor creates an environment of turbulent

fields able to trigger and sustain Fermi-like acceleration at the TS. This is particularly true in the equatorial region

of the wind, where most of the radiation from PWNe is supposed to come from.



Appendix A

Lorentz transformations

For the purpose of clarity, we illustrate the geometry of the shock that we use in our set of simulations through-

out this work. According to the case under consideration, the shock can be a non-relativistic shock front (in Sect.

4.1) or a relativistic one (in Sect. 4.3 and following). When the magnetic field is present upstream of the shock, as

in Sect. 4.5.2, its direction is perpendicular to the shock normal, thus the shock is perpendicular. In Sect. 4.5.3 and

in Chapt. 5, the shock represents the termination shock in a pulsar wind nebula, where upstream we simulate the

pulsar wind and downstream the nebula. The same geometry of the shock also applies to the two-fluid simulations

presented in Chapt. 2.

The shock front is a 2-dimensional infinite interface in the yz-plane, whose normal is parallel to the x-axis. The

Figure A.1: Illustration of the geometry of the simulated shock.
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speed of the upstream and downstream, as measured in the shock frame, are βu and βd, respectively, and are di-

rected along the x-axis. The associated Lorentz factors are Γs = (1 − β2
u)−1/2 and Γ̃s = (1 − β2

d
)−1/2. The upstream

fluid is on the left-hand side of the termination shock, the downstream is on the right-hand side of the shock, as

illustrated in Fig. A.1. In the upstream and downstream reference frames, where the fluid is at rest, the speed of

the shock is βs = βu and β̃s = βd, respectively, which are anti-parallel to the shock normal (namely in the negative

x-direction).

The polar angle θ is measured from the x-axis in the range [0 : π], while the azimuthal angle φ in the yz-plane is

measured from the y-axis in the range [0 : 2π]. The need to define both cartesian and polar spherical coordinates

stems from the fact that the two-fluid simulation computes all the physical quantities, in particular the background

electromagnetic fields, in cartesian coordinates, but polar spherical coordinates are more suitable for the numerical

integration of the particle trajectories (see Chapts. 3 and 4).

In our treatment, there are three relevant reference frames: the upstream reference frame (URF), the downstream

reference frame (DRF) and the shock reference frame (SRF) coinciding with the laboratory reference frame. The

integration of test particle trajectories presented in Chapt. 3 is performed in SRF. The Monte Carlo simulation

of the Fermi-like acceleration process, presented in Chapt. 4, is instead performed alternately in URF and DRF.

These three frames are related by Lorentz transformations.

We define k a quantity expressed in SRF, k a quantity expressed in the URF and k̃ a quantity expressed in the DRF.

Notice that, in Chapts. 1 and 2, a quantity k is expressed in the comoving fluid frame of the fluid. The sets of

Lorentz transformations connecting these reference frames is given in the following.

To transform from SRF to URF we use:



x = Γs(x − βst)

t = Γs(t − βsx)

γ = Γs(γ − βs px)

µ =
µ − βs

1 − βsµ

(A.1)

(A.2)

(A.3)

(A.4)

where Γs = (1 − β2

s )−1/2, µ = cos θ and px = βγµ is the magnitude of the x component of the momentum of the

electron (m = 1 in this work) and γ is the electron Lorentz factor.

The opposite set, to transform from URF to SRF, is



x = Γs(x + βst )

t = Γs(t + βsx)

γ = Γs(γ + βs px)

µ =
µ + βs

1 + βsµ
.

(A.5)

(A.6)

(A.7)

(A.8)
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Similarly, for the transformation from SRF to DRF, we have



x̃ = Γ̃s(x − β̃st)

t̃ = Γ̃s(t − β̃sx)

γ̃ = Γ̃s(γ − β̃s px)

µ̃ =
µ − β̃s

1 − β̃sµ
,

(A.9)

(A.10)

(A.11)

(A.12)

where Γ̃s = (1 − β̃2
s )−1/2 is the Lorentz factor of the shock expressed in DRF. The opposite transformation from

DRF to SRF is performed via


x = Γ̃s(x̃ + β̃s̃t )

t = Γ̃s (̃t + β̃s x̃)

γ = Γ̃s (̃γ + β̃s p̃x)

µ =
µ̃ + β̃s

1 + β̃sµ̃
.

(A.13)

(A.14)

(A.15)

(A.16)

To perform the transformation from URF to DRF and viceversa we need the relative speed between the two frames,

which is computed as

βrel =
βs − β̃s

1 − βsβ̃s

∼ 1 − 1

2Γ2
rel

(A.17)

where Γrel ∼ Γs/
√

2 ([21], [79]). So the transformation from DRF to URF is realised through



x = Γrel(x̃ − βrel̃t )

t = Γrel (̃t − βrel x̃)

γ = Γrel(̃γ − βrel p̃x)

µ =
µ̃ − βrel

1 − βrelµ̃

(A.18)

(A.19)

(A.20)

(A.21)

whereas the opposite transformation from URF to DRF is performed via



x̃ = Γrel(x + βrelt )

t̃ = Γrel(t + βrelx)

γ̃ = Γrel(γ + βrel px)

µ̃ =
µ + βrel

1 + βrelµ
.

(A.22)

(A.23)

(A.24)

(A.25)

A particle in the upstream can be caught up by the shock, travelling with speed βs in the negative x-direction, only

when the projection of its speed on the x-axis is larger than the speed of the shock, the condition being β · µ > −βs.

Similarly, a particle in the downstream can cross into the upstream only when the projection of its speed on the

x-axis is smaller than the speed of the shock in that frame, namely when β̃ · µ̃ < −β̃s. Given that normally we

consider ultra-relativistic particles travelling almost at the speed of light, the previous conditions turn into µ > −βs

and µ̃ < −β̃s.
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The set of equations to Lorentz transform physical quantities between two frames of reference is essential in the

Monte Carlo approach to the particle acceleration. In fact, this simulation is performed alternately in URF and

DRF and the data we store, e.g. energy and momentum, are expressed alternately in URF or DRF. However, ul-

timately we want to express all of these quantities in the same reference frame to obtain the energy spectrum and

the angular distribution (see Chapt. 4).

The Lorentz transformations are also needed for the electromagnetic field components. In the two-fluid sim-

ulation, the analytic form of the transverse, circularly polarised, magnetic shear wave is given in SRF and the

components of the electric field are obtained thanks to the frozen-in condition

E + β × B = 0 . (A.26)

The full set of electromagnetic components is



Bx = 0

By = B0 cos(k0x −Ωt)

Bz = −B0 sin(k0x − Ωt)

Ex = 0

Ey = βBz

Ez = −βBy

(A.27)

(A.28)

(A.29)

(A.30)

(A.31)

(A.32)

where the frequencyΩ = ω/ωp0 is expressed in terms of the proper plasma frequency (Eq. 1.17) and the wavenum-

ber is k0 = Ω/βs > 0, with βs =

√
1 − 1/Γ

2

s (for details see Chapt. 2). The four-wave-number vector is thus given

by
−→
k = (Ω, k0, 0, 0). The Lorentz boost of the field components into URF is given by



Bx = 0

By = Γs(By + βsEz) =
By

Γs

Bz = Γs(Bz − βsEy) =
Bz

Γs

Ex = 0

Ey = Γs(Ey − βsBz) = 0

Ez = Γs(Ez + βsBy) = 0

(A.33)

(A.34)

(A.35)

(A.36)

(A.37)

(A.38)

which is supplemented by the transformation of
−→
k into

−→
k = (0, k0/Γs, 0, 0). Given that ϕ = kνxν = k

ν
xν we can

write the analytic form of the magnetic shear in URF as

B =
B0

Γs

(ŷ cosϕ − ẑ sin ϕ) . (A.39)



Appendix B

Stochastic increments

The code for the numerical integration of the particle trajectory computes at every time step the following

quantities (x, y, z, θ, φ, γ), namely the position vector x of the particle in cartesian coordinates and the direction

and magnitude of the momentum vector p in polar spherical coordinates, where θ is the polar angle and φ is the

azimuthal angle about the x-axis (see Appen. A). The deterministic integration of electron trajectories is carried

out using Eqs. 3.2-3.7 defined in Chapt. 3. The Monte Carlo method used to simulate the pitch-angle scattering off

magnetic turbulence both in the upstream and downstream of the shock consists in a two-steps procedure, which is

Figure B.1: Illustration of the procedure to obtain the stochastic increment in the Monte Carlo

simulation.
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illustrated in Fig. B.1. Firstly, in the left panel, the values of θ and φ are computed at a given time with the Eqs. 3.6

and 3.7, which provide the deterministic direction of the momentum p. A cone of aperture δθmax is defined about

p. Secondly, in the right panel of Fig. B.1, a new direction pnew for the momentum is randomly generated within

the cone about the previously obtained p. The new direction of the momentum is represented in red. The stochastic

direction pnew forms an angle δθ ≤ δθmax with respect to p and its polar and azimuthal angles are θnew and φnew,

respectively. The sum of many similar steps corresponds to a random motion W(ti) of the tip of the momentum

vector on the surface of a sphere, represented in Fig. B.2.

This approach leads to a stochastic differential equation of the kind of Eq. 4.14 for θ and φ, where the deterministic

increment is provided by the Lorentz force, as given in Eqs. 3.6 and 3.7, whereas the stochastic increment ∆W =

Wi+1 −Wi at each time step is nothing but ∆θ = θnew − θ for the polar angle and ∆φ = φnew − φ for the azimuthal

angle, respectively. The computation of the new values of the angles is carried out as explained below. We use an

auxiliary reference frame K′ where x′ ≡ p. Without loss of generality, y′ lies in the xp-plane. In this frame, we

define the cone aperture angle

δθmax = α
√
∆t (B.1)

where ∆t is the integration time step and α is a proportionality factor which is set to unity, unless otherwise stated.

We extract the polar angle δθ′ in a flat random distribution in the range [0 : δθmax] and the azimuthal angle φ′ in a

W(t)
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Figure B.2: The Wiener process corresponds to the random walk of the tip of the momentum vec-

tor on the surface of a sphere. Here the radius of the sphere is normalised to the magnitude of

momentum p.
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flat random distribution in the range [−π : π]. In K′, the direction of the new momentum vector is



cos δθ′

sin δθ′ cosφ′

sin δθ′ sinφ′


. (B.2)

To transform this vector back to the frame of integration K, which represents alternately URF and DRF, we use the

composite rotation matrix

R(θ, φ) =



cos θ − sin θ 0

sin θ cosφ cos θ cosφ − sinφ

sin θ sin φ cos θ sinφ cos φ


(B.3)

from which we compute

pnew

p
=



cos δθnew

sin δθnew cos φnew

sin δθnew sin φnew


=



nnew,x

nnew,y

nnew,z


(B.4)

as

pnew

p
=



cos δθ′ cos θ − sin δθ′ cos δφ′ sin θ

cos δθ′ sin θ cos φ + sin δθ′ cos δφ′ cos θ cosφ − sin δθ′ sin δφ′ sin φ

cos δθ′ sin θ sin φ + sin δθ′ cos δφ′ cos θ sin φ + sin δθ′ sin δφ′ cos φ


. (B.5)

The previous relations allow us to express the angles of the stochastically determined direction of momentum

through

θnew = cos−1 [
cos δθ′ cos θ − sin δθ′ cos δφ′ sin θ

]
(B.6)

φnew =



tan−1
(
nnew,z/nnew,y

)
if nnew,y > 0

tan−1
(
nnew,z/nnew,y

)
+ π if nnew,y < 0, nnew,z ≥ 0

tan−1
(
nnew,z/nnew,y

)
− π if nnew,y < 0, nnew,z < 0.

(B.7)

This algorithm activates at every time step of the numerical integration and provides to the integration routine

the stochastic increment of the variables θ and φ in the appropriate Eq. 4.14, with the coefficient bi = 1 in our

treatment.
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