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Universality classes far from equilibrium:

From heavy-ion collisions to superfluid Bose systems

Abstract

Quantum many-body systems far from equilibrium can approach a nonthermal fixed point

during their real-time evolution. One example is scalar field theory, which occurs in models

of cosmological inflation, and similar examples are found for non-Abelian plasmas relevant

for heavy-ion collisions and for ultracold Bose gases. Investigating nonthermal fixed points

of different microscopic theories, we present two novel universality classes that provide links

between these systems.

One of them involves nonrelativistic, N -component relativistic and expanding scalar systems.

It occurs in the deep infrared regime of very high occupancies and is governed by a self-similar

evolution. Its nonequilibrium dynamics leads to the formation of a Bose-Einstein condensate.

The scaling properties of this region can be described by a vertex-resummed kinetic theory

that is based on a systematic large-N expansion at next-to-leading order.

The other novel universality class encompasses scalar field theories and non-Abelian plasmas in

a longitudinally expanding background and corresponds to an early dynamical stage of heavy-

ion collisions in the high-energy limit. We show that these systems share the same self-similar

scaling properties for a wide range of momenta in a limit where particles are weakly coupled

but their occupancy is high.

Both universality classes are found in separate momentum regions in a longitudinally ex-

panding N -component scalar field theory. We argue that the important role of the infrared

dynamics ensures that key features of our results for scalar and gauge theories cannot be

reproduced consistently in conventional kinetic theory frameworks. Moreover, the observed

universality connects different physics disciplines from heavy-ion collisions to ultracold atoms,

making a remarkable link between the world’s hottest and coldest matter.
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Universalitätsklassen fern des Gleichgewichts:

Von Schwerionenkollisionen bis zu superfluiden bosonischen Systemen

Zusammenfassung

Quantenvielteilchensysteme fern des Gleichgewichts können sich während ihrer Realzeit-

entwicklung einem nichtthermischen Fixpunkt nähern. Ein Beispiel dafür ist die skalare

Feldtheorie, die in Modellen zur kosmologischen Inflation auftritt, und ähnliche Beispiele wer-

den für Schwerionenkollisionen-relevante nicht-Abelsche Plasmen und ultrakalte Bosegase ge-

funden. Wir untersuchen nichtthermische Fixpunkte verschiedener mikroskopischer Theorien

und stellen zwei neue Universalitätsklassen vor, die Verbindungen zwischen den verschiedenen

Systemen herstellen.

Eine von ihnen beinhaltet nichtrelativistische, N -komponentige relativistische und sogar ex-

pandierende skalare Systeme. Sie befindet sich im tiefen Infrarotbereich mit sehr hohen Be-

setzungszahlen und folgt einer selbstähnlichen Zeitentwicklung. Ihre Nichtgleichgewichtsdy-

namik führt zur Entstehung eines Bose-Einstein-Kondensats. Die Skalierungseigenschaften

dieses Bereichs lassen sich mit einer Vertex-resummierten kinetischen Theorie beschreiben, die

auf einer systematischen groß-N Entwicklung zu nächstführender Ordnung basiert.

Die andere neue Universalitätsklasse umfasst skalare Systeme und nicht-Abelsche Plasmen

in einem longitudinal expandierenden Hintergrund und entspricht einem frühen Stadium der

Dynamik von Schwerionenkollisionen im Hochenergielimes. Wir zeigen, dass diese Systeme in

einem weiten Impulsbereich dieselben selbstähnlichen Skalierungseigenschaften haben, wenn

sie schwach gekoppelt aber hoch besetzt sind.

Beide Universalitätsklassen werden in separaten Impulsbereichen einer N -komponentigen

longitudinal expandierenden skalaren Feldtheorie gefunden. Wir argumentieren, dass

durch die wichtige Rolle des Infrarotbereichs wesentliche Merkmale unserer Resultate für

skalare und Eichtheorien nicht konsistent innerhalb einer herkömmlichen kinetischen Theo-

rie wiedergegeben werden können. Außerdem verbindet die beobachtete Universalität ver-

schiedene Disziplinen der Physik miteinander, von Schwerionenkollisionen bis zu ultrakalten

Quantengasen, und erstellt damit eine bemerkenswerte Verbindung zwischen der heißesten

und der kältesten Materie der Welt.
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Chapter 1

Introduction

“Dream no small dreams for they have no power to stir the hearts of men.”

Johann Wolfgang von Goethe

Generations of physicists have sought and studied similarities among different physics dis-

ciplines and phenomena. Such universality provides new links between seemingly disparate

physical systems and may allow for unified descriptions of the observations. In particular,

the systems can be grouped into universality classes according to their shared behavior. This

opens intriguing theoretical and experimental possibilities to access their properties by study-

ing the simplest or the experimentally best accessible representative of a universality class [1, 2].

Prominent examples for universality are critical phenomena in or close to thermal equilibrium.

These occur for instance close to the critical point in phase diagrams and have been extensively

studied in the literature over the past decades [3–6].

In contrast, we consider here isolated quantum systems in far-from-equilibrium conditions

that can exhibit unusually large occupancies per mode. Important examples include the initial

stages in collisions of ultra-relativistic nuclei at large laboratory facilities, the reheating process

in the early universe after inflation as well as table-top experiments with ultracold quantum

gases. Even though the typical energy scales of these systems vastly differ, they can show very

similar dynamical properties at weak couplings. In recent years there have been important

advances in understanding them at weak couplings, which led to the concept of nonthermal

fixed points [7–10].

A generic thermalization process of such systems is illustrated in Fig. 1.1. Starting far from

equilibrium with a high over-population of soft modes, the system can approach a nonthermal

fixed point during its space-time evolution. The dynamics is then governed by a self-similar

evolution of the underlying correlation or distribution functions and is specified by scaling

1



2 Chapter 1 Introduction

Figure 1.1: Visualization of different ways to approach thermal equilibrium. Starting
with initial conditions close to equilibrium, the system relaxes to the thermal state. In
contrast, far-from-equilibrium initial conditions may lead to a nonthermal fixed point
where the dynamics slows down considerably and the memory of details of the initial
state gets lost. Eventually, the system thermalizes, leaving the fixed point solution.

exponents and scaling functions. The same scaling properties occur for a wide range of initial

conditions, which implies an emergent effective memory loss close to the nonthermal fixed

point. If the same scaling properties can be observed for different field theories, with differ-

ent microscopic interactions, then the scaling regions can even be grouped into universality

classes.1

In the considered highly occupied systems at weak couplings, the nonequilibrium quantum

dynamics can be accurately mapped onto a classical-statistical problem [11–13]. The latter

can be solved using real-time lattice simulation techniques, where the system is initialized

with the full quantum initial conditions and the dynamics are approximated by a classical

evolution for the fields. Numerical simulations in this context reveal that different physics

disciplines spanning heavy-ion collisions [14–19], inflationary cosmology [8, 20, 21] and ultra-

cold atoms [10, 22–24] exhibit nonthermal fixed points. These different physical systems are

illustrated in Fig. 1.2 and are discussed in the following.

1To better compare different physical systems, three spatial dimensions are considered and natural units will
be employed in the entire thesis, where the reduced Planck constant (~), the speed of light (c) and Boltzmann’s
constant (kB) are set to one.
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Inflationary cosmologyHeavy-ion collisions Ultracold atoms

Relativistic scalar systems
Longitudinally expanding 

non-Abelian plasmas
Nonrelativistic scalar systems

Figure 1.2: Illustration of different physics disciplines where highly populated sys-
tems far from thermal equilibrium may be encountered. The upper descriptions denote
to which disciplines the figures are related, while the lower labels name the underlying
quantum systems. The images are from (left to right): ALICE collaboration, CERN;
NASA/WMAP Science Team; Vienna University of Technology.

Heavy-ion collisions

A major motivation for the studies of universal behavior far from equilibrium are experiments

with colliding heavy nuclei in the ultrarelativistic high energy limit. Such experiments are

currently carried out at the “Large Hadron Collider” (LHC) at CERN and at the “Relativistic

Heavy Ion Collider” (RHIC) at Brookhaven National Lab. One important goal of such ul-

trarelativistic heavy-ion collision experiments is to study properties of the strong interaction

under similar extreme conditions as are expected in early stages of the Big Bang. The strong

interaction is described by the theory of Quantum Chromodynamics (QCD) and is one of

the four fundamental forces of the standard model of particle physics. The theory involves

matter fields, the quarks, and exchange bosons of the interaction, the gluons, all of which

have a color charge. Quarks and gluons are coupled by the gauge coupling αs. Different

from photons, which are the exchange bosons of the electromagnetic interaction, gluons are

also self-interacting due to their color charge. An important property of QCD is asymptotic

freedom. It constitutes that the gauge coupling αs decreases with increasing energies, which

leads to a weakly interacting theory at high energies [25, 26].

At high enough temperatures, quarks and gluons are therefore expected to form the quark

gluon plasma (QGP), a plasma of deconfined quarks and gluons. In contrast, the coupling

constant becomes large at low energies and quarks and gluons are confined to hadrons, such

as protons, neutrons or pions, for a sufficiently small quark chemical potential. While for the

weakly coupled asymptotically free theory perturbative techniques can be used for theoretical

calculations [27, 28], the strongly coupled system at low energies requires non-perturbative
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methods. In particular, the physically important transition between the confined and decon-

fined phases of QCD is a difficult theoretical problem. However, at vanishing quark chemical

potential, it is amenable to Lattice Quantum Chromodynamics, where QCD is simulated in

large scale numerical studies on a lattice [29]. Using these techniques, it has been established

that QCD possesses a cross-over transition between the QGP and the hadronic phase around

the temperature scale of 150− 170 MeV [30].

For collider experiments of LHC and RHIC, even higher temperatures have been estimated with

200−300 MeV, which correspond to extreme conditions of about 1012 K. Therefore, a QGP is

expected to be formed shortly after the collision, which subsequently undergoes the (cross-over)

transition to the hadronic phase before it can be detected. Experimental observations have

indeed provided strong evidence for the existence of the quark gluon plasma phase (see e.g. [31–

33]). Hydrodynamic flow studies were able to describe such experimental measurements. They

indicated that the emergent matter created in the collisions quickly thermalizes on time scales

of only few fm/c and subsequently acts like a nearly ideal fluid [34–38]. To understand these

properties from first principles, it is important to study the nonequilibrium evolution prior to

the formation of the equilibrated QGP. This has been a long-standing theoretical challenge [39].

In theoretical descriptions of the initial stages, one usually changes coordinates to take account

for the high velocities of the colliding nuclei, which results in an effectively longitudinally

expanding metric. Since the gauge coupling αs ≈ 0.3 at typical LHC energies is neither

very small nor very large, the nonequilibrium evolution is investigated in two limiting cases.

Strong coupling thermalization of a supersymmetric Yang-Mills theory is studied based on a

gauge/gravity duality conjecture [40–44] and indicates quick thermalization.

In the weak coupling limit, large gluon fields with typical momentum Q are expected to be

formed in the early stages of a collision and become the dominating constituents of the far-

from-equilibrium matter [45–59]. These initial ‘Glasma’ fields are unstable and lead to a rapid

growth of fluctuations via plasma instabilities [60–66]. As a consequence, a highly occupied

non-Abelian plasma emerges. Because of its large occupation numbers f ∼ 1/αs(Q) � 1 of

its single-particle distribution function, the plasma can be strongly correlated even for small

gauge coupling αs(Q)� 1.

With these far-from-equilibrium initial conditions, we demonstrated the existence of a non-

thermal fixed point in longitudinally expanding non-Abelian plasmas using classical-statistical

lattice simulations [14]. Its scaling properties allowed us to distinguish between kinetic ther-

malization scenarios in the literature [39, 67–72]. Our results favored the ‘bottom-up’ ther-

malization scenario of Ref. [67], where elastic and inelastic scattering processes are responsible

for the dynamics.

This nonthermal fixed point emerging in heavy-ion collisions in the high-energy limit is a

promising starting point to find universality classes between heavy-ion collisions and other
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systems. In particular, universality provides new insights on the dynamics in heavy-ion colli-

sions and opens new theoretical and experimental possibilities, as mentioned above.

Inflationary cosmology & ultracold atoms

Similar over-occupied systems can also be found in inflationary cosmology and in ultracold

atomic gases.

Inflation was suggested to model an early stage of our Universe after the Big Bang [73, 74]. It

solves the horizon and the flatness problems which were deduced from the cosmic microwave

background (CMB) and in other cosmological observations [75–77]. These problems constitute

that the early universe must be approximately homogeneous, isotropic and flat, which is

achieved by an exponential expansion of the universe during the inflation epoch. This stage is

usually modeled by a classical homogeneous scalar field φ(t) that is called the inflaton. Since

the universe becomes very dilute due to its expansion, most of its energy density is contained

in the inflaton field at the end of the inflation stage. In the subsequent reheating process of

the universe, the classical inflaton decays into elementary particles, which eventually come to

a state of thermal equilibrium due to their interactions [74].

In a significant range of parameters of many models for reheating, one encounters an early stage

called preheating. There the inflaton decays into its scalar fluctuations and into other bosonic

and fermionic particles [20, 78–86]. While different mechanisms describing this stage are

considered in the literature [78–81], they often involve instabilities that lead to an exponential

growth of long wavelength fluctuations. This also implies a rapid energy transport from the

classical inflaton field to particle excitations. The situation is very similar to the decay of

the initial ‘Glasma’ fields in heavy-ion collisions discussed above. Similar to that case, the

instabilities lead to the emergence of a highly populated system with typical occupancies

f ∼ 1/λ� 1.

This over-occupied scalar system approaches a nonthermal fixed point [8, 21]. Its distribu-

tion exhibits a rich structure of different scaling regions [7, 87, 88]. As will be discussed in

detail later in this work, it involves a dual cascade: there, energy is transferred to higher

momenta driving the thermalization process while particles are pumped to lower momenta,

occupying the zero momentum mode and thus leading to Bose-Einstein condensation far from

equilibrium [89].

A similar situation may be prepared in table-top experiments using atomic gases at extremely

low energies. These ultracold quantum gases can be largely isolated in experimental setups,

such that they follow a unitary time evolution. They are known to exhibit universal properties

near unitarity in the presence of a large s-wave scattering length a [90]. As for heavy-ion
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collisions and cosmology, we are interested in a different form of universality that occurs far

from equilibrium and is associated with nonthermal fixed points [10, 22–24, 89, 91–93].

More specifically, we consider a nonrelativistic atomic gas of interacting bosons with density

n and scattering length a. With these quantities, we can define the dimensionless ‘diluteness

parameter’ ζ =
√
na3 and a characteristic ‘coherence length’ whose inverse is given by the

momentum scaleQ =
√

16πan. In the dilute regime ζ � 1, the system can exhibit an unusually

large mode occupancy f(Q) ∼ 1/ζ � 1. The average particle density n =
∫
d3p/(2π)3f(p) ∼

Q3/ζ becomes parametrically large, reflecting the underlying nonequilibrium distribution f(p)

of modes.

This is the analogous situation of an over-occupied system in heavy-ion collisions and infla-

tionary cosmology with f(Q) � 1, which we discussed above. In the subsequent far-from-

equilibrium evolution, the system approaches a nonthermal fixed point that can be described

in terms of scaling exponents and scaling functions [7, 9, 10, 22, 89, 92]. Similarly to relativistic

scalars, Bose condensation occurs out of equilibrium also for these nonrelativistic systems, as

a consequence of a particle transport to lower momenta [89, 92, 94–96]. It is interesting to

study whether these similarities between the relativistic and nonrelativistic scalar systems can

be made quantitative. Clearly, there are important differences and one has to specify which

properties can be universal.

Content of this work

As we discussed above, a strong over-occupation of modes f � 1 can be found in a variety of

nonequilibrium systems in extreme conditions, some of which we illustrated in Fig. 1.2. Here

the question arises whether relativistic scalar systems, used for instance to model the infla-

ton, exhibit similar scaling behavior as non-Abelian plasmas employed for heavy-ion collision

studies or as nonrelativistic scalar fields used to model the dynamics of ultracold quantum

gases.

One of our main objectives is to establish links between these different physics disciplines

in terms of far-from-equilibrium universality classes. We study nonthermal fixed points of

these systems in different geometries and compare their scaling properties. Our results open

interesting theoretical and experimental perspectives, especially for heavy-ion collisions and

ultracold atoms, which will be discussed in the end of this work.

We now present the outline of the thesis. Chapters of the main body start with a short

presentation of the objectives and an outline of their sections and conclude with a summary.

The theoretical background for our studies is presented in Chapter 2. There we give an

introduction to the considered scalar and gauge field theories in static and longitudinally
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expanding backgrounds, to some principles of nonequilibrium quantum field theory and to our

computational methods used in this work.

Nonthermal fixed points are introduced in Chapter 3. They are discussed at the example

of scalar and gauge theories in Minkowski space-time using classical-statistical methods nu-

merically and kinetic techniques analytically. This chapter provides a systematic overview of

nonthermal fixed points in non-expanding scalar and gauge theories and includes recent liter-

ature results. It also provides an important starting point to extensions that will be discussed

in the remaining chapters.

In Chapter 4 we study the dynamics of Bose-Einstein condensation in relativistic and non-

relativistic scalar systems. We will find a broad universality class involving these systems

whose scaling properties will be described by a vertex-resummed kinetic theory. This new

universality class directly connects inflationary cosmology with ultracold Bose gases.

We extend our discussion of nonthermal fixed points to longitudinally expanding media in

Chapter 5, where the expansion is reminiscent of the geometry apparent in heavy-ion collisions.

We will find a new universality class that includes non-Abelian plasmas and scalar systems

over a broad momentum region, providing a link between heavy-ion collisions and the inflaton

in a special geometry. We also further analyze the nonthermal fixed point of longitudinally

expanding non-Abelian plasmas and discuss, including recent literature, the emergent picture

of the thermalization process in heavy-ion collisions at weak couplings.

In Chapter 6 we study the nonthermal fixed point of longitudinally expanding scalar systems

in more detail. We further analyze the scaling properties in the universal scaling regime of

non-Abelian plasmas and we delineate two further scaling regions. One of them is located at

low momenta and leads to the formation of a Bose-Einstein condensate. Its scaling properties

are very similar to those in non-expanding systems of Chapter 4, and can be understood in

terms of the same vertex-resummed kinetic theory.

Moreover, we will argue in Chapter 6 that the important role of the infrared dynamics ensures

that key features of our results for scalar and gauge theories cannot be reproduced consistently

in conventional kinetic theory frameworks, which has consequences for our understanding

of initial stages in heavy-ion collisions. These studies also extend the universality obtained

between inflationary cosmology and ultracold Bose gases to expanding systems, and link these

disciplines to heavy-ion collisions.

The thesis concludes with Chapter 7 where we discuss our results and give an outlook to

possible future studies.

In the Appendices we provide details on some of our studies as well as further supplementary

material.





Chapter 2

Theoretical background

While in the main part of this work, we discuss the nonequilibrium space-time evolution of

different many-body systems, this chapter provides the theoretical background for our studies.

Here we introduce the quantum field theories that are considered in this work (Sec. 2.1),

we discuss important ingredients of a nonequilibrium evolution and how these are connected

to the underlying quantum field theory (Sec. 2.2) and we describe the numerical method of

classical-statistical simulations that is employed in this work (Sec. 2.3). Some technical parts

are moved to Apps. A and B to simplify the presentation.

2.1 Considered field theories

In this section, we introduce relativistic and nonrelativistic scalar field theories as well as non-

Abelian gauge theories. Their connections to physics disciplines have been pointed out in the

introduction (Chapter 1).

We consider relativistic O(N)-symmetric scalar and non-Abelian gauge theories in (non-

expanding) Minkowski as well as in a longitudinally expanding space-time. The latter is

well suited to discuss heavy-ion collisions. Taking account of the high velocities of the collid-

ing nuclei, physics is described in terms of proper time τ and rapidity η. In these coordinates,

the metric tensor becomes longitudinally expanding. To consider both metric tensors, we use

a general time-dependent metric tensor gµν for our equations. On the other hand, we consider

nonrelativistic scalar theory only with the Minkowski metric.

We start with discussing the metric tensor in Sec. 2.1.1 and we define the field theories by

specifying their classical actions S afterwards. Further details on these theories can be found

in the literature, as for instance in [27, 97].

9
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2.1.1 Coordinates and longitudinal expansion

The metric tensor in (non-expanding) Minkowski space-time is given by

gMink
µν = diag(1,−1,−1,−1) . (2.1)

In the context of heavy-ion collisions, one performs coordinate transformation from time t and

spatial coordinate z to Bjorken space-time coordinates

τ =
√
t2 − z2 , η = atanh

(z
t

)
, (2.2)

with the (longitudinal) proper time τ , longitudinal (spatial) rapidity η and transverse coor-

dinates xT = (x1, x2). Since a coordinate transformation implies the transformation of all

Lorentz vectors and tensors [98], also the space-time metric needs to be transformed. In

Bjorken coordinates, the metric takes the form

gBjork
µν (τ) = diag(1,−1,−1,−τ2) , (2.3)

which characterizes one dimensional expansion in the longitudinal direction. To account for

both coordinate systems, we use a general diagonal time-dependent metric gµν(x0) with g00 = 1

in the following and we imply x0 7→ t, x3 7→ z for the Minkowski and x0 7→ τ , x3 7→ η for the

Bjorken case. The inverse of the metric tensor gµν is defined such that it satisfies

gµγgγν = δµν , (2.4)

where δµν is the usual Kronecker delta function with δµν = 1 for µ = ν and 0 otherwise. The

inverse of the Bjorken metric then reads

gµνBjork(τ) = diag

(
1,−1,−1,− 1

τ2

)
. (2.5)

The metric determinant is denoted by g(x0) = det(gµν(x0)). It corresponds to
√
−g(x0) = 1

for the non-expanding and
√
−g(x0) = τ for the expanding cases.

The longitudinally expanding system describes the same physics as the original one in Minkowski

space-time. The coordinate transformation to Bjorken coordinates merely changes the frame

for our studies. Bjorken coordinates are beneficial if we want to describe ultra-relativistic

heavy-ion collisions because in the limit of high velocities of the colliding nuclei, approximate

longitudinal boost invariance implies η independence. The initial state can then be formulated

at fixed proper time τ = τ0. Moreover, in the limit of large nuclei, the system can be approx-

imated as being homogeneous in transverse directions.1 Therefore, a system homogeneous in

1Physical initial conditions in heavy-ion collisions incorporate a nontrivial spatial structure of the colliding
nuclei in the transverse plane as well as an impact parameter that characterizes the non-centrality of the collision.
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xT and η can be considered to describe central collisions of large nuclei at mid-rapidity in the

limit of high velocities. A non-expanding homogeneous system implies independence of the

spatial coordinate x. Such a description can be used for the (early) universe on sufficiently

large length scales and for experiments with ultracold atoms where uniform potentials can be

used to form a homogeneous state [99]. In this work we only discuss homogeneous systems,

where Bjorken or Minkowski coordinates allow a suitable description of the dynamics.

2.1.2 Relativistic scalar field theory

We consider a massless N -component scalar field theory with real-valued scalar fields ϕa(x, x
0)

and a quartic interaction with coupling λ. It is defined by the classical action

Sscalar[ϕ] =

∫
d4x

√
−g(x0)

(
1

2
gµν(x0) (∂µϕa)(∂νϕa)−

λ

24N
(ϕaϕa)

2

)
, (2.6)

where summation over the a = 1, 2, . . . , N scalar field components is implied. The classical

equation of motion δSscalar/δϕa(x, x
0) = 0 then reads(

1√
−g(x0)

∂0

√
−g(x0) ∂0 −

3∑
i=1

(−gii(x0)) ∂2
i +

λ

6N
ϕbϕb

)
ϕa = 0 , (2.7)

with an explicit summation over index i. For the static case, the two terms involving the metric

reduce to the usual kinetic expression ∂µ∂
µϕa(x, t) = (∂2

t −∂2)ϕa(x, t). For the longitudinally

expanding system one finds instead (∂2
τ+τ−1 ∂τ−∂T

2−τ−2 ∂2
η)ϕa(xT , η, τ). The first difference

to the evolution in Minkowski space-time is the term τ−1 ∂τ ϕa that is a dissipative term and

that dilutes the system with the expansion rate ∼ τ−1. The second difference is the term

−τ−2 ∂2
η ϕa that leads to a red shift of longitudinal momenta. Alternatively, one can formulate

the classical Hamilton equations of motion

∂0πa =
√
−g(x0)

(
3∑
i=1

(−gii(x0)) ∂2
i −

λ

6N
ϕbϕb

)
ϕa

∂0ϕa =
πa√
−g(x0)

, (2.8)

with the canonical momentum field πa(x, x
0) = δSscalar/δ (∂0ϕa(x, x

0)).

The traceless (Hilbert) stress-energy tensor (also known as the energy-momentum tensor) is

defined via a functional derivative with respect to the metric tensor

Tµν(x, x0) =
2√
−g

δSscalar

δgµν
= (∂µϕa)(∂νϕa)− gµν(x0)Lscalar , (2.9)

Such modifications lead to elliptic flow and other collective phenomena. While ab initio gauge simulations exist
incorporating these effects [37, 38], we simplify the initial conditions and assume homogeneity in the transverse
plane. This assumption corresponds to central collisions in the limit of large nuclei.
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where the scalar Lagrangian density Lscalar is the kernel of the classical action Sscalar =∫
d4x (−g(x0))1/2 Lscalar(x, x

0).

2.1.3 Nonrelativistic scalar field theory

The (classical) action defining the single-component nonrelativistic scalar field theory takes

the form [100]

Snonrel[ψ,ψ
∗] =

∫
d4x

[
i

2
(ψ∗(x, t)∂tψ(x, t)− ψ(x, t)∂tψ

∗(x, t))

− 1

2m
(∇ψ∗(x, t))(∇ψ(x, t))− g

2
(ψ(x, t)ψ∗(x, t))2

]
, (2.10)

for a nonrelativistic complex Bose field ψ. The coupling g is not dimensionless and is de-

termined from the mass m and scattering length a as g = 4πa/m. We have employed the

Minkowski metric for the action (2.10) since we only consider nonrelativistic systems in a

static background. The classical evolution is given by the Gross-Pitaevskii equation

i∂tψ(x, t) =

(
−∇

2

2m
+ g|ψ(x, t)|2

)
ψ(x, t) . (2.11)

The total number of particles in a nonrelativistic theory, given by Ntotal =
∫
d3x|ψ(x, t)|2, is

strictly conserved, as well as the total energy density.

2.1.4 Non-Abelian gauge theory

Let us now proceed with non-Abelian SU(Nc)-symmetric gauge field theories. These consist

of fermionic matter fields that are coupled to gauge bosons. For instance, in Quantum Chro-

modynamics (QCD) each matter field carries one of the Nc = 3 color charges. Similarly, a

gauge (gluonic) field carries an adjoint color charge a = 1, . . . , N2
c − 1, which constitutes that

the pure gauge part of the theory is self-interacting. Since these gluons are bosonic, they can

become highly occupied, as we noted in the introduction. In particular, their single particle

distribution fg ∝ d3N/d3p d3x can be very large fg � 1 in far-from-equilibrium situations.

In contrast, quarks are fermions and due to the Pauli exclusion principle, they can only have

small occupancies fψ ≤ 1. Therefore, at early times of heavy-ion collisions where one finds

large gluonic fields, quarks are often neglected in theoretical descriptions [67] since their effects

on the dynamics of gluons are small [101]. Therefore, we only consider the pure gauge sector

of a non-Abelian gauge theory, which is also known as the Yang-Mills sector.

We discuss here non-Abelian gauge theories for a general Nc. While QCD implies Nc = 3

as we noted above, we employ the SU(2) gauge group in our numerical simulations, which is

numerically less expensive. This approximation is motivated by studies of far-from-equilibrium
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phenomena using classical-statistical lattice simulations [102] and simulations in the hard

thermal loop (HTL) framework [103]. No qualitative differences of the results between different

gauge groups have been found in these studies. This is confirmed within kinetic descriptions

of non-Abelian plasmas, where in the limit of high occupation numbers and weak couplings,

the number Nc can be entirely scaled out of the kinetic equation [104].

After these remarks, we present important properties of gauge theories. Gauge bosons can be

described in terms of bosonic gauge fields Aµ(x) with x = (x, x0) that transform as covariant

four-vectors under Lorentz transformations. Under the coordinate transformation Bjorken

coordinates in Eq. (2.2), gauge are transformed as

Aτ (x) = cosh(η)At(x) + sinh(η)Az(x) ,

Aη(x) = τsinh(η)At(x) + τcosh(η)Az(x) . (2.12)

To account for both coordinate systems, we will use gauge fields Aµ with A0 7→ At, A3 7→ Az

for the static and A0 7→ Aτ , A3 7→ Aη for the Bjorken expanding case. Non-Abelian gauge

fields are defined as elements of the su(Nc) algebra. They can be decomposed as

Aµ(x) = Aaµ(x) ta , (2.13)

whereAaµ(x) are real-valued fields in adjoint representation with color components a = 1, . . . , N2
c−

1. The traceless Hermitian ta ∈ su(Nc) are the generators of the SU(Nc) group and satisfy

the Lie bracket relation and normalization condition[
ta, tb

]
= ifabc tc , tr

(
ta tb

)
=

1

2
δab . (2.14)

In fundamental representation, the generators ta are Nc ×Nc matrices and the first equation

of (2.14) becomes a commutation relation. The structure constants fabc are real and totally

anti-symmetric color tensors. For Nc = 3 the Gell-Mann matrices λa are a common choice

for the generators ta = λa/2. Similarly, for Nc = 2 components one usually employs the

Pauli-matrices σa for the generators ta = σa/2 together with fabc = εabc that is the totally

anti-symmetric Levi-Civita symbol with the convention ε123 = 1.

In gauge theories, fields can be characterized by their transformation properties under a (local)

gauge transformation G(x) ∈ SU(Nc). Matter fields in the fundamental representation of the

SU(Nc) group ψ(x) = (ψi)(x) have components i = 1, . . . , Nc and transform as

ψ(x) 7→ G(x)ψ(x) , (2.15)
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where the gauge transformation becomes a Nc × Nc matrix G(x) = (Gij)(x). In contrast,

gauge fields transform differently

Aµ(x) 7→ G(x)Aµ(x)G†(x)− i

g
(∂µG(x))G†(x) , (2.16)

where g is the gauge coupling. We will also use the coupling αs = g2/(4π) of the strong

interaction in the following.

A crucial concept in gauge theories is gauge-invariance. All physical observables O(x) are

required to transform such that they are gauge-invariant under the trace over gauge compo-

nents tr (O(x)). Regarding the transformation properties of gauge fields in Eq. (2.16), one

thus finds that gauge fields Aµ(x) are not directly observable. Instead, one considers the

(anti-symmetric) field strength tensor

Fµν = ∂µAν − ∂νAµ − ig [Aµ, Aν ]

F aµν = ∂µA
a
ν − ∂νAaµ + g fabcAbµA

c
ν , (2.17)

where we used Eq. (2.14) for the second line. One can easily check that the field strength

tensor transforms as

Fµν(x) 7→ G(x)Fµν(x)G†(x) , (2.18)

and is thus a physical observable. In analogy to Quantum Electrodynamics (QED), where the

last term in Eq. (2.17) is missing due to the Abelian nature of the electromagnetic gauge fields,

the components of the field strength tensor are called chromo-electric and chromo-magnetic

fields

Eja(x) = −
√
−g(x0)F 0j

a (x) , Bj
a(x) = −

√
−g(x0)

1

2
εjklF akl(x) , (2.19)

with Fµνa = gµαgνβF aαβ. With this tensor, we can write a gauge-invariant classical action for

the pure gauge (Yang-Mills) sector of gauge theories

SYM[A] = −1

2

∫
d4x
√
−g tr (FµνFµν) = −1

4

∫
d4x
√
−g Fµνa F aµν . (2.20)

Because of the non-linear gauge term in the field strength tensor (2.17), the Yang-Mills action

defines a self-interacting theory for the N2
c − 1 gauge fields.

The (classical) equations of motion follow from δSYM[A]/δAaµ(x) = 0 and read

Dab
µ (x)

√
−g(x0)Fµνb (x) = 0 . (2.21)
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Here we have introduced the covariant derivative

Dµ(x) = ∂µ − ig Aµ(x) . (2.22)

In the adjoint representation, the generators are (ta)bcadj = −ifabc and the covariant derivative

of Eq. (2.21) can be thus written as Dab
µ (x) = δab ∂µ − g fabcAcµ(x). The covariant derivative

extends the usual spatial derivative to additionally preserve gauge transformation properties.

To illustrate this, let us again consider a matter field ψ(x) that transforms in fundamental

representation according to Eq. (2.15). Then its covariant derivative transforms in the same

representation according to

Dµ(x)ψ(x) 7→ G(x)Dµ(x)ψ(x) , (2.23)

as can be checked directly.

For the numerical simulations of classical gauge fields in real-time, it turns out to be of ad-

vantage to partially fix the gauge. We will employ the temporal gauge condition (called

Fock-Schwinger or axial gauge in the expanding case) A0 = 0, which leads to the effective

action

SYM,eff [A] =

∫
d4x

√
−g(x0)

(
−1

2
gjk(x0)(∂0A

a
j )(∂0A

a
k)−

1

4
F jka F ajk

)
, (2.24)

with summation over spatial indexes j, k = 1, 2, 3. With the conjugate momentum fields

identified as the chromo-electric fields Eja(x, x0) = δSYM,eff/δ (∂0A
a
j (x, x

0)) of Eq. (2.19), the

Hamiltonian reads

HYM,eff [A,E] =

∫
d3x

(
− 1

2
√
−g(x0)

gjk(x0)EjaE
k
a +

1

4
F jka F ajk

)
. (2.25)

This leads to the classical Hamilton equations of motion

∂0E
j
a(x) = −

δHYM,eff

δAaj (x)
=
√
−g(x0)Dab

k (x)F kjb (x)

∂0A
a
j (x) =

δHYM,eff

δEja(x)
= −gjk(x0)

Eka(x)√
−g(x0)

. (2.26)

These are equivalent to the classical equations δSYM/δA
a
j = 0 in (2.21) for A0 = 0. Since the

original equations of motion also involved the Gauss law δSYM/δA
a
0 = 0, we have to take this

equation

Dab
j (x)Ejb (x) = 0 (2.27)

as an additional constraint at each space-time point. The Gauss law constraint has to be

satisfied at initial time. Since it is preserved by the equations of motion (2.26), the constraint
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Figure 2.1: Illustration of the closed time path inherent to quantum theory.

is also fixed at subsequent times.

In analogy to scalars in Eq. (2.9), the traceless energy-momentum tensor for Yang-Mills theory

can be computed to

Tµν(x, x0) = −gαβ F aµαF aνβ +
1

4
gµν F

a
αβF

αβ
a . (2.28)

2.2 Nonequilibrium quantum field theory

Introductions to nonequilibrium quantum field theory can be found for instance in Refs. [97,

105, 106]. Based on these references, we give a brief introduction where we discuss important

concepts of the underlying framework in this section. To simplify the discussion, we use a

scalar field theory. For non-Abelian gauge theories, most of the concepts can be similarly

applied and we refer to Ref. [106] for further details.

2.2.1 Quantum field theory on a closed time path

In the Schrödinger picture of quantum theory, a system with the Hamilton operator H(t)

can be fully described by the time evolution of its density operator ρD(t) that follows the

Liouville-von-Neumann equation

∂t ρD(t) = −i [H(t), ρD(t)] . (2.29)

Its solution can be written as

ρD(t) = U(t, t0)ρ0U(t0, t) , (2.30)
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with the unitary time-evolution operator U(t, t′) = T exp
(
−i
∫ t
t′ dt

′′H(t′′)
)

.2 The initial den-

sity matrix ρ0 ≡ ρD(t0) is normalized to Tr (ρ0) = 1, which also holds at later times due to

the unitary evolution. In this picture, the evolution of the expectation value of an observable

O can be computed as

〈O〉(t) = Tr (ρD(t)O)

= Tr (ρ0 U(t0, t)OU(t, t0)) . (2.31)

Equivalently, the system can be studied in the Heisenberg picture with time dependent Heisen-

berg operators O(t) = U(t0, t)OU(t, t0) and the initial density matrix. The second line of

Eq. (2.31) shows that the real-time evolution of the expectation value can be described by a

closed time path that starts and ends at t0, which is also illustrated in Fig. 2.1. This time path

is called the Schwinger-Keldysh time contour C [107, 108]. It proceeds from t0 until t in real

time forming the positive direction branch C+. Subsequently, it goes into the reverse direction

back to t0, which indicates the negative direction branch C−, closing the time contour.

These concepts can be extended to quantum field theory, where one can define the generating

functional

Z[J,R; ρ0] = Tr

(
ρ0 TC e

i
(∫
x,C Ja(x)Φa(x)+ 1

2

∫
xy,C Rab(x,y)Φa(x)Φb(y)

))
, (2.32)

with Z[J,R = 0; ρ0] = 1 due to the normalization of ρ0. We included here external sources

J,R multiplied by scalar field operators Φa(x) and integrated over d spatial dimensions and

over the closed time path
∫
x,C =

∫
C dx

0
√
−g(x0)

∫
ddx. The time ordering operator TC orders

all operators to its right along the time contour, with usual time ordering along the positive

branch C+, reversed ordering along C−, and with any time on C− considered later than any time

on C+. The time ordering becomes essential when we consider n-point correlation functions.

For instance, with 〈·〉 ≡ Tr (ρ0 ·), the connected 1- and 2-point functions are defined as

φa(x) = 〈Φa(x)〉 =
1

i
√
−g(x0)

δZ

δJa(x)

∣∣∣∣
J,R=0

,

Gab(x, y) + φa(x)φb(y) = 〈TC Φa(x) Φb(y)〉

=
1

i
√
−g(x0) i

√
−g(y0)

δ2Z

δJa(x) δJa(y)

∣∣∣∣
J,R=0

. (2.33)

The function φa(x) is the macroscopic field (also called coherent field or, sometimes, con-

densate) while Gab(x, y) is the propagator. The latter can be further decomposed into the

2The time ordering operator T is defined such that for two operators A(t1) and B(t2) formulated at times
t1 > t2, the time-ordering of their product is T A(t1)B(t2) = T B(t2)A(t1) = A(t1)B(t2).
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real-valued statistical and spectral correlation functions

Fab(x, y) =
1

2
〈{Φa(x), Φb(y)}〉 − φa(x)φb(y) , ρab(x, y) = i 〈[Φa(x), Φb(y)]〉 , (2.34)

according to

Gab(x, y) = Fab(x, y)− i

2
ρab(x, y) sgnC

(
x0 − y0

)
. (2.35)

Since Fab(x, y) and ρab(x, y) are not time-ordered correlation functions, their time arguments

do not need to be distinguished between the C+ and C− time branches. Moreover, the statis-

tical function is symmetric Fab(x, y) = Fba(y, x) and the spectral function is anti-symmetric

ρab(x, y) = −ρba(y, x). In Eq. (2.35) we used the signum function sgnC(x
0 − y0) that equals

= 1 when x0 is later on the closed time path than y0 and = −1 when it is earlier.3

The spectral function ρ determines the structure of excitations of the system, very similar to

the Källén-Lehmann spectral representation of the (full) propagator in vacuum quantum field

theory [109–111]. In contrast, the statistical function F provides the information about how

often states are occupied in the quantum system. This can be visualized by the decomposition4

F (p0,p, t) =

(
f(p0,p, t) +

1

2

)
ρ̃(p0,p, t) , (2.36)

where we have introduced the real-valued spectral function ρ̃(p0,p, t) = −iρ(p0,p, t) in Fourier

space. Out of equilibrium, there are exactly two independent two-point correlation functions,

which may be chosen as F and ρ̃. However, in thermal equilibrium, they are no longer

independent, and related by the Kubo-Martin-Schwinger (KMS) condition [112, 113] (also

known as the fluctuation-dissipation relation), where f(p0,p, t) 7→ fBE(p0) = (ep
0/T − 1)−1

is the Bose-Einstein distribution with temperature T . We can thus interpret f(p0,p, t) as a

generalized (off-shell) occupation number that is able to describe thermalization.

The generating functional in Eq. (2.32) can also be used to derive the equations of motion

for the correlation functions. Let us first identify the eigenstates and eigenvectors of the field

operators at initial time Φ±(t0) on the branches C±

Φ±(t0) |ϕ±〉 = ϕ±0 (x) |ϕ± . (2.37)

3Since the spectral function is odd in its arguments, it vanishes at x0 = y0 and we do not need to define the
signum function there.

4The correlation functions F = Faa/N and ρ = ρaa/N have been written in Wigner coordinates t = (x0 +
y0)/2, s0 = x0−y0, X = (x+y)/2 and s = x−y, and have been subsequently Fourier transformed with respect
to the relative coordinates s0 and s. Since we consider spatially homogeneous systems, the correlation functions
do not depend on X. We therefore write F (p0,p, t,X) 7→ F (p0,p, t) and −iρ(p0,p, t,X) 7→ −iρ(p0,p, t).
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With this, it is possible to separate the initial conditions from the rest of the evolution [97] by

expressing the generating functional Z as a path integral

Z[J,R; ρ0] =

∫ [
dϕ+

0

] [
dϕ−0

]
〈ϕ+|ρ0|ϕ−〉︸ ︷︷ ︸

initial conditions

×

∫ ϕ−0

ϕ+
0

D′ϕ e
i
(
SC [ϕ]+

∫
x,C Ja(x)ϕa(x)+ 1

2

∫
xy,C Rab(x,y)ϕa(x)ϕb(y)

)
︸ ︷︷ ︸

quantum dynamics

, (2.38)

with integration measure
∫

[dϕ±0 ] =
∫ ∏N

a=1

∏
x dϕ

±
a,0(x) for the initial conditions. The inte-

gration measure of the residual path integral
∫ ϕ−0
ϕ+
0

D′ϕ excludes the end points of the time

contour C and is further restricted by the requirements ϕ(t = t±0 ) = ϕ±0 for the fields at initial

time of both branches. One observes in Eq. (2.38) that the initial density operator ρ0 only

enters the initial conditions while the subsequent evolution is governed by the classical action

SC [ϕ]. Note that all integrals involve the closed time path, which characterizes the quantum

nature of the dynamics.

In analogy to quantum field theory in vacuum or in equilibrium, we can define the nonequi-

librium generating functional for connected correlation functions5

W [J,R] = −i lnZ[J,R] . (2.39)

From derivatives with respect to the sources, we obtain the correlation functions introduced

in Eq. (2.33)

δW [J,R]

δJa(x)
= φa(x) ,

δW [J,R]

δRab(x, y)
=

1

2
(Gab(x, y) + φa(x)φb(y)) . (2.40)

Since the functional W depends on the sources instead of the correlation functions, we can

use Eq. (2.40) to perform a Legendre transform with respect to the sources

Γ[φ,G] = W [J,R]−
∫
x

δW [J,R]

δJa(x)
Ja(x)−

∫
xy

δW [J,R]

δRab(x, y)
Rab(x, y) . (2.41)

This functional is called the two-particle irreducible (2PI) effective action. As the original

generating functional, it encodes the complete information about the system. It leads to the

quantum equations of motion of the coherent field and the propagator

δΓ

δφa(x)
= −Ja(x)−

∫
y,C
Rab(x, y)ϕb(y) ,

δΓ

δGab(x, y)
= −1

2
Rab(x, y) . (2.42)

5The dependence on the initial density operator ρ0 can be absorbed in the sources for Gaussian initial
conditions [97].
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To understand its importance, we state that the 2PI effective action can be brought into the

form [97, 106]

Γ[φ,G] = SC [φ] +
i

2
TrC lnG−1 +

i

2
TrC G

−1
0 [φ]G+ Γ2[φ,G] + const , (2.43)

with the classical inverse propagator iG−1
0,ab(x, y)[φ] = δSC [φ]/δφa(x)δφb(y). The residual term

Γ2[φ,G] can be expanded in an infinite series of two-particle irreducible (2PI) Feynman dia-

grams, where every line corresponds to the full propagator G while vertices are taken from the

classical action. The 2PI property means that the diagrams are not allowed to become discon-

nected after cutting two propagator lines. This constraint considerably reduces the number of

possible diagrams that Γ2[φ,G] involves at each order of a loop expansion. The 2PI quantum

equations of motion (2.42) are self-consistent equations that can be brought into an explicit

form, i.e. formulated as coupled integro-differential equations for the correlation functions φ,

F and ρ [97, 106]. With the expansion (2.43), approximations for the equations typically fol-

low from choosing a truncation of the Γ2[φ,G] functional, by taking only a subset of possible

Feynman diagrams, for instance.

Typically one employs perturbative truncations as in a loop expansion or non-perturbative

truncations where an infinite subset of Feynman diagrams is taken into account. An example

for the latter is the 1/N expansion to next-to-leading order [114]. The classical-statistical

approximation that is discussed in Sec. 2.3.1 can also be considered as a non-perturbative

truncation of the effective action. However, in that case, one usually employs the framework

of classical-statistical field theory in explicit lattice simulations instead of the 2PI equations

for the correlation functions.

2.2.2 Distribution function in homogeneous systems

Here we reconsider the correlation functions of Eqs. (2.33) and (2.34) and use them to define

the single-particle distribution function in Fourier space. First we note that for homogeneous

systems, the expectation values of the Heisenberg field operator Φa(x, x
0) and its canonical

momentum operator Πa(x, x
0) =

√
−g(x0) ∂0Φa(x, x

0) become

φa(x
0) = 〈Φa(x, x

0)〉 πa(x
0) = 〈Πa(x, x

0)〉 . (2.44)

The statistical operator in (2.34) then reduces to

Fab(x− x′, x0, x0′) =
1

2
〈{Φa(x, x

0),Φb(x
′, x0′)}〉 − φa(x0)φb(x

0′) . (2.45)
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The distribution function can be defined using the spatial Fourier transform6 of the equal time

statistical correlation function and its derivatives

F (p̃, x0) ≡ 1

N

N∑
a=1

Faa
(
p̃, x0, x0

)
F̈ (p̃, x0) ≡

√
−g(x0)

√
−g(x0′) ∂0 ∂0′ F

(
p̃, x0, x0′

)∣∣∣
x0=x0′

Ḟ (p̃, x0) ≡ 1

2

(√
−g(x0) ∂0 +

√
−g(x0′) ∂0′

)
F
(
p̃, x0, x0′

)∣∣∣
x0=x0′

(2.46)

according to [106]

fdef 1(p, x0) +
1

2
=

√
F (p̃, x0)F̈ (p̃, x0)− Ḟ 2(p̃, x0) . (2.47)

This definition is employed in our numerical simulations for relativistic scalars, and we will

often drop the subscript ‘def 1’. Similarly, we can define an effective dispersion relation by

ω(p, x0) =

√
F̈ (p̃, x0)

(−g(x0))F (p̃, x0)
. (2.48)

For the longitudinally expanding case, the longitudinal momentum variable is identified as

pz ≡ ν/τ . This choice of variable is motivated by the form of the longitudinal kinetic term

(τ−2 ∂2
η ϕa) in the (classical) field equation (2.7). The definitions in Eqs. (2.47) and (2.48) are

motivated by quasiparticle definitions in free theory, and we note that the distribution f(p, x0)

has also been shown to thermalize to a Bose-Einstein distribution in the interacting case with

a spectral function rather peaked around its quasiparticle dispersion relation ω(p, x0) [111].

In fact, the definition of the occupation number (2.47) is based on effective creation and

annihilation operators in the interacting theory. Following Refs. [115, 116] for our geometries,

we may also define the distribution function in the convenient way

fdef 2(p, x0) =
1

V N

∑
b

〈a†b,p̃(x0) ab,p̃(x0)〉

=
1

2V N

∑
b

〈{a†b,p̃(x0), ab,p̃(x0)}〉 − 1

2
, (2.49)

6More specifically, the Fourier transformation is part of a Wigner transformation with spatial central coor-
dinates X = (x + x′)/2 and relative coordinate s = x− x′ given by

Fab(p̃, x
0, x0

′
) =

d3X

V

∫
d3s Fab(x,x

′, x0, x0
′
) e−ip̃s ,

where we have considered a final volume V of the system and where we have introduced the conjugate momenta p̃
of the spatial coordinates. In Minkowski space, these are the same as the usual momenta p. For the expanding
case, transverse momenta are the same p̃T = pT while the rapidity wave number p̃z ≡ ν is the conjugate
momentum variable to η.
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where V is the spatial volume of the considered system, and we already anticipated the usual

commutation relations in the second line. The annihilation operator can be defined as

ab,p̃(x0) = i
√
−g(x0)

∫
d3x

(
ξ∗p̃(x0)

←→
∂0 (Φb(x, x

0)− φb(x0))
)
e−ip̃x , (2.50)

with a
←→
∂0 b = a∂0b − b∂0a, and correspondingly the creation operator is defined as a†b,p̃(x0) =

(ab,p̃(x0))†. The mode functions ξp̃(x0) have to satisfy (∂0ξp̃(x0))∗ = ∂0ξ
∗
p̃(x0) as well as the

normalization condition

ξp̃(x0)
←→
∂0 ξ∗p̃(x0) =

i√
−g(x0)

. (2.51)

As a consequence of this condition and of the equal-time canonical commutation relations

[
Φ(x, x0), Π(x′, x0)

]
= iδ(x− x′) ,[

Φ(x, x0), Φ(x′, x0)
]

=
[
Π(x, x0), Π(x′, x0)

]
= 0 , (2.52)

the creation and annihilation operators indeed satisfy the usual commutation relations[
aa,p̃(x0), a†b,p̃′(x

0)
]

= (2π)3 δab δ(p̃− p̃′) ,[
aa,p̃(x0), ab,p̃′(x

0)
]

=
[
a†a,p̃(x0), a†b,p̃′(x

0)
]

= 0 . (2.53)

The definition of these operators in Eq. (2.50) is equivalent to the mode expansion of the scalar

field operator and its canonical momentum operator

Φb(x) = φb +

∫
d3p̃

(2π)3

(
ab,p̃ ξp̃ e

ip̃x + a†b,p̃ ξ
∗
p̃ e
−ip̃x

)
,

Πb(x) = πb +
√
−g
∫

d3p̃

(2π)3

(
ab,p̃ ∂0ξp̃ e

ip̃x + a†b,p̃ ∂0ξ
∗
p̃ e
−ip̃x

)
, (2.54)

where each of the terms depends on time x0. Assuming that the anomalous occupation num-

bers 〈{ab,p̃(x0), ab,p̃′(x
0)}〉/(2N V ) and 〈{a†b,p̃(x0), a†b,p̃′(x

0)}〉/(2N V ) vanish identically, the

mode decomposition in Eq. (2.54) leads for the statistical correlation function to

F (p̃) =

(
fdef 2(p̃) +

1

2

)
2|ξp̃|2 , F̈ (p̃) =

(
fdef 2(p̃) +

1

2

)
2|
√
−g ∂0ξp̃|2 ,

Ḟ (p̃) =

(
fdef 2(p̃) +

1

2

) √
−g
(
ξ∗p̃ ∂0ξp̃ + ξp̃ ∂0ξ

∗
p̃

)
, (2.55)

where we used point symmetry under p 7→ −p. Using these expressions and Eq. (2.51) in the

definition of the distribution function (2.47), one obtains the equivalence

f(p, x0) ≡ fdef 1(p, x0) = fdef 2(p, x0) (2.56)
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for both definitions in (2.47) and (2.49). We emphasize that this equivalence is based on the

assumption of vanishing anomalous expectation values, as we pointed out in this derivation.

Therefore, this may be considered as a condition for a reasonable interpretation of the system

in terms of quasiparticles.

We show in App. A that for a quasi-free non-expanding system or a longitudinally expanding

system at sufficiently late times, the mode functions can be expressed as

|ξp̃|2 = 1/(2ω(p)
√
−g(x0)), |

√
−g ∂0ξp̃|2 =

√
−g(x0)ω(p)/2 and (ξ∗ ∂0ξ + ξ ∂0ξ

∗) = 0. In-

serting these expressions into Eqs. (2.55) leads to

F (p̃) =
f(p, x0) + 1/2√
−g(x0)ω(p)

, F̈ (p̃) =
√
−g(x0)ω(p) (f(p, x0) + 1/2) , Ḟ (p̃) = 0 , (2.57)

which is consistent with the definition of the dispersion relation in Eq. (2.48).

Moreover, we have introduced in Sec. 2.2.1 a generalized distribution function f(p0,p, x0) that

results from the relation in Eq. (2.36) of the correlation functions F and ρ̃. For a free spectral

function

ρ̃free(p
0,p, x0) = 2π sgn(p0) δ

(
(p0)2 − ω2(p)

)
, (2.58)

one has a Delta-peak at the on-shell condition p0 = ω(p). Integrating Eq. (2.36) with the free

spectral function along 2
∫∞

0 dp0 and using the point symmetry of the statistical correlator,

one arrives at the equal time relation

F (p̃, x0, x0) =
f(p0 = ω(p),p, x0) + 1/2

ω(p)
, (2.59)

which is the same relation as in Eq. (2.57) if one identifies f(ω(p),p, x0) 7→ f(p, x0). This

motivates a third definition for the distribution function [117, 118]

fdef 3(p, x0) +
1

2
=

∫ ∞
0

dp0

2π
2p0 F (p0,p, x0) . (2.60)

We have now discussed three definitions of the distribution function (2.47), (2.49) and (2.60).

They are equivalent if a quasi-free spectral function is assumed (2.58). The definitions are

also applicable for a general spectral function, however, then the interpretation in terms of

quasiparticles may be problematic. Our second definition (2.49) has been frequently used in

the literature, as for instance in Refs. [8, 119]. The third definition (2.60) has been mostly

used in the derivation of transport or kinetic equations from nonequilibrium quantum evolution

equations [117, 118] and it is less practicable in lattice computations.

Instead, we will use our primary definition (2.47) for scalars that has the important advantages

that we do not need to know the specific form of the mode functions ξ or of the spectral
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function ρ̃ to describe the distribution. Since we employ classical-statistical lattice simulations

numerically, we provide the corresponding definitions in Sec. 2.3.3.

For gauge theories, we also define a distribution function in App. B directly in the classical-

statistical approximation that is used for our numerics. This requires to fix the gauge at

read-out time, which we discuss in that appendix. We use a variation of the second definition

(2.49) to define the corresponding distribution function for gauge theories.

2.2.3 Initial conditions

We employ Gaussian initial conditions, where we have to specify the one- and two-point

correlation functions (2.44), (2.34). Moreover, we choose the statistical correlation functions

at initial time such that they satisfy the quasi-free relations of Eq. (2.55). Therefore, we only

have to initialize the coherent field and its derivative φa(τ0), φ̇a(τ0) as well as the single particle

distribution f(pT , pz, τ0) at the starting time τ0.7 We will write our initial conditions for the

longitudinally expanding cases while the corresponding initial conditions for the non-expanding

theories are simply deduced by substituting
√
p2
T + p2

z 7→ p and τ 7→ t.

The first set of initial conditions is chosen to exhibit a large characteristic occupancy with

f(pT , pz, τ0) =
n0

λ
Θ

(
Q−

√
p2
T + (ξ0pz)2

)
, (2.61)

and vanishing coherent field φa(τ0) = ∂τφa(τ0) = 0. Here the parameters describe the initial

occupancy n0, initial anisotropy ξ0 and the characteristic momentum scaleQ of the distribution

at initial time. In a static background, we choose an isotropic distribution ξ0 = 1, and hence

f(p, t0) = (n0/λ) Θ(Q − p). For gauge theories, we choose the same initial conditions with

the substitution λ 7→ 2g2. We will refer to these initial conditions as ‘over-occupation’ initial

conditions. As we discussed in the introduction (Sec. 1), such a state can be found in a

variety of nonequilibrium disciplines including heavy-ion collisions, inflationary cosmology and

ultracold atoms.

Our second set of initial conditions is characterized by a large coherent field,

φa(τ0) = σ0

√
6N

λ
δa,1 , ∂τφa(τ0) = 0 , (2.62)

and vanishing occupancy f(pT , pz, τ0) = 0. The amplitude parameter σ0 is the only dimension-

ful scale in such a state. These initial conditions will be called coherent field initial conditions.

7The initial conditions for the spectral function

ρab(x, y)|x0=y0 = 0 ,
√
−g(x0) ∂x0 ρab(x, y)|x0=y0 = δab δ(x− y)

follow directly from the Heisenberg field commutation relations (2.52) and do not need to be specified separately.
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The latter conditions lead to instabilities and thus to an exponential growth of occupation

numbers within a resonant momentum region. Eventually, an over-occupied system emerges

while the coherent field decays. Therefore a systems with over-occupation initial conditions

can be considered as starting at a later time subsequent to coherent field initial conditions.

We will discuss this transition in Secs. 3.2.2 and 5.2.4 in more detail.

Note that these sets of initial conditions describe large occupation numbers (large fluctuations)

or a large coherent field, respectively, since we consider only weak couplings λ� 1. Therefore,

both sets of initial conditions admit a rigorous description of the dynamics in terms of classical-

statistical field theory to leading order in the coupling λ [11–13, 20, 82, 88, 100]. Since we

are interested in the weak coupling limit, with λ→ 0+ but λf finite for typical momenta, the

mapping from a quantum to a classical system is valid at all simulation times. We will discuss

this classical-statistical approximation in more detail in Sec. 2.3.1.

In particular, we will omit the ‘quantum-1/2’ in Eqs. (2.47) and (2.55) for over-occupation

initial conditions. At weak couplings, this classical approximation does not change the sub-

sequent evolution of the system to good accuracy while it prevents spurious Rayleigh-Jeans

divergences [120]. For coherent field initial conditions, the quantum vacuum should not be

omitted if one intends to describe the instabilities at early times. Instead, we employ an inter-

mediate cutoff such that the quantum vacuum involves the whole primary resonance band. We

only show simulation results that do not change under variation of this intermediate cutoff.

In practice, it is sufficient to capture this primary resonance band since secondary instabilities

quickly emerge from nonlinear interactions with the primary instabilities. Therefore, they do

not require the quantum vacuum as an initial ‘seed’ to grow [87, 121].
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2.3 Classical-statistical lattice simulations

In this section we discuss classical-statistical lattice simulations that will be used throughout

this thesis to achieve numerical results. This technique is commonly used in the literature (see

e.g. [97]) and we provide some important aspects here.

In Sec. 2.3.1 we discuss the range of validity of the classical-statistical approximation. We

describe the lattice algorithm and the numerical setup in Sec. 2.3.2. Specific setup details for

O(N)-symmetric relativistic and nonrelativistic scalar field theories are provided in Secs. 2.3.3

and 2.3.4, respectively. Setup details for simulations in non-Abelian gauge theory are moved

to App. B to ease the presentation in this section.

We note that all equations in Sec. 2.3.3 and App. B are provided for a general diagonal time-

dependent metric gµν(x0) to account for both the Minkowski and Bjorken metric, and the

same equations can thus be used for a more general space-time. Moreover, the presentation

in App. B is valid for Yang-Mills theories with Nc ≥ 2 of the underlying gauge group SU(Nc).

For our numerical simulations, we use the SU(2) gauge theory, where powerful optimizations

exist that considerably reduce the required computational resources as compared to the cases

with larger Nc [15, 122].

2.3.1 Classical-statistical approximation

We will now discuss the classical-statistical field theory approximation of full quantum dynam-

ics and state its range of validity. This was studied in Refs. [11, 13, 100] for relativistic and

nonrelativistic scalar field theories from a two-particle irreducible (2PI) approach and from a

kinetic framework. Similarly, the classical approximation in thermal equilibrium was investi-

gated in Ref. [123]. We will mostly discuss scalar field theory based on Ref. [97]. In gauge

theories, one has a very similar ‘classicality’ condition that states when the classical-statistical

approximation can provide accurate results. The arguments are also similar to those in scalar

field theory and we refer to Ref. [124] for further details.

We start with the generating functional Z[J,R; ρ0] of Eq. (2.38). It involves the integration

over the closed time path C with the positive and negative time branches C±. We denote fields

on each of the branches as ϕ± and we rewrite the classical action over this time path as

SC [ϕ] = S[ϕ+]− S[ϕ−] , (2.63)

where S = Sscalar is the classical action given by Eq. (2.6) with only the forward time path.

A similar decomposition can be made for the source terms entering the generating functional



Chapter 2 Theoretical background 27

in Eq. (2.38). Next we introduce the scalar fields

ϕ =
ϕ+ + ϕ−

2
, ϕ̃ = ϕ+ − ϕ− , (2.64)

which lead to the action

S[ϕ, ϕ̃] = S0[ϕ, ϕ̃] + Sint,cl[ϕ, ϕ̃] + Sint,qu[ϕ, ϕ̃] . (2.65)

The different parts of the action read

S0[ϕ, ϕ̃] =

∫
t0

d4x ∂µϕ̃a(x) ∂µϕa(x)

Sint,cl[ϕ, ϕ̃] =

∫
t0

d4x
−λ
6N

ϕ̃a(x)ϕa(x)ϕb(x)ϕb(x)

Sint,qu[ϕ, ϕ̃] =

∫
t0

d4x
−λ
24N

ϕ̃a(x)ϕ̃a(x)ϕ̃b(x)ϕb(x) , (2.66)

where we chose the Minkowski metric for brevity but the proceeding arguments can be similarly

employed for a more general metric. The integration
∫
t0
d4x proceeds on a single forward time

branch starting from x0 = t0. From integration by parts we get

S0[ϕ, ϕ̃] = −
∫
d3xπ0,a(x)ϕ̃0,a(x) +

∫
t0

d4x ϕ̃a(x) (−∂µ∂µ)ϕa(x) . (2.67)

We can now define a classical action Scl[ϕ, ϕ̃]

Scl[ϕ, ϕ̃] =

∫
t0

d4x ϕ̃a(x)

(
−∂µ∂µϕa(x)− λ

6N
ϕa(x)ϕb(x)ϕb(x)

)
=

∫
t0

d4x ϕ̃a(x)
δS[ϕ]

δϕa(x)
,

=

∫
d3xπ0,a(x)ϕ̃0,a(x) + S0[ϕ, ϕ̃] + Sint,cl[ϕ, ϕ̃] (2.68)

where S[ϕ] is the classical action of Eq. (2.6). Let us also consider the integration over the

initial conditions in the generating functional (2.38)∫ [
dϕ+

0

] [
dϕ−0

]
〈ϕ+|ρ0|ϕ−〉 =

∫
[dϕ0] [dϕ̃0] 〈ϕ0 + ϕ̃0/2|ρ0|ϕ0 − ϕ̃0/2〉

=

∫
[dϕ0] [dϕ̃0] [dπ0] W [ϕ0, π0] ei

∫
d3xπ0,a(x)ϕ̃0,a(x) , (2.69)

where we have introduced the (Wigner) distribution functional W [ϕ0, π0] of fields at initial

time t0, which is the Fourier transform of the original initial density. With these ingredients,

the generating functional (2.38) reads

Z[J,R; ρ0] =

∫
[dϕ0] [dπ0] W [ϕ0, π0]

∫
D′ϕDϕ̃ ei

∫
t0
d4x ϕ̃a(x)

δS[ϕ]
δϕa(x)

+Sint,qu[ϕ,ϕ̃] + sources
, (2.70)



28 Chapter 2 Theoretical background

with source terms8

sources = i

∫
t0

d4x
(
ϕa(x)J̃a(x) + ϕ̃a(x)Ja(x)

)
+ bilinear source terms . (2.71)

One observes that if the quantum vertex Sint,qu[ϕ, ϕ̃] were absent, one could analytically inte-

grate ∫
Dϕ̃ ei

∫
t0
d4x ϕ̃a(x)

δS[ϕ]
δϕa(x) = δ

[
δS[ϕ]

δϕ

]
, (2.72)

which yields a Delta-functional with the classical equation of motion δS/δϕ = 0 in Eq. (2.7).

Leaving the quantum vertex out is essentially the classical approximation. Up to a Jacobian

that plays the role of an irrelevant normalization constant [97], one can rewrite the Delta

functional to δ
[
ϕ− ϕcl

]
. This leads to the classical generating functional

Zcl =

∫
[dϕ0] [dπ0] W [ϕ0, π0]|ϕ=ϕcl . (2.73)

Then one can compute the classical-statistical average of an observable O[ϕ, π] as a phase-space

average over field trajectories given by solutions of the classical field equation

〈O[ϕ, π]〉cl =

∫
[dϕ0][dπ0]W [ϕ0, π0]O[ϕcl(ϕ0, π0), πcl(ϕ0, π0)] . (2.74)

Finally we want to understand the range of validity of this approximation. The classical and

quantum vertices of Eq. (2.66) are illustrated in Fig. 2.2 a). While the full quantum theory has

both vertices, the quantum vertex is absent in the classical-statistical approximation, which

implies that also some Feynman diagrams are missing. Since the vertices mainly differ in their

types of legs, we need to obtain the correlation functions connecting these legs. They can

be obtained by functional derivatives of the generating functional for connected correlation

functions W [J,R] = −ilnZ[J,R] with respect to the sources in Eq. (2.71)

Fab(x, y) =
δ2iW [J,R]

δiJ̃a(x) δiJ̃b(y)

∣∣∣∣
J=J̃=0

, −iGRab(x, y) =
δ2iW [J,R]

δiJ̃a(x) δiJb(y)

∣∣∣∣
J=J̃=0

,

−iGAab(x, y) =
δ2iW [J,R]

δiJa(x) δiJ̃b(y)

∣∣∣∣
J=J̃=0

, F̃ab(x, y) =
δ2iW [J,R]

δiJa(x) δiJb(y)

∣∣∣∣
J=J̃=0

= 0 . (2.75)

Here Fab(x, y) is the statistical correlation function of Eq. (2.34), the anomalous propagator

F̃ab(x, y) is zero for vanishing sources, GRab(x, y) = θ(x0 − y0) ρab(x, y) is the retarded propa-

gator, GAab(x, y) = GRba(y, x) is the advanced propagator and ρab(x, y) = GRab(x, y) −GAab(x, y)

8While source terms are important for computations of correlation functions via functional derivatives, we
consider only closed systems with vanishing external sources in this work. Therefore, we neglect them in the
following presentation for simplicity but include the sources when taking functional derivatives with respect to
them.
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a) Vertices

classical quantum

b)

Classical
Subdiagrams

Quantum
Subdiagrams

Figure 2.2: a) Illustration of the classical and quantum vertices Sint,cl and Sint,qu

as defined in Eq. (2.66). b) Possible sub-diagrams (of Feynman diagrams) with full
propagators and identical external legs. The classical-statistical approximation only
involves the classical sub-diagram while the quantum sub-diagrams are missing.

is the spectral function of Eq. (2.34). Hence, F connects to ϕ legs while GR and GA connect

a ϕ leg with a ϕ̃ leg.

Some typical sub-diagrams that involve two vertices are shown in Fig. 2.2 b) together with the

connecting correlation functions. These are all existing one-loop sub-diagrams with these

external legs and they all have to be summed over when entering a Feynman diagram.

The quantum diagrams involve one quantum vertex and are therefore absent in the clas-

sical approximation. Hence, one condition for the validity of the classical approximation

is F 2(x, y) � (GR)2(x, y) + (GA)2(x, y), with F 2(x, y) = Fab(x, y)Fab(x, y). Because of

GRab(x, y)GAab(x, y) = 0, this ‘classicality’ condition can be stated as

F 2(x, y)� ρ2(x, y) . (2.76)

We can restate this condition also for the distribution function as defined in Eq. (2.60) from the

statistical propagator in Fourier space F (p0,p, x0). As we showed, this definition is equivalent

to the other definitions of the distribution function of Sec. 2.2.2 for a quasi-free spectral

function (2.58). We find from the ‘classicality’ condition (2.76) with an isotropy assumption

Fab ≈ F δab and ρab ≈ ρ δab the corresponding condition for the distribution function

f(p, x0)� 1

2
. (2.77)

The classical-statistical approximation is only valid at weak couplings λ � 1 since otherwise

occupancies become quickly of order unity, violating the ‘classicality’ condition [120]. This

condition has been verified in detail by comparing quantum to classical-statistical results in

the context of scalar quantum field dynamics [7, 11, 88, 100] and coupled to fermions [85, 86].
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2.3.2 Numerical algorithm and lattice setup

In classical-statistical simulations, one discretizes the fields ϕa(x, x
0) and their conjugate mo-

mentum fields πa(x, x
0) on a spatial lattice, and similarly for gauge fields (see App. B for more

details). The algorithm we use proceeds along the following steps:

1. The fields and conjugate momenta are randomly initialized at time t0 according to the

(Gaussian) Wigner distribution functional W [ϕ0, π0].

2. Solve the classical equations of motion to get classical fields ϕcl
a (x, x0) and πcl

a (x, x0) at

later times x0 > t0.

3. Repeat steps 1 and 2 to get an ensemble of classical fields ϕcl
a (ϕ0, π0), πcl

b (ϕ0, π0) dis-

tributed according to the initial field distribution W [ϕ0, π0].

Observables can be determined at any time of interest by performing the classical-statistical

averaging in Eq. (2.74). It can be computed by a classical-statistical ensemble average

〈O[ϕ, π]〉cl ≈
1

Nsamp

∑
(ϕ0,π0)

O[ϕcl(ϕ0, π0), πcl(ϕ0, π0)] , (2.78)

where Nsamp is the number of samples in the ensemble.

Apart from the sample average, one can also use symmetries of the system for the averaging

procedure. For instance, spatial homogeneity can be employed to compute the stress energy

tensor by additionally averaging over the volume

〈Tµν〉cl(x
0) = 〈〈Tµν(x, x0)〉V 〉cl . (2.79)

Similarly, we can use isotropy in momentum space to average over the directions of momenta

p/p. In the expanding case, we then average over transverse directions pT /p and over the sign

of ν. This can be applied for the computation of correlation functions

F (p, t) = 〈F (p, t)〉p/p static

F (pT , ν, τ) = 〈F (pT , ν, t)〉pT /pT ,sgn(ν) expanding , (2.80)

and from them for the distribution functions f(p, t) or f(pT , pz, τ), respectively. Averaging

over symmetries considerably reduces the number of samples needed to get results with high

accuracy. Even single-run simulations on large lattices can yield accurate results for many

observables. The reason is that the system exhibits self-averaging, where the relative variance

of an observable decreases with growing volume [116], which has been previously discussed

in condensed matter systems [125–129]. The concept of ergodicity is closely related to self-

averaging, with the difference that observables are averaged over some extended time window
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instead of the volume. If not stated otherwise, we show simulation results obtained from

Nsamp = 1, 2 samples on large lattices. To simplify the notation, we will drop the index cl and

we will imply with 〈·〉 both a classical ensemble average and an average over symmetries.

Our real-time simulations are performed on three-dimensional spatial lattices of the size

N1 × N2 × N3 with lattice spacings ai, i = 1, 2, 3 and periodic boundary conditions. Spa-

tial coordinates are given by xi = ai ni with numbers ni = 0, . . . , Ni − 1. We stick to the

coordinate mapping of Sec. 2.1.1 with x0 7→ t, x3 7→ z for the Minkowski and x0 7→ τ , x3 7→ η

for the Bjorken expanding case. To account for the different geometry of the latter, we distin-

guish between transverse and longitudinal directions N1 = N2 = NT with a1 = a2 = aT and

N3 = Nη with a3 = aη, while we use cubic lattices N3
s with spacings ai = as in the static case.

In addition, we parallelize our computations by splitting the lattice along the N3 direction.

We have explicitly checked that our results are insensitive to changes of the discretization

parameters.

2.3.3 Scalar fields on a lattice

We provide here details of our numerical implementation of scalar field theory on a real-time

lattice. Similar implementations have been used in the literature [8, 106, 119, 121].

We initialize the scalar fields at initial time t0 (or τ0) according to their mode expansion in

analogy to the quantum case in Eq. (2.54)

ϕb(x, t0) = φb(t0) +

∫
d3p̃

(2π)3

(
αb,p̃ ξp̃(t0) eip̃x + α∗b,p̃ ξ

∗
p̃(t0) e−ip̃x

)
πb(x, t0) = πb(t0) +

√
−g(t0)

∫
d3p̃

(2π)3

(
αb,p̃ ∂0ξp̃(t0) eip̃x + α∗b,p̃ ∂0ξ

∗
p̃(t0) e−ip̃x

)
, (2.81)

where p̃ are the conjugate momenta of the spatial coordinates (see footnote 6 in Sec. 2.2.2).9

As discussed in App. A, we take the initial mode functions ξp̃(t0) as solutions of the free

equations of motion.

The functions αb,p̃ and α∗b,p̃ are the classical-statistical versions of the quantum ladder opera-

tors at initial time ab,p̃(t0) and a†b,p̃(t0). Since in the classical approximation the corresponding

9To stay close to the continuum expressions, we will stick to the continuum notation for the integrals in the
discretized theory. Since we have a finite volume and finite lattice spacings, spatial coordinates and Fourier
modes are discrete, and the integrals and Delta functions are mapped to∫

d3x 7→ a3
∑
x

,

∫
d3p̃

(2π)3
7→ 1

V

∑
p̃

, δ(x− y) 7→ 1

a3
δx,y , (2π)3δ(p− q) 7→ V δp,q , (2.82)

with a3 = a1 a2 a3 and volume V = N3 a3.
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functions commute, the anti-commutators of the ladder operators are mapped to simple prod-

ucts. We demand that these functions satisfy the relation10

〈α∗a,p̃ αb,p̃′〉 =

(
f(p, t0) +

1

2

)
(2π)3δabδ(p̃− p̃′) , (2.83)

which is the classical analogy of Eq. (2.49), and additionally spatial homogeneity has been

used. We also demand that the anomalous occupation numbers vanish

〈αa,p̃ αb,p̃′〉 = 〈α∗a,p̃ α∗b,p̃′〉 = 0 , (2.84)

such that the definitions of the distribution function (2.47) and (2.49) become equivalent

at initial time (see Eq. (2.56)) to get a reasonable quasi-particle definition. To satisfy the

conditions (2.83) and (2.84), we use Gaussian distributed random numbers multiplied by a

random complex phase of unitary norm. The complex phase factors allow us to implement

the δ(p̃− p̃′) conditions in Eq. (2.83) and the conditions of Eq. (2.84) correctly. The Gaussian

distributed random numbers ensure that all higher order n-point correlation functions at initial

time are consistent with our Gaussian initial conditions.

For our simulations, we use the leapfrog algorithm where the classical fields ϕa(x) and πa(x)

are alternately updated according to a discretized version of the Hamilton equations of motion

in Eq. (2.8). The coupling dependence can be conveniently scaled out of the equations with

ϕ 7→ ϕ/
√
λ and π 7→ π/

√
λ, thus entering only the initial conditions. We discretize the second

spatial derivative according to the second-order central difference scheme

∂2
i ϕa(x) 7→ a−2

i

(
ϕa(x + aiî) + ϕa(x− aiî)− 2ϕa(x)

)
, (2.85)

with the unit step î into the i-direction. This leads to the discrete lattice momenta11 p̃2
i,latt =

4 sin2 (πni/Ni) /a
2
i . For the time derivatives of the fields we employ a forward Euler-scheme

∂0ϕa(x, x
0) 7→ a−1

0

(
ϕa(x, x

0 + a0)− ϕa(x, x0)
)
. (2.86)

We note that the conjugate momentum fields are shifted by a0/2 with respect to the scalar

fields. This, together with a small time step a0 �
√
−gii ai for each spatial i, ensure the

stability of the leapfrog algorithm. We use an adaptive time step with up to a0/(
√
−gii ai) ≤

7 %.

10When considering over-occupation initial conditions in Eq. (2.61), we drop the quantum 1/2 as discussed
in Sec. 2.2.3.

11The discrete Fourier transform is given by

ϕa(p̃) = a3
∑
x

ϕa(x)e−ixp̃disc ,

with the discrete momenta p̃i,disc = 2π ni/(aiNi).
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The statistical equal-time correlation function and its derivatives (2.46) can be computed in

the classical approximation as

F (p̃, x0) = (N V )−1〈ϕa(p̃, x0)ϕ∗a(p̃, x
0)〉 , F̈ab(p̃, x

0) = (N V )−1〈πa(p̃, x0)π∗a(p̃, x
0)〉 ,

Ḟab(p̃, x
0) = (N V )−1Re

(
〈ϕa(p̃, x0)π∗a(p̃, x

0)〉
)
. (2.87)

The distribution function is computed with the same formula as in Eq. (2.47) in the quantum

theory.

From the classical stress-energy tensor Tµν in Eq. (2.9), we can compute the energy density ε

and the transverse and longitudinal pressures PT , PL as

ε(x0) = 〈T 0
0〉 , PT (x0) = −1

2
〈T 1

1 + T 2
2〉 , PL(x0) = −〈T 3

3〉 . (2.88)

2.3.4 Nonrelativistic scalars on a lattice

Following a very similar argumentation as in Sec. 2.3.1, the nonequilibrium quantum dynamics

of the highly occupied system can be accurately mapped onto a classical-statistical field theory

evolution also for nonrelativistic scalar theories as long as f � 1 for typical momenta [100].12

The numerical simulations are performed as discussed in Sec. 2.3.2. The classical equation of

motion (2.11) of Sec. 2.1.3 is solved on a three-dimensional grid using a split-step method, and

we refer to Refs. [23, 89] for further details.

Similarly to the relativistic case, we can define a distribution function f(p, t) with the help of

the two-point correlation function for spatially homogeneous ensembles

F (x− x′, t, t′) =
1

2
〈ψ(x, t)ψ∗(x′, t′) + ψ(x′, t′)ψ∗(x, t)〉 . (2.89)

Evaluated at equal times t = t′, we can define the distribution function for non-vanishing

momenta [100]

f(p, t) =

∫
d3x e−ipx F (x, t, t) . (2.90)

As for scalar and gauge theories in Minkowski space-time, we consider spatially isotropic

systems, which allows us to additionally average over the direction of the momentum.

12This approximation is also known as the truncated Wigner method in the nonrelativistic case.





Chapter 3

Nonthermal fixed points in

Minkowski space-time

In this chapter, our main goal is to introduce the concepts of scaling regions, nonthermal

fixed points (NTFP) and universality classes far from equilibrium. In Sec. 3.1 we provide

the corresponding definitions and put special emphasis on their relations to other scaling

phenomena in physics, in particular to renormalization group fixed points and wave turbulence.

With the help of classical-statistical lattice simulations, we discuss in Sec. 3.2 the thermaliza-

tion process of non-expanding systems (in Minkowski space-time) in d = 3 spatial dimensions

at the example of N -component scalar and non-Abelian gauge theories. We mainly focus on

their nonthermal fixed points, especially on scaling regions at higher momenta. For scalar

systems, we also discuss subtle differences between N = 1 and N ≥ 2 theories with respect to

their nonthermal fixed point. However, despite these subtleties, the scaling properties of the

nonthermal fixed point for scalars are qualitatively independent of the number of components.

Similarly, for non-Abelian SU(Nc) gauge theories, no strong dependence on Nc for scaling

phenomena is expected based on kinetic arguments and lattice simulations [102, 104, 130].

Therefore, we only simulate the Nc = 2 theory for simplicity.

We will mostly characterize nonthermal fixed points in terms of scaling properties of the

distribution function f(p, t) in this work. Boltzmann (also termed kinetic) equations describe

the evolution of the distribution function. They have an overlapping range of validity with

classical-statistical lattice simulations for occupation numbers in the range 1� f � 1/λ [12,

13, 106], and equivalently for gauge theories with the substitution λ 7→ αs. For this reason,

kinetic equations are especially well suited to discuss nonthermal fixed points analytically [8,

104, 131]. Therefore, we introduce in Sec. 3.3 the framework of kinetic theory. We will discuss

the scaling regions of Sec. 3.2 in this framework.

35



36 Chapter 3 Nonthermal fixed points in Minkowski space-time

The sections 3.2 and 3.3 provide a systematic overview of nonthermal fixed points in non-

expanding scalar and gauge theories and incorporate recent literature results. Important

parts of this chapter are summarized in Sec. 3.4.

The techniques and concepts introduced in this chapter will be also used in the remainder of

this work. A profound knowledge of nonthermal fixed points and the thermalization process in

non-expanding media is important for the extension to dynamics of Bose-Einstein condensation

(Chapter 4) and, in particular, when contrasted to longitudinally expanding scalar and gauge

systems (Chapters 5 and 6).1

3.1 Nonthermal fixed points

The thermalization process of closed quantum systems at weak couplings may be divided into

several stages. In general, the evolution starts from an initial condition and flows into the

thermal equilibrium state. Depending on the initial conditions, the stages in-between as well

as the thermalization time may be very different. In Fig. 1.1 of the introduction we showed two

possible ways to thermal equilibrium. Starting with initial conditions close to equilibrium, the

system relaxes to the thermal state. In contrast, from far-from-equilibrium initial conditions,

the system may approach a nonthermal fixed point before it eventually thermalizes [7, 8],

leaving the fixed point solution.2 The different lines collapsing to a single one close to the

nonthermal fixed point symbolize the memory loss of the initial conditions. The subsequent

evolution then mostly depends on conserved quantities such as energy density. This is the stage

of the nonthermal fixed point, and it is the subject of this section. The transient dynamics

that lead to this stage and the final thermalization will be discussed later.

Our main observable to describe a nonthermal fixed point in this work is the single-particle

distribution f(p, t), introduced in Sec. 2.2.2. We will classify universality classes far from

equilibrium in terms of scaling properties of this function. Close to nonthermal fixed-points,

the distribution function within an inertial momentum range follows a self-similar evolution. In

this universal regime the distribution is then determined by a time-independent scaling function

fS , an overall scaling with time described by the scaling exponent α, and the exponent β for

the scaling with momentum:

f(p, t) = tαfS

(
tβp
)
. (3.1)

1We have published parts of the results and discussion of non-expanding systems presented here in Refs. [15,
118, 120].

2In this work, we only consider highly correlated initial conditions as in Sec. 2.2.3 with a large coherent field
or large occupation numbers f � 1 for modes up to a characteristic momentum scale Q. These allow us to
describe the dynamics in terms of classical-statistical fields (see Sec. 2.3.1). Another possibility for far-from-
equilibrium initial conditions are very dilute systems with f � 1. They may also lead to scaling or turbulent
behavior, as for instance in Refs. [104, 132] for non-Abelian plasmas. However, they are beyond the scope of
this work.
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Here, the time factors can be regarded dimensionless by mapping t 7→ Qt with a typical scale

Q. The scaling exponents determine the scaling behavior of typical momentum ptyp ∼ t−β

within the scaling region and of the amplitude at typical momentum f(ptyp) ∼ tα.

Depending on the evolution of typical momenta, scaling regions can be classified in terms of

direct and indirect cascades. A negative exponent β < 0 signals increasing typical momenta

and we will use the term direct cascade for this situation. Likewise, typical momenta decrease

for β > 0, marking an inverse cascade.

Another possible property of a scaling region is a conservation law. Typically in static back-

grounds, a scaling region conserves one quantity such as energy density or particle number

density. The quantity is then conserved between any two co-moving momenta t−βp1 and t−βp2

within the scaling region. Such a conservation law leads to a relation between the scaling ex-

ponents α and β. Using Eq. (3.1), particle number conservation

∫ t−βp2

t−βp1

ddp f(p, t) = tα−dβ
∫ p2

p1

ddq fS(q) = const , (3.2)

with the substitution q = tβ p leads to the relation

α = d β , for particle number conservation (3.3)

in d spatial dimensions. Similarly, energy conservation for ultrarelativistic systems with quasi-

particle energy ω(p) = p reads
∫ t−βp2
t−βp1

ddp p f(p, t) = const, and enforces the relation

α = (d+ 1)β , for energy conservation. (3.4)

The relations (3.3) and (3.4) cannot be satisfied simultaneously for nontrivial scaling expo-

nents. Therefore, a scaling region in Minkowski space-time can only exhibit one of such con-

servation laws. Combined with the evolution of typical momenta, a scaling region describes

the transport of a conserved quantity to the infrared or to the ultraviolet.

A nonthermal fixed point may consist of several scaling regions simultaneously. Each scaling

region has its own set of scaling exponents and scaling function, and is located in some separate

momentum region of the distribution function. The different regions can be distinguished by

comparing their sets of scaling properties (α, β) and fS(p). Often their scaling functions fS(p)

are so different that the distinction becomes directly visible in the distribution function at a

fixed time.

Multiple scaling behavior can emerge as a consequence of multiple conservation laws such as

the self-similar transport of a different conserved quantity in one regime compared to another.

Another possible reason includes a change of the underlying dynamics, for example, from a



38 Chapter 3 Nonthermal fixed points in Minkowski space-time

perturbative to a non-perturbative mechanism below a characteristic momentum scale. We

will give examples for such situations below.

Theories, or more specifically the scaling regions of nonthermal fixed points, can be grouped

into universality classes according to their scaling properties (α, β) and fS(p). This opens

intriguing theoretical and experimental perspectives of accessing and testing universal prop-

erties of one theory by use of another theory within the same universality class. We will also

find examples for universality classes far from equilibrium in this work.

The critical behavior of nonthermal fixed points appears in more general correlation functions

like the statistical and spectral propagators F (p0,p, t) and ρ(p0,p, t). They are independent

correlation functions out of equilibrium3 and their scaling behavior can be parametrized as [97,

133]

F (p0,p, t) = tα+2β z FS(tβ zp0, tβ p) ,

ρ(p0,p, t) = t(2−η)β ρS(tβ zp0, tβ p) , (3.5)

with fixed point functions FS(x, y) and ρS(x, y). These scaling relations introduce a nonequi-

librium anomalous dimension η and the dynamic scaling exponent z. The latter emerges

since rotational symmetry and frequencies may scale differently because of medium effects.

The exponents α and β appearing in Eq. (3.5) are the same as in the scaling relation for

the distribution function f(p, t) in Eq. (3.1) for large occupation numbers f � 1. This can

be seen from Eq. (2.60), which relates F (p0,p, t) to the distribution function. While the re-

lations (3.5) certainly provide more information about the nonthermal fixed point and pose

less restrictions to its form, a description in terms of the distribution function f(p, t) appears

to be sufficient for most of our applications in this work, as we will explain in the following

subsection. Possibilities to measure the additional exponent η are discussed in Sec. 4.2.3.

3.1.1 Relations to critical phenomena in thermal equilibrium

The study of critical phenomena has long since entered textbook level (e.g. [3–5]). Examples

for critical phenomena are second order phase transitions, such as ferromagnetic or superfluid

transitions, or transitions at a critical point of a phase diagram. Critical phenomena involve

a diverging correlation length ξ ∼ |T − Tc|−ν and a similar power law evolution in |T − Tc| for

other observables such as the specific heat or susceptibilities. Since temperatures have to be

close to the critical temperature Tc to observe such scaling phenomena, experimental set-ups

require some fine-tuning of the parameters.

3These are the propagators of Eq. (2.34) Fourier transformed according to footnote 4. Their functional
independence is discussed below Eq. (2.36).
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Most importantly, the scaling exponents of the power law behavior (critical behavior) of

observables are universal and can be studied theoretically with the renormalization group

(RG) (e.g. [3–5]). It describes how the system evolves under the change of typical length (or

energy) scales. In applications to critical phenomena, the correlation length ξ becomes the

natural scale of the system. As the temperature T approaches the critical temperature Tc, the

correlation length increases and microscopic details of the theory become less relevant. Even-

tually, only macroscopic scaling properties survive. This can be seen in the RG procedure,

where the system “flows” to a fixed point. The RG fixed point involves the above mentioned

scaling properties in |T −Tc| for observables and is characterized by its critical exponents. We

note that RG methods have also been applied to real-time phenomena and nonthermal fixed

points [9, 134, 135].

A nonthermal fixed point can be understood as a far-from-equilibrium generalization of RG

fixed points of critical behavior in thermal equilibrium. This becomes more obvious when we

use the self-similar scaling relations for correlation functions (3.5) to obtain the equivalent

relations for an arbitrary scaling parameter s [97, 117]

F (p0,p, t) = sα/β+2z F (szp0, sp, s
−1/βt) ,

ρ(p0,p, t) = s2−η ρ(szp0, sp, s
−1/βt) . (3.6)

In static critical phenomena, the exponent η is the anomalous scaling dimension of the prop-

agator G due to field renormalization. The system is governed by the diverging correlation

length ξ that describes typical spatial correlations of the system. Dynamic criticality extends

the static case by additionally introducing a temporal correlation scale trelax that quantifies

the typical relaxation time of the system to the critical point. It diverges as trelax ∼ ξz in the

limit when T → Tc, which implies the so called critical slowing down [6]. The corresponding

spectral function can be written in Fourier space as

ρ(p0,p) = s2−η ρ(szp0, sp) for dynamic criticality. (3.7)

Since one assumes that the system is close to the critical point, there is no nontrivial de-

pendence on the (central) time coordinate t and its relaxation to equilibrium is characterized

by the dynamic critical exponent z. For the same reason, the dynamic system exhibits a

fluctuation-dissipation relation (2.36) that connects the correlation functions F (p0,p, t) and

ρ(p0,p, t) such that they do not evolve independently.

In contrast, our far-from-equilibrium situation additionally contains a nontrivial (central) time

direction t. In terms of the scaling behavior in Eq. (3.6), it can be characterized by the scaling

exponent β. Moreover, the fluctuation-dissipation relation is not valid any more and F (p0,p, t)

evolves independently from ρ(p0,p, t). This implies the additional scaling exponent α. Hence,
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the scaling relations (3.6) are indeed a natural extension of the dynamic critical phenomena

with scaling behavior (3.7).

In the on-shell limit, the spectral function is given by its quasi-free form (2.58) and is not

explicitly time-dependent. Moreover, the anomalous dimension vanishes η = 0 while the

dynamic exponent z characterizes the dispersion relation ω(p) ∼ |p|z. Although we do not

assume any on-shell approximation for the spectral function, deviations should be small from

these values at large momenta. This is because kinetic descriptions, which involve an on-shell

approximation, can accurately describe the evolution of the system for occupancies f � 1/λ,

as has been shown in Refs. [8, 104] for scalar and gauge theories. We are therefore primarily

interested in the scaling exponents α and β. These characterize the self-similar evolution of the

distribution function in Eq. (3.1). Therefore, our main observable is the distribution function,

which is sufficient to measure the scaling exponents α and β. However, in particular at low

momenta, the exponents η and z may have nontrivial values because the spectral function may

show deviations from its quasi-free form [7, 10, 118]. We will consider possible dependencies

on these exponents in Sec. 4.2.3.

There are important practical differences between static or dynamic critical phenomena and

nonthermal fixed points. One difference is that, while the temperature in critical phenomena

needs to be adjusted close to the critical temperature Tc, a wide range of initial conditions leads

to the same nonthermal fixed point in the far-from-equilibrium situation. This self-organized

criticality does not require any fine-tuning.

The RG fixed points in thermal equilibrium can be grouped into universality classes, where

different microscopic theories exhibit the same macroscopic scaling behavior. This static uni-

versality is based on general properties such as the dimension of the system, its symmetries

and the range of the interaction. This concept was extended to dynamical systems close to the

static RG fixed points [4, 6]. Static universality classes can then be further decomposed into

smaller dynamic universality classes based on additional criteria such as conservation laws.

In our far-from-equilibrium situation of nonthermal fixed points, one may similarly classify

self-similar scaling regions into universality classes. Then, despite different microscopic inter-

actions or symmetries, systems may exhibit the same scaling properties and thus may become

nearly indistinguishable. Such universality classes can indeed be found for scalar and gauge

theories and will be reported in the remaining chapters. A consistent classification pattern of

universality classes far from equilibrium has not been found yet for nonthermal fixed points

and is a current topic of research.
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3.1.2 Nonthermal fixed points and wave turbulence

Wave turbulence [8, 131] describes the transport of conserved quantities such as energy density

through momentum space. The flux of the conserved quantity is independent of momentum

within the turbulent region. Accordingly, in momentum space power-law cascades form. This

can be either a ‘direct cascade’, for transport towards higher momenta, or an ‘inverse cascade’

into the infrared. In the inertial range of momenta, where the distribution function is described

as a momentum power-law, one can write

f(p) ∼ p−κ , (3.8)

with a spectral exponent κ specific to the underlying turbulence mechanism.4

Driven systems typically have a mechanism for in- and outflow of a conserved quantity (also

called source and sink) and can be maintained in the critical state describing wave turbulence.

In contrast, in isolated (closed) systems as in our case, the approach to a nonthermal fixed

point (the attractor) can be regarded as self-organized criticality [136], i.e. without applied

sources or sinks that could lead to stationary cascades. Therefore, the scaling function fS(p)

is in general more complicated. However, in many situations one also finds an approximate

power law in some part of the scaling region with the same spectral exponent κ as in the

corresponding driven case.

This is the reason why originally, nonthermal fixed points in closed systems were often asso-

ciated with wave turbulence. Various examples are provided in the literature [7–10, 22, 89,

92, 118, 120]. Since the dynamical relations (3.3) and (3.4) may be very different in driven

systems [8], this link is not entirely clear so far.

4One can distinguish between weak and strong wave turbulence [8, 117]. If a perturbative mechanism can be
used to explain the observed power law in Eq. (3.8), such turbulent behavior is called weak turbulence. This is
usually possible for not too large occupation numbers f � 1/λ [8, 131]. If the underlying mechanism requires
a non-perturbative framework, as typically for very high occupancies f & 1/λ, the observed behavior is called
strong turbulence [7, 117]. One such example is an infrared scaling region in scalar systems that is based on a
1/N resummation of Feynman diagrams [7, 10].
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3.2 Thermalization process in non-expanding systems

In this section, we consider the thermalization process of non-expanding scalar and gauge

theories.5

Employing strongly correlated far-from-equilibrium initial conditions, such as over-occupation

initial conditions in Eq. (2.61), we illustrated in Fig. 1.1 that the system may approach a

nonthermal fixed point. A typical thermalization process of non-expanding systems for this

situation is depicted in Fig. 3.1. After a short transient evolution, the system approaches the

nonthermal fixed point. There self-similar dynamics sets in as described by Eq. (3.1). While

the occupation numbers decrease, typical momenta ptyp grow. The system exhibits classical

dynamics as long as the typical occupation numbers per mode are much larger than unity,

f(p, t) � 1 , (3.9)

as discussed in Sec. 2.3.1. If occupation numbers fall below unity, quantum processes will

become important. We saw this in Sec. 2.3.1 in terms of correlation function F and ρ and this

can also be seen in a Boltzmann transport framework where classical scattering processes are

sub-leading to quantum ones for occupation numbers smaller than unity [12, 13].

The time scale tQuant for entering the quantum regime is not a universal quantity and depends

in general on the properties of the initial state as well as the dynamics in the classical regime.

For the considered cases of large initial fields or large initial fluctuations at weak coupling, this

time scale can be parametrically estimated by evaluating the condition f(ptyp, tQuant) ∼ 1.

This leads to

tQuant ∼ Q−1λ1/α , (3.10)

where we used the self-similar form of the distribution function (3.1) during the classical scaling

regime. Therefore, the range of validity of classical-statistical techniques in time is naturally

confined to weak couplings. We note here that in general the use of classical-statistical methods

at large couplings requires great care since genuine quantum effects may dominate the dynamics

already at rather early times. This was investigated in detail in [120, 137], where artifacts such

as negative occupation numbers and a strong sensitivity to the lattice cutoff were found. This

is due to the Rayleigh-Jeans divergence in the classical theory, which can be understood as

a consequence of the non-renormalizability of the classical-statistical approximation [11, 13,

138, 139].

Let us discuss the evolution of typical momenta. Here we define the typical momentum of the

distribution as the momentum scale ptyp where the energy density is dominated, i.e. where

5Some parts of this section have entered our publications in Refs. [15, 120].
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Figure 3.1: Illustration of a thermalization process in non-expanding systems.
Starting from typical far-from-equilibrium initial conditions, the distribution func-
tion f(p, t) approaches a nonthermal fixed point. When typical occupation numbers
become of order unity, quantum corrections set in and drive the system to its thermal
equilibrium.

dε/dp has its maximum. Then we can estimate

ε ∝
∫
d3p ω(p)f(p, t) ∼ p4

typf(ptyp, t) ∼
n0

λ
Q4 . (3.11)

In the last step we used energy conservation and an over-occupied initial state (2.61). The

typical momentum can then be estimated as

ptyp ∼ 4

√
ε

f(ptyp, t)
∼ λ−1/4Q 4

√
n0

f(ptyp, t)
, (3.12)

The decrease of the typical occupancy f(ptyp, t) is thus correlated with the growth of the

typical momentum. It stops growing when the quantum regime at f ∼ 1 is reached. Since the

thermal state f therm(p) = (exp(ω(p)/T )− 1)−1 is dominated by momenta of the temperature

scale ω(p) ' p ∼ T , where one has f therm(T ) ∼ 1, the temperature can be estimated with

Eq. (3.12) as

T ∼ ε1/4 ∼ λ−1/4Q� Q . (3.13)

Therefore, the typical momentum ptyp grows from the initial hard scale Q to the temperature

scale T , and thermalization may occur parametrically on the time scale of tQuant. In general,

tQuant can be regarded as the lower bound for the thermalization time.

Note that this simple analysis shows two more properties: We saw that the typical momentum

needs to grow, which implies β < 0 in the scaling regime. This is the situation of a direct
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Figure 3.2: The distribution function of non-Abelian plasmas at different times. The
initially over-occupied system (gray dashed line) quickly approaches a nonthermal
fixed point and evolves in a self-similar way. The distribution can be described as
an approximate p−κ power law up to a hard momentum, beyond which it decreases
exponentially. Typical momenta increase, signaling a direct cascade that drives the
thermalization process.

cascade. Moreover, we defined typical momenta to dominate the energy density. Because of

its conservation law, one may expect that energy density is the conserved quantity transported

in this cascade. Hence, for non-expanding systems, the dynamics at typical hard momenta is

generally governed by a direct energy cascade.

3.2.1 Non-Abelian plasmas

Nonthermal fixed points in the thermalization process of non-Abelian plasmas in a static

background were studied in Refs. [16–19] employing classical-statistical lattice simulations.

Here we will use large lattices to review the results of such previous numerical studies.

We consider over-occupation initial conditions f(p, 0) = Θ(Q − p)/g2, which corresponds to

initial amplitude n0 = 2 in Eq. (2.61). We use a 2563 lattice with lattice spacing Qa = 1/4.

The evolution of the distribution function f(p, t) is shown in Fig. 3.2. Starting from an over-

occupied initial condition (gray dashed line), one observes how the spectrum quickly extends

towards higher momenta. The spectrum at later times is well described by a power-law p−κ

with κ = 4/3 for momenta p . ptyp, followed by a rapid (approximately exponential) fall-off.

Note that this fall-off is part of the scaling region since we have f(p, t) � 1 for all momenta
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Figure 3.3: Shown is the weighted distribution p3f at different times as a function
of momentum. The original data is shown in the left panel while it is rescaled by
powers of time on the right, with Qt1 = 1000. The rescaled data collapses to a single
stationary curve demonstrating self-similarity. For the scaling exponents, the values
α = −4/7 and β = −1/7 were employed.

shown in the plot for the weak coupling g2 = 10−6. We also note that the specific spectral

exponent κ = 4/3 was associated with wave turbulence for transient times [16]. It was shown

in Ref. [104] by use of a kinetic description (see Sec. 3.3.2) that it becomes κ = 1 at late times

within the scaling regime.

In Fig. 3.2, one observes that the typical momenta grow with time while typical occupation

numbers decrease. This is the situation of a direct cascade we discussed above and implies

β < 0. We argued that for hard momenta, energy should be transported in the cascade,

ultimately leading to thermalization. Energy conservation within the scaling region requires

the relation α = 4β of Eq. (3.4), which has to be extracted from numerical results. Moreover,

we need to show explicitly that the evolution is governed by a self-similar behavior.

To demonstrate the emergence of self-similarity in our simulations and to measure the scaling

exponents, we follow Ref. [18] and study the time evolution of the single particle distribution

weighted by powers of momentum. We consider the third power

f (3)(p, t) = p3f(p, t) , (3.14)

which corresponds to the energy density per momentum mode dε/dp. The distribution f (3)(p, t)

is shown in the left panel of Fig. 3.3 as a function of momentum at different times Qt of the
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evolution. The peak of the distribution corresponds to the momentum scale ptyp that dom-

inates the energy density of the system at a given time. One observes how the position of

the peak moves towards higher momenta characterizing the transport of energy towards the

ultraviolet as expected.

Self-similarity can be observed in the right panel of Fig. 3.3, where we show the weighted

distribution f (3)(p, t) rescaled by powers of time. According to the self-similarity condition in

Eq. (3.1) this quantity

t−α+3βf (3)(p, t) = p̃3fS(p̃) (3.15)

yields a stationary distribution when plotted as a function of the rescaled momentum p̃ = tβp.

This is indeed what we observe in the right panel of Fig. 3.3. With the choice

α = −4/7 , β = −1/7 , (3.16)

the data obtained at different times of the evolution collapses onto a single curve. This is

a manifestation of the self-similarity of the evolution. Moreover, the values of the scaling

exponents match the requirements for a direct energy cascade. As we will further discuss in

Sec. 3.3.2, the values for α and β can be understood from a kinetic description of non-Abelian

plasmas in terms of elastic 2↔ 2 and inelastic effective 2↔ 3 scatterings.

According to Eq. (3.10), quantum fluctuations become important at

tQuant ∼ Q−1α−7/4
s , (3.17)

for a weak gauge coupling αs = g2/4π. Then the system leaves the classical attractor and

approaches thermal equilibrium [130].

We add two important remarks. Firstly, for early transient times of the evolution, non-Abelian

plasmas have been observed to exhibit self-similar dynamics with different scaling properties

than described above [17]. Instead of the spectral exponent κ = 4/3 in the scaling function

fS(p) ∼ p−κ, the exponent κ = 3/2 was measured. This exponent was explained in terms of

wave turbulence in the presence of a condensate, with 2 ↔ (1 + soft) scatterings dominating

the dynamics, where ‘soft’ is associated with the condensate. Although we consider a closed

system instead, in a recent study [101] the exponents α = −4/5 and β = −1/5 were measured,

which also can be understood from 2 ↔ (1 + soft) scattering processes. This hints to the

creation of a transient condensate that decays shortly afterwards. However, these values of

the exponents are found only at early times and the system subsequently approaches the values

given in Eq. (3.16).

Secondly, we have discussed the evolution of the distribution function only at hard momenta

so far. From this we can also estimate the evolution of the Debye screening mass at leading
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Figure 3.4: The distribution function f at different times of the scalar nonthermal
fixed point. Dynamics are governed by a dual cascade with a direct energy cascade
at hard momenta for f . 1/λ and an inverse particle cascade at low momenta for
f & 1/λ. The gray dashed curve corresponds to an earlier time. Arrows indicate the
cascade directions.

order perturbation theory [70]

m2
D = 4 g2Nc

∫
d3p

(2pi)3

f(p, t

p
∼ tα−2β ∼ t−2/7 . (3.18)

This dynamically decreasing screening mass is a typical electric scale located at low momenta

of the theory. Gauge-invariant quantities can be used to investigate the evolution of even

softer scales. In Ref. [140] the authors recently computed spatial Wilson loops W (t, A) with

the enclosed area A and, assuming an area law for large distances 〈TrW (t, A)〉 ∝ exp(−σA),

extracted the spatial string tension σ from it. This scale
√
σ is of the order of the inverse

magnetic screening length and constitutes a soft scale of the plasma below the screening mass.

It was measured to scale as

σ ∼ t−2/3 , (3.19)

and was associated with the sphaleron transition rate, which is a topological quantity. This

leads to the three characteristic scales
√
σ � mD � ptyp that are known so far. The dynamics

of non-Abelian plasmas at low momenta is a current topic of research.
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3.2.2 Relativistic scalars: scaling, cosmological context & basin of attrac-

tion

In relativistic scalar theories, the attractor of the nonthermal fixed point reveals a rich struc-

ture. Different from non-Abelian theories, the definition of the occupation numbers in scalar

systems can be extended to low momenta [106] since no gauge-dependencies exist. This allows

us to study infrared dynamics directly from the distribution function.

The fixed-point distribution is illustrated in Fig. 3.4 for a non-expanding O(N)-symmetric

scalar field theory. Additionally to the direct energy cascade that drives the thermalization

process [8, 21], it involves an inverse particle cascade [7, 9, 117]. The latter transports particle

to soft momenta and thus occupies the zero mode of the system, leading to Bose-Einstein

condensation far-from-equilibrium [89]. Hence, the scalar attractor can be described by a dual

cascade.

We will discuss the infrared region in Chapter 4 in detail. Here we review the scaling region

at hard momenta for not too large occupation numbers f � 1/λ. As shown in Ref. [8] using

a very similar rescaling method as in Fig. 3.3 and Eq. (3.15), the distribution function indeed

exhibits self-similarity (3.1) with the scaling exponents

α = −4/5 , β = −1/5 . (3.20)

These values confirm that physics is governed by a direct energy cascade. The exponents can

be associated with 2 ↔ (1 + soft) scattering processes, where the soft particle is taken from

the condensate [8]. We will review this in Sec. 3.3.1.

The stationary function fS(p) can be described by a power-law p−κ with κ = 3/2 for momenta

p . ptyp, followed by a rapid exponential fall-off. Since in a double-logarithmic figure power

laws appear as straight lines, this is also illustrated in Fig. 3.4. The spectral exponent 3/2 is

also found for wave turbulence in driven systems, where it can be associated to a 2↔ (1+soft)

scattering process [8, 131]. This is why the authors of Ref. [8] called this thermalization scenario

turbulent thermalization.

The thermalization process in a cosmological context

Turbulent thermalization was developed to describe the reheating process of the scalar inflaton

field after cosmological inflation.6 According to this specific reheating scenario, the energy

density at early times after inflation is stored in the large coherent field φ(t) for small self-

coupling λ. These are exactly our coherent field initial conditions introduced in Eq. (2.62)

6Compare to Chapter 1, where we very briefly discussed inflationary cosmology.
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of Sec. 2.2.3. In order to compare systems with different initial conditions, we define the

characteristic energy scale

Qε = 4
√
λ ε/N , (3.21)

and note that for the considered initial conditions of Sec. 2.2.3, this scale is independent of

the coupling constant.

The evolution equations for this reheating scenario are commonly formulated in conformal

time and field variables [78, 121]. At sufficiently early times, the evolution equations in these

new variables take the approximate form of equations of motion in a static background. As

long as fluctuations are small, the coherent field follows its classical evolution equation(
∂2
t +

λ

6N
φ2(t)

)
φ(t) = 0 , (3.22)

where we assumed the massless case for simplicity and chose φa(t) = φ(t)δa,1. Since this leads

to φ(t) being a rapidly oscillating Jacobian elliptic function, we can also consider the behavior

of the envelope of the maximum field amplitude φ̄(t) as a function of time. For the subsequent

evolution one can identify three characteristic periods in time, which are parametrically given

as follows.

1. Instability for 0 � t � Q−1
ε log(λ−1): In this resonant regime, the field φ(t) is a periodi-

cally oscillating function with frequency characterized by the initial rescaled field amplitude

σ0 =
√
λ/(6N)φ(t0) and leads to the phenomenon of parametric resonance [79, 81]. In this

instability mechanism, the initial amplitude also determines the initial resonance band in mo-

menta for which an exponential growth of f(p, t) can be observed [81].7 The rapid growth of

fluctuations leads to strong non-linearities which broaden the resonance band and produce en-

hanced growth rates [87]. The instability regime ends when fluctuations are of order f ∼ 1/λ,

which occurs at t ∼ Q−1
ε log(λ−1). At this time, the coherent field has considerably decayed

into fluctuations and, as a consequence, a wide range of growing modes lead to a prethermal-

ization of the equation of state at the end of this early stage [141–143], while the distribution

function itself is still far from equilibrium.

2. Nonthermal fixed-point for Q−1
ε log(λ−1)� t� Q−1

ε λ−5/4: In this regime, the distribution

function becomes self-similar [8]. Elastic scattering processes dominate and a dual cascade

forms in distinct momentum ranges: A direct energy cascade towards the ultraviolet modes [8]

and an inverse particle cascade towards the infrared develop [7], as we have discussed above.

This scaling regime ends when typical momenta are of order unity. According to Eq. (3.10)

7The resonance band is different for scalar theories with N = 1 and N > 1 components. While for N = 1
modes in a narrow resonance band around p ≈ 1.27σ0 are unstable, for N > 1 all modes between 0 ≤ p ≤ σ0/

√
2

are enhanced. However, both cases lead to nonlinearities and scaling behavior.
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this occurs for

tQuant ∼ Q−1
ε λ−5/4 . (3.23)

3. Thermalization for t � Q−1
ε λ−5/4: In this regime elastic and inelastic processes lead to a

Bose-Einstein distribution. This regime is beyond the range of validity of classical-statistical

simulations. At sufficiently late times the classical evolution will always end up showing a clas-

sical thermal distribution with a temperature parameter TΛ depending on the Rayleigh-Jeans

cutoff Λ. The inability of the classical approach to describe this late-time thermalization stage

has been studied in detail in the literature [11, 106].

The characteristic time scales are given as weak coupling parametric estimates for our purposes.

In addition, some of the prefactors can be significantly different from one. For instance, the

time scale for the end of the instability regime is more accurately given by t ' (2γ0)−1 log(λ−1),

where γ0 ' 0.033Qε for the single component scalar field theory [81] is the largest growth rate

of the primary instabilities.

Basin of attraction for scalar nonthermal fixed point

As we argued above, both types of initial conditions of Sec. 2.2.3 lead to the same nonthermal

attractor. We show this in Fig. 3.5 for the distribution function λf at the example of a

single-component scalar field theory for three different initial conditions. Coherent field initial

conditions (2.62) have a large macroscopic field
√
λφ0 = 2.21Qε with no initial fluctuations

f(p, 0) = 0, while over-occupation initial conditions (2.61) were chosen with initial amplitudes

n0 = 39 as well as n0 = 7.5. The characteristic scale Qε given by (3.21) is kept constant,

thus fixing Q for given n0.8 While the single particle spectra are very different at initial time

(Qεt = 0), at late times the curves for all three distributions fall on top of each other. Hence,

both types of initial conditions belong to the basin of attraction for this nonthermal fixed

point.

A crucial property of the scaling regime is the strict independence of the scaling exponents α

and β and the scaling function fS(p) from model parameters, such as the value of the coupling

constant λ or the initial conditions such as the initial field value φ0. This is a powerful

consequence of a fixed point and thus, of universality, which finds its manifestation in the

self-similar behavior (3.1). The latter represents a reduction of the possible dependence of

the dynamics on variations in time and momenta, since it states that t−αf(p, t) only depends

8The simulations for the over-occupation initial conditions were performed on 2563 lattices, while for the
condensate driven initial condition we employ a 7683 lattice. We checked that smaller lattices lead to the same
observations. We use the lattice cutoff Λ/Qε = 15.3, where we have verified that the results are insensitive to
the cutoff. We employ a weak coupling λ = 10−4.
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Figure 3.5: The distribution function λf for three different initial conditions with
the same characteristic scale Qε. Gray curves show the systems at initial time while
colored curves correspond to the later time Qεt = 6100. One observes that the distri-
bution function becomes independent of the initial conditions at the later time.

on the product tβp instead of separately depending on time and momenta. Therefore (3.1)

represents a strong statement about the loss of information on the parameters of the underlying

system already at this transient stage of the nonequilibrium time evolution.

3.2.3 O(N)-symmetric scalar systems in more detail

The nonthermal fixed point of the N = 1 scalar system slightly differs from the generic

attractor shown in Fig. 3.4, that is valid for all N > 1. Based on Ref. [144], we will review

these subtle differences of the nonthermal fixed points for N = 1 and N ≥ 2 scalar components.

Moreover, using large lattices, we will study the non-thermal fixed point for the O(1) scalar

theory.9 We will point out that the inverse particle cascade, which has so far only been

established for O(N) symmetric theories with N ≥ 2 [7, 117, 146], also occurs for the sin-

gle component theory. This finding directly complements the investigations of Refs. [8, 21],

where the direct energy cascade has been studied for the single component theory while the

phenomenon of a dual cascade was not considered.

The fixed point attractor in Fig. 3.4 shows the main features of the nonthermal fixed point

in scalar field theories for all N ≥ 1. While we discussed the properties of the direct energy

cascade in Sec. 3.2.2, we will study the inverse particle cascade in Chapter 4. The case of

9Our results have been published in Ref. [120] and preliminary results have been included in [145].
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a single component scalar field theory (N = 1) is, however, special. It additionally involves

more features than illustrated in the graphic.

To understand this difference, we consider the condensate that we define here as the absolute

value φcond =
√∑

a(φ
a
cond)2 of the spatially averaged fields φacond =

∑
x ϕa(x)/N3

s .10 Being a

quickly oscillating function, we only consider its envelope φ̄(t). We show its evolution in Fig. 3.6

for single-component scalar field theories for the same initial conditions and discretizations

as in Fig. 3.5 above. For coherent field initial conditions, the condensate starts to decay

at t ∼ Q−1
ε log(λ−1), when the corrections from classical-statistical fluctuations change this

behavior dramatically and trigger a transient rapid field decay. This happens when the size of

fluctuations has grown such that their contribution to the energy density becomes comparable

to that from the macroscopic field. At this stage the evolution becomes strongly non-linear

and finally leads to a power-law decay of the field amplitude

φ̄(t) ∼ t−δ , (3.24)

with the observed exponent δ = 1/3 [8] given by the gray dashed line in Fig. 3.6. When start-

ing with over-occupation initial conditions, the condensate is formed by the inverse particle

cascade, which will be studied in Chapter 4. More importantly, once the condensate is created,

it starts to decay in Fig. 3.6 in the same way as for coherent field initial conditions in (3.24).

Hence, this decay is not caused by a specific choice of initial conditions and is a property of

the N = 1 scalar theory. Also note that the condensate φ̄ can be associated to the particle

density of condensed particles nc by the proportionality relation nc ∝ φ̄3 [8], and hence, decay

of φ̄ indeed results in a decay of nc ∼ t−1.

In contrast, the condensate barely decays φ̄ ≈ const for scalar theories with components N > 1,

as was pointed out in Ref. [144]. To understand this, let us consider a local condensate that can

be regarded as an inhomogeneous mean field φaloc(x) without the (quasiparticle) fluctuations

of the original field ϕa(x). One could approximate it by local averaging φaloc(x) ≈ 〈ϕa〉Ωx

with areas of Ωx large enough to considerably reduce fluctuation effects while small enough

to maintain the local inhomogeneities of the condensate.

The difference between N = 1 and N > 1 can now be understood by considering the evolution

of the local condensate φaloc and its time derivative φ̇aloc at a fixed spatial point x. We follow

Ref. [144] for the following discussion. For N = 1 there is only a single field component

φloc of the condensate and hence, the oscillations proceed in this field direction. For N > 1,

there are more field directions and therefore, the condensate has more options to oscillate

locally. These options are similar to different polarizations of a plane wave. One possibility is

10Note that this definition of the condensate only applies for single run results. Therefore, φ2
cond is a sum

of the coherent field squared φ2 = 〈ϕ〉2 and the zero mode of the statistical propagator F (p = 0)/V . While
the coherent field decays during the early instability stages of the evolution, a condensate is created in the zero
mode. This condensation mechanism we will be discuss in Chapter 4. For our purpose, we will not distinguish
between these contributions to the condensate here.
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that the field vector φaloc is proportional to its derivative φ̇aloc at every instant of time. This

situation resembles a linearly polarized wave and is analogous to the N = 1 theory. Another

possibility is that φaloc and φ̇aloc are orthogonal to each other such that the local amplitude φ̄loc

remains approximately constant. This situation is similar to a circularly polarized plane wave.

Analytical arguments [144] suggest that the circularly polarized condensate is energetically

favored over a linear or, more generally, an elliptical polarization. Since circular motion

carries an angular orbital momentum, the circular orbit of the local condensate carries a large

local density of at least one of the conserved charges of the form ∼ ρabloc = φ̇alocφ
b
loc − φ̇blocφ

a
loc.

Because of global charge conservation, the volume average over the charges ρabloc is zero while

they locally differ. Hence, the reason for the different evolution of the (global) condensate φ̄ is

that the condensate locally carries a large conserved charge density for N > 1 that is absent

for N = 1 [144, 146].

Let us now study the evolution of the distribution function of a single-component scalar system.

We use coherent field initial conditions with the same parameters as in Fig. 3.6. Thus we

will encounter the instability dynamics described in Sec. 3.2.2 at early times as well as direct

consequences of the condensate decay. We show our results for the evolution of the distribution

function11 in Fig. 3.7. At early times Qεt = 160 and 240 one observes the resonance behavior

of the instability stage for N = 1. The resonance peak occurs first around p∗/Qε ≈ 1.1 and its

location is proportional to the amplitude of the condensate at early times, p∗ = 0.52
√
λφ0 [81].

A major difference to N > 1 cases is that a ‘bump’ remains also at later times during the

nonthermal fixed-point stage of the evolution approximately at the same location as the pre-

vious resonance peak. Its location is also proportional to the condensate φ̄ and is thus shifted

to softer momenta as the condensate decays [8]. The ‘bump’ serves as a source for energy

and particles, leading to momentum-scale invariant energy and particle fluxes towards the

ultraviolet and the infrared, respectively, which manifests itself in different momentum power

laws to the left and to the right of the still visible ‘bump’ in Fig. 3.7. Remarkable, it is this

very situation of wave turbulence that we mentioned in Sec. 3.1.2, however, now in an isolated

system far from equilibrium. In this case, wave turbulence is a consequence of the additional

‘bump’ acting like a source in the system.

On the double logarithmic plot the power-laws are well described by straight lines with different

slopes, corresponding to different values of the spectral power law exponent κ of Eq. (3.8) in

distinct momentum ranges. The spectrum at Qεt = 7100 is compared to three power laws

with the exponents

κS = 4.5 , κM =
4

3
, κH =

3

2
. (3.25)

11In order to display the whole inverse particle cascade, we used rather large lattices up to 7683. Moreover,
to cover the entire range of momenta shown in Fig. 3.7, we actually combined the data from two simulations
with different lattice cutoffs Λ/Qε = 10.2 and Λ/Qε = 15.3. In the overlapping momentum regions the two
simulations agree to very good accuracy. We emphasize that this is only done for presentational purposes.
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The hard scale exponent κH = 3/2 describes the energy cascade towards higher momenta and

results from effective 2 ↔ (1 + soft) processes involving the condensate [8, 21]. The inverse

particle cascade towards lower momentum modes shows two distinct momentum regimes de-

pending on the size of the occupation numbers f(p) in each regime. For λf(p) . O(1) the

weak wave turbulence exponent κM = 4/3 describes the transport of particles [8]. This is

another difference of the N = 1 theory since this turbulent region between the ‘bump’ and

the steep power law at low momenta is absent in theories with N > 1 since this ‘bump’ is also

absent there. In the non-perturbative regime of ultrasoft momenta where λf(p) & O(1), the

steep power law with exponent κS = 4.5 is part of a more general stationary function fS(p)

that flattens considerably towards the deep infrared, as we will discuss in Sec. 4.1. This region

is common to all N ≥ 1 theories and has been depicted above in Fig. 3.7.

We emphasize that the entire inverse particle cascade, which is described by κM and the

scaling function fS(p) in the non-perturbative regime, can be understood in terms of elastic

processes only. We note that while the perturbative region with κM can be understood in wave

turbulence from the leading 2 ↔ 2 scattering collisions term, the dynamics in the enhanced

region is a consequence of an emergent effective scattering matrix element for 2↔ 2 processes,

which can be described in terms of a momentum dependent effective coupling λeff(p) [7, 89,

117]. This vertex-resummation is based on a systematic large-N expansion to next to leading

order of the 2PI effective action for the N -component scalar quantum field theory. Therefore,

it is remarkable that one finds this predicted region also for the single-component field theory.

We finally note that in Ref. [144] the emergence of the ‘bump’ and the condensate decay of

the N = 1 theory are studied analytically. It is argued that number changing 4→ 2 processes,

where the incoming particles are soft and the outcoming ones are at larger momenta, may be

the main reason for this decay. Parametric estimates show that the condensate is expected

to decay to particles at the location of the ‘bump’ in the distribution. This is different for

N > 1 where the 4→ 2 processes cannot consist of 4 soft incoming particles because of charge

conservation. Instead, one of the incoming particles has to be from the remaining spectrum.

This has two consequences. The condensate decay rate is strongly suppressed compared to the

N = 1 case. Moreover, the scattering region for outcoming particles is not bound to a narrow

momentum range any more, which explains the absence of the ‘bump’ for N > 1.
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3.3 Nonthermal fixed points from kinetic theory

In this section we choose an analytic approach to nonthermal fixed points in non-expanding

media based on kinetic descriptions. These have an overlapping range of validity with classical-

statistical simulations for 1 � f � 1/λ, and similar for gauge theories with the substitution

λ 7→ αs [12, 13, 104]. In Refs. [8, 131, 147] perturbative kinetic theory has been successfully

applied to explain the self-similar evolution close to nonthermal fixed points as well as in

the context of wave turbulence. This review gives further insight into the above discussion of

nonthermal fixed points in scalar and gauge theories. It also sets the stage for non-perturbative

extensions of the kinetic framework for scalar field theory in Sec. 4.2 that account for large

occupancies that typically occur at low momenta.

In a kinetic framework, the dynamics is formulated in terms of the single-particle distribution

function f(p, t). The latter obeys for spatially homogeneous systems the kinetic (or Boltz-

mann) equation

∂f(p, t)

∂t
= C [f ] (p, t) , (3.26)

with a generic ‘collision integral’ C [f ] (p, t) that depends on the theory and the approximation

employed. In general, it is a sum over all possible collisions of quasiparticles with in- or outgoing

momentum p that are allowed by the underlying theory. Hence, the kinetic equation (3.26) is

a rate equation for the distribution function that counts gain and loss of quasiparticles with

momentum p. Isotropy further allows to simplify Eq. (3.26) by averaging over the direction

of the external momentum p.

Nonthermal fixed points can be characterized by the self-similar evolution of Eq. (3.1). This

form, merely involving the scaling exponents α and β as well as the scaling function fS(p),

strongly reduces the possible dependence of the distribution function f(p, t) on variations in

time and momenta. The self-similar form in Eq. (3.1) can be rewritten as

f(p, t) = sα/βf(sp, s−1/βt) , (3.27)

where s is an arbitrary scaling parameter. For s = tβ and fS(p) ≡ f(p, 1) one indeed recovers

the scaling form in Eq. (3.1). This leads to the scaling behavior of the collision integral with

exponent µ

C[f ](p, t) = s−µC[f ](sp, s−1/βt) = t−βµC[fS ](tβp, 1) . (3.28)

This exponent is a function of the scaling exponents α and β, of the spatial dimensional

d, and it depends on the type of scattering processes that dominate the dynamics in the

considered scaling region. The self-similar evolution implies for the left hand side of the
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kinetic equation (3.26)

∂

∂t

[
tα fS(tβp)

]
= tα−1 [α+ β q · ∇q] fS(q)|q=tβp . (3.29)

Comparing both sides of the kinetic equation, one arrives at a scaling relation for the temporal

exponents

α− 1 = −βµ , (3.30)

and an equation that determines the fixed point distribution fS(p)

[α+ β p · ∇p] fS(p) = C[fS ](p, 1) . (3.31)

Further relations can be obtained by imposing energy conservation or particle number conser-

vation. As demonstrated in Sec. 3.1, these lead to

α = βd if particle number,

α = (β + z)d if energy density (3.32)

is conserved in momentum space within the scaling region. Here we generalized the dispersion

relation to scale as ω(p) = s−zω(sp), where for instance z ≈ 1 for relativistic theories above

the mass scale.

The collision integral of an n↔ m scattering process can be decomposed into

Cn↔m[f ](p) =

∫
dΩn↔m

d |Mn↔m|2 Fn↔m[f ] . (3.33)

Here
∫
dΩn↔m

d is the integration measure of an n↔ m scattering process in d spatial dimen-

sions, |Mn↔m|2 is the matrix element of the specific interaction and Fn↔m[f ] involves the

gain minus loss structure that contains the distribution function and accounts for the in- and

outgoing quasiparticles. The details of the underlying field theory enter the matrix elements

|Mn↔m|2. The latter can be derived from nonequilibrium quantum evolution equations in

the two-particle irreducible (2PI) framework [117, 148] or they can be computed directly in

perturbation theory [12, 149].

In the following, we specify the type of interactions we will consider for scalar and gauge

theories. We will concentrate on solving the scaling relation (3.30) for the different conservation

laws and we will comment on relations to wave turbulence at suitable places.
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3.3.1 Scalar systems

For relativistic scalar systems, the leading interactions in perturbation theory are elastic scat-

tering processes 2 ↔ 2 and 2 ↔ (1 + soft), where the soft particle belongs to the conden-

sate [8, 13, 106]. For 2↔ 2 scatterings, the integration measure reads∫
dΩ2↔2

d ({pi}) =

∫
ddp2

(2π)d
ddpd
(2π)d

ddp4

(2π)d
(2π)

δ(ω1 + ω2 − ω3 − ω4)

2ω1 2ω2 2ω3 2ω4

× (2π)d δ(d)(p1 + p2 − p3 − p4) , (3.34)

with the abbreviation ωi ≡ ω(pi) =
√
m2 + p2

i and with p ≡ p1. The matrix element for

elastic scatterings of scalar particles is at leading order in perturbation theory just a constant

given by

|M2↔2
scalar|2 = λ2 N + 2

6N2
. (3.35)

In particular, note that it is independent of the distribution function or momenta. The function

F 2↔2[f ] that involves the distribution function reads

F 2↔2[f ]({pi}) = (1 + f1)(1 + f2)f3f4 − f1f2(1 + f3)(1 + f4)

f�1
≈ (f1 + f2)f3f4 − f1f2(f3 + f4) . (3.36)

It incorporates the information that p1 and p2 are incoming and p3 and p4 are outgoing quasi-

particles, and the factors (1+fi) stem from Bose enhancement. In the last line of Eq. (3.36) we

used that f � 1 for typical momenta. The collision integral with this approximation describes

the dynamics of a classical field theory [12, 13]. On the other hand, our perturbative approach

requires f � 1/λ since otherwise for λf ∼ 1 an infinite number of collision processes becomes

of the same order and perturbation theory breaks down. Hence, one may use the above kinetic

equation in the regime 1/λ� f � 1 to describe the dynamics of the quantum field theory.

We will now consider the scaling behavior in Eq. (3.27) in this overlapping region for hard

momenta p � m. Plugging this scaling ansatz into the above equations yields the scaling

relations ∫
dΩ2↔2

d ({pi}) = s−3d+4+(d+1)

∫
dΩ2↔2

d ({spi}) ,

F 2↔2[f ]({pi}) = s3α/β F 2↔2[f ]({spi}) , (3.37)

which lead to

µ2↔2 = 2d− 5− 3α/β . (3.38)
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Together with the conservation laws in Eq. (3.32), the scaling exponents read

rel. 2↔ 2 particle transport: α = −d
5
, β = −1

5
,

rel. 2↔ 2 energy transport: α = −d+ 1

7
, β = −1

7
. (3.39)

The 2 ↔ (1 + soft) collision integral can be deduced from the 2 ↔ 2 scatterings by replacing

the distribution at internal pk momenta f(pk, t) 7→ f(pk, t) + nc(2π)dδ(d)(pk), which includes

the condensate nc. While the collisions without a condensate are the original 2↔ 2 scatterings

and the collisions with more than two condensate particles are phase space suppressed, the

collisions with exactly one condensate factor form the 2 ↔ (1 + soft) collision integral. One

can then separate the equation into two, by grouping parts that are proportional to δ(d)(p)

into a separate equation than the residual parts. The resulting equations can for instance be

found in Ref. [8]. For instance, this procedure reduces the number of factors of the distribution

function in the functional F 2↔2 of Eq. (3.36). In the classical approximation, one has three

factors which is reduced to only two in F 2↔(1+soft), which has important consequences on the

scaling behavior. For our discussion of scaling properties, we only state how the integration

measure and of the function F scale:∫
dΩ

2↔(1+soft)
d ({pi}) = s−2d+3+(d+1)

∫
dΩ

2↔(1+soft)
d ({spi}) ,

F 2↔(1+soft)[f ]({pi}) = s2α/β F 2↔(1+soft)[f ]({spi}) , (3.40)

which leads to

µ2↔(1+soft) = d− 4− 2α/β . (3.41)

Together with the conservation laws in Eq. (3.32), the scaling exponents read

rel. 2↔ (1 + soft) particle transport: α = −d
4
, β = −1

4
,

rel. 2↔ (1 + soft) energy transport: α = −d+ 1

5
, β = −1

5
. (3.42)

For the direct energy cascade in scalar systems discussed in Sec. 3.2.2 we noted the values

α = −4/5 and β = −1/5. Thus, they can be explained by 2↔ (1 + soft) scattering processes.

The values for α and β in both types of elastic scatterings in Eqs. (3.39) and (3.42) are negative

for both conservation laws. This is a general property of n ↔ m scattering processes with

constant matrix elements [118]. This indicates that a self-similar solution of the form given

by Eq. (3.27) only allows for transport of conserved quantities from lower to higher momenta,

i.e. it only allows a direct cascade. In particular, if we want to have an inverse cascade within

this perturbative kinetic theory, we need to change our scaling ansatz (3.27). On the other
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hand, the perturbative description is not valid for large occupancies f & 1/λ that typically

occur at low momenta. We will discuss these issues in Sec. 4.2 where we will introduce the

vertex-resummed kinetic theory that extends the perturbative kinetic framework and is also

valid for high occupancies.

3.3.2 Non-Abelian plasmas

The kinetic evolution of non-Abelian plasmas with an over-occupied initial distribution has

been studied in Refs. [70, 72, 104, 130, 150]. The elastic 2 ↔ 2 scattering processes are the

leading contribution in a naive power counting of the coupling. However, near-collinear split-

tings in inelastic n↔ n+1 collisions strongly enhance the corresponding collision integrals and

become of the same order as elastic processes. Resummation of the leading near-collinear con-

tributions results in an effective inelastic 2↔ 3 scattering process, which has been developed

in Ref. [149]. Hence, this (AMY) effective kinetic theory involves both elastic and inelastic

processes and describes a consistent effective kinetic framework for non-Abelian gauge theo-

ries. Since a linear dispersion relation is assumed this effective kinetic theory is only valid

for momenta above the Debye mass of Eq. (3.18), i.e. p & mD. Moreover, the collision inte-

grals rely on a perturbative derivation in the coupling. Therefore, its range of validity is also

limited to weak couplings αs � 1 and occupation numbers satisfying f < 1/αs. This kinetic

framework also involves screening effects that we will comment on below. For non-expanding

plasmas, this framework has been used numerically by Refs. [104, 130]. To further simplify

the discussion, we will concentrate on elastic processes.

The collision integral for elastic scatterings can be written in the generic form in Eq. (3.33).

The integration measure
∫
dΩ2↔2

d and the operator F 2↔2[f ] are given by Eqs. (3.34) and

(3.36), respectively, where we use again the classical approximation f � 1. The dispersion

relation in the non-Abelian case is massless p0 = ω(p) = p. For non-Abelian SU(Nc) gauge

theories, the scattering matrix element at leading order is given by [149]

|M2↔2
gauge({pi})|2 = 64π2α2

sN
2
c

(
3− tu

s2
− su

t2
− ts

u2

)
, (3.43)

where s = (pµ1 + pµ2 )2, t = (pµ1 − p
µ
3 )2 and u = (pµ1 − p

µ
4 )2 are the Mandelstam variables with

(pµ)2 = (p0)2 − p2. The matrix element diverges in the limit t = (pµ1 − p
µ
3 )2 → 0 for collisions

with small or collinear momentum transfer. To avoid these divergences, it is necessary to

consider screening effects. These are included in the (AMY) effective kinetic framework, and

the elastic scattering matrix element is regulated by the Debye mass mD given by Eq. (3.18).

With these modifications in mind, we can consider two types of collisions, large angle scatter-

ings that do not lead to the above mentioned divergences, and small angle processes that need
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to be regularized. As we will discuss shortly, in both situations one obtains the same scaling

exponents α and β in the self-similar scaling regime.

Let us start with large-angle scatterings. Since the matrix element (3.43) is dimensionless and

the only dimensionful quantity it involves are momenta pi, it is straight forward to check that

it does not change under rescalings with s. Hence, the collision integral has the same scaling

exponent µ as for elastic collisions in scalar systems (3.38). We thus recover the same scaling

exponents as in Eq. (3.39) for scalars. Energy density conservation for typical hard momenta

finally implies

α = −d+ 1

7
, β = −1

7
. (3.44)

To discuss the scaling behavior for small angle scatterings, we use the small-angle approxima-

tion of the collision integral, which will be useful for the upcoming discussion of scaling phenom-

ena in longitudinally expanding plasmas in Sec. 5.3.3. Kinetic equations employing a small-

angle approximation have been derived in Refs. [67, 151] for non-Abelian gauge theories in the

context of heavy-ion collisions. The approximation mainly consists of a Taylor expansion of the

collision integral to leading non-vanishing order in the transferred momentum q = |p3 − p1|.
With the expanded expressions for the Mandelstam variables s = 2 p1 p2(1− (p1 p2)/(p1 p2)),

t ' −q2(1 − (p1 q)/(p1 q) + O(q2/p2
1)) and u ' −2 p1 p2(1 − cosθ12 + O(q/pi)), the t-channel

of the matrix element |M2↔2
gauge|2/(64π2α2

sN
2
c ) in Eq. (3.43) becomes

−su
t2
' 4

p2
1 p

2
2

q4

(
(1− (p1 p2)/(p1 p2))2

(1− (p1 q)/(p1 q))2
+O

(
q

pi

))
. (3.45)

Small momentum transfer thus strongly enhances the matrix element, which justifies the small-

angle expansion. In the small-angle approximation, the elastic collision integral becomes a total

divergence C2↔2
small−angle ' −∇pj, where j can be interpreted as the particle flux in momentum

space. For non-Abelian gauge theories, the approximated collision integral reads [150]

C2↔2
small−angle = ∇p (q̂ ∇pf + η−1 p/p f(1 + f)) . (3.46)

The Boltzmann equation has become a Fokker-Planck equation in momentum space with the

(diffusion and drift) parameters

q̂ = 4πα2
sN

2
c L

∫
ddq

(2π)d
f(q)(1 + f(q)) , η−1 = 4πα2

sN
2
c L

∫
ddq

(2π)d
2
f(q)

q
, (3.47)

where L =
∫
dq/q is regularized at low momenta by the screening mass and at high momenta

by some typical momentum. With the classical approximation f � 1, the collision integral
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thus scales as

C2↔2
small−angle[f ](p, t) = s−(d−2−3α/β)C[f ](sp, s−1/βt) , (3.48)

which leads to the scaling exponent

µ2↔2
small−angle = d− 2− 3α/β . (3.49)

For the considered case of d = 3 spatial dimensions, this is the same scaling behavior as

for elastic collisions in scalar systems (3.38) and implies the same scaling exponents as for

large-angle scatterings in Eq. (3.44).

The effective kinetic theory has been used in Ref. [104] to describe the self-similar dynamics of

an over-occupied non-Abelian plasma. The authors showed both analytically and numerically

using the effective kinetic theory that non-Abelian plasmas indeed exhibits self-similar scaling

behavior at the fixed point with the exponents of Eq. (3.44) for d = 3 dimensions. They

also showed that these scaling exponents are consistent with a self-similar evolution with both

elastic 2 ↔ 2 and effective inelastic 2 ↔ 3 processes. Moreover, these are the same scaling

exponents as obtained in classical lattice simulations that we reviewed in Sec. 3.2.1. Indeed,

it was demonstrated in Ref. [104] that the distribution function obtained from kinetic theory

matches the distribution extracted from classical lattice simulations.

The scaling function fS(p) can also be explained using a perturbative treatment. As we have

already noted in Sec. 3.2.1, one observes a power law p−κ for momenta p . ptyp, with an expo-

nential decrease for higher momenta. The spectral exponents κ = 4/3 and κ = 3/2 observed in

Refs. [16, 17] were explained by elastic 2↔ 2 and 2↔ (1 + soft) processes, respectively, using

corresponding 2PI processes. The scaling function at late times was obtained in Ref. [104] us-

ing the effective kinetic framework discussed above. It was shown that the spectral exponent

becomes κ = 1 eventually, which turns out to be a consequence of the combination of 2 ↔ 2

and effective inelastic 2↔ 3 processes.
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3.4 Summary

We have seen in this chapter that nonthermal fixed points in Minkowski space-time involve

scaling regions that are described by a self-similar evolution f(p, t) = tα fS(tβp). The scaling

exponents α and β and the scaling function fS(x) determine the scaling region. Each scaling

regime can only contain one conserved quantity locally, which is usually either particle or

energy conservation. Moreover, nonthermal fixed points can be understood as extensions of

renormalization group fixed points of critical behavior in thermal equilibrium to our far-from-

equilibrium situations.

We have also discussed the thermalization process in weakly coupled non-expanding systems.

Starting from over-occupied initial conditions (or from strong classical fields), the system

approaches a nonthermal fixed point, losing the memory about details of the initial conditions.

This stage is governed by classical dynamics for large enough occupancies f � 1. As soon as

occupation numbers become of order unity f ∼ 1, quantum corrections to the dynamics become

important and the system leaves the nonthermal attractor. At this point, typical momenta

have reached the temperature scale ptyp ∼ T and the system enters its final thermalization

stage, where correlations of the system approach their thermal form.

We have given an overview of nonthermal fixed points in isolated non-Abelian gauge and scalar

systems, both numerically with classical-statistical simulations and analytically with kinetic

equations. The non-Abelian plasma exhibits a scaling region with scaling exponents α = −4/7

and β = −1/7, which characterizes a direct energy cascade to higher momenta and drives the

thermalization process. Its scaling function follows a power law fS(p) ∼ p−κ up to a typical

hard momentum and falls off rapidly afterwards. The value for κ is 4/3 at early times and

changes to 1 at late times. The dynamics is governed by elastic 2 ↔ 2 and effective inelastic

2↔ 3 scattering processes.

The nonthermal fixed point of the O(N)-symmetric scalar field theory exhibits a dual cascade,

one at low momenta with large occupation numbers f & 1/λ and the other one at higher

momenta with lower occupation numbers f � 1/λ. The highly occupied region involves an

inverse particle cascade from higher to lower momenta and will be studied in the next chapter.

The scaling region at larger momenta describes a direct energy cascade from lower to higher

momenta with scaling exponents α = −4/5 and β = −1/5. The functional form is fS(p) ∼ p−κ

with κ ≈ 3/2 and a subsequent rapid decrease at very hard momenta. The dynamics is mainly

governed by 2↔ (1 + soft) scattering processes involving the condensate.

A subtle difference exists between scalar systems with N = 1 and N ≥ 2 components. For

the latter, a local condensate in the system carries an approximately conserved charge that

is similar to the spin in circularly polarized light. This protects the condensate from a rapid

decay. However, in single-component scalar systems, such a conserved charge is absent. As a
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consequence, the condensate decays as a power law in time into a narrow momentum region,

which appears as a ‘bump’ in the distribution function. Acting as a source for particles and

energy, it becomes the separating point for the two branches of the dual cascade. In particular,

an additional power law region f(p) ∼ p−κ with κ = 4/3 emerges for not too large occupation

numbers f . 1/λ above the soft momenta where occupancies become large f ∼ 1/λ and below

the location of the ‘bump’. This new region can be understood as part of the inverse particle

cascade at lower momenta. The complete particle cascade of the N = 1 scalar field theory

thus consists of this part with occupancies f . 1/λ and of the highly occupied sector at even

lower momenta with larger occupancies f & 1/λ.



Chapter 4

Universality class of condensation

dynamics

We study in this chapter the far-from-equilibrium infrared dynamics of scalar field theories

close to their nonthermal fixed point. In the previous chapter, we have already discussed

general properties of nonthermal fixed points and we have illustrated the nonthermal fixed

point of scalar systems in Fig. 3.4. The dynamics is governed by a dual cascade, with a direct

energy cascade at hard momenta for f . 1/λ [8, 21] and an inverse particle cascade for the

highly over-occupied region at low momenta with f & 1/λ [7, 9, 117]. While the energy

cascade and the thermalization dynamics were covered in Sec. 3.2.2, we concentrate here on

the self-similar scaling region at low momenta which describes the dynamics of Bose-Einstein

condensation via an inverse particle cascade [89].

Our results are compared to nonrelativistic scalar systems that are used to model ultracold

Bose gases. There, the nonthermal fixed point has a similar dual cascade structure as for the

relativistic case illustrated in Fig. 3.4. However, the scaling properties of the direct energy

cascade at hard momenta do not agree with the relativistic case [8]. Another difference is that

the nonrelativistic system conserves the total particle number density whereas in the relativistic

theory number-changing processes are possible. On the other hand, a similar inverse particle

cascade was found in nonrelativistic theories as in the relativistic case [10, 22–24, 89, 91–93],

also describing Bose condensation out of equilibrium [89, 92, 94–96].

We study this low momentum scaling region with two different methods, as illustrated in

Fig. 4.1. For high occupancies of typical modes f � 1, classical-statistical simulations are

applicable and allow us to measure the scaling properties of the infrared region for scalar the-

ories. In Sec. 4.1 we will find the same scaling properties within our numerical uncertainties

for different numbers of field components N in the relativistic theory and we will be able to

65
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Figure 4.1: Schematic scaling form of the scalar occupation number distribution
f as a function of momentum. Classical-statistical field theory is valid for f � 1.
Kinetic theory is restricted to f � 1/λ. In scalar field theory, a ‘vertex-resummed’
kinetic description from a 1/N -expansion at NLO can additionally describe the IR
momentum range, as will be shown in this chapter.

describe Bose-Einstein condensation quantitatively. Moreover, we will find that also nonrela-

tivistic scalar systems share the same scaling properties. This will allow us to define a broad

universality class at low momentum modes.

We give an analytical explanation in terms of scatterings of quasiparticle in Sec. 4.2. Since

the large occupancies at low momenta lead to strongly nonlinear dynamics, this regime is not

well described by standard kinetic theory where the soft momentum region is approximated

by an additional single zero mode. Such a perturbative kinetic description leads to a finite

condensation time tcond and to a self-similar evolution in the time difference tcond−t [152, 153],

which will be discussed in Sec. 4.2.1. The reason why it is not able to describe our simulation

results lies in the fact that the perturbative approximation relies on occupancies being small

compared to 1/λ, which is not fulfilled in the infrared for our over-occupied systems. This

limitation is illustrated in Fig. 4.1. One also observes there that the (perturbative) kinetic

theory has an important overlap with classical-statistical simulations for 1/λ� f � 1, which

we used in Sec. 3.3.1 to analyze nonthermal fixed points analytically.

Instead, we use a vertex-resummed kinetic theory in Sec. 4.2.2, which is based on an expansion

in the number of field components N to next-to-leading order [114, 154] and is expected to

describe the infrared region with large occupancies f & 1/λ correctly (see Fig. 4.1). The

approach incorporates important vertex corrections [7, 89] and extends well-established kinetic
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descriptions [8, 131, 147] to the non-perturbative regime of over-occupied modes. A more

general transport equation that also incorporates off-shell processes is discussed at the end

of Sec. 4.2.2. While this framework reduces to the vertex-resummed kinetic theory in the

on-shell limit, it can be used to study dependencies on the anomalous dimension η introduced

in Sec. 3.1.

Main results of this chapter are summarized in Sec. 4.3.1

4.1 Universality from lattice simulations

As we have discussed in Sec. 3.2.2, the different cascades of the nonthermal fixed point of scalar

systems in Fig. 3.4 exhibit a self-similar evolution of the form f(p, t) = tα fS(tβp) (Eq. 3.1) in

a given scaling regime. In the following, all quantities are considered to be dimensionless by

use of some suitable momentum scale, which is specified below.

The scaling properties can be different for scaling regimes in different momentum regions. For

instance, we already discussed in Sec. 3.1 that one finds β < 0 indicating a direct cascade at

large momenta while in the infrared, the inverse cascade requires a different sign, i.e. β > 0.

Similarly, the scaling exponent α and the scaling function fS(p) may differ in different scaling

regions. Interestingly, two theories can share the same universal properties in one scaling region

while they may differ significantly in another scaling region. For relativistic and nonrelativistic

scalar systems, the scaling regions at large momenta differ [8]. Despite this difference, we will

find the same scaling behavior at low momenta for relativistic and nonrelativistic theories in

this section.

In the following we will compute the exponents α, β and the scaling function fS of the self-

similar distribution (3.1) in the infrared regime using classical-statistical simulations. We will

start with O(N) symmetric relativistic scalar fields.

4.1.1 Self-similar dynamics from classical-statistical simulations

We start our evolution with over-occupation initial conditions (2.61) with initial amplitude

n0 = 125, such that the initial distribution reads f(p, 0) = 125/λΘ(Q − p). All quantities

shown will be made dimensionless by appropriate powers of the typical scale Qε = 4
√
λε/N that

was introduced in Eq. (3.21). For the considered over-occupation initial condition, one has ε ∼
NQ4/λ such that Qε becomes independent of the coupling and the number of field components.

Specifically, the scale Q in the initial conditions can be related to Qε by Q ≈ 0.8Qε. Because

1We have published most results of this chapter in Ref. [118]. Since this project was done in close collabo-
ration with Asier Piñeiro Orioli, some of the following content may also enter his upcoming doctoral thesis.
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of our choice of the initial conditions, we always plot rescaled functions f(p, t) 7→ λ f(p, t) such

that this combination also becomes independent of the coupling.

As we discussed in Sec. 2.3.2, we use large lattices to improve numerical statistics. For the

N = 2 component theory, computations were made on a large 7683 lattice with lattice spacing

Qεas = 0.9 and we additionally averaged over five realizations. For N = 4 we employed a 5123

lattice with spacing Qεas = 1.8 and averaged over 18 − 50 realizations. We checked that for

N = 2 all shown results are insensitive to the lattice spacing and the volume. For the relevant

infrared quantities this is to good accuracy also the case for the coarser lattices employed for

N = 4.

We study the evolution of the distribution function for the relativistic N = 2 component theory

in Fig. 4.2 close to the nonthermal fixed point. There we concentrate on the low-momentum

part of the distribution and analyze its infrared scaling properties. We show in the figure the

evolution of the rescaled distribution function (t/tref)
−αf(p, t) as a function of the rescaled

momentum (t/tref)
βp, where the reference time Qε tref = 600 is the earliest time shown. In

the inset, the original (unscaled) distribution f(p, t) is shown for comparison at different times

together with the initial distribution. With the appropriate choice of the scaling exponents α

and β, all the curves at different times lie remarkably well on top of each other after rescaling.

This is a clear sign of the self-similar dynamics (3.1) near a nonthermal fixed point. The

scaling exponents obtained are

α = 1.51± 0.13 , β = 0.51± 0.04 , (4.1)

where the error bars are due to statistical averaging and fitting errors, which is further de-

scribed in App. C.1. The distribution function for the relativistic theory in Fig. 4.2 turns out

to be well described by the fit (gray dashed line)

fS(p) ' a

(p/b)κ< + (p/b)κ>
, (4.2)

with spectral exponents κ< ' 0.5 and κ> ' 4.5. We note that the value for κ> is rather close

to those obtained for stationary turbulence in nonrelativistic systems [10]. The parameters a

and b can be understood as normalizations of the distribution function f and its momentum

p. A scaling function fS(p) is universal up to such non-universal normalizations that contain

system-dependent aspects.

The observed values for the scaling exponents (4.1) satisfy remarkably well the relation

α ≈ 3β , (4.3)

in d = 3 spatial dimensions, which implies particle number density conservation as we dis-

cussed in Sec. 3.1. Notice that since we consider here a relativistic theory, particle number
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Figure 4.2: Rescaled distribution function of the relativistic two-component theory
as a function of the rescaled momentum for different times. We have chosen the
reference time Qε tref = 600. The gray dashed line illustrates the scaling function of
Eq. (4.2). The inset shows the original distribution without rescaling.

conservation within a momentum region is not necessarily expected. Together with the positive

value of β > 0, we conclude that particle number is being transported towards low momenta,

thus confirming an inverse particle cascade.

In order to check for a possible dependence of the infrared scaling properties on the number of

field components, we also perform lattice simulations for N = 4. Fig. 4.3 shows (t/tref)
−αf(p, t)

as a function of (t/tref)
βp. The curves corresponding to different times lie again on top of each

other after the rescaling, signaling a self-similar evolution with scaling function (gray dashed

line) given by Eq. (4.2). We extract the exponents as above using the analysis of App. C.1

α = 1.65± 0.09 , β = 0.59± 0.03 . (4.4)

To estimate systematic errors, we investigate how the values for the exponents α and β depend

on the reference time tref at which we start our self-similarity analysis. To this end, we perform

our self-similarity analysis of App. C.1 for different reference times tref. Similar to our plots

4.2 and 4.3, this analysis proceeds by rescaling the distribution function at several later times

in the range from tref up to 4− 5 tref and comparing the rescaled curves to the distribution at

the reference time. In Fig. 4.4, we show the extracted values for α and β as a function of the

reference time for N = 4. One finds that the exponents α and β approach the values 1.5 and

0.5 as time evolves. For the relativistic two-component system as well, the exponents α and β

are found to start from larger values at early reference times than the ones given in Eq. (4.1),
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and then decrease to the latter.

These values for the scaling exponents, together with the scaling form of the distribution

function compare well to those for the relativistic N = 2 component system. Within statistical

errors we find no indication for a strong dependence of the corresponding universality class

on the number of field components N . The scaling exponents of the infrared region are

approximately

α ≈ 1.5 , β ≈ 0.5 , (4.5)

while the scaling function follows the form of Eq. (4.2). However, small discrepancies in α,

β and fS are still possible. These could occur in the presence of a non-vanishing anomalous

dimension η, which we discuss in Sec. 4.2.3 in more detail.

A recent study [144] confirmed our observation that the scaling function fS(p) given by

Eq. (4.2) is the same for a different number of field components.2 This approximate N -

independence of the fixed point distribution fS(p) is observed for relativistic scalar theories

with N = 1, 2, 3, 4, 8 field components. This is truly remarkable since, as pointed out there,

different N imply different condensate and topological structures in the lattice configurations,

which, in a dissipative setup, can lead to different N -specific forms for the distribution func-

tion. However, such a difference is not observed in our numerical simulations. Our results thus

indicate that the infrared scaling region is part of a universality class for a different number of

field components N . In Sec. 4.2.2 we will find a description for the observed universal scaling

behavior in terms of a vertex-resummed kinetic theory.

4.1.2 Universality with nonrelativistic Bose gases

We now compare our previous results obtained for relativistic scalar systems to nonrelativistic

scalars describing ultracold quantum gases.

We employ over-occupation initial conditions similar to Eq. (2.61) where we initialize the

distribution function as f(p, t = 0) = 50/(2mgQ) Θ(Q−p) and consider no condensate initially.

For the plots we typically average over 10 realizations on a lattice with 5123 points and a

lattice spacing as such that Qas = 1, where we checked insensitivity of our infrared results to

cutoff changes. We always plot dimensionless quantities obtained by the rescalings f(p, t) 7→
f(p, t) 2mgQ, t 7→ tQ2/(2m) and p 7→ p/Q. This reflects the classical-statistical nature of the

dynamics in the highly occupied regime. It has the important consequence that if we measure

time in units of 2m/Q2 and momentum in units of Q then the combination f(p, t) 2mgQ does

not depend on the values of m, g and Q [97].

2There is only a small difference in the deep infrared spectral exponent κ<. While we observe κ< ' 0.5,
Ref. [144] reports of a flat distribution in the deep infrared with κ< ' 0.
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Figure 4.5: Rescaled distribution function of the nonrelativistic theory as a function
of the rescaled momentum for different times. We have chosen the reference time
tref Q

2/(2m) = 300. The inset shows the original distribution without rescaling.

In Fig. 4.5 we show the evolution of the distribution function for the nonrelativistic system.

As in the relativistic case, we plot (t/tref)
−αf(p, t) against (t/tref)

βp, where the reference

time tref Q
2/(2m) = 300 is the earliest time shown, to study self-similarity. We show the

original distribution without rescaling in the inset. After rescaling with appropriately chosen

exponents, all curves lie on top of each other in the infrared to remarkable accuracy. The

exponents employed are

α = 1.66± 0.12 , β = 0.55± 0.03 , (4.6)

and the errors bars were estimated as above (see App. C.1 for details). The values in Eq. (4.6)

agree within errors with the exponents of the relativistic systems in (4.1) and (4.4). To study

systematic error dependencies, we performed a similar scaling analysis as for the relativistic

N = 4 theory of Fig. 4.4. We again find monotonically decreasing exponents α and β towards

the values of Eq. (4.5). We note, however, that our runs last not long enough for the values

of the scaling exponents to come as close to these values as for the relativistic systems.

Remarkably, not only the scaling exponents but also the numerically computed fixed point

distribution fS(ξ) of Eq. (4.2) agrees for relativistic and nonrelativistic theories in the infrared

scaling regime. This is shown in Fig. 4.6, where we plot the normalized distribution fS/a

as a function of the rescaled variable ξ/b for both relativistic (with N = 2 and N = 4) and

nonrelativistic theories. The normalizations a and b of Eq. (4.2) can be extracted according to
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fS(ξ = b) = a/2 and dfS(ξ = b)/dξ = −a(κ>+κ<)/(4b).3 The lattice results for nonrelativistic

and relativistic theories agree and can indeed be well described by the fit function in Eq. (4.2)

(dashed line). This demonstrates that these theories indeed belong to the same universality

class at low momenta.

4.1.3 Generation of a mass gap

To understand the appearance of nonrelativistic dynamics in the relativistic theory, we ana-

lyze the effective dispersion relation ω(p, t) that we defined in Eq. (2.48) in terms of statistical

correlation functions F (p, t). The dispersion relation is shown in Fig. 4.7 at three different

times. Although the underlying theory is massless, it can be clearly observed that for low

3Alternatively to the fixed point form in Eq. (4.2), other non-universal normalizations could be defined via
fS(ξ = B) = A and dfS(ξ = B)/dξ = −2A/B such that A characterizes the amplitude of the scaling function
at ξ = B, where the occupation number receives its dominant contribution. This would lead to the equivalent
scaling function we chose in Ref. [118]

fS(ξ) =
A(κ> − κ<)

(κ> − 2)(ξ/B)κ< + (2− κ<)(ξ/B)κ>
, (4.7)

with the same universal spectral exponents κ> and κ< as in (4.2). The two sets of normalizations can be related
to each other by

a = A(κ> − κ<)
(2− κ<)κ</(κ>−κ<)

(κ> − 2)κ>/(κ>−κ<)
, b = B

(
κ> − 2

2− κ<

)1/(κ>−κ<)

. (4.8)
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√
m2 + p2 fit

to ωp at low momenta (+ symbol) and by measuring the oscillation frequency ωc of
the unequal-time correlation function (x symbol).

momenta the system generates a mass gap, whereas at large momenta we recover a linear dis-

persion. The appearance of an effective mass-like contribution can already be understood from

the mean-field approximation, where the term ∼ (λ/6)
∫
d3q/(2π)3f(q, t)/ω(q, t) generates a

mass-like correction for the over-occupied systems.

To extract the mass gap from our lattice simulations, we fit a
√
m2(t) + p2 function to the

ω(p, t) results. The time evolution of the effective mass m(t) is shown in the inset of Fig. 4.7.

We find that after a quick initial evolution this dispersion relation enters a quasi-stationary

regime, which implies that the mass stays approximately constant. In addition, we also analyze

the oscillation frequency ωc of the unequal-time correlation function F (p, t, 0) for |p| = 0. Since

the oscillation frequency of the zero-momentum mode corresponds to the renormalized mass

of the theory, this provides an independent estimate of the mass gap that does not rely on the

definition (2.48) of a dispersion relation. Indeed we find ωc ' m(t) to very good accuracy as

shown in the inset of Fig. 4.7.

In the presence of a mass gap m, low momentum modes with p . m are expected to behave

nonrelativistically. From Fig. 4.7 we can estimate the mass to be m ' 0.55Qε ' 0.69Q

for the whole period of the self-similar evolution. We find that this mass scale lies to good

approximation between the scaling regions for the inverse particle cascade at lower momenta

and the direct energy cascade at higher momenta. This can be observed, for instance, from
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the inset of Fig. 4.2, where the initial scale Q marked by the distribution at t = 0 can be used

as a reference.

The emergence of a mass gap in the relativistic theory explains why the dynamics in the

infrared regime is governed by nonrelativistic physics. Of course, in general the presence of

a mass gap does not necessarily imply the universal scaling behavior between both theories.

However, it may be seen as a necessary condition for a relativistic theory to belong to the

same far-from-equilibrium universality class as the Gross-Pitaevskii field theory.

4.1.4 Condensate formation

Our over-occupation initial conditions (2.61) have a vanishing condensate at initial time. How-

ever, the inverse particle cascade continuously populates the zero mode, which leads to the

formation of a condensate far from equilibrium [8, 89]. Close to the nonthermal fixed point,

condensate formation follows a power law evolution, as we show in the following.

To quantify Bose-Einstein condensation, we consider the (equal-time) correlation function

F (p, t) of Eq. (2.46). Following Ref. [89], we decompose this function into a quasiparticle and

a condensate part

f(p, t)

ω(p, t)
+ (2π)3δ(3)(p)φ2

0(t) = F (p, t) , (4.9)
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with a vanishing condensate initially φ2
0(t = 0) = 0. Note that Eq. (4.9) extends our former

relation (2.57), for high occupancies, by including the zero mode.4 To analyze our simulation

results for t > 0, we follow Ref. [89] and note that for a finite volume V the zero mode at p = 0

in Eq. (4.9) scales with (2π)3δ(3)(0) 7→ V proportional to volume. Therefore, we can identify

the condensate term by its scaling behavior as the volume is changed. Stated differently, if

we divide the correlation function F (p, t) by volume, only correlations which scale with the

system size are not suppressed at large volumes and late enough times. Then the zero mode

F (p = 0, t)/V is related to the volume-independent part at late times.

We show this quantity during the self-similar regime for the N = 4 component theory in

Fig. 4.8 for different volumes, ranging from V Q3
ε = 583 to the largest volume ∼ 9223. All

dimensionful quantities have been rescaled by a suitable power of Qε. One observes that

initially, the curves are separated by a volume factor since there is no condensate. However,

after a transient regime the zero-momentum correlation becomes volume independent. The

curves corresponding to different volumes converge towards the same value, thus signaling the

formation of a condensate φ2
0 filling the entire volume.

To understand the volume dependence during condensation, we show in the inset of Fig. 4.8

the zero mode F (p = 0, t) without dividing by volume. One observes that all curves lie on top

of each other and follow the same evolution before the condensate is eventually created. This

follows from the relation in Eq. (4.9). As long as the condensate is being filled, the zero mode

evolves as a quasiparticle according to F (p = 0, t) ' f(p = 0, t)/m. When the condensate has

become large, the growth stops. The zero mode now mainly consists of the condensate part

F (p = 0, t)/V ' φ2
0(t).

The zero-momentum correlation grows as a power-law in time, as can be observed from the

straight (gray dashed) lines in the double logarithmic plot of Fig. 4.8 and its inset. The

power-law growth is rather well described by the scaling exponent α found in Eq. (4.4) from

the self-similar evolution of the distribution function. This can be understood from Eq. 4.9,

where at zero momentum

F (p = 0, t) ' f(p = 0, t)

m
∼ tα . (4.10)

We emphasize that the observed power-law is restricted to the formation of the condensate

during the self-similar regime, where we find the scaling exponent α to govern the dynamics.

In particular, we do not discuss the evolution at late times outside the regime of the classical

attractor where total particle number changing processes in the relativistic theory can lead to

important differences as compared to the number conserving nonrelativistic system [89].

4The relation (2.57) that connects F (p, t), ω(p, t) and f(p, t) is a consequence of the equivalence between the
definitions (2.47) and (2.49) for the distribution function as well as of the assumption of a quasi-free dispersion
relation. We have explicitly checked that our data satisfy the relation (2.57) to high accuracy even at low
momenta.
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The power law growth of the zero mode is an important result of our numerical simulations.

Its immediate consequence is that the time needed for a Bose-Einstein condensate to form,

the condensation time tcond, diverges with the system size. This can be already observed

qualitatively in Fig. 4.8, where the condensate is formed in large volumes at later times. To

be more quantitative, we can use the scaling exponent α to estimate this condensation time.

Taking the value of the zero-momentum correlator F (p = 0, t)/V at the initial time tstart of

the self-similar regime as f(p = 0, tstart)/V and its final value at the time tcond as φ2
0(tcond),

we can estimate from F (p = 0, t)/V ∼ tα the condensation time as

tcond ' tstart

(
φ2

0(tcond)

f(p = 0, tstart)

)1/α

V 1/α

∼ V 1/α . (4.11)

Hence, condensation time diverges as a power law of the volume. We emphasize that this is

due to the self-similar evolution of the system in Eq. (3.1). In particular, this differs from

predictions in perturbative kinetic theory where a finite condensation time is found [152, 153].

This will be discussed in the following section. We also note that Bose-Einstein condensation

can be observed in nonrelativistic systems as well [89, 92–96]. There we find the same scaling

properties as in Eqs. (4.10) and (4.11) in Ref. [118].

4.2 Universality from resummed kinetic approaches

The increase of condensation time with volume (4.11) as well as the self-similar evolution at low

momenta with scaling exponents (3.1) are crucial observations to understand the mechanism

for Bose-Einstein condensation. This section is devoted to finding a microscopic explanation

for these phenomena.

In Refs. [152, 153] perturbative kinetic theory (see Sec. 3.3.1) was used to describe the infrared

and condensation dynamics, which we will review in Sec. 4.2.1. This framework predicts a

finite condensation time tcond even in the infinite volume limit and involves a different self-

similar scaling behavior from Eq. (3.1), where self-similarity proceeds in the time difference

tcond − t. For the over-occupied initial conditions that are employed in this chapter, these

properties are not consistent with our numerical observations in Sec. 4.1. The reason for its

failure lies in the fact that at low momenta, occupation numbers become non-perturbatively

large f & 1/λ and perturbation theory breaks down. Hence, we need to employ an alternative

description.
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Remarkably, the over-occupied regime can still be described in terms of a generalized kinetic

theory by taking into account vertex corrections, which we discuss in Sec. 4.2.2. This vertex-

resummed theory will be further extended in Sec. 4.2.3 to also allow for off-shell processes and

an anomalous scaling dimension η that we introduced in Sec. 3.1.

4.2.1 Condensation in a perturbative kinetic theory

We briefly summarize here main results of Refs. [152, 153]. There Bose-Einstein condensation

is studied for a relativistic scalar theory within the (perturbative) kinetic framework that we

discussed in Sec. 3.3.1. For the period of condensate formation only elastic 2 ↔ 2 scattering

processes are considered and the system is initialized with an over-occupied distribution with

f � 1 for momenta below a typical scale. At low momenta and sufficiently late times, the

distribution function exhibits self-similar behavior of the form

f(p, t) = B−κ(t)fS(p/B(t)) . (4.12)

where the function B(t) decreases with time. The distribution function is constant up to a

typical infrared momentum scale pIR and follows an approximate time-independent power law

f(p, t) ∼ p−κ for larger momenta. The growth of the zero mode f(0, t) can be analytically

computed if the self-similar behavior of Eq. (4.12) is plugged into the kinetic equation. One

then obtains

f(0, t) ∼ (tcond − t)−κ/(2(κ−2)) , (4.13)

with a spectral exponent κ > 2. Therefore, as time approaches the finite condensation time

t→ tcond, the zero mode diverges f(0, t)→∞, signaling the formation of the condensate. Note

that the condensation time is finite although one involves an infinite volume of the system for

these kinetic considerations. Moreover, numerical simulations of the kinetic equation provide

κ ≈ 2.48. The authors noted that their result is close to κ = 7/3, which corresponds to a

constant flux of particles in momentum space towards the condensate.

Hence, the underlying mechanism of this perturbative kinetic framework is an inverse particle

cascade that populates the zero mode until a condensate is formed. While we also observe an

inverse particle cascade in our lattice simulations of Sec. 4.1, the details are very different from

this kinetic scenario. In our case, condensation time diverges with volume while it is finite at

infinite volume in the kinetic case. The self-similar evolution of this scenario is also different

from our results, where we observe self-similarity in the time t instead of the time difference

tcond − t. Moreover, we observe for large momenta within the infrared scaling region a much

steeper power law p−κ> with the exponent κ> ≈ 4.5 than what is found in the perturbative

kinetic theory.
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a)

b)

c)

s t u

Figure 4.9: Effective coupling: a) Illustration of the different scattering channels.
The vertex correction at NLO may be viewed as an effective interaction, which in-
volves the exchange of an intermediate particle. b) The effective coupling can be
understood as a resummation of ‘one-loop’ diagrams, which is diagrammatically illus-
trated. c) Self-consistent equation for the effective coupling λR corresponding to the
diagrammatic illustration.

4.2.2 Vertex-resummed kinetic theory and scaling properties

As noted above, the large occupancies at low momenta require taking into account vertex

corrections. For nonrelativistic and relativistic N -component field theories, important vertex

corrections can be systematically computed from an expansion in the number of field com-

ponents N to next-to-leading order (NLO) [7, 10, 114, 117, 154]. Already at NLO, these

corrections resum scattering events up to an infinite order. This allows us to describe even

the highly over-occupied regime at low momenta.

Since we want to describe condensate formation for relativistic scalars within the vertex-

resummed kinetic theory, it is sufficient to consider the corresponding elastic collision inte-

gral C2↔2
NLO[f ](p). It has the same structure as the leading order elastic collision integral of

Eq. (3.33) and also involves the same integration measure
∫
dΩ2↔2

d and operator F 2↔2[f ] given

by Eqs. (3.34) and (3.36), respectively. The only difference to the perturbative matrix element

of Eq. (3.35) consists in a substitution of the coupling constant to an effective coupling

λ2 7→ λ2
eff [f ]({pi}, t) . (4.14)

The latter depends on incoming momenta p1 and p2 and outgoing momenta p3 and p4 as well

as on the distribution function f(p, t), which makes it implicitly time dependent. Hence, the

effective coupling λ2
eff enters the matrix element at next-to-leading order in the 1/N expansion
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as

|M2↔2
NLO|2[f ]({pi}, t) =

λ2
eff [f ]({pi}, t)

6N
. (4.15)

The effective coupling can be decomposed in scattering events in the s-, t- and u-channels that

are incorporated in the resummed coupling λR of a single collision as

λ2
eff [f ]({pi}, t) ≡

1

3

[
|λR|2[f ](ω1 + ω2,p1 + p2, t) + |λR|2[f ](ω1 − ω3,p1 − p3, t)

+|λR|2[f ](ω1 − ω4,p1 − p4, t)
]
, (4.16)

where we assume an on-shell dispersion relation with ωi ≡ ω(pi) =
√
m2 + p2

i . The coupling

λR can be written as [117]

λR[f ](ω,p, t) =
λ

1 + ΠR[f ](ω,p, t)
, (4.17)

with the on-shell expression for the retarded ‘one-loop’ self-energy of the relativistic theory

ΠR[f ](ω,p, t) = lim
ε→0+

λ

12

∫
ddq

(2π)d
f(q, t)

ωp+q ωq

×
[

1

ωp+q + ωq − ω − iε
+

1

ωp+q − ωq − ω − iε

+
1

ωp+q − ωq + ω + iε
+

1

ωp+q + ωq + ω + iε

]
. (4.18)

The different scattering channels of Eq. (4.16) are depicted in the a)-panel of Fig. 4.9. Each

elastic interaction can be regarded as involving the exchange of an effective intermediate

particle whose four-momentum corresponds to the respective channel [114]. In essence, the

effective coupling results from a resummation of diagrams [97, 117, 118]. The corresponding

self-consistent equation is depicted diagrammatically in the b)-panel and mathematically in

the c)-panel of Fig. 4.9. Indeed, the resummed effective coupling λR given by Eq. (4.17) is

the solution of this self-consistent equation. We note that all of the above equations for the

vertex-resummed kinetic theory correspond to the on-shell limit of more general evolution

equations in Refs. [117, 155], which involve corresponding resummations. Such generalized

evolution equations will be discussed in Sec. 4.2.3.

For sufficiently high momenta, the distribution function becomes λf � 1 and thus the retarded

self-energy becomes small |ΠR[f ]| � 1. In this case, the resummation for the effective coupling

λR in Fig. 4.9 can be interpreted as a geometric series summing over an infinite number

of elastic scattering processes. In particular, the leading term corresponds to the coupling

constant λ while higher order terms are suppressed by powers of the coupling constant. One

then recovers the perturbative kinetic expressions with λ2
eff [f ]({pi}, t)→ λ2.
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However, we emphasize that the resummation depicted in Fig. 4.9 b) and c) is more general

than a mere perturbative summation of diagrams. This self-consistent procedure leads to the

effective coupling λR in Eq. (4.17) that is also valid for large self-energies |ΠR[f ]| � 1 and, cor-

respondingly, for large occupation numbers f & 1/λ. Therefore, the resulting vertex-resummed

kinetic theory is a non-perturbative kinetic method that also includes vertex corrections for

large occupancies. Especially at low momenta, this changes the situation dramatically. The

effective coupling of a single collision becomes λR[f ](ω,p, t) ' λ/ΠR[f ](ω,p, t), which is the

main difference to the perturbative condensation scenario in Sec. 4.2.1.

Before studying scaling properties of the infrared region within the vertex-resummed kinetic

theory, we have to consider the form of the dispersion relation ω(p). As we have observed

numerically in lattice simulations in Sec. 4.1.3, a medium-generated mass gap exists even if

the mass parameter of the underlying microscopic theory is set to zero. The infrared scaling

region is bound by the mass from above p ≤ m such that the infrared modes behave effectively

nonrelativistically. We can therefore obtain the relevant integration measure in the infrared∫
dΩ2↔2

d, IR from the general relativistic case (3.34), by expanding the dispersion relation ωp =√
p2 +m2 ' m+p2/2m. This leads to δ(ωp1+ωp2−ωp3−ωp4) ' δ((p2

1+p2
2−p2

3−p2
4)/(2m)) and

2ωp12ωp22ωp32ωp4 ' 16m4 to lowest non-vanishing order. Although the mass is approximately

constant in the non-expanding case for N > 1 scalar theories (see Sec. 4.1.3), we keep the

discussion general by considering a possible time-dependence of the effective mass m 7→ m(t) ∼
t−σ. This will be particularly useful for our upcoming discussion of longitudinally expanding

scalars in Chapter 6.

Let us now discuss the scaling properties that follow from the vertex-resummed kinetic theory

at low momenta. To obtain these, we have to study how the collision integral changes under

the rescaling of momentum and time

p→ sp , t→ s−1/βt . (4.19)

This type of rescaling is consistent with the scaling form of the distribution function in

Eq. (3.27). According to Eq. (3.33), the collision integral can be decomposed into three parts,

and we first investigate each part separately. For the integration measure, we have∫
dΩ2↔2

d, IR({pi}, t) = s−3d+4σ/β+d+(2−σ/β)

∫
dΩ2↔2

d, IR({spi}, s−1/βt) . (4.20)

With the scaling ansatz for the distribution function in Eq. (3.27), the function F 2↔2[f ] scales

as in Eq. (3.37). Our last ingredient to obtain the scaling properties of the full collision

integral C2↔2
NLO[f ](p) is the scaling behavior of the effective coupling. To this end, we need to

understand how the retarded self-energy ΠR[f ](ω,p, t) of Eq. (4.18) changes under the rescaling

prescription in Eq. (4.19). In particular, we need to study how the sum in rectangular brackets
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in Eq. (4.18), consisting of terms of the form

1

ωp+q ± ωq ± (ω + iε)
, (4.21)

scales after we expand ωp. Apparently, these terms become large if the leading mass contri-

butions cancel, in which case they scale as ∼ m(t)/p2 = s2−σ/βm(s−1/βt)/(sp)2. The scaling

behavior of the retarded self-energy follows from this as5

ΠR[f ](ω,p, t) ' sα/β+σ/β−(d−2) ΠR[f ](ωs, sp, s
−1/βt) . (4.22)

For |ΠR| � 1 and thus λR ' λ/ΠR at low momenta, the effective coupling of Eq. (4.16) scales

as

λ2
eff [f ]({pi}, t) ' s−2(α/β+σ/β−(d−2)) λ2

eff [f ]({spi}, s−1/βt) . (4.23)

With the determined scaling behavior of the integration measure (4.20), the effective coupling

(4.23) and the function F 2↔2 (3.37), we can finally obtain the scaling behavior of the vertex-

resummed collision integral

C2↔2
NLO,IR[f ](p, t) ' s−2+α/β+σ/β C2↔2

NLO[f ](sp, s−1/βt) . (4.24)

Rescaling the kinetic equation ∂tf = C[f ] with the above prescription and comparing both of

its sides, one obtains an equation for the scaling function fS(p) (see Eq. (3.31)) and the relation

α− 1 = −β µ for the temporal scaling exponents (see Eq. (3.30)). The scaling exponent of the

collision integral µ (3.28) can be extracted from Eq. (4.24) and reads

µ2↔2
NLO,IR = 2− α/β − σ/β . (4.25)

This leads to the scaling exponent β = (1 + σ)/2. For the non-expanding theory with N > 1

scalar components, the mass is approximately constant. Therefore taking σ = 0 and assuming

particle number conservation, we compute the scaling exponents of

resummed particle transport in massive systems: α =
d

2
, β =

1

2
. (4.26)

For d = 3 spatial dimensions, these are the same values as observed in our lattice simulations

of Sec. 4.1.1. Hence, the vertex-resummed kinetic theory predicts the values of Eq. (4.26)

for all numbers of components6 N > 1. The scaling exponents of the N = 1 scalar theory

5Since only sums or differences ω = ω(p)±ω(q) enter the self-energy in the definition of the effective coupling
(4.16), the frequency ω has to be suitably rescaled as ωs = ω(sp)± ω(sq).

6This can be seen as follows. Using m2 ∼
∫
d3p f/ω to estimate the effective mass, one finds that it is

dominated by soft momenta because of the strong enhancement of the infrared scaling region. Inelastic 4→ 2
scattering processes with only soft incoming particles are highly suppressed because of charge conservation for
N > 1 scalar components [144], similar to what we discussed in Sec. 3.2.3. Therefore, the effective mass is
approximately constant for N > 1.
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receive small corrections due to the time-dependence of the effective mass. As we discussed in

Sec. 3.2.3, the effective mass decreases with exponent σ = 1/3. The vertex-resummed kinetic

theory thus predicts the slightly different values α = 2 and β = 2/3 for the scaling exponents

for N = 1.

Such differences are absent when considering the scaling function fS(p) within the vertex-

resummed kinetic framework. As noted above, the scaling function has to satisfy the time-

independent equation (3.31) with the resummed collision integral C2↔2
NLO[fS ]. The number of

components N only appears as an overall factor in the collision integral. It can be scaled out

entirely by rescaling the distribution function fS(p)/
√
N 7→ fS(p), and thus it does not affect

the functional form of fS(p). We therefore conclude that, apart from the small corrections for

the scaling exponents for N = 1, the vertex-resummed kinetic theory predicts the same scaling

exponents and the same scaling function independent of the number of scalar components N .

Indeed, we observed in our lattice simulations of Sec. 4.1.1 the same scaling function fS(p)

given by Eq. (4.2) and, within numerical uncertainties, the same scaling exponents as in

Eq. (4.26) for N = 2 and N = 4 scalar theories. The N -independence of the scaling function

is further confirmed in Ref. [144] for scalar theories with N = 1, 2, 3, 4, 8 field components.

Hence, the same scaling properties are obtained in lattice simulations even for small N , which

can be understood within the vertex-resummed kinetic framework. This is quite surprising

given the fact that the vertex-resummed kinetic theory is derived from a 1/N expansion to

NLO. Nevertheless, it provides a microscopic explanation for the observed universality.

In Sec. 4.1.2 we showed with lattice simulations that nonrelativstic Bose gases share the same

scaling properties as obtained in relativistic systems, to good numerical accuracy. A similar

vertex-resummed kinetic theory can be formulated for nonrelativistic scalar fields, as we will

show in Sec. 4.2.3. The corresponding integration measure reads∫
dΩ2↔2

d, nr ({pi}) =

∫
ddp2

(2π)d
ddp3

(2π)d
ddp4

(2π)d
(2π)d+1 δ (ω1 + ω2 − ω3 − ω4) δ(d) (p1 + p2 − p3 − p4) ,

(4.27)

with the dispersion relation ωp = p2/(2m). The vertex-resummed matrix element of the

nonrelativistic theory can be written as

|M2↔2
NLO,nr|2[f ](p1,p3, t) ∼ |geff |2 [f ](p1,p3, t) , (4.28)

and corresponds therefore to the t- and, after switching the integration variables p3 and p4,

to the u-channel interactions of Fig. 4.9 a). In complete analogy to the relativistic case in

Eq. (4.17), the effective coupling is given by

geff [f ](p1,p3, t) =
g

1 + ΠR
nr[f ](ω1 − ω3,p1 − p3, t)

(4.29)
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with the nonrelativistic ‘one-loop’ retarded self-energy

ΠR
nr[f ](ω,p, t) = lim

ε→0+
2g

∫
ddq

(2π)d
f(p− q, t)

[
1

ωq − ωp−q − ω − iε
+

1

ωq − ωp−q + ω + iε

]
.

(4.30)

Using the scaling behavior of the distribution function in Eq. (3.27), one obtains the same

scaling relations for
∫
dΩ2↔2

d, nr , F 2↔2[f ] , ΠR
nr and |M2↔2

NLO,nr|2 as discussed above for the rela-

tivistic theory with a constant mass. Consequently, it leads to the same scaling exponents as

in the relativistic case in Eq. (4.26). We thus find in the over-occupied infrared regime the

same scaling exponents within the vertex-resummed descriptions for both nonrelativistic and

relativistic N -component scalar field theories. This is an important analytical result of our

discussion. The quantitative agreement of the scaling exponents α = 3/2 and β = 1/2 for

d = 3 with the full simulation results of section 4.1 is remarkable.

Because of the positive values of α and β and their relation α = dβ, the underlying mechanism

for Bose-Einstein condensation in the resummed kinetic theory can be understood as an inverse

particle cascade to lower momenta. It considerably differs from the perturbative mechanism

of Sec. 4.2.1 because it involves a self-similar behavior in time t instead of self-similarity in

the difference tcond − t. In particular, the mechanism of the resummed theory does not imply

a finite condensation time.

For comparison, we repeat our scaling analysis for the vertex-resummed relativistic kinetic

equation in the absence of any mass gap. To this end, we use ωp = p and proceed as above to

find scaling relations for α and β. With

C2↔2
NLO,m=0[f ](p, t) = sα/β−1C2↔2

NLO,m=0[f ](sp, s−1/βt) , (4.31)

we find for the

resummed particle transport with m = 0 : α = d, β = 1 . (4.32)

These estimates indicate that the simulation results of Sec. 4.1.1 for the relativistic theory

cannot be interpreted in terms of a massless scaling region in the infrared, which is further

supported by the presence of a mass gap found in Sec. 4.1.3.

4.2.3 Anomalous scaling beyond vertex-resummed kinetic theory

The vertex-resummed kinetic theory considered above is an on-shell approximation of a more

general transport equation. The latter is discussed in this subsection for the nonrelativistic

theory and it is used to derive the corresponding scaling exponents. We will also outline how
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the vertex-resummed kinetic theories discussed above can be obtained from such transport

equations.

The transport equation is formulated with statistical and spectral correlation functions F and

ρ̃ = −iρ of the nonrelativistic theory that are defined as

Fab(x, y) =
1

2

〈{
Ψa(x),Ψ†a(y)

}〉
− 〈Ψa(x)〉

〈
Ψ†b(y)

〉
,

ρ̃ab(x, y) =
〈[

Ψa(x),Ψ†a(y)
]〉

, (4.33)

with the abbreviated notation x = (x, x0). Here, Ψ and Ψ† are the Heisenberg field operators

of the complex scalar fields ψ and ψ∗ with the classical action given by Eq. (2.10) of Sec. 2.1.3.

The index notation a, b = 1, 2 in Eq. (4.33) employs

Ψ1 ≡ Ψ , Ψ2 ≡ Ψ† , (4.34)

in order to have a compact notation for the different two-point functions that can be built from

two complex fields. The correlation functions in Eq. (4.33) are defined in complete analogy to

the relativistic theory in Eq. (2.34).

The quantum evolution equations for the correlation functions F and ρ = iρ̃ for Gaussian

initial conditions can be derived within the 2PI effective action framework, as we noted at

the end of Sec. 2.2.1, and their evolution equations at NLO in the 2PI 1/N expansion are

known [10, 114, 154]. Additional, one can employ a gradient expansion to lowest order [148]

and Fourier transform the correlation functions (as in footnote 4 of Sec. 2.2.1) to (Fp)ab ≡
Fab(p

0,p, t) and (ρ̃p)ab ≡ ρ̃ab(p0,p, t). The resulting transport equation reads [118, 155]

∂

∂t
Tr
[
F1

]
= − 2

(2π)2d+2

∫
dd+1p2 d

d+1p3 d
d+1p4 δ

(d+1)(pµ1 + pµ2 − p
µ
3 − p

µ
4 ) |geff|2[F ](pµ1 − p

µ
3 , t)

×
{

2 Tr
[
σ3F1 F3

]
Tr
[
F2 ρ̃4

]
+ Tr

[
σ3F1 ρ̃3

]
Tr
[
F2 F4

]
− Tr

[
σ3ρ̃1 F3

]
Tr
[
F2 F4

]}
,

(4.35)

in a compact four vector pµ = (p0,p) and matrix notation in (a, b)-index space with Tr[Fp] ≡
Faa(p

µ, t) and σ3 = diag(1,−1) denotes the third Pauli matrix.7 The time- and momentum-

dependent effective coupling corresponding to Eq. (4.29) reads

geff[F ](p0,p, t) =
g

1 + ΠR
nr[F ](p0,p, t)

(4.36)

with the retarded self-energy

ΠR
nr[F ](p0,p, t) = 2g

∫
dd+1q

(2π)d+1
Fab(q

µ − pµ, t)GRba(qµ, t) . (4.37)

7The corresponding transport equation for the spectral function is ∂tρ̃ab(p
0,p, t) = 0 to leading order gradient

expansion, which implies time-independence of ρ̃.
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The retarded propagator GRab is related to the spectral function by

GRab(p
0,p, t) =

∫
dω

2π

ρ̃(ω,p, t)

ω − p0 − iε
, (4.38)

with the implied limit ε→ 0+.

Before discussing the scaling properties of the generalized transport equation (4.35), we explain

how the vertex-resummed kinetic theory discussed in the previous subsection can be derived

from it. In analogy to the relativistic case in Eq. (2.36), one defines a generalized (off-shell)

occupation number f(p0,p, t) by

Fab(p
0,p, t) =

(
f(p0,p, t) +

1

2

)
ρ̃ab(p

0,p, t) , (4.39)

with −f(−pµ, t) = f(pµ, t)+1. Most importantly, one assumes a free-field form of the spectral

function [155]

ρ̃(p0,p) = 2π

(
δ(p0 − ωp) 0

0 −δ(p0 + ωp)

)
, (4.40)

where ωp = p2/2m. Plugging Eqs. (4.39) and (4.40) into the evolution equation (4.35), and

defining the distribution function as

f(p, t) +
1

2
=

1

2

∫
dp0

2π
Faa(p

0,p, t) , (4.41)

one obtains the vertex-resummed kinetic theory for nonrelativistic scalars that we discussed

above. Since we are only interested in the over-occupied regime f(p, t) � 1, we additionally

drop the 1/2 for our scaling analysis.

In the relativistic case, the derivation proceeds in complete analogy to the nonrelativistic

theory. The corresponding evolution equations for F are derived in Ref. [117]. The vertex-

resummed kinetic equation follows from the definition of the generalized occupation number

in Eq. (2.36), an on-shell assumption for the spectral function in Eq. (2.58) and the definition

of the (on-shell) distribution function in Eq. (2.60).

To study the scaling properties of the transport equation (4.35), we make the scaling ansatz

for correlation functions

Fab(p
0,p, t) = tα+β z FS,ab(t

β zp0, tβ p)

ρab(p
0,p, t) = t(2−η)β ρS,ab(t

β zp0, tβ p) . (4.42)

This scaling form is similar to Eq. (3.5) of Sec. 3.1 in the relativistic theory and involves a

nonequilibrium anomalous dimension η and dynamic scaling exponent z. Plugging Eq. (4.42)
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into the effective coupling, one obtains

|geff|2[F ](p0,p, t) = t−2[α+β(2−η−d)] |geff|2[FS ](tzβp0, tβp) . (4.43)

Integrating Eq. (4.35) with
∫
dp0/(4π), the transport equation can be brought into a kinetic

form ∂tf(p, t) = C[F ](p, t) with the right hand side scaling as

C[F ](p, t) = tα−β(2−η)C[FS ](tβp) . (4.44)

By analogy with our discussion in Sec. 3.3 on kinetic theory, one obtains a relation for the

temporal exponents α− 1 = α− β(2− η) and the fixed point equation [α+ β p · ∇p] fS(p) =

C[FS ](p). While the prior relation already determines the exponent β, we additionally assume

particle number conservation n =
∫
dd+1p/(2π)d+1 Faa/2 = const. This leads to the same

relation as for the vertex-resummed kinetic theory α = d β. In summary, we find for the

generalized particle transport (nonrelativistic): α =
d

2− η
, β =

1

2− η
. (4.45)

These values do not assume an on-shell approximation of the spectral function as in the

vertex-resummed kinetic theory. Interestingly, the dynamic exponent z cancels in the cal-

culation while the values involve the anomalous dimension η, which generalizes the values

in Eq. (4.26). However, since the latter accurately describes our lattice results obtained in

Sec. 4.1 for different theories, we find, within our numerical errors, no strong indication for

a deviation from the canonical value η = 0. Nevertheless, the analytical results in Eq. (4.45)

can be used in future studies to investigate if η takes a (small) non-vanishing value and if this

value depends on the underlying theory.
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4.3 Summary

In this chapter, we have studied the scaling region of scalar systems at low momenta that

is responsible for Bose-Einstein condensation far from equilibrium. We have found in our

lattice simulations that the scaling properties of both nonrelativistic and relativistic O(N)-

symmetric scalar systems for different numbers of components N agree to good accuracy. This

indicates that the corresponding scaling regions of the different scalar theories are part of a

broad universality class.

We have also obtained the scaling properties of the region. The values of the scaling exponents

are α ≈ 3/2 and β ≈ 1/2, which confirms the interpretation of an inverse particle cascade.

Its scaling function can be written as fS(p) ' a/((x/b)κ< + (x/b)κ>), with spectral exponents

κ< ' 1/2 and κ> ' 4.5. Interestingly, the value of κ> is rather close to the value obtained for

stationary turbulence in nonrelativistic systems.

The universality can be partially attributed to the observation that a medium generated

effective mass emerges in relativistic scalars. All momenta within the scaling region are below

this mass, which is approximately constant for N ≥ 2 component scalar systems.

We have also studied condensate formation. The zero mode can be understood as an extension

of the scaling region at low momenta and grows with the same scaling exponent α, until the

growth stops, signaling the formation of the condensate. The formation time of the Bose-

Einstein condensate diverges with volume tcond ∼ V 1/α. In contrast, previous studies in

perturbative kinetic theory predicted a finite condensation time even for an infinite volume.

As discussed in the beginning of this chapter, an analytical study of this scaling region needs

to account for its high occupation numbers. Therefore, we employed the vertex-resummed

kinetic theory. By use of scaling arguments, we were able to reproduce the values of the

scaling exponents α and β. Moreover, the vertex-resummed kinetic theory predicts that these

values, as the functional form of fS(p), are independent of the number of scalar components

N and are the same for the nonrelativistic theory. Our lattice simulations are consistent with

these results. The good agreement of the analytical results from the vertex-resummed kinetic

theory with lattice data is quite surprising given the fact that this effective kinetic theory is

based on a 1/N expansion to next-to-leading order.

The vertex-resummed kinetic theory can be extended to also involving off-shell processes in

the dynamics. These more general transport equations lead to the values α = d/(2 − η) and

β = 1/(2 − η), with a possible anomalous dimension η. These results allow to measure η in

future studies. Our numerical results indicate a small η ≈ 0 within our numerical precision.



Chapter 5

Universality class and

thermalization in expanding systems

In this chapter, we present a novel universality class of non-Abelian plasmas and superfluid

scalar systems far from equilibrium. Together with the studies in the following chapter, our

results provide a direct link between heavy-ion collisions and ultracold Bose gases. Since

symmetries and underlying scattering processes for scalar and gauge theories show profound

differences, the observation of universal dynamics in this case is highly nontrivial. To put

our studies in the context of heavy-ion collision experiments, in both cases we investigate

longitudinally expanding systems in three spatial dimensions.

Apart from the new universality class, we analyze the nonthermal fixed point of non-Abelian

plasmas in more detail that we have found previously [14]. We also discuss its consequences

on the equilibration mechanisms of heavy-ion collisions at weak couplings. Including recent

literature, this leads to a consistent picture of thermalization that we also present. We note

that a detailed analysis of the entire nonthermal fixed point in scalar systems and its different

scaling regions is moved to Chapter 6.

This chapter involves the following content. We first adjust our concepts concerning non-

thermal fixed points to longitudinally expanding systems (Sec. 5.1). We then report of the

novel universality class for longitudinally expanding systems (Sec. 5.2). In Sec. 5.3 we further

analyze the nonthermal fixed point of expanding non-Abelian plasmas and discuss its conse-

quences on the thermalization process in heavy-ion collisions at weak couplings. We conclude

this chapter with a summary of our results in Sec. 5.4.1

1We have published some parts presented in this chapter in Refs. [2, 14, 15]. Some preliminary results of
this and the following chapter have been included in [145].
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5.1 Nonthermal fixed points in expanding media

The space-time evolution of systems in the context of heavy-ion collisions is naturally for-

mulated in Bjorken coordinates, as we noted in Sec. 2.1.1. The metric tensor in the new

coordinates describes a longitudinally expanding space-time. The general picture of a ther-

malization process in Fig. 1.1 is also valid for longitudinally expanding systems, and we extend

the concept of nonthermal fixed points to expanding media in this section.

For the following presentation, we classify dynamic universality classes in terms of scaling

properties of a time-dependent distribution function. For longitudinally expanding systems,

the distribution function depends on proper time τ , on transverse momentum pT , and on

longitudinal momentum that we define as pz = ν/τ with the rapidity wave number ν (see

Sec. 2.1.1 and footnote 6). In the scaling regime the distribution is then determined by a time-

independent scaling function fS , an overall scaling with time described by the scaling exponent

α, and two exponents β and γ for the scaling with transverse and longitudinal momentum

f(pT , pz, τ) = ταfS

(
τβpT , τ

γpz

)
. (5.1)

These scaling exponents determine the scaling behavior of typical momenta pT,typ ∼ τ−β and

pz,typ ∼ τ−γ and of the amplitude at typical momenta f(pT,typ, pz,typ) ∼ τα. As in the non-

expanding case, systems belonging to the same universality class have the same values for

α, β and γ as well as the same form of fS(pT , pz) in a given inertial range of momenta. A

nonthermal fixed point may consist of several scaling regions each of which has its own set of

scaling exponents and scaling function, and is located in some separate momentum region of

the distribution function.

A major complication to the static case is that, as a consequence of longitudinal expansion,

energy density has a non-trivial evolution that can be described by Bjorken’s law

∂τ ε = − ε+ PL
τ

. (5.2)

The evolution of the energy density hence depends on the expansion rate 1/τ as well as the

evolution of the longitudinal pressure PL. Therefore it is in general not possible to determine

the final temperature of the system without further assumptions about the evolution, which

makes the thermalization process more complicated than in the static case.

Moreover, the one-dimensional expansion of the system also leads to a red shift of longitudinal

momentum modes. Interactions naturally compete with this process but it is a non-trivial

question whether they are sufficiently strong to maintain a close-to-isotropic system at all

times of the evolution, or if the system becomes anisotropic. In the latter case, the dynamical

equation of state PL(τ)/ε(τ) of the system becomes small and the energy density approaches

the scaling behavior ε ∼ τ−1 that is independent of PL. This scaling behavior is a direct
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Figure 5.1: The scalar reduced distribution quickly approaches a time-independent
form, with λf̃(pT , τ) ∼ 1/pT for pT . Q.

consequence of the dilution of the system due to the expansion that expresses itself in the

expansion rate 1/τ in Eq. (5.2). Similarly, particle number density decreases due to the

dilution of the system as n ∼ τ−1. When discussing conservation laws, we therefore rescale

the conserved quantity by time, such that energy or particle number density conservation read

τε ∼ const and τn ∼ const.

It is not clear a priori whether the dynamics of expanding systems may exhibit the scaling

features associated with a non-thermal fixed point. This is in particular because of the com-

petition of interactions with the red shift of longitudinal momentum modes, and the dilution

of the system. Therefore the central questions concerning the evolution of expanding systems

are:

1) How efficient are interactions as compared to the expansion? How does the anisotropy

of the system evolve?

2) Do expanding systems approach nonthermal fixed points? What are their scaling prop-

erties?

3) Does a common universality class exist that involves different field theories?

We will address these questions using the machinery of real-time classical-statistical lattice

simulations that we introduced in Sec. 2.3 and App. B.
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5.2 Universality class in expanding systems: From non-Abelian

plasmas to superfluid scalars

In the following, we address the questions raised in the previous section. In particular, we will

find that expanding scalar and gauge systems approach nonthermal fixed points which lie in

the same universality class. Before discussing the details of the scaling regions, we reduce the

distribution and study the conservation laws.

5.2.1 Reduced distribution and conservation laws

To consider general properties of expanding highly correlated systems at weak couplings, we

reduce the distribution function by integrating over longitudinal momenta

f̃(pT , τ) =
τ

τ0

∫
dpz
2πQ

f(pT , pz, τ) . (5.3)

In the definition of the reduced distribution we additionally multiply with time, which coun-

teracts the dilution from the expansion. The longitudinal reduction considerably simplifies the

distribution. For this quantity, we do not need to deal with the competition of interactions

with the red shift of longitudinal momentum modes or with the evolution of the anisotropy

of the system. Therefore, the reduced distribution is a suitable quantity for a first general

approach to expanding systems.

If not stated otherwise, we employ over-occupation initial conditions (2.61) for both scalar

and gauge fields, with initial parameters n0 = 35, ξ0 = 1 and Qτ0 = 103 for a scalar theory

with N = 4 components, and with n0 = ξ0 = 1 and Qτ0 = 102 for an SU(2) gauge theory.

For the scalar theory we employ up to 1922 × 768 lattices with spacings QaT = 0.5 − 1.1

and Qτ0 aη = 0.04 − 0.075 in transverse and longitudinal directions. For gauge fields we use

transverse and longitudinal lattice sizes NT = 256 – 512 and Nη = 1024 – 4096 with lattice

spacings QaT = 0.5 – 1 and aη = (0.625 – 2.5) · 10−3. Simulation results with other initial

conditions of the scalar theory are postponed to Chapter 6. For non-Abelian plasmas, we have

varied initial conditions and parametrization in Refs. [14, 15] and we will show some of the

results in Sec. 5.3 and App. D.

The reduced distribution for scalar systems is plotted as a function of transverse momentum

at different times in Fig. 5.1. One observes that it quickly reaches an approximately time-

independent form. With the scaling ansatz (5.1) follows f̃(pT , τ) ∼ τα−γ+1
∫
dpz fS(τβ pT , pz)

such that time independence implies the scaling relations

α− γ + 1 = 0 , β = 0 . (5.4)
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Figure 5.2: The normalized fixed point distribution (τ1 = 40 τ0) for the scalar theory
compared to the gauge theory.

We have explicitly verified that the same relations hold in the scalar field theory case also for

N = 2 components. Remarkably, the very same relations have been observed in Ref. [14] for

non-Abelian gauge theory.

In order to clarify the physics that determines the universality class, we note that Fig. 5.1 also

exhibits a rather accurate power law f̃(pT , τ) ∼ 1/pT for pT . Q. Hence the particle number

per transverse momentum mode τ dn/dpT ∼ pT f̃ is uniformly distributed over transverse

momenta and constant as a function of time. Since the longitudinal momenta are red-shifted

due to the expansion, one finds pz � pT for typical momentum modes. Accordingly, the energy

distribution per transverse mode τ dε/dpT ∼ p2
T f̃ is also independent of time. Thus there is

effectively neither a particle nor an energy flux in transverse momentum, which is implied by

β = 0 in Eq. (5.4).

The existence of a scaling solution where both energy and particle number are conserved within

the momentum range of the scaling region is remarkable when contrasted to the discussion

in isotropic systems without longitudinal expansion of Sec. 3.1. There is no single scaling

solution conserving both energy and particle number in the non-expanding case. Instead only

one conservation law constrains the scaling solution.

The fact that for longitudinally expanding systems both conservation laws are effective in the

same momentum regime works in favor of a large universality class encompassing rather differ-

ent systems. For instance, the exponent β = 0 is entirely fixed by enforcing both conservation

laws without further knowledge about the underlying dynamics. Consequently, one may ex-

pect the same exponent to appear in a larger class of isolated systems, which are dominated
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by number conserving processes and undergo a longitudinal expansion. In contrast, one of the

scaling exponents α or γ and the scaling function fS are not fixed by conservation laws. The

observation that theories with different symmetry groups and number of field components can

exhibit the same universal aspects is intriguing.

5.2.2 Details of the universal scaling region

The conservation laws at each transverse momentum mode reported in the previous subsection

indicate that modes are redistributed along the longitudinal direction. Fig. 5.2 shows our re-

sults for the scalar theory for intermediate momenta pT ∼ Q/2, where the rescaled distribution

as a function of the rescaled longitudinal momentum is given for different times. According to

Eq. (5.1) this fixed point distribution should be independent of time. Indeed we find that all

data collapses onto a single curve using the scaling exponents

α = −2/3 , β = 0 , γ = 1/3 , (5.5)

to few percent accuracy2 in accordance with the scaling relation (5.4). The same exponents as

in Eq. (5.5) were found to characterize non-Abelian plasmas [14]. Note that a freely streaming

system suffers under the longitudinal red shift pfree
z,typ ∼ τ−1 while the occupancy and typical

transverse momenta do not change without interactions. Hence, free streaming implies the

exponents αfree = 0, βfree = 0 and γfree = 1. Our observed values in Eq. (5.5) thus clearly

indicate the importance of interactions counteracting the red shift. However, they are not

efficient enough to maintain a constant anisotropy since β 6= γ, such that the typical anisotropy

pT,typ/pz,typ ∼ τγ−β of the system increases with time. In Fig. 5.2, we also give our results

for the normalized fixed point distribution of the non-Abelian gauge theory. The Gaussian

shaped curve with width squared σ2
z(pT ) =

∫
dpz p

2
z f(pT , pz, τ1)/

∫
dpzf(pT , pz, τ1) for the

scalar theory is seen to accurately agree with the corresponding gauge theory case. Since also

the scaling exponents agree in both theories, we encounter a new universal regime.

To further analyze this universality, we study the transverse momentum distribution. Fig. 5.3

shows the scalar and gauge distribution function at vanishing longitudinal momentum for

different times. The data in the top panel is shown for an N = 4 scalar system but we find

similar results also for N = 2. At intermediate momenta one finds a ∼ 1/pT behavior. The

longitudinal distribution in Fig. 5.2 was shown at pT ∼ Q/2 located within this scaling region.

Hence, this power law is a property of the scaling region. In the bottom panel of Fig. 5.3,

we show the corresponding results for the gauge theory distribution function. Again we see a

∼ 1/pT behavior, for non-Abelian plasmas even in nearly the entire momentum range. Hence,

this power law is a characteristic feature of the scaling region. We have verified that the scaling

behavior of Eq. (5.1), with the exponents in Eq. (5.5) up to systematic errors, is realized in the

2We will discuss the error bars in Sec. 6.1.3 in detail.
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entire momentum region described by the 1/pT power law for both the scalar and the gauge

field theory.

These results are a striking manifestation of universality. Indeed, since the scaling exponents

α, β and γ in Eq. (5.5) as well as the scaling function fS agree for both theories, these scaling

regions of expanding scalar and gauge theories lie in the same universality class. This is the

first example for a far-from-equilibrium universality class for scalar and gauge systems.

5.2.3 Scaling regions in expanding scalar and gauge theories

In the upper panel of Fig. 5.3, apart from the ∼ 1/pT behavior at intermediate momenta,

one observes a distinct infrared regime for scalar systems below the momentum scale where

the occupation number becomes of order ∼ 1/λ. While this infrared regime limits from below

the 1/pT behavior at intermediate momenta, the figure shows that the bound shifts towards

lower momenta at later times. The inertial momentum range satisfying the 1/pT power law

increases with time on a logarithmic scale, confirming it to be a robust property of the far

from equilibrium scalar dynamics.
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The infrared region in scalar systems is isotropic and can be well described by a power law

∼ p−κ> with a large exponent κ> ≈ 4.5 − 5. We conclude that the very high occupancies at

low-momenta enhance scattering rates to overcome the rate of longitudinal expansion. The

situation is very similar to non-expanding systems, where a nonthermal infrared fixed point

was observed previously for scalar field theories [7, 9, 10, 22, 89, 92, 120], within an inverse

particle cascade that leads to Bose-Einstein condensation. As we discussed in Chapter 4 and

Ref. [118], this scaling region even incorporates a universality classes connecting superfluid

relativistic scalar systems and nonrelativistic Bose gases. We will analyze this infrared region

in expanding scalars in detail in Sec. 6.1. We will show there that it indeed describes an

inverse particle cascade that triggers Bose-Einstein condensation, in a very similar way as we

discussed for non-expanding scalar systems.

As noted above, the gauge distribution shown in the lower panel of Fig. 5.3 also exhibits a

∼ 1/pT behavior. A relative enhancement is observed in the deep infrared, which is however far

weaker than the corresponding behavior in the scalar theory; it remains to be seen whether this

enhancement becomes stronger at later times. Regardless, the concept of a gauge dependent

number distribution is problematic at low momenta and further studies in this regime should

concentrate on gauge invariant correlation functions. Such an analysis would also be important

in view of the idea of a strong infrared enhancement for over-populated gauge fields [72], where

the formation of a Bose condensate is debated.

We finally discuss the distribution functions at higher transverse momenta. For the scalar

system one observes from Fig. 5.3 that at the latest available times of τ/τ0 ∼ 85 a flat

distribution for pT & Q emerges. The distribution function in this inertial range still exhibits

self-similar behavior (5.1) with the relations (5.4) albeit with a different scaling function fS

and a different longitudinal scaling behavior characterized by the exponent γ = 1/2. The

systematics of this regime of hard transverse momenta will be discussed in more detail in

Sec. 6.1. In contrast, the gauge theory, for the shorter times explored, shows no such additional

scaling regime at hard momenta.

5.2.4 Basin of attraction

The non-thermal fixed point observed for scalar field theories is not only approached with over-

occupation initial conditions. Similar to our discussion in non-expanding scalars in Sec. 3.2.2,

also coherent-field initial conditions (2.62) belong to its basin of attraction. These initial

conditions lead to a parametric resonance instability at early times in the static case [78, 81, 87]

as well as in the expanding scalar field theory [121, 156] despite the longitudinal expansion. In

Fig. 5.4, we show the space-time evolution of an expanding scalars system with coherent-field

initial conditions at the example of the transverse momentum distribution f(pT , pz = 0, τ).

The resonance leads to instabilities and rapid particle production at early times (red circles).
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An over-occupation of momentum modes up to a characteristic momentum scale Q ≡ σ0 of

Eq. (2.62) is built up on a short time scale (blue triangles) while the coherent field decays. As

discussed in Ref. [121], the end of the instability regime is given by

τinstab/τ0 '
(

1 +
1

3Qτ0γ0
log λ−1

)3/2

, (5.6)

with γ0 ' 0.15. At the end of this stage, we identify an over-occupied system with a similar

form as given by over-occupation initial conditions in Eq. (2.61). Hence starting with an over-

occupied single particle distribution may be regarded as an already time evolved system with

coherent field initial conditions. At later times (green rhombi and black squares), the system

approaches the same nonthermal fixed point. Therefore, both types of initial conditions lie in

the basin of attraction of the nonthermal fixed point in expanding scalars.

5.3 Non-Abelian plasmas and thermalization in more detail

In this section, we study the non-thermal fixed point of non-Abelian plasmas in more detail.

We explicitly show its scaling properties as in Ref. [14] and provide an additional error analysis

for the scaling exponents in Sec. 5.3.1. As we will discuss in Sec. 5.3.2, our simulation results

allowed us to distinguish between different thermalization scenarios in the literature [39, 67–

69, 71, 72]. The observed scaling exponents are consistent with the thermalization scenario

of Ref. [67] that is based on elastic and inelastic scatterings only. In Sec. 5.3.3 we will review

how the scaling exponents can be derived from such a kinetic description by use of a self-

similar distribution function. Over the last years, our studies considerably contributed to a

consistent understanding of the thermalization process of expanding non-Abelian plasmas in

the high-energy (weak coupling) limit that we will discuss in Sec. 5.3.4.

5.3.1 Self-similar evolution and scaling exponents

The self-similarity of non-Abelian plasmas can be demonstrated by investigating the scaling

properties of the rescaled single particle distribution in analogy to the scalar case in Sec. 5.2.2.

In the right panel of Fig. 5.5 we show the rescaled gluon distribution as a function of rescaled

longitudinal momenta (Qτ)γpz. This longitudinal distribution is shown for modes with trans-

verse momenta pT ' Q and the same initial conditions as used throughout Sec. 5.2. The

left panel of Fig. 5.5 shows the original data for comparison. Indeed, the rescaled data for

different times in the range from τ/τ0 = 7.5 to 40 is seen to collapse onto a single curve to

high accuracy, which is a manifestation of self-similarity in the evolution of the non-Abelian

system.
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Figure 5.5: (left) Gluon distribution as a function of longitudinal momentum pz at
different times τ/τ0 = 7.5, 10, 15, 20, 30 (top to bottom) of the evolution. (right) The
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To keep our presentation short, we move a detailed discussion about the extraction of scaling

exponents in non-Abelian plasmas and their systematic errors to App. D while we summarize

only key aspects of our analysis here. We find that the scaling exponents that are inferred

from the self-similar behavior are affected by large systematic errors.3 The systematic errors

mainly result from two ingredients:

1) The universal values of scaling exponents are defined at the nonthermal fixed point.

Since we can only simulate up to finite times, the measured exponents can differ from

their final values. We have seen a similar situation for the infrared scaling regime in

non-expanding scalar theories in Fig. 4.4.

2) According to Bjorken’s law (5.2), finite anisotropy PL/ε > 0 leads to deviations from

ε ∼ τ−1 and eventually affects all of the scaling exponents.

For instance, for longitudinally expanding systems, the relations in Eq. (5.4) should hold close

to the nonthermal fixed point. However, we find from the self-similar evolution of the data set

in Fig. 5.5 that the best fitting values are αselfsim − 3βselfsim − γselfsim = −1.05 ± 0.04 instead

of −1 , βselfsim = −0.02 ± 0.02 instead of zero and γselfsim ≈ 0.285 ± 0.025 . To reduce

3For our scalar simulations, the exponents suffer less from systematic effects. While they are well described
by the values in Eq. (5.5), we will provide their error estimates in a separate study in Sec. 6.1.3.
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systematic errors, we consider the gauge-invariant hard scales ΛT and ΛL that are defined in

Eq. (D.3) of App. D.1, and were introduced in Refs. [15, 157]. Their perturbative expressions

can be stated in terms of the distribution function as

Λ2
T (τ) '

∫
d2pT dpz 2p2

T ωp f(pT , pz, τ)∫
d2pT dpz ωp f(pT , pz, τ)

,

Λ2
L(τ) '

∫
d2pT dpz 4p2

z ωp f(pT , pz, τ)∫
d2pT dpz ωp f(pT , pz, τ)

,

ε(τ) ∼
∫
d2pT dpz ωp f(pT , pz, τ) , (5.7)

where we have also included the energy density ε and used for the relativistic quasi-particle

energy ωp ' pT in the anisotropic limit pT � pz. Since the hard scales and the energy density

receive their dominating contributions from roughly the same hard modes, the hard scales can

be interpreted as our typical hard momenta (see below Eq. (5.1)), ΛT = pT,typ and ΛL = pz,typ.

These perturbative expressions in (5.7) scale as

ε ∼ τα−3β−γ , Λ2
T ∼ τ−2β , Λ2

L ∼ τ−2γ . (5.8)

Comparing different initial conditions and discretizations, we indeed find in App. D that their

scaling exponents approach the values given by Eq. (5.5). While the combined exponent

α− 3β − γ and the transverse exponent β monotonically approach their expected final values

−1 and 0, respectively, the scaling exponent of the longitudinal scale is measured to be

2 γ = 0.67± 0.07 (stat.) , (5.9)

after a transient evolution. All of these values are consistent with the values in Eq. (5.5)

obtained for scalar fields. This is a strong evidence for universal behavior between two different

field theories.

5.3.2 Distinguishing between thermalization scenarios

By extracting the scaling exponents (α, β, γ) with two different methods in the previous sub-

section, we can estimate the systematic uncertainties of our analysis. Concerning the scaling

exponents β and α − 3β − γ the results of the different methods show very good agreement.

Their scaling corrections due to finite time and finite anisotropy effects decrease monotoni-

cally in time, as the gauge invariant analysis shows. For the considered range of times, these

systematic errors are on the order of 0.06 for β and 0.05 for the scaling exponent α− 3β − γ
of the energy density. Based on the strictly monotonic behavior we can safely extrapolate the

values of β and α− 3β − γ to the highly anisotropic scaling limit, where

β ↗ 0 , α− 3β − γ ↗ −1 . (5.10)
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This result is in agreement with our numerical results from scalar theory in Eq. (5.4). Moreover,

most weak coupling thermalization scenarios also assume these relations for their classical

evolution regime.

The scaling exponent γ can be used to distinguish between different weak coupling thermal-

ization scenarios. The ‘bottom-up’ scenario (BMSS) [67] is entirely based on elastic 2 ↔ 2

and inelastic 2 ↔ 3 scatterings. It considers the Debye scale mD of Eq. (3.18) as the typical

scale for small longitudinal momentum transfer, leading to the exponent γ = 1/3 for the clas-

sical high-occupancy regime. In contrast, the one loop self-energy for anisotropic momentum

distributions has been suggested to lead to plasma instabilities even during the evolution of

highly occupied non-Abelian plasmas [158, 159]. The additional influence of plasma instabili-

ties has been considered in the scenarios (BD) [68] and (KM) [71]. There plasma instabilities

create an overpopulation of unstable soft modes pT . mD, such that the interaction of hard

excitations with the highly populated soft modes becomes the dominant process. Differing in

the expected range of longitudinal unstable modes, they lead to γ = 1/4 for the (BD) and

γ = 1/8 for the (KM) scenarios. In the different thermalization scenario (BGLMV) [72], it

is instead argued that the combination of high occupancy and elastic scattering can generate

a transient Bose-Einstein condensate. The latter then leads to a system with fixed (PL/PT )

anisotropy, which implies γ = β.

While the result of our self-similar scaling analysis points to values of γ ' 0.28, between the

values γ = 1/3 in the ‘bottom-up’ scenario and γ = 1/4 in the instability modified (BD)

scenario by Boedeker, our gauge invariant analysis result γ ' 0.33 of Eq. (5.9) shows a clear

preference for the ‘bottom-up’ scenario [67]. We believe that the deviation between the two

methods can be attributed to scaling corrections at finite anisotropy and finite times. However,

an important difference between the methods is that for the gauge-invariant analysis we were

able to get a time differentiated measurement of the exponents. Moreover, we compared

the results for different initial conditions and discretization parameters (Fig. D.1 of App. D),

reducing systematic dependencies on the initial conditions. Therefore, we think that the gauge

invariant measurement is more rigorous. Within these uncertainties of our simulations, our

numerical results can be described most accurately by the ‘bottom-up’ scenario.

5.3.3 Kinetic analysis for non-Abelian plasmas

As we have seen, the ‘bottom-up’ thermalization scenario correctly captures the universal scal-

ing properties of expanding non-Abelian plasmas. This finds a simple a posteriori explanation

in terms of a kinetic description that we already discussed in Sec. 3.3.2 for non-expanding

gauge theory. The kinetic equation in longitudinally expanding systems reads [71, 151][
∂τ −

pz
τ
∂pz

]
f(pT , pz, τ) = C [f ] (pT , pz; τ) , (5.11)
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for the single particle distribution f(pT , pz, τ) with a collision integrals C [f ] (pT , pz; τ) charac-

terizing scattering processes. The difference to the kinetic equation in isotropic non-expanding

systems (3.26) lies in an additional term on the left hand side −pz/τ ∂pzf that incorporates

the longitudinal red shift and dilution of the longitudinally expanding medium.

In the high occupancy classical regime of the bottom-up scenario, the interaction of hard

quasi-particle excitations is dominated by elastic scatterings 2↔ 2 which are consistent with

the observed particle and energy density conservation (5.4). Inelastic 2↔ 3 interactions also

occur but they primarily affect the soft sector as long as the typical occupancies of the hard

excitations are large (f(pT,typ, pz,typ) � 1), and plasma instabilities were not considered in

that work. For elastic 2 ↔ 2 scattering, the collision integral involves the matrix element of

Eq. (3.43) where small-angle scatterings are strongly enhanced (see Sec. 3.3.2). Hence, the

effect of elastic collisions is to broaden the longitudinal momentum distribution by multiple

incoherent small-angle scatterings, which is the key to understanding the observed scaling

properties of non-Abelian plasmas.

The elastic collision integral in the small angle approximation C2↔2
small−angle was introduced in

Eq. (3.46) for non-expanding gauge theory. Here we discuss a system with typically large

anisotropies pz � pT due to the longitudinal expansion, which can be formulated in terms of

our hard scales ΛL � ΛT of Eq. (5.7). This allows us to estimate the leading contributions to

the collision integral parametrically. Estimating the derivatives as ΛT ∂pT f ∼ f and ΛT ∂pzf ∼
f ΛT /ΛL � f , one can further simplify Eq. (3.46). The leading contribution to C2↔2

small−angle is

of the order (ΛT /ΛL)2 � 1 and leads to the Fokker-Planck form

C2↔2
small−angle[f ](pT , pz; τ) ' q̂ ∂2

pzf(pT , pz, τ) +O(1) . (5.12)

The momentum diffusion parameter (3.47) is approximated as

q̂ ' 4πα2
sN

2
c L

∫
d2pT dpz

(2π)3
f2(pT , pz, τ) (5.13)

for high occupancies. Hence, the kinetic process resulting from Eq. (5.12) can be interpreted as

a random walk of excitations in momentum space, where quasiparticles receive small kicks in

longitudinal direction. Although this approximation may not capture all details, it is expected

to describe the relevant physics necessary to determine the scaling exponents. Indeed, the

Gaussian shaped fixed point distribution of Figs. 5.2 and 5.5 can be regarded as a natural

consequence of the Fokker-Planck type kinetic equation.

While the original work by Baier, Mueller, Schiff and Son [67] (BMSS) determines the basic

properties of the kinetic evolution from self-consistency arguments, the self-similar behavior

observed from numerical simulations indicates that the framework of scaling regimes [8] can

be applied. We continue this analysis by plugging the self-similar distribution (5.1) into the
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Boltzmann equation (5.11). Comparing both sides leads to the time-independent condition

αfS(pT , pz) + βpT∂pT fS(pT , pz) + (γ − 1) pz∂pzfS(pT , pz) = C2↔2
small−angle[fS ](pT , pz) , (5.14)

and to the relation for temporal exponents

α− 1 = −βµ . (5.15)

Here we used the scaling behavior (3.28) of the collision integral for which one extracts µ =

−3α/β + 2− γ/β. This leads to the scaling relation

2α− 2β + γ + 1 = 0 . (5.16)

Since elastic scattering processes are particle number and energy conserving, further scaling

relations are obtained from conservation laws of the kinetic equation. Particle number conser-

vation τ
∫
d3p f = const can be extracted from the kinetic equation (5.11) by integration over

all momenta and multiplication by τ . The self-similar behavior in Eq. (5.1) leads to the scaling

relation α− 2β − γ + 1 = 0. Similarly, approximating the mode energy of hard excitations as

ωp ' pT in the anisotropic scaling limit, energy conservation τ
∫
d3p pt f = const yields the

final scaling condition α− 3β − γ + 1 = 0. These two equations combined yield the relations

α− γ + 1 = 0 , β = 0 . (5.17)

that we have found numerically above in Eq. (5.4).

Remarkably, the above scaling relations are independent of many of the details of the under-

lying field theory such as the number of colors, the coupling constant as well as the initial

conditions. Instead, they only depend on the dominant type of kinetic interactions (such

as 2 ↔ 2 scattering processes), the conserved quantities of the system and the number of

dimensions. More specifically, the dynamics of small-angle elastic scattering, along with the

conservation laws of quasi-particle number and energy provide the three equations to determine

the scaling exponents. These are straightforwardly extracted to be

α = −2/3 , β = 0 , γ = 1/3 , (5.18)

and agree with our numerical results.

In summary, the observed scaling behavior in gauge theories can be derived from elastic scatter-

ings with a small-angle approximation. However, it is also conceivable that there are processes

besides small angle elastic scattering which lead to the same scaling behavior.
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Figure 5.6: The distribution function for expanding non-Abelian plasmas at different
times as function of transverse momentum pT and rapidity wave number ν = τ pz.
Starting from vacuum fluctuations around the classical ‘Glasma’ fields, fluctuations
grow due to plasma instabilities and lead to an over-occupied plasma. Figure is taken
from Ref. [66].

5.3.4 A consistent picture of thermalization at weak couplings

So far, we discussed a first principles study of the dynamics of a highly occupied non-Abelian

plasma using large scale numerical simulations and kinetic theory. The discovery of a non-

thermal fixed point in this temporal regime that showed preference for the ‘bottom-up’ ther-

malization scenario [67] was unanticipated. This is because a consistent kinetic description

of expanding non-Abelian plasmas would suggest that plasma instabilities [158–162] should

qualitatively modify the evolution even at late times [68, 70, 71, 158, 163]. However, our

classical-statistical simulations indicate that plasma instabilities play no significant role be-

yond the very early stages. While a microscopic understanding of the absence of late time

instabilities remains an open question, this observation has been incorporated in kinetic de-

scriptions of the thermalization process, as for instance in Ref. [164].

Therefore, our results provide a link between early stages of the evolution and the ther-

malization scenarios that were proposed in the literature. As has been confirmed numeri-

cally [66, 130, 164], it is now possible to formulate a consistent picture of thermalization at
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Figure 5.7: Schematic illustration of the thermalization process for the example
of the bulk anisotropy PL/PT . The time evolution in the shaded yellow regime cor-
responds to the observed non-thermal fixed point, where its attraction property is
symbolized by the red ellipse. The curves in the time regimes I - III reflect the evo-
lution in the three thermalization stages of the bottom-up scenario [67]. We show
typical time scales and typical occupancies nHard = f(pT = Q, pz = 0) at the bottom
of the figure.

weak couplings, starting from the initial Glasma fields shortly after the collision, up to the

onset of hydrodynamics at late times.

In the following, we provide an overview of the thermalization process at weak couplings (see

also Ref. [165, 166]). In the weak coupling limit, the colliding nuclei may be described as Color

Glass Condensates (CGC) in an effective field theory description of high energy QCD [47, 167–

169]. The dynamics of the nonequilibrium “Glasma” created in such a collision is that of highly

occupied boost invariant classical gluon fields with typical momentum Q [48–59]. Since the

characteristic occupancies ∼ 1/αs(Q) are large, the gauge fields are strongly correlated even

for small gauge coupling.

Small quantum fluctuations [170] break the boost invariance and lead to (Weibel) plasma

instabilities with exponential growth exp(
√
Qτ) [60–65]. The fluctuations become of the order

of the Glasma field on time scales

Qτinstab ∼ log2
(
α−1
s

)
, (5.19)



106 Chapter 5 Universality class and thermalization in expanding systems

and lead to an over-occupied non-Abelian plasma [66]. This evolution is shown in Fig. 5.6.

The subsequent time evolution of the over-occupied system follows the ‘bottom-up’ picture of

thermalization [67], which is illustrated schematically in Fig. 5.7 at the example of the bulk

anisotropy of the plasma. Following the regime dominated by plasma instabilities (or free

streaming for some other initial conditions), an effective memory loss is observed already at

rather early times of the evolution and leads to the classical nonthermal fixed point for differ-

ent initial conditions [14, 15]. The plasma, albeit strongly interacting at all times, becomes

increasingly anisotropic in the classical-statistical regime of high occupancies. This first stage

of the ‘bottom-up’ scenario ends at τQuant ∼ Q−1 α
−3/2
s when typical occupation numbers

of hard modes nHard = f(pT = Q, pz = 0) become of order unity since then the classical

approximation breaks down.

The second and the third stages of the ‘bottom-up’ scenario are governed by wave turbulence

in the low occupancy regime of hard excitations nHard . 1 [67, 130, 132, 164, 171]. In stage

II, the anisotropy freezes while the system becomes more dilute due to inelastic processes

with democratic branching. There, a hard excitation split into two daughters of comparable

energy. This process leads to a turbulent cascade to lower momenta, occupying the soft sector

with particles. Due to frequent interactions among the soft particles, a thermal bath forms

at τBath ∼ Q−1 α
−5/2
s , which coincides with the time when the number of soft particles is

of the same order as the number of hard particles. In stage III, the dilute and anisotropic

plasma approaches thermal equilibrium through a radiational break-up of hard particles that

lose their energy to the thermal bath. At late times, the relaxation of the transverse and

longitudinal pressures towards their equilibrium values can be described accurately by viscous

hydrodynamics [164]. For physical couplings αs ≈ 0.3, the onset of hydrodynamics has been

observed to emerge at τHydro ∼ 1 fm/c for the scale Q = 2 GeV [164].

This weak-coupling thermalization picture is the counterpart of the holographic thermalization

process of strongly coupled supersymmetric Yang-Mills theory within the AdS/CFT frame-

work [41–44, 172–175], where the gauge-string duality is used to study the process. It gener-

ally leads to a fast thermalization of the plasma and is even robust in the presence of large

anisotropy [41, 172, 173].
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5.4 Summary

In this chapter, we studied nonthermal fixed points in longitudinally expanding systems. We

first extended our concepts of scaling regions to expanding media, where the distribution

function evolves in a self-similar way f(pT , pz, τ) = τα fS(τβpT , τ
γpz).

Using large scale numerical simulations, we reported of nonthermal fixed points in expanding

scalar and gauge theories. Both systems exhibit an anisotropic scaling region at sufficiently

high momenta where the occupation numbers satisfy f . 1/λ and f . 1/αs, respectively.

There, particle number per transverse momentum mode τ dn/dpT as well as energy density per

transverse mode τ dε/dpT are both conserved at each transverse momentum simultaneously,

implying the relations α − γ + 1 = 0 and β = 0 for the scaling exponents. This is different

from the static case, where only one of these conservation laws can be satisfied within a scaling

region. In particular, in expanding systems, there is effectively neither a particle nor an energy

flux in transverse momentum in such scaling regions.

A detailed analysis of the scaling properties in this region revealed the scaling exponents α =

−2/3, β = 0 and γ = 1/3 for both systems. Moreover, we obtained in both cases the functional

form fS(pT , pz) ∼ p−1
T exp

(
−p2

z/σ
2
z

)
within the scaling region. For scalar fields, we observed

that also initial conditions with an initially large coherent field lead to the same attractor.

Moreover, the scaling region increases in momentum space on a logarithmic scale, which shows

the robustness of this universal regime. These observations provide strong evidence of a novel

far-from-equilibrium universality class encompassing longitudinally expanding scalar fields and

gauge fields over a characteristic inertial range of transverse momenta.

We showed how the observed scaling behavior in gauge theories can be derived from elastic

scatterings with a small-angle approximation. The corresponding kinetic process can be in-

terpreted as a random walk of excitations in momentum space, where quasiparticles receive

small kicks in longitudinal direction. In contrast, a similar explanation in terms of scattering

processes does not exist so far for the scaling region in scalar systems. Since the underlying

interaction processes are very different for gauge and scalar fields, our findings hint to an even

more general principle behind this universality.

Our numerical results of non-Abelian gauge theory suggest that plasma instabilities play no

important role beyond early times. A microscopic understanding of the absence of such insta-

bilities remains an open question. We also discussed the current understanding of the ther-

malization process in weakly coupled non-Abelian plasmas, which are relevant for heavy-ion

collisions in the limit of high energies and weak couplings. Our results have been incorporated

in recent kinetic descriptions that confirm the ‘bottom-up’ thermalization picture.

Because of large anisotropies due to the expansion, the thermalization process is more com-

plicated than a typical equilibration process in non-expanding systems that is depicted in
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Fig. 3.1 of Chapter 3. Since during the nonthermal fixed point stage anisotropies increase,

the system is highly anisotropic when characteristic occupancies become of order unity f ∼ 1.

Therefore, subsequent thermalization stages are required that isotropize the system before it

can eventually approach thermal equilibrium. The current status of the thermalization picture

in heavy-ion collisions in the limit of high energies provides a consistent description from the

initial ‘Glasma’ fields shortly after the collision up to the onset of hydrodynamics.



Chapter 6

Nonthermal fixed point in

expanding scalars

In the previous chapter, we reported on a new universality class for longitudinally expand-

ing systems, encompassing strongly correlated non-Abelian plasmas and N -component self-

interacting scalar field theories. In this chapter we significantly expand on our previous work

and study the scalar attractor in detail. We extract the scaling properties in the universal

scaling regime with appropriate error estimates and delineate two further self-similar regimes.

The first new self-similar regime occurs in the deep infrared (IR) region of very high occupan-

cies f & 1/λ, where the nonequilibrium dynamics leads to the formation of a Bose-Einstein

condensate. We have studied this regime in Chapter 4 (and [118]) for non-expanding scalar

systems, and find that also in the expanding case, one has an inverse particle cascade that

leads to Bose-Einstein condensation. A perturbative kinetic treatment of the high-occupancy

regime is limited to occupation numbers f � 1/λ because it involves a perturbative series in

λf . Instead, we will apply the vertex-resummed kinetic theory of Refs. [7, 89, 114, 154] to de-

scribe the high-occupancy regime at low momenta. We showed in Sec. 4.2 that this framework

can be successfully used to explain scaling properties in an over-occupied momentum region.

The other novel scaling regime emerges at high momenta at late times. We will study its

scaling properties for different initial conditions and obtain its scaling exponents and scaling

function.

In conventional kinetic approaches, our reported universality class between scalar and gauge

theories leads to the parametric estimate PL/PT ∼ τ−2/3 for the pressure anisotropy. However,

we will see that the evolution of this quantity in our numerical simulations deviates significantly

from this scaling behavior. Our results therefore challenge conventional kinetic frameworks.

They suggest that modifications are needed at low momenta also in non-Abelian gauge theory

to account for the high occupancies, similar to the vertex-resummed kinetic theory in scalar

systems.

109



110 Chapter 6 Nonthermal fixed point in expanding scalars

We have discussed the range of validity of the classical-statistical approximation in Sec. 2.3.1.

One finds that the approximation accurately describes the full quantum system as long as

typical occupation numbers are large f � 1. In Ref. [176] it has been argued recently that there

is potentially a caveat to the underlying arguments when the system is highly anisotropic. We

have studied the range of validity of the classical-statistical approximation in our longitudinally

expanding systems at the example of the pressure anisotropy PL/PT . Since this discussion

requires the knowledge of the universal scaling regime of scalar and gauge theories that we

discussed in Chapter 5, we did not include the discussion in Sec. 2.3.1. Instead, our arguments

are provided in App. E, and we summarize here the results. We find that the classical regime

ends at τQuant ∼ Q−1 λ−3/2. This is the same time limit as for non-Abelian plasmas, as was

illustrated in Fig. 5.7 of the previous chapter. Most importantly, it also coincides with the

time scale when typical occupation numbers become of the order unity, which signals the

break-down of the classical approximation also in the non-expanding case, as discussed in

Secs. 2.3.1 and 3.2. Therefore, the anisotropy of the system does not pose more constraints

on the range of validity of our classical approximation to the dynamics. We also note that

beyond the break-down time scale τQuant of the approximation, the evolution of the system is

expected to change qualitatively since genuine quantum corrections become important. While

for non-Abelian gauge theories there has been a lot of recent progress in understanding the

dynamics of the quantum regime in more detail [130, 164], a similar analysis for the scalar

theory is presently not available, and is beyond the scope of this work.

We start this chapter in Sec. 6.1 with a detailed analysis of the different scaling regions in the

scalar attractor. In Sec. 6.2 we discuss their implications on the pressure ratio PL/PT . We

conclude the chapter in Sec. 6.3 with a summary of our results.1

6.1 The scaling regions of the nonthermal fixed point

Within the classical-statistical simulations of the expanding scalar theory in Sec. 5.2 (or in

[2]), we identified three distinct scaling regimes: i) An inverse particle cascade at very soft

momenta with large occupancies f & 1/λ, ii) an intermediate range of momenta extending

dynamically up to momenta close to the hard momentum scale Q of the system, and iii) a hard

momentum regime for momenta pT & Q. In the following, we will expand on the discussion of

the longitudinally expanding scalar theory in Sec. 5.2 and present detailed results uncovering

the properties of the three inertial regimes.

The nonthermal fixed point structure is insensitive to the details of the initial conditions.

Therefore, we will first investigate the time evolution for a single initial condition and then

verify that the scaling results are insensitive to the initial conditions (summarized in Table 6.1)

1We have published the presented results of this chapter in Ref. [177].
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further below for parts of the attractor. Unless stated otherwise, we consider a four component

(i.e. O(4)-symmetric) scalar theory with over-occupation initial conditions, as in Eq. (2.61),

with an initially isotropic system (ξ0 = 1) and with the occupancy parameter n0 = 35 at the

initial time Qτ0 = 103. All quantities in this paper are normalized by appropriate dimensional

scales. If not written explicitly, we imply τ 7→ τ/τ0 and pi 7→ pi/Q in our equations and

figures, which also holds for the scaling behavior introduced in Eq. (5.1).

Our results for the transverse momentum dependence of the spectrum at different proper

times in the evolution are summarized in Fig. 6.1, which shows snapshots of the single particle

distribution f(pT , pz = 0, τ) for vanishing longitudinal momenta. One observes the emergence

of three distinct scaling regimes, at small, intermediate and high transverse momenta. We

reported in Sec. 5.2 that the low momentum behavior – indicated as i) – is characterized by

a strong infrared enhancement with an approximate power law p−κ>T power law dependence

with a large exponent κ> ≈ 4.5 − 5 while the intermediate momentum regime – indicated as

ii) – features an approximate p−1
T power law shown by the gray and black dashed lines.

The momentum ranges for the scaling regimes i) and ii) are seen to shift dynamically towards

lower momenta as a function of time as indicated by the purple dashed lines in Fig. 6.1. At

late times, an additional scaling window emerges at momenta pT & Q. This novel regime was

unanticipated and we shall discuss it shortly. In this regime – indicated as iii) – the single

particle distribution becomes approximately independent of the transverse momentum up to

very high momenta where the spectrum shows a rapid fall off.

Configuration Lattice parameters
ξ0 n0 Qτ0 N NT Nη QaT aη/10−5

0.5 5 1000 4 128 768 1 5

1 4.5 1000 4 128 768 1 5

1 5 1000 4 128− 256 512− 4096 0.5− 1 2.5− 5

1 6 1000 4 128 768 1 5

1 7.5 1000 4 128 768 1 5

1 15 1000 4 192 768 0.67 5

1 35 1000 4 96− 384 384− 768 0.25− 2.5 4− 10

1 80 1000 4 128 768 0.4 5

2 15 1000 4 128 768 0.85 5

4 15 1000 4 128 1024 1 5

1 35 100 4 192 1024 0.75 25

1 5 1000 2 192 768 0.5 5

Coherent IC 1000 4 192; 256 256− 768 0.2− 0.9 6− 20

Table 6.1: Discretization parameters for different initial conditions. Unless stated
otherwise, these parameters are employed for all classical-statistical lattice simula-
tions. In the following, the configurations of the last three lines are referred to as
“Qτ0 = 100”, “O(2) scalars” and “Coherent field IC” (c.f. Eq. (2.62)), respectively.
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Figure 6.1: Dependence of the single particle distribution on the transverse momen-
tum (for vanishing longitudinal momentum pz = 0) at various times. One observes
the emergence of three distinct scaling regimes labeled as i), ii) and iii) and separated
by purple dashed lines. Each regime corresponds to the inertial range of momenta
for a scaling region as discussed in detail below. The black and gray dashed lines are
power laws compared to the regimes i) and ii).

Each of the three momentum regions corresponds to a different self-similar evolution of the

single particle distribution with the scaling behavior in Eq. (5.1) and a different set of scaling

exponents (α, β, γ) and scaling function fS(pT , pz). As discussed in Sec. 5.1, the exponents de-

termine the evolution of typical occupancy, transverse and longitudinal momenta, respectively.

We will extract the scaling quantities of each scaling region in subsequent sections.

6.1.1 Infrared cascade and Bose-Einstein condensation

We will first present a detailed analysis of the inertial range at low momenta, marked by i) in

Fig. 6.1 with an approximate p−5
T power law in the transverse momentum spectrum. In the

study of scalar field theories with static geometry, such a low momentum region is associated

with an inverse particle number cascade of an effectively massive theory and leads to the

formation of a Bose-Einstein condensate [89, 118].

We can similarly investigate the presence of a dynamically generated Bose-Einstein condensate

in the longitudinally expanding system by studying the finite volume scaling of correlation

functions of the scalar field. In an approach similar to that considered for the non-expanding

theory in Sec. 4.1.4, we examine the properties of the statistical correlation function F0(τ) ≡
F (pT = 0, ν = 0, τ) of Eq. (2.45). While the fluctuations at finite momenta are essential
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Figure 6.2: Time evolution of the condensate observable with over-occupation initial
conditions, plotted for different volumes V ≡ VTLη. The lattice spacings for the
smallest volume are QaT = 0.75 and aη = 5 · 10−5 on a 642× 384 grid. At sufficiently
late times, the results become independent of the volume, signaling the formation of
a condensate. The condensation time increases with volume. For large volumes, the
condensate growth follows power laws that are marked by a dashed black line. A
similar late-time behavior is found for other initial parameters, as for an earlier initial
time Qτ0 = 100.

for the formation of the condensate via an inverse particle cascade, a volume independent

correlation function at zero momentum F0(τ)/(VTLη) = φ2
0(τ) signals the existence of a Bose-

Einstein condensate. Our results for this condensate observable are shown in Fig. 6.2, where

we compare the time evolution for different volumes. Starting from over-occupation initial

conditions, one observes a rapid rise of the zero momentum mode at early times. Eventually

the condensate observable becomes volume independent thereby signaling the formation of a

condensate. In our case, the rescaled zero mode (τ − τ0)2/3F0 then becomes constant in time

(as marked by the constant gray dashed line). Once formed, the condensate thus decreases as

φ2
0(τ) ∼ τ−2/3 at late times.

The condensation time τc can be viewed as the onset time of volume independent evolution.

While for smaller volumes the condensate is created during the simulation time, for larger

volumes its formation is not completed. Nevertheless from the ordering of the curves one

observes that the condensation time increases with volume. While conventional kinetic de-

scriptions provide a finite condensation time even for infinite volumes [152, 153], the fact

that the condensation time diverges with increasing volume is expected from causality and is

observed in our lattice simulations.
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We note that for the longitudinally expanding system causality also forbids the formation of

a Bose-Einstein condensate if the rapidity range is too large. This is because at any given

time τ , two points which are separated by a larger rapidity range than ∆ηc = 2 ln(τc/τ0)

in the longitudinal direction are not causally connected. Nevertheless one may still observe

the emergence of long range correlations for a system with sufficiently small rapidity extent

∆η ≤ ∆ηc and all our considerations are only valid in the rapidity range where we do observe

condensation.

As can be seen in Fig. 6.2 for larger volumes, the zero mode τ2/3F0(τ)/V follows an approx-

imate power law behavior at late time during the formation of the condensate. We expect

from analytic considerations that will be detailed in Sec. 6.1.2 that the power law exponent

approaches unity at late times. This leads to an increasing condensation time with volume

τc ∼ V , as we will discuss in detail in Sec. 6.1.2. Indeed the results of Fig. 6.2 seem to support

this behavior although with sizable discrepancies at earlier times and for smaller volumes.2. A

similar power law evolution can also be observed in simulations with different initial parame-

ters and sufficiently large volume, as seen for the system with the earlier initial time Qτ0 = 100

for comparison.

For non-expanding systems, both relativistic and nonrelativistic lattice simulations also indi-

cate that the condensation behavior follows a power law F0 ∼ t3/2 (Sec. 4.1.4), where the time

variable t is used in such systems. This leads to increasing condensation time with volume,

as tc ∼ V 2/3. Both phenomena can be understood as a consequence of the inverse particle

cascade from the low momentum region that populates the zero mode. The similarity to

non-expanding systems goes further. There we found that both nonrelativistic and relativistic

scalar field theories exhibit the same scaling properties at low momenta. This is attributed to

the existence of a medium and condensate generated effective mass in the relativistic system.

We have also checked the existence of a dynamically generated mass for the longitudinally

expanding case. We use the definition of Eq. (2.48) to estimate the effective dispersion relation

ω(pT , pz, τ) in the medium. We find that up to statistical fluctuations, the dispersion relation

is independent of the polar angle θ = arctan(pT /pz) in the entire momentum space and only

depends on the absolute momentum |p| =
√
p2
T + p2

z.

Our results for ω(|p|, τ), averaged over the angle θ, are shown in Fig. 6.3 at different times. A

comparison with the fitted lines (of the same color as the data points) shows that the effective

dispersion relation is well described by a relativistic quasi-particle dispersion

ω(pT , pz, τ) =
√
m2(τ) + |p|2 , (6.1)

2Discrepancies from ∆τ2/3F0(τ)/V ∼ ∆τ at earlier times with ∆τ = τ − τ0 are expected due to finite time
effects when the system is not yet close enough to the nonthermal fixed point. Such early time effects can also
be observed in the scaling behavior of other quantities as shown explicitly in Fig. 6.6. Similarly, simulations
with small volumes do not exhibit the power law behavior at all because the low momentum region is not
completely formed and the system is thus too far from the attractor on the time scales of condensation.
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Figure 6.3: Effective dispersion relation at different times. Deviations from the ω =
|p| behavior show that a mass gap is generated for low momentum excitations. The
data are fitted with fit functions

√
m2 + |p|2 which are shown as lines with the same

color as the data points. The time dependence of the effective mass is illustrated in the
inset, extracted from the fits to the dispersion relation and by measuring the oscillation
frequency of the zero momentum mode. The effective mass decreases according to a
τ−1/3 power law.

with a time dependent effective mass m(τ).

The time dependence of m(τ) is shown in the inset of Fig. 6.3. We compare m(τ) extracted

from the dispersion relation to the one extracted from the oscillation frequency ωc(τ) of the

unequal-time correlator at zero momentum F (pT = 0, ν = 0, τ, τ0). Both measurements agree

and show that the dynamically generated mass decreases as a function of time according to3

m(τ) ∼ τ−1/3 . (6.2)

Because of the large occupancy at low momenta (region i in Fig. 6.1) the mass is expected to

be dominated by modes in the infrared scaling region. Using m2 ∼
∫
d3p f/ω to estimate the

3The scaling behavior (6.2) is only valid for scalar theories with N > 1 components. As we will discuss
below, it results from particle number conservation τ n ∼ const in the expanding medium. This is in complete
analogy to the non-expanding case, where particle number conservation n ∼ const leads to an approximately
time-independent mass [144], see also Sec. 4.1.3. For N = 1, however, the mass decreases as ∼ t−1/3 [8, 120],
which can be understood as a consequence of inelastic processes [144]. Similarly, we find in our simulations for
the expanding N = 1 theory a much quicker decay of the effective mass. Hence, we emphasize that the observed
mass decay for the expanding N > 1 scalars in Eq. (6.2) is a consequence of the expanding metric and not of
inelastic processes.
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the distribution is highly anisotropic at high momenta, the infrared sector remains
approximately isotropic.

evolution of the mass, one has for infrared modes

m2 ∼ n

m
. (6.3)

Particle number conservation n ∼ τ−1 (which will be demonstrated later in this section) leads

to m ∼ τ−1/3 as observed in Eq. (6.2). To arrive at Eq. (6.3) we used ω(p) ≈ m which is

true for the infrared modes with |p| . m. The contribution of the condensate to the effective

mass scales in the same way. In contrast, one can estimate the contribution from the harder

momentum regions ii) and iii) in Fig. 6.1 as m2
Hard ∼

∫
d3p λf/ω ∼ τ−1, which is subleading

because of its faster decay in time.

We note that this is different from thermal equilibrium where the effective mass is dominated

by hard momenta at the temperature scale. The difference can be understood as follows. Close

to the nonthermal fixed point, the low momentum region is enhanced and its contribution to

the mass decreases slower than at hard momenta, dominating at late times. In contrast, no

such enhancement at low momenta exists in thermal equilibrium and all contributions to the

mass are stationary.

To better understand the nature of the region at low momenta, we analyze the dependence of

the single particle distribution f(pT , pz, τ) on the polar angle θ = arctan(pT /pz). In Fig. 6.4,

we show the phase-space distribution for different values of θ as a function of the absolute

momentum |p| =
√
p2
T + p2

z. While the spectrum is highly anisotropic for large momenta, one
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observes that the strong enhancement of the infrared region is angle independent within the

accuracy of the numerical simulations. An important consequence is that typical momentum

scales of this region evolve isotropically pT,typ ∼ pz,typ.

When comparing the values of the mass m(τ) in Fig. 6.3 with the typical momenta for the

low momentum fixed point in Figs. 6.1 and 6.4, we find that the low momentum inertial

range is always bounded by the effective mass |p| . m(τ). Hence the dynamics of this region

is governed by nonrelativistic physics with the time dependent dynamically generated mass

m(τ). Moreover from Figs. 6.1 and 6.4 one observes that the low momentum region entirely

involves non-perturbatively large occupation numbers with at least λf & 5.

We now turn to the scaling exponents α, β, γ and the scaling function fS(pT , pz) of Eq. (5.1)

for the low momentum scaling region. Since typical transverse and longitudinal momenta

evolve isotropically (Fig. 6.4), one has the relation

β = γ . (6.4)

To measure the scaling properties, we change the initial amplitude to n0 = 125, which allows

us to access the scaling regime earlier. Since we need to be sensitive to the low momentum

region, we use a large lattice with 7682 × 512 lattice points and lattice spacings QaT = 2

and aη = 1.5 × 10−4. In Fig. 6.5 we show the rescaled transverse momentum distribution
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τ−αf(pT , pz = 0, τ) as a function of the rescaled transverse momentum τβpT . The inset gives

the curves at different times without rescaling for comparison. With α = 1 and β = 2/3

the rescaled curves at different times lie remarkably well on top of each other. According

to Eq. (5.1), this reveals a self-similar evolution of the distribution function fS . If particle

number is conserved, one has τ n = τN
∫
d3p/(2π)3f = const which requires α − 3β = −1

consistent with the values we used. In the inset of Fig. 6.5, the scaling region is seen to move

to lower momenta. This is consistent with the positive value of the exponent β > 0 observed

and can be interpreted as being due to an inverse particle cascade leading to the formation of

a Bose-Einstein condensate at zero momentum.

To gain insight into the statistical and systematic errors for the exponents, we follow Sec. 4.1.1

and investigate how the values of the exponents α and β depend on the reference time τref at

which we start our self-similarity analysis. To this end, we compare the rescaled distribution

function at τref with the rescaled distribution function at different times up to τ/τref ≤ 5, and

extract the best values for the exponents together with an estimate of the error (see App. C.1

for more details on the method).

In Fig. 6.6, we show the extracted values for the combination α − 3β and for β as functions

of the reference time. Also shown are the values −1 and 2/3 as gray dashed lines; the former

corresponds to particle number conservation and the latter to an elastic scattering process with

a resummed matrix element. (This effective elastic scattering interpretation of the numerical

data will be discussed shortly in Sec. 6.1.2.) One finds that both of these quantities approach
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the gray lines. We thus have

α = 1 , β = γ =
2

3
(6.5)

in the vicinity of the nonthermal fixed point with an error estimate of about 10% for β and

typically 10− 15% for α− 3β, as can be determined from the error bars in Fig. 6.6.

We can also specify the functional form in the scaling region as

λfS(pT , pz) =
a

(|p|/b)κ< + (|p|/b)κ>
. (6.6)

The non-universal constants a and b can be fixed by the constraints λfS(|p| = b) = a/2 and

λf ′S(|p| = b) = −a(κ< + κ>)/(4b). In Fig. 6.7 we show the normalized distribution function

f(pT , pz = 0) at τ = 2 τ0 as well as the corresponding distribution function for a two component

scalar field theory in a static box, discussed at length in Sec. 4.1. The scaling functions of both

the static and the longitudinally expanding systems are given by Eq. (6.6). We used the values

κ< = 0.5 and κ> = 4.5 for the scaling function in the figure but we observe that κ> slowly

grows with time presumably approaching the value 5 that is also expected for nonrelativistic

systems in wave turbulence [10, 178].

Indeed we showed in Sec. 4.1 that the infrared dynamics of a scalar field theory in a static ge-

ometry is governed by effectively nonrelativistic dynamics with a non-perturbative mechanism
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that describes an inverse particle cascade. While the infrared scaling function in Eq. (6.6) can

be observed in both expanding and non-expanding scalar systems, the temporal exponents

α = 3/2 and β = 1/2 for the static box in three spatial dimensions differ from the correspond-

ing values of α = 1 and β = 2/3 for the expanding theory. This difference stems from the

different geometry; in the expanding case, one has a time dependent effective mass and particle

number conservation gives τ n = const instead of n = const for the fixed box. However, these

differences do not alter the underlying dynamics in a fundamental way. We will show that

the infrared dynamics of the expanding system is consistent with a description in terms of the

same vertex-resummed kinetic theory as we used for the static case in Sec. 4.2.

6.1.2 Low momentum region from vertex-resummed kinetic theory

We will now extract the exponents α, β and γ for the inertial range at low momenta from a

vertex-resummed kinetic theory and show that their values are consistent with our numerical

results. We will subsequently relate these scaling exponents to the dynamics that leads to the

formation of the Bose-Einstein condensate.

The kinetic equation for the distribution function f in a longitudinally expanding background

is given by Eq. (5.11) that reads(
∂τ −

pz
τ
∂pz

)
f(pT , pz, τ) = C[f ](pT , pz, τ) . (6.7)

The red shift term −pz ∂pzf/τ follows from the boost invariance of the system in the longitu-

dinal direction [14, 71, 151].

Since the occupation numbers are non-perturbatively large in the low momentum region f &

1/λ, a perturbative approach is problematic. However for an N component scalar theory, one

can employ a 1/N expansion of the two particle irreducible (2PI) effective action [106, 114]. To

next-to-leading order (NLO) in this 1/N expansion, the temporal dynamics of the distribution

function can be expressed as a kinetic equation with the vertex-resummed collision integral

C[f ] 7→ C2↔2
NLO[f ] introduced in Refs. [117, 118]. We also refer to Sec. 4.2.2 for further details

on the vertex-resummed collision integral.

To extract the scaling exponents of the low momentum region, we study the temporal scaling

behavior of Eq. (6.7). This analysis proceeds in complete analogy to the studies in Secs. 3.3,

4.2 and 5.3.3 of previous chapters. One employs the self-similar scaling ansatz (5.1) for each

side of the kinetic equation (6.7) and compares both sides. With the scaling behavior of the

vertex-resummed collision integral

C2↔2
NLO[f ](pT , pz, τ) = τ−β µC2↔2

NLO[fS ](τβ pT , τ
γ pz) , (6.8)
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one obtains the time-independent condition given by Eq. (5.14) with the substitution

C2↔2
small−angle[fS ] 7→ C2↔2

NLO[fS ], and a relation for temporal exponents

α− 1 = −βµ . (6.9)

A scaling solution of the kinetic equation has to satisfy both equations simultaneously. A

detailed discussion of the fixed point equation (5.14) and its solution is beyond the scope of

this work. We will focus on the scaling relation Eq. (6.9) since we are primarily interested in

the scaling exponents.

Therefore, we need to determine the scaling exponent of the collision integral µ. We first

observe that the momentum range at low momenta is bounded by the effective mass m(τ),

which motivates the approximation of the dispersion relation ω(pT , pz, τ) ' m(τ)+|p|2/2m(τ).

Because the leading mass term may cancel in intermediate steps, one has to determine the

scaling property of the momentum |p|2. As our numerical results in Fig. (6.4) show, the

momentum distribution in the IR is isotropic. Hence we can assume that longitudinal and

transverse momenta as well as the modulus all scale equally with β = γ.

The precise form of the exponent µ is derived in Eq. (4.25) of Sec. 4.2.2 (with s = τβ) and

reads

µ2↔2
NLO,IR = 2− α/β − σ/β . (6.10)

The reader will recall that the scaling exponent σ controls the temporal evolution of the

effective mass. Using µ2↔2
NLO,IR for the scaling relation in Eq. (6.9) one obtains

β = γ =
1 + σ

2
. (6.11)

Since our numerical results show that the mass scales with σ = 1/3, the scaling relation

deduced from the effective kinetic theory results in momentum exponents that decrease with

β = γ = 2/3. These values are consistent with the numerical results we obtained from

classical-statistical simulations.

To determine the scaling exponent α from the vertex-resummed kinetic theory, we need a

second condition. As for the non-expanding theory, we can use particle number conservation.

Indeed, the elastic collision integral C2↔2
NLO[f ] vanishes when integrated over momenta. The

left hand side of Eq. (6.7) can be identified with the total time derivative of the distribution

function (
∂τ −

pz
τ
∂pz

)
f(pT , pz, τ) =

d

dτ
f
(
pT ,

ν

τ
, τ
)
, (6.12)
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where we identified pz = ν/τ . Hence, integrating the kinetic equation (6.7) over pT and ν

leads to

0 =
d

dτ
N

∫
d2pT dν

(2π)3
f
(
pT ,

ν

τ
, τ
)

=
d

dτ
τ n . (6.13)

This implies τ n = const in the infrared momentum range. From the self-similar form of

Eq. (5.1), one then obtains

α = 2β + γ − 1 . (6.14)

With Eq. (6.11), this leads to

α =
1 + 3σ

2
. (6.15)

Again, plugging in σ = 1/3 we obtain α = 1. This is again consistent with the result extracted

from our classical-statistical numerical simulations. One may therefore conclude that the

vertex-resummed kinetic theory obtained from the NLO 1/N expansion is consistent with

first principles classical-statistical numerical simulations of the expanding scalar theory at low

momenta.

With the scaling properties of the infrared scaling region, we are now able to further analyze

the power law growth of the zero mode F0(τ) ≡ F (pT = 0, pz = 0, τ) in Fig. 6.2 for sufficiently

large volumes. Similar to the non-expanding case in Eq. (4.9), the correlation function F can

be decomposed into a particle and condensate part according to

F (pT , ν, τ) =
f(pT , pz, τ)

τ ω(pT , pz, τ)
+ (2π)3δ(2)(pT)δ(ν)φ2

0(τ) . (6.16)

For finite momenta, the “particle” part of this expression (see Eq. (2.57)) provides an alter-

native definition of the distribution function. We have checked numerically that it converges

to the previous definition in Eq. (2.47) with increasing accuracy in time.

When considering over-occupation initial conditions (2.61) there is no condensate initially but

the inverse particle cascade populates the zero mode according to the relation

τ2/3F0 ∼
f(p = 0, τ)

ω(p = 0) τ1/3
∼ τα+σ−1/3 ∼ τα , (6.17)

where we have used the scaling exponent of the mass σ = 1/3. Denoting the value of the

rescaled zero momentum correlator (τ/τstart)
2/3F0(τ)/V at the initial time τstart of the self-

similar regime as f(p = 0, τstart)/(τstartm(τstart)V ) and its final value at the condensation

time τcond as φ̃2
0(τcond) = (τcond/τstart)

2/3φ2
0(τcond)), the condensation time τcond then follows
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from the power law dependence of the zero mode in Eq. (6.17) as

τcond ' τstart

(
φ̃2

0(τcond) τstartm(τstart)

f(p = 0, τstart)

)1/α

V 1/α

∼ V 1/α . (6.18)

This is the same relation as for the non-expanding theory in Eq. (4.11). Most importantly, it

diverges with increasing volume as τcond ∼ V for the expanding theory close to its attractor.

We can also estimate the number of particles in the condensate nc beyond the onset of con-

densation. By use of the decomposition in Eq. (6.16) one finds

nc ∼ ω(p = 0)φ2
0 ∼ τ−1 , (6.19)

where in the last step we used the scaling properties of the mass and the condensate. Hence

once a condensate is created, its particle number is approximately conserved and its evolution

effectively decouples from the rest of the system. This is certainly not true for times prior to

the formation of the condensate, where the low momentum region plays an essential role.

6.1.3 Intermediate momenta

We now turn to a more detailed analysis of the intermediate momentum sector characterized

by the ∼ 1/pT power law in Fig. 6.1. In contrast to the soft scaling sector, the spectrum

at intermediate momenta is anisotropic; it is more efficiently described by considering the

dependence on the longitudinal and transverse momenta separately. Regarding the transverse

momentum dependence, we discussed in Sec. 5.2.1 that in this case, there is effectively neither

a particle nor an energy flux in transverse momentum. Instead the energy and particle number

densities per transverse momentum mode τ dn/dpT and τ dε/dpT are time independent and

thus conserved at each transverse momentum separately.

Such a conservation of both energy and particle number is a general property of the anisotropic

scaling regions of the longitudinally expanding scalar and gauge field theories, as observed in

Sec. 5.2. In contrast, as we argued in Sec. 3.1, there is no single scaling solution conserving both

energy and particle number for isotropic systems, and only one conservation law constrains

the scaling solution instead. This has been observed not only for scalar and gauge theories in

a static geometry [7, 8, 22] discussed in Sec. 3.2, but also within the low momentum inertial

range of the expanding scalar theory studied above. There particle number conservation leads

to an inverse particle cascade. We therefore should rather distinguish between conservation

laws in isotropic and anisotropic scaling regions. While in the prior only one conservation law

can be satisfied, the latter may conserve two quantities simultaneously.
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Figure 6.8: Time evolution of the longitudinal momentum scale 〈σ2
z〉(τ) for different

initial conditions. top: After a short transient behavior, the dynamics becomes insen-
sitive to different values of n0 and all curves follow an approximate τ−2/3 power law
dependence indicated by the black dashed line. Comparison to the gray dashed free
streaming (∼ τ−2) curve shows the significance of momentum broadening. bottom:
Three of the curves show the insensitivity of the late time behavior to variations of
the initial momentum anisotropy ξ0. The curve labeled Qτ0 = 100 corresponds to
a different initialization time and demonstrates insensitivity of late time results to
the starting time. The line labeled O(2) scalars shows the results for two component
scalars. Since all the other curves are for N = 4 scalar theories, this curve demon-
strates that late time results are independent of the number of degrees of freedom.
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In the language of the self-similar evolution in Eq. (5.1), the conservation of energy and particle

number in the anisotropic scaling regime gives rise to the scaling relations

α− γ + 1 = 0 , β = 0 . (6.20)

With these constraints taken into account, the relevant dynamics in this regime is that of

longitudinal momentum broadening. This phenomenon can be efficiently analyzed in terms of

the characteristic longitudinal momentum scale

σ2
z(pT , τ) =

∫
dpz p

2
zf(pT , pz, τ)∫

dpzf(pT , pz, τ)
. (6.21)

In Fig. 6.8 we show the time evolution of 〈σ2
z〉(τ) (that is σ2

z(pT , τ) averaged over transverse

momenta within the intermediate inertial range ii) for various simulation parameters. The

top panel shows the behavior under variations of the initial over-occupancy n0, while the

bottom panel corresponds to variations of the initial anisotropy ξ0, the initial time Qτ0 as

well as the number of field components. While for different initial conditions the early time

dynamics ranges from free streaming to an approximately constant behavior, one observes

that the late time behavior becomes insensitive to all of these aspects. Ultimately all curves

follow a universal scaling behavior in time.

According to Eq. (5.1) the scaling behavior of σz is characterized in terms of the scaling

exponent γ,

σ2
z(pT , τ) ∼ τ−2γ . (6.22)

We have checked that this scaling holds for all transverse momenta within the momentum

range of the scaling region. By performing a combined analysis of all data sets, we obtain an

estimate of the scaling exponent

2γ = 0.66± 0.05 . (6.23)

A comparison with the data in Fig. 6.8, shows that the observed scaling behavior is very well

reproduced by an approximate τ−2/3 power law dependence.

We can also analyze the dynamics of momentum broadening on a more microscopic level by di-

rectly considering the single particle distribution at a typical transverse momentum pint.
T within

the intermediate momentum range ii). Our results for the time evolution of the longitudinal

spectrum are presented in Fig. 6.9, which shows snapshots of the distribution at pint.
T = Q/2

for different times. The spectrum is shown as a function of the rapidity wave number ν = τpz

on the horizontal axis, which effectively amounts to undoing the red shift of longitudinal mo-

menta. While for a non-interacting system the distribution becomes time independent when

plotted as a function of ν, this is clearly not the case for the longitudinally expanding scalar
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theory. Instead, Fig. 6.9 shows a clear broadening of the longitudinal momentum distribution

as a function of time along with a decreasing amplitude f0(τ) = f(pT = pint.
T , pz = 0, τ).

Once we take into account the decrease of the overall amplitude of the distribution according

to

f0(τ) ∼ τα (6.24)

with α ' −2/3 determined by the scaling relation in Eq. (6.20) and normalize the longitudinal

momenta by the typical momentum scale pz/σz(p
int.
T , τ), the rescaled distribution approaches

a stationary (time independent) fixed point fS(pz/σz). This is shown in Fig. 6.10, where

we present the rescaled distribution f(pT = pint.
T , pz, τ)/f0(τ) as a function of the rescaled

longitudinal momentum pz/σz(p
int.
T , τ). The fact that the results at different times are indis-

tinguishable confirms that the dynamics of momentum broadening can be accurately described

by a self-similar scaling behavior as in Eq. (5.1).

The functional form of the fixed point distribution is well described by a Gaussian distribution

of width σz, which is shown as a black dashed line. One can also verify explicitly from Fig. 6.10

that the functional form of the fixed point distribution is independent of the initial conditions

as well as the number of field components. We conclude that the universal properties of the

intermediate momentum regime can be summarized in terms of the scaling exponents

α ' −2/3, β ' 0 , γ ' 1/3 (6.25)

and the scaling function

λfS(pT , pz) '
A

pT
exp

(
− p2

z

2σ2
z

)
, (6.26)

with a non-universal constant A.

Remarkably, these features of the intermediate momentum regime of the expanding scalar

theory are identical to those that we demonstrated previously for expanding over-occupied

non-Abelian plasmas in Chapter 5 (or Refs. [14, 15]). In Sec. 5.2, we argued that this agreement

provides strong proof of universality, since the underlying elementary microscopic dynamics

of the two theories are very different. The results presented here significantly strengthen our

previously presented arguments.

6.1.4 Hard momentum region

As noted previously, the momentum range for the intermediate scaling regime shifts towards

lower momenta. At late times, an additional scaling regime emerges for hard transverse mo-

mentum modes, where the pT spectrum in Fig. 6.1 becomes approximately independent of the
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transverse momentum. Since the spectrum in this regime is highly anisotropic (with the typ-

ical longitudinal momenta much smaller than the typical transverse momenta), we will again

analyze the transverse and longitudinal momentum dependence separately. Just as in the case

of the intermediate momentum range, we find that there is effectively neither a particle nor

an energy flux in the transverse direction. Thus as was the case in our prior discussion for

the intermediate momentum range, the relevant dynamics is that of longitudinal momentum

broadening and the scaling relations in Eq. (6.20) also hold for the hard momentum sector.

The momentum broadening in this novel scaling region can be efficiently described in terms

of the hard longitudinal momentum scale

Λ2
L(τ) =

〈 (∂η∂µϕa(τ,xT , η)) (∂η∂
µϕa(τ,xT , η)) 〉

τ2 〈 (∂µϕa(τ,xT , η)) (∂µϕa(τ,xT , η)) 〉
, (6.27)

with summation over spatial indices µ = x1, x2, η implied and where 〈 · 〉 includes a volume

average. Within the quasiparticle picture (see Eq. (6.16)) and using ω(pT , pz, τ) ' |p| for hard

momenta, the hard scale Λ2
L can be expressed as

Λ2
L(τ) '

∫
d2pT

∫
dpz p

2
z ω(pT , pz, τ) f(pT , pz, τ)∫

d2pT
∫
dpz ω(pT , pz, τ) f(pT , pz, τ)

. (6.28)

This is closely related to a transverse momentum integral of σ2
z(pT ). However a crucial differ-

ence is the additional weighting by the mode energy ω, which ensures that Λ2
L is dominated

by high momentum modes.

The time evolution of the longitudinal hard scale is shown in the upper panel of Fig. 6.11.

One observes that after an initial transient behavior the results for different initial conditions

approach a common power law decay. By use of Eqs. (5.1) and (6.20), this scaling behavior is

described by Λ2
L ∼ τ−2γ and the dynamical exponent γ can be extracted from the hard scale

by taking the logarithmic derivative

2γ(τ) = −
d log Λ2

L

d log τ
. (6.29)

The resulting exponent γ(τ) is shown in the lower plot of Fig. 6.11 as a function of time for

different initial conditions. One observes that all curves approach a constant value,

2γ = 1.05± 0.1 , (6.30)

independent of the initial condition. By use of the scaling relations (6.20) we infer from this

analysis the approximate values of the scaling exponents

α ' −1/2 , β = 0 , γ ' 1/2 . (6.31)
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Figure 6.11: top: Time evolution of the longitudinal momentum scale at hard
transverse momenta for different initial conditions. At late times all curves approach a
common scaling behavior (black line). bottom: The scaling exponent 2γ is extracted
from the logarithmic derivative in the lower panel. The gray lines indicate the value
2γ = 1.05± 0.1 obtained from an average over all shown simulations.
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We note that the larger value of γ compared to the intermediate momentum sector charac-

terizes the fact that the momentum broadening is less efficient for high momentum modes.

Nevertheless the observed behavior is distinctly different from free streaming and significant

momentum broadening occurs throughout the entire time. Moreover, we can understand the

motion of the boundary between the intermediate and hard sectors (dashed purple line in

Fig. 6.1) by comparing the decrease of the amplitude f0(pT , τ) ≡ f(pT , pz = 0, τ) in both

regions. The larger value of α in the hard region relative to the intermediate one implies a

slower decrease of its amplitude. Therefore the boundary between both sectors moves to lower

transverse momenta and increases the inertial range iii) of hard transverse momenta.

We have also extracted the scaling function fS(pz/σz) following the same procedure outlined

in the previous subsection. Our results are summarized in Fig. 6.12, where we show the

normalized distribution function f(pT , pz, τ)/f0(pT , τ) as a function of the normalized longi-

tudinal momentum pz/σz(pT , τ). Our results at different times agree with each other and

demonstrate the emergence of self-similarity with a time independent scaling function. We

have also included the results for different hard transverse momenta pT > Q, which show that

the scaling function has the same form over the entire momentum of this scaling region. One

also observes from Fig. 6.12 that the functional form of the scaling function is quite different

from the Gaussian shape observed for the intermediate momentum fixed point. Compared

to a Gaussian, the distribution in Fig. 6.12 features a smaller width and larger tails. This
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Figure 6.13: Contour plot of the contributions (see Eq. (6.33)) to the transverse
(top) and longitudinal pressure (bottom) for initial occupancy parameter n0 = 35
at time τ/τ0 = 50. While the transverse pressure is dominated by hard excitations,
one observes that the longitudinal pressure receives its dominant contributions from
intermediate and soft momenta.

functional form is well described by a hyperbolic secant sech(x π/2), which is also shown in

the figure.
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6.2 Implications of self-similarity for bulk anisotropy

Since the scalar field theory shows a rich dynamical structure, with different scaling behaviors

observed in different momentum regimes, it is interesting to investigate how the interplay

of the different sectors affects the evolution of bulk observables. We will focus on the bulk

anisotropy of the system and investigate the time evolution of the ratio of the longitudinal

and transverse pressures.

The components of the energy stress tensor of scalar and gauge field theories are computed as

in Eq. (2.88). It is useful to consider the quasiparticle expression for the energy momentum

tensor

Tµσ(τ) ' N
∫
d2pT dpz

(2π)3

pµpσ f(pT , pz, τ)

ω(pT , pz, τ)
, (6.32)

with µ, σ = x1, x2, η and with the rapidity wave number pη ≡ ν = τpz. We note that for

a proper treatment of the non-perturbative dynamics at low momenta, further contributions

should be taken into account. While the energy density and the transverse pressure are gen-

erally dominated by the hard excitations of the system, the longitudinal pressure in particular

can receive significant contributions from the soft sector. We have analyzed this behavior by

performing a comparison of the integrands

d2PT
dpTdpz

=N
pT

(2π)2

p2
T f(τ, pT , pz)

2ω(pT , pz, τ)
,

d2PL
dpTdpz

=N
pT

(2π)2

p2
z f(τ, pT , pz)

ω(pT , pz, τ)
. (6.33)

Our results are shown in Fig. 6.13, where we show a contour plot of both quantities. While

the integrand of the transverse pressure is peaked around transverse momenta of the order of

the hard scale, the longitudinal pressure receives its dominant contribution from modes with

much softer transverse momenta. This points to the possibility that the quantities PL and PT

can be dominated by modes from different momentum regions.

Let us now study the evolution of the ratio of the longitudinal pressure to the transverse

pressure, PL/PT , whose value is a measure of the degree of bulk isotropization in the system.

The time evolution of the pressure ratio PL/PT is shown in Fig. 6.14 (and in Fig. 6.15) as a

function of time. While in all cases the bulk anisotropy of the system increases as a function

of time, the quantitative behavior on the time scales observed can be different depending on

the initial conditions.

For low enough initial amplitudes n0 . 6 shown in Fig. 6.14, one observes an approximate

PL/PT ∼ τ−2/3 scaling. In this case, a strong infrared enhancement of the spectrum – cor-

responding to the scaling regime i) – is not fully developed during our simulations. Instead

the observed behavior is consistent with the expectation that the longitudinal pressure is
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dominated by modes in the intermediate transverse momentum regime ii). Kinetic theory

simulations of the expanding scalar theory [176] obtain the same result. In this kinetic frame-

work, the soft region is approximated by a single zero mode such that the ratio PL/PT is also

expected to be dominated by modes from region ii), which leads to this scaling behavior. There

is a similar argumentation for non-Abelian plasmas. In kinetic theory, small angle scattering

dominates for proper times τ . Q−1α
−3/2
s , as we discussed in Sec. 5.3. Parametric estimates

in the spirit of the ‘bottom-up’ scenario [67] then give a similar evolution

PL
PT

kinetic
theory∼ (Qτ)−2/3 . (6.34)

In contrast, despite the fact that kinetic and classical-statistical descriptions seem to agree well

for momenta above the screening scale [104, 164], the classical-statistical lattice simulations of

non-Abelian plasmas show significant deviations from the kinetic theory scaling of Eq. (6.34).

This is illustrated in Fig. 6.15, where the behavior of the gauge theory is shown for the same

isotropic initial conditions and discretization as used in Sec. 5.2. The classical-statistical

simulations for the scalar theory with large initial occupancy n0 are also shown in Fig. (6.15).

Similarly to gauge theory, they deviate significantly from the kinetic theory result (6.34). In

these scalar simulations, the strong enhancement at soft momenta (region i given by Eq. (6.6))

is fully developed and has considerable contributions to the longitudinal pressure. In this case,

the combined contributions of soft and intermediate modes lead to a slower decrease of PL/PT

in time.

This has interesting consequences for the infrared region of non-Abelian plasmas. Since pres-

sure is a bulk quantity, which sums over all momentum modes, an immediate conclusion

from the observed discrepancy is that the infrared regime leads to significant contributions to

PL/PT , also for non-Abelian gauge theory. This result is consistent with our earlier observa-

tion for the gauge theory case that modes with relatively small transverse momenta provide

a sizable contribution to the longitudinal pressure (c.f. Ref. [15]). Therefore, the observed

deviation from the evolution (6.34) hints to nontrivial dynamics at low momenta, which pose

an interesting puzzle for non-Abelian plasmas and should be explored in future studies. Be-

cause of gauge ambiguities at low momenta, a direct observation of the dynamics from lattice

simulations by means of the distribution function are not feasible. However, it is important

to understand the dynamical mechanisms at low momenta because they may influence parts

of the thermalization process in non-Abelian plasmas. Our results are also a challenge to con-

ventional kinetic theories that we have discussed in Sec. 5.3.4. They suggest that extensions,

possibly similar to the vertex-resummation in scalar theories, are required for a consistent

description of non-Abelian systems.



Chapter 6 Nonthermal fixed point in expanding scalars 135

Range α β γ λ fS(pT , pz)

i) 1 2/3 2/3 Ai ((|p|/b)1/2 + (|p|/b)4.5)−1

ii) −2/3 0 1/3 Aii exp(−p2
z/(2σ

2
z))/pT

iii) −1/2 0 1/2 Aiii sech(pz/σz)

Table 6.2: Summary of the scaling properties of the three inertial ranges observed
in the longitudinally expanding scalar theory, see Sec. 6.1 for details. The parameters
Ai, Aii and b are non-universal constants, Aiii is constant for pT . 2Q and then
rapidly decreases, and the longitudinal scale σz can depend on pT .

6.3 Summary

In this chapter, we studied the nonthermal fixed point of a highly occupied longitudinally

expanding O(N) scalar theory in detail using classical-statistical simulations. The attractor

features a remarkably rich structure and involves simultaneously three distinct inertial scaling

regimes i) at soft, ii) at intermediate and iii) at hard transverse momenta that are shown in

Fig. 6.1.

Within each inertial range of momenta, the single particle distribution exhibits a self-similar

evolution characterized by a set of scaling exponents and scaling functions with f(pT , pz, τ) =

τα fS(τβpT , τ
γpz). We extracted these quantities for each of the momentum sectors; these are

briefly summarized in Table 6.2.

We found that the spectrum in soft regime i) evolves isotropically even though the system is

longitudinally expanding. The single particle distribution is strongly enhanced and has the

same functional form fS(p) as in non-expanding relativistic and nonrelativistic scalar systems

that were discussed in Chapter 4. We showed that the distribution function in the infrared

follows a self-similar evolution. We demonstrated that our numerical results from the classical-

statistical simulations are consistent with a vertex-resummed kinetic theory that we have also

used in Chapter 4 to explain the scaling properties of non-expanding scalars. Our analysis

suggests that the infrared dynamics can be understood in terms of an inverse particle cascade

from larger to lower momenta that leads to the formation of a Bose-Einstein condensate.

We found that the condensate is formed with a power law τ2/3F (p = 0) ∼ τ1/α with the

exponent α ' 1 in the low momentum region for sufficiently late times and large volumes.

The condensation time diverges with volume parametrically as τc ∼ V . Once the condensate

is formed, it is subject to a F (p = 0) ∼ τ−2/3 power law decay. We established the presence

of a dynamically generated mass, that decreases with time as m(τ) ∼ τ−1/3. We found that

the dynamics of the soft regime i) occurs for psoft ≤ m(τ); this indicates that the infrared

dynamics is that of a nonrelativistic system.
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The generic features of these results are also found for the non-expanding system, where

they form a universality class containing relativistic and nonrelativistic scalar theories. The

longitudinally expanding systems differ in the values of the dynamical exponents and in the

decreasing mass and condensate, all of which can be understood as a consequence of the

dilution of the system due to the longitudinal expansion.

The intermediate and hard momentum regions ii) and iii) describe longitudinal energy and

particle transport. We extended our analysis of the intermediate momentum regime ii) of the

previous chapter that lies in the same universality class as non-Abelian plasmas. We verified

the robustness of the nonthermal anisotropic fixed point by varying the initial conditions and

obtained error estimates for the scaling exponents.

We discussed the emergence of a further scaling regime iii) in the expanding scalar theory,

which appears for an inertial range of hard transverse momenta pT & Q. It is characterized

by a flattening of the single particle transverse momentum distribution at vanishing pz and a

hyperbolic secant distribution along the longitudinal direction. The temporal evolution of the

longitudinal momentum scale in this region of hard transverse momenta goes as pz,typ ∼ τ−1/2.

Although this is faster than the ∼ τ−1/3 scaling in regime ii), it is still distinctly slower than

a freely streaming system with negligible self-interactions, which would imply a ∼ τ−1 scaling

behavior. Hence, also regime iii) involves nontrivial dynamics.

We studied implications of the scalar attractor on the evolution of the ratio of the longitudinal

pressure to the transverse pressure PL/PT . Comparing this ratio between simulations of non-

Abelian plasmas and scalars with large initial occupancies, we found deviations from the

evolution of PL/PT expected from kinetic arguments. Our data suggest that these deviations

result from a strong contribution of the infrared sector to the longitudinal pressure. While

we have an explanation of the infrared dynamics in scalar systems by means of the vertex-

resummed kinetic theory, a similar explanation in gauge theories is missing. Further studies

are needed since the infrared region may modify parts of the thermalization process in non-

Abelian plasmas.
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Conclusion and Outlook

In this work, we reported evidence of two novel far-from-equilibrium universality classes encom-

passing weakly-coupled non-Abelian plasmas and relativistic as well as nonrelativistic scalar

systems (summarized in Fig. 7.1). We also found a remarkable system that incorporates both

universality classes in different momentum regions simultaneously (illustrated by Fig. 7.2).

These findings provide direct links between heavy-ion collisions, inflationary cosmology and

table-top experiments with ultracold atoms and open interesting new theoretical and experi-

mental opportunities.

More specifically, one of the universality classes is located at low momenta of nonrelativistic

and O(N)-symmetric relativistic scalar systems. Extending former studied in the context of

wave turbulence and Bose-Einstein condensation [7, 9, 10, 22, 23, 89, 92, 117], we found that

the single-particle distribution of the different theories follows a universal self-similar evolution

f(p, t) = tα fS(tβp). We obtained the values α ' 3/2 and β ' 1/2 for the scaling exponents

and a scaling function fS(p) that is illustrated in the right panel of Fig. 7.1. This universality

between nonrelativistic and relativistic systems becomes possible because of the emergence of

a mass gap due to medium and condensate effects in the (massless) relativistic theories.

To describe this infrared region of typically large occupancies f & 1/λ, we used a vertex-

resummed kinetic theory. It extends well-established kinetic descriptions by incorporating

important vertex corrections that become relevant for high occupation numbers [7, 89]. The

corresponding resummations follow from a systematic expansion in the number of field com-

ponents N to next-to-leading order [114, 154]. With this effective kinetic description, we were

able to explain the self-similar evolution with the above scaling exponents α and β. An exten-

sion of the vertex-resummed kinetic theory involves off-shell processes [7, 89]. It predicts an

additional dependence of the scaling exponents on an anomalous dimension η and a dynamic

exponent z [118]. While our simulations suggest small values for η ≈ 0, future studies with

higher numerical precision may investigate their values more accurately.

137
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Figure 7.1: Shown are the fixed point distributions fS of the two novel universality
classes reported in this work: left: the universality class between expanding non-
Abelian plasmas and scalar systems (Chapter 5); right: the universality class at low
momenta between nonrelativistic and relativistic scalar systems in a static background
(Chapter 4). For expanding scalars (Chapter 6) we found the same scaling function
fS at low momenta with similar scaling exponents, which may be regarded as an
extension of this soft scaling region to longitudinally expanding systems.

The infrared scaling region describes an inverse particle cascade to lower momenta, where the

Bose-Einstein condensate is built up as a power law in time with exponent α. The formation

time of the condensate diverges with volume tcond ∼ V 1/α. While previous studies in pertur-

bative kinetic theory predicted a different condensation mechanism with a finite condensation

time [152, 153], our classical-statistical simulation results can be described in terms of the

resummed kinetic theory. This provides a consistent description of the infrared dynamics in

scalar systems.

The universality class contains both nonrelativistic as well as relativistic scalar theories with a

different number of components N , as visualized in the right panel of Fig. 7.1 at the example

of the fixed point distribution. One may use this broad universality class, for instance, to learn

from experiments with ultracold atoms aspects about the dynamics during the early stages of

our universe [1].

The other universality class involves longitudinally expanding non-Abelian plasmas and scalar

systems. This nontrivial geometry is chosen to put our studies in the context of heavy-ion

collision experiments. Using large scale numerical simulations, we observed that the distribu-

tion function evolves in a self-similar way f(pT , pz, τ) = τα fS(τβpT , τ
γpz) over a wide inertial

range of transverse momenta. The extracted universal scaling exponents α = −2/3, β = 0,

γ = 1/3 and scaling function fS(pT , pz) are the same for both theories. Different from scaling

regions in Minkowski space-time, where only one quantity can be conserved locally, both en-

ergy and particle number are conserved in the anisotropic momentum region of the expanding

systems simultaneously. In particular, there is effectively neither a particle nor an energy flux

in transverse momentum in the expanding case.
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Figure 7.2: Using universality classes with scalar fields, a link between ultracold
quantum gases and heavy-ion collisions is shown. Their universal scaling behavior
can be found in the different scaling regions i) and ii), respectively, of the transverse
fixed point distribution in longitudinally expanding scalar systems. This illustration
is a composition of Figs. 1.2 and 6.1.

The observed universality is visualized in the left panel of Fig. 7.1 at the example of the lon-

gitudinal distribution. Since symmetries and underlying scattering processes for scalar and

gauge theories show profound differences, the observation of universal dynamics in this case is

highly nontrivial. Although the scaling behavior in gauge theories can be explained by elastic

small-angle scatterings, the observed universality may hint to a much more general princi-

ple. Here the classification of strongly correlated quantum many-body systems in terms of

nonequilibrium universality classes and associated scaling properties represents a crucial step.

This provides an important direct connection between heavy-ion collisions in the limit of high

energies and superfluid scalar systems.

The nonthermal fixed point of longitudinally expanding scalar systems reveals a remarkably

rich structure. Apart from the universal regime with non-Abelian plasmas, we found two

more scaling regions. One of them emerges at late times at hard transverse momenta pT & Q.

It is characterized by a flattening of the transverse momentum distribution (at vanishing

longitudinal momenta) and a hyperbolic secant distribution along the longitudinal direction,

which evolves with longitudinal scaling exponent γ = 1/2. While we confirmed that this

behavior corresponds to a scaling regime for a range of initial conditions, we are not aware

of a known analog of this scaling in any other systems. Unfortunately, extending the gauge

theory simulations to the values of τ/τ0 where this novel regime appears in the scalar theory

simulations is not feasible with present computational resources.

The other novel scaling regime in expanding scalar systems is located at low momenta and

involves very high occupancies f & 1/λ. Despite the longitudinal expansion, scatterings in
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this regime are efficient enough to maintain an isotropic distribution. The scaling properties

are very similar to the nonrelativistic scalars in a static background. The dynamics can

also be understood in terms of an inverse particle cascade to lower momenta. This leads to

the formation of a Bose-Einstein condensate for causally connected areas, with an increasing

condensation time with larger volume. The vertex-resummed kinetic theory employed for

non-expanding relativistic and nonrelativistic scalar systems explains the observed scaling

properties also in the expanding case. Since scaling exponents slightly differ for different

metric tensors, this is a powerful confirmation that important aspects of scalar systems can

be correctly described by a vertex-resummed kinetic theory.

Moreover, expanding and non-expanding scalars exhibit the same scaling function. This re-

markable universality is illustrated in the right panel of Fig. 7.1. The small differences of the

scaling exponents can be entirely attributed to the dilution of the longitudinally expanding

system. With this limitation, the universality class in scalar theories at low momenta encom-

passes a wide range of different systems, including O(N)-symmetric relativistic scalars with

different metric tensors as well as nonrelativistic Bose gases.

Hence, the nonthermal fixed point of longitudinally expanding scalars contains both univer-

sality classes simultaneously, as visualized in Fig. 7.2. This provides a strong link between

heavy-ion collisions, ultracold quantum gases and inflationary cosmology in a special longitu-

dinally expanding geometry. Such a development also opens intriguing new perspectives to

experimentally access universal properties of such systems in extreme conditions with the help

of quantum degenerate gases.

Apart from the emerging experimental possibilities with ultracold atoms that we noted above,

our results lead to further questions and opportunities:

• The observed universality between expanding scalar and gauge theories is truly remark-

able given their very different scattering matrix elements. Despite this difference, we find

the same scaling behavior in both theories. Kinetic theory simulations of the expand-

ing scalar theory [176] obtain the same scaling behavior ∼ τ−2/3 for the pressure ratio

PL/PT as expected from parametric estimates in the scaling region. While this confirms

our lattice results of the observed scaling behavior, the agreement with the gauge theory

is surprising and not evident from analytical considerations so far.

• For weakly coupled longitudinally expanding non-Abelian systems, plasma instabilities

were expected to play an important role also beyond the very early stages of the ther-

malization process. However, our numerical results show preference to the ‘bottom-up’

thermalization scenario [67] that only involves elastic and inelastic processes. Moreover,

the self-similar evolution that we observed from our lattice simulations was reproduced

in Ref. [164] within the effective kinetic framework of Ref. [149]. Since this framework
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neither contains a condensate nor plasma instabilities, this result confirms the interpre-

tation of our data in terms of elastic and inelastic scatterings. However, it is still not

clarified why plasma instabilities do not play an important role at late times.

• In our lattice simulations, the measured bulk anisotropy PL/PT shows clear deviations

from its evolution according to kinetic estimates, for both scalar and gauge theories.

Hence, these simulation results cannot be reproduced consistently in conventional ki-

netic theory frameworks. We also demonstrated the reason for that: the longitudinal

pressure receives important contributions from soft modes. In scalar field theories, these

contributions can be accounted for by including non-perturbative vertex-resummations

to the kinetic theory, as we discussed above. Our gauge theory simulation results chal-

lenge the present kinetic framework and suggest that similar modifications as for scalar

theory are needed.

• The observed deviation of PL/PT is very similar for highly populated scalar and gauge

theories. Therefore, the soft momentum region gives a similar relative contribution to

the longitudinal pressure for both theories. In scalar systems, this region is isotropic,

strongly enhanced and responsible for Bose Einstein condensation. From the observed

similarity of the relative contributions to PL, our numerical results hint to an enhanced

infrared region also for gauge theories. Whether this region leads to a transient Bose-

Einstein condensate, which is under debate in the literature [19, 72, 104, 150, 179–182],

or incorporates a nontrivial topological structure, is left to future studies.

• In this work, we found the first universality classes in far-from-equilibrium systems be-

tween gauge and relativistic as well as nonrelativistic scalar theories. Our results there-

fore provide a relevant foundation for future studies of self-similar scaling phenomena far

from equilibrium. In particular, they show the interesting possibility of grouping scaling

regions into universality classes.
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Appendix A

Mode functions and late-time

asymptotics

In this Appendix we discuss explicit formulations of the mode functions that were introduced

in Sec. 2.2.2. In non-expanding scalar systems with a possible dynamically generated mass

m(t), the mode function satisfies the free equation of motion

(
∂2
t + p2 +m2

)
ξp(t) = 0 . (A.1)

The mode function can be expressed as a plane wave

ξnon-exp
p (t) =

1√
2ω(p)

e−iω(p)t , (A.2)

with the dispersion relation ω(p) =
√
p2 +m2, where m(t) ≈ const is assumed. It satisfies the

normalization condition formulated in Eq. (2.51).

Similarly, a mode function has to satisfy the free equation of motion in the longitudinally

expanding case (
∂2
τ +

1

τ
∂τ + p2

T +
ν2

τ2
+m2(τ)

)
ξpT ,ν(τ) = 0, (A.3)

where we again included a dynamically generated mass m(τ) for completeness. We can take

ξpT ,ν(τ) =

√
π

2
eπν/2H

(2)
iν (pT τ) , (A.4)

as a mode function for a vanishing mass that satisfies all relevant conditions. Here H
(2)
iν (x)

denotes the Hankel function, which we compute numerically using the method described in

Refs. [15, 157]. For vanishing transverse momentum, Eq. (A.4) is ill-defined and instead, the

143



144 Appendix A Mode functions and late-time asymptotics

mode function can be chosen as

ξpT=0,ν(τ) =
1√
2ν

(
τ

τ0

)−iν
, (A.5)

which also satisfies the equation of motion (A.3) and the normalization condition (2.51). The

functions (A.4) and (A.5) are used at initial time τ0 to compute the initial field configurations

in Eq. (2.81).

Let us now consider the late-time expressions at τ � τ0 for the mode functions ξpT ,ν(τ) in the

expanding case. We can define a time-dependent dispersion relation

ω̃(pT , pz, τ) ≡
√
m2(τ) + p2

T + ν2/τ2 , (A.6)

with (time-dependent) longitudinal momentum pz = ν/τ and an effective mass m(τ). With

this definition, we make the ansatz

ξlate
pT ,ν

(τ) =
1√

2ω̃(pT , pz, τ) τ
e−iΩ(pT ,pz ,τ) (A.7)

for mode functions at late times with the time dependent function Ω(pT , pz, τ) =
∫ τ
τ0
dτ ′ω̃(pT , pz, τ

′).

The function in Eq. (A.7) satisfies the normalization condition of Eq. (2.51). We also need to

show that Eq. (A.7) satisfies the free equation of motion (A.3). Computing the derivatives of

(A.7), one obtains

(
∂2
τ + τ−1∂τ

)
ξlate
pT ,ν

(τ) = −ω̃2 ξlate
pT ,ν

(τ) +O
(
ω̃

τ
ξlate

)
. (A.8)

Hence, the ansatz in Eq. (A.7) is also an approximate solution of the free equation of motion

for momenta satisfying

ω̃(pT , pz, τ) τ � 1 . (A.9)

In our case, the mass decreases with time as m(τ) ' m(τstart) (τ/τstart)
−1/3, where τstart is the

time scale when the mass starts to follow its power law evolution. Therefore the left hand side

of Eq. (A.9) grows with time as ω̃(pT , pz, τ) τ ≥ m(τ) τ ' m(τstart) τ
1/3
start τ

2/3. Already after

a finite time one has ω̃(pT , pz, τ) τ ≥ 1 for all momenta, such that the condition in Eq. (A.9)

is quickly reached. This confirms that Eq. (A.7) is a late-time asymptotic expression for the

mode function ξpT ,ν(τ). We note that alternatively, we get a similar form as in Eq. (A.7) by

use of the tools provided in Refs. [183, 184] when starting from Eq. (A.4).

With the late-time form of the mode function in Eq. (A.7), one finds the expressions

|ξlate
pT ,ν

(τ)|2 =
1

2ω̃(pT , pz, τ) τ
, (A.10)
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and

∂τξ
late
pT ,ν

(τ) = −iω̃(pT , pz, τ) ξlate
pT ,ν

(τ) , (A.11)

where we have dropped a term O(ξ/τ) in the last expression. Our argumentation can be

easily generalized to a more general diagonal expanding metric, which leads to the relations

written in Eq. (2.57) for the statistical correlation function and its derivatives. This explains

why our definition of the dispersion relation ω(pT , pz, τ) in Eq. (2.48) takes the convenient

form ω(pT , pz, τ) ' ω̃(pT , pz, τ) = (m2(τ) + p2
T + ν2/τ2)1/2 at late times, which we confirm in

Sec. 6.1.1.





Appendix B

Nonequilibrium lattice gauge theory

In gauge theories, a crucial difference to scalar fields is the concept of gauge-invariance, as we

discussed in Sec. 2.1.4. Hence, gauge invariance should also be preserved in the discretized the-

ory. For lattice QCD in vacuum or standard thermal equilibrium there are different discretiza-

tion methods that differ in the level of accuracy of the lattice or temporal spacings [29, 185–

187]. The technology for studying real-time, classical fields on the lattice is well known (see

e.g. Ref. [188]). Here we use the Kogut-Susskind Hamiltonian formulation [186] of the La-

grangian lattice approach in temporal (or axial for longitudinally expanding systems) A0 = 0

gauge [185].

Although we choose the SU(2) gauge group for numerical calculations, our equations and dis-

cussions are also valid for other SU(Nc) groups. Specific optimizations for the SU(2) group

can be found e.g. in Refs. [15, 122, 157, 189]. There the same equations of this Appendix are

derived from a Lagrangian approach for SU(2) theory for Minkowski and Bjorken metric, re-

spectively. We follow a more general path here employing a (general) diagonal time-dependent

metric with g00 = 1.

In the lattice framework, we consider instead of gauge fields Aaµ(x) gauge links

Uj(x) = eig aj A
a
j (x) ta , U0(x) = 1 . (B.1)

We used here the generators ta ∈ su(Nc) of Eq. (2.14), the identity matrix 1 and the shorthand

notation x = (x, x0). Moreover, we employed the gauge condition A0 = 0 and no summation

over the spatial index j is implied. A gauge link Uj(x) can be understood as an approxi-

mation for the path-ordered Wilson line over a straight path P eig
∫ x+ĵ
x dyAj(y) connecting the

neighboring lattice sites x and x+ ĵ. It transforms under local gauge transformation as

Uj(x) 7→ G(x)Uj(x)G†(x+ ĵ) . (B.2)
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A central quantity is the plaquette

Ujk(x) = Uj(x)Uk(x+ ĵ)U †j (x+ k̂)U †k(x) , (B.3)

which is the smallest Wilson loop from lattice point x into the spatial j and k directions.

While gauge links can be considered as gauge parallel transporters due to their transformation

property (B.2), plaquettes transform locally as Ujk(x) 7→ G(x)Ujk(x)G†(x) and are gauge-

independent under a color trace. At leading order in the lattice spacing, they can be related

to the stress energy tensor

Ujk(x) ' eig aj ak F
a
jk(x+ĵ/2)+k̂/2) ta (B.4)

that appears in the center of the corresponding Wilson loop.

The discretized Yang-Mills theory for a (general) diagonal time-dependent metric with g00 = 1

can be defined by the Hamiltonian

Hdiscr[U,E] =
∑
x

a3

− 1

2
√
−g(x0)

3∑
j=1

∑
a

gjj(x
0)EjaE

j
a

+
2Nc

g2

∑
j>0

∑
k>j

Cjk

(
1− 1

2Nc
trUjk −

1

2Nc
trU †jk

) . (B.5)

The coefficients are chosen as

Cjk = Ckj =
1

a2
ja

2
k

√
−g(x0) gjj(x0) gkk(x0) , (B.6)

in order to obtain the Hamiltonian in Eq. (2.25) in the continuum limit.1 The coefficients are

C12 = C13 = C23 = a−4
s for static systems,

C12 = τ a−4
T , C13 = C23 = τ−1 a−2

T a−2
η for Bjorken expanding systems. (B.7)

1To see that, one can expand the plaquettes in Eq. (B.4) for small lattice spacings

1− 1

2Nc

(
trUjk + trU†jk

)
' g2

2Nc
a2ja

2
k

1

2

∑
a

F ajkF
a
jk .

With
∑

x a
3 7→

∫
d3x and the coefficients in Eq. (B.6) one arrives at the Hamiltonian in continuum space.
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To compute the equations of motion, we define the functional (left) derivative for gauge links

at equal time x0 = y0

δUj(x)

δAak(y)
= δjk δx,y

1

a3

d

dα

(
eig aj α t

a
Uj(x)

)∣∣∣∣
α=0

= ig
ak
a3
δjk δx,y t

a Uk(y)

δU †j (x)

δAak(y)
= δjk δx,y

1

a3

d

dα

(
U †j (x) e−ig aj α t

a
)∣∣∣∣
α=0

= −ig ak
a3
δjk δx,y Uk(y) ta . (B.8)

Together with U †jk = Ukj this leads to

∑
y

a3
∑
j>0

∑
k>j

δ (trUjk(y))

δAal (x)
= gal

∑
k 6=0,l

Re
[
tr
(
ita
[
Ulk(y) + Ul(−k)(y)

])]
, (B.9)

with the plaquette with negative k-direction

Uj(−k)(x) = Uj(x)U †k(x+ ĵ − k̂)U †j (x− k̂)Uk(x− k̂) . (B.10)

This allows us to compute the discretized Hamilton equation ∂0E = −δH/δA

g ∂0E
j
a(x) = −aj

∑
k 6=0,j

Cjk Re
[
tr
(
−2ita

[
Ujk(x) + Uj(−k)(x)

])]
. (B.11)

For the update of Eja(x, x0 +a0) of this differential equation, we use the forward Euler scheme

(2.86).

For the link update, we first get the differential equation

∂0Uj(x, x
0) =

∑
k,y,a

a3 (∂0A
a
k(y, x

0))
δUj(x, x

0)

δAak(y, x
0)

= iKj g E
j
a(x, x

0) ta Uj(x, x
0) , (B.12)

with Kj = −aj gjj(x0)/
√
−g(x0). Summation over the color index a is implied while no

summation occurs over j, and we used Eqs. (B.8) and (2.26) for the second line. For a small

time step a0, a discrete way of updating the gauge link is

Uj(x, x
0 + a0) = eia0Kj g E

j
a(x,x0) ta Uj(x, x

0) . (B.13)

The links and (chromo-)electric fields are alternately updated according to Eqs. (B.11) and

(B.13), which are the discretized versions of the classical Hamilton equations of motion in

continuum (2.26). As for scalar fields, this corresponds to the leapfrog algorithm, where the

electric fields are shifted by a0/2 with respect to the gauge links. This, together with a small

time step a0 �
√
−gii ai for every spatial index i, ensure the stability of the algorithm. In

practice, we also scale the coupling dependence out of the equations by mapping Eja 7→ Eja/g

and Aaj 7→ Aaj/g, such that the coupling only enters the initial conditions.
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The Gauss law constraint (2.27) has also to be satisfied by the lattice fields. In its discretized

form it reads

0 =
∑
j>0

Dj E
j(x) =

∑
j>0

a−1
j

(
Ej(x)− U †j (x− ĵ)Ej(x− ĵ)Uj(x− ĵ)

)
(B.14)

with Ej = Eja ta. The covariant derivative appears as a discretized backward derivative with

gauge links playing the role of gauge parallel transporters. Similar to the continuum theory

(2.27), it can be derived from a functional derivative of the discretized Wilsonian action [122,

157, 189]. Since the Gauss law constraint is preserved by the equations of motion, it has to be

satisfied by the initial conditions and its violation should be monitored during the simulation.

The lattice fields can be initialized in analogy to scalar fields (2.81) according to their mode

expansion [15, 157, 190]

Abj(x, t0) =

∫
d3p̃

(2π)3

(
α

(λ)
b,p̃ ξ

(λ)
j,p̃ (t0) eip̃x + α

(λ)∗
b,p̃ ξ

(λ)∗
j,p̃ (t0) e−ip̃x

)
Ejb (x, t0) =

√
−g(t0) gjk(t0)

∫
d3p̃

(2π)3

(
α

(λ)
b,p̃ ∂0ξ

(λ)
k,p̃(t0) eip̃x + α

(λ)∗
b,p̃ ∂0ξ

(λ)∗
k,p̃ (t0) e−ip̃x

)
. (B.15)

The conjugate momenta of the spatial coordinates p̃ were defined in footnote 6 of Sec. 2.2.2.

The mode vectors (or polarization vectors) ξ
(λ)
j,p̃ with polarizations λ = 1, 2, 3 are generalizations

of the mode functions ξp̃ in scalar field theory and satisfy similar normalization conditions to

Eq. (2.51)

gjk(x0)
(
ξ

(λ)
j,p̃ (x0)

←→
∂0 ξ

(λ′)
k,p̃

)
= δλλ′

i√
−g(x0)

. (B.16)

Mode vectors with a different polarization are orthogonal to each other. We choose λ = 3 as

the longitudinal polarization vector ξ
(λ)
j,p̃ ∼ p̃j while λ = 1, 2 are transverse polarizations. As

in the scalar case, we have Gaussian initial conditions and thus we choose the mode vectors to

satisfy the free equations of motion initially. For their explicit form, we refer to the Appendices

of Refs. [15, 157].

The functions α
(λ)
b,p̃ and α

(λ)∗
b,p̃ also have the same conditions as for scalar theory in Eqs. (2.83)

and (2.84), with an additional δλλ′ due to polarization. Since for gauge theories we only

consider over-occupation initial conditions of Eq. (2.61), we neglect the quantum 1/2 in the

corresponding relations for α
(λ)
b,p̃. For the same reason, we have not included any one-point

correlation function in the initialization (B.15). Moreover, we only initialize the transverse

directions λ = 1, 2 taking α
(3)
b,p̃ = 0. The Gauss law constraint (B.14) is fixed at initial time by

use of the Fourier acceleration method [191, 192].

Gauge-invariant observables can be computed from gauge-invariant variables such as electric

fields or gauge links. For instance, the computation of the energy density and the pressures
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proceeds in the same way as for scalars in Eq. (2.88) with the classical stress-energy tensor

Tµν of the gauge theory in Eq. (2.28). To cope for the discretized theory, one only needs to

exchange the magnetic fields
∑

a F
a
jkF

a
jk with their discretized form in footnote 1.

In contrast, the distribution function fg(p̃, x
0) is a gauge-dependent quantity. The gauge

condition A0 = 0 that was employed so far allows for residual time-independent gauge trans-

formations. For a proper definition of the distribution function, we fix the residual gauge

dependence by employing a Coulomb type gauge fixing conditions at fixed time x0 = t′

∑
j

(−gjj(t′)) ∂jAaj (x, t′) = 0 . (B.17)

As for the Gauss law constraint, we use the Fourier acceleration method [15, 157, 191, 192] to

fix the Coulomb type gauge. Different from usual Coulomb gauge that is valid at all times,

we can only fix this gauge at a particular time because of our temporal gauge condition. We

fix this gauge at the time t′ when we compute our gauge-dependent quantities.

Similar to scalar theory in Eq. (2.49) or in (2.83), we define our gauge distribution as

fg(p, x
0) =

1

V Ng

N2
c−1∑
b=1

∑
λ=1,2

〈∣∣∣α(λ)
b,p̃(x0)

∣∣∣2〉 . (B.18)

To shorten the notation, we also use f(p, x0) for the gauge distribution. In its definition (B.18)

we used Ng = 2(N2
c − 1) and the functions

α
(λ)
b,p̃(x0) = i

√
−g(x0)

∫
d3x

∑
j,k

gjk(x0)
(
ξ

(λ)∗
j,p̃ (x0)

←→
∂0 (Abk(x, x

0))
)
e−ip̃x , (B.19)

which can be understood as a classical analogy of the scalar annihilation operators (2.50). As

for the initial conditions, the polarization vectors ξ
(λ)
j,p̃ are chosen to satisfy the free equations of

motion for gauge theory, which follow from taking g → 0 in the classical equations of motion.

They also satisfy the Coulomb type gauge condition. Their form is explicitly given in the

Appendices of Refs. [15, 157]. The Coulomb type gauge condition, together with the Gauss

law constraint, lead to a vanishing α
(3)
b,p̃(x0) = 0, such that only transverse polarizations need

to be taken into account in the definition of fg in Eq. (B.18). We finally note that other

definitions of distribution functions in classical gauge theory have also been employed in the

literature, as for instance in Refs. [16, 19].
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Detailed analysis of self-similarity

Systems close to nonthermal fixed points exhibit a self-similar evolution. The distribution

function then evolves as in Eq. (3.1) for a static or in Eq. (5.1) for longitudinally expanding

metric and is characterized by scaling exponents and a scaling function. In this Appendix

we describe how we extract the scaling exponents and estimate their uncertainties from this

evolution, which was first introduced in Ref. [15] and adapted in Ref. [118].

C.1 For isotropic systems

In Sec. 4.1 we observe that the nonrelativistic and relativistic N = 2 and N = 4 theories evolve

in a self-similar way, characterized by Eq. (3.1). Here we describe how we extract the pair of

scaling exponents (α, β) and estimate their uncertainties from this self-similar evolution. We

use the same extraction method for the isotropic infrared region in longitudinally expanding

scalars in Sec. 6.1.1. In that case, the time t should be substituted by the proper time τ in all

equations of this section.

At first, we quantify the deviation from the self-similar evolution of the distribution function.

For each pair (α, β) the spectra at several times are rescaled according to

fresc(p, t) = (t/tref)
−αf((t/tref)

−βp, t) . (C.1)

We use the distribution at the earliest time tref as a reference and the distributions at the

Ncom later times for comparison. A perfectly self-similar evolution (3.1) implies ∆f(p, t) ≡
fresc(p, t)−f(p, tref) = 0 such that the rescaled distribution function becomes time independent.

However, this equality is in general only true for the correct set of scaling exponents and is

in practice violated due to statistical uncertainties of the data and systematic deviations from

the perfect scaling behavior. Minimizing the deviations yields the best fit for the scaling
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exponents. The study of how the deviations are distributed around the best values gives an

estimate for the uncertainties of the exponents. We quantify the deviations by

χ2(α, β) =
1

Ncom

Ncom∑
k=1

1∫
d(log(p))

∫
d(log(p))

(
∆f(p, tk)

f(p, tref)

)2

, (C.2)

where we sum over all relative deviations for each comparison spectrum. We use integration

over d(log(p)) to increase the sensitivity at low momenta. The upper limit of integration is

given by the highest momentum included in the inverse particle cascade, i.e. the last point

of the approximate 1/pκ> power law of the reference distribution function. Since the spectra

are binned in momentum space, the integrals translate to sums over momenta
∫
d(log(p)) 7→∑nk−1

i=1 log(pi+1/pi), where pi+1 > pi are the discrete momenta of each test spectrum k with

possibly a different number of bins nk. To compute the difference ∆f(pi, tk), we linearly

interpolate momenta of the reference spectrum to coincide with the discrete momenta of the

rescaled spectra.

The deviation χ2(α, β) is minimal for the best fit of the scaling exponents ᾱ and β̄. We define

the likelihood function of a given set of exponents (α, β) as

W (α, β) =
1

N
exp

[
− χ2(α, β)

2 χ2(ᾱ, β̄)

]
, (C.3)

where N is a normalization constant such that the integral
∫
dα dβW = 1. Integrating

W (α, β) over one of the exponents provides a marginal likelihood function for the other one,

e.g. W (α) =
∫
dβW (α, β). Approximating the marginal likelihood functions with Gaussian

distributions, we obtain an estimate for the standard deviations σα and σβ, while the means

are still given by ᾱ and β̄. Our thus measured scaling exponents are finally written in the form

α = ᾱ± σα , β = β̄ ± σβ . (C.4)

C.2 For longitudinally expanding anisotropic systems

In App. D.2 we extract the scaling exponents (α, β, γ) from the self-similar evolution of the

single-particle distribution of non-Abelian plasmas. Here we provide the details of our extrac-

tion method. Our strategy is to compare the rescaled weighted distribution at different times

(QτTest = 1250, 1500, 1750, 2000)

f
(n,m)
Test (pT , pz, τ) = pnT p

m
z s−αf

(
s−βpT , s

−γpt, τTest

)
, (C.5)
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with the reference values

f
(n,m)
Ref (pT , pz) = pnT p

m
z f(pT , pz, τRef) , (C.6)

at the reference time QτRef = 1000. The variable s = (τTest/τRef) denotes the time scale factor

in Eq. (C.5). By use of the self-similarity relation (5.1), one finds that f
(n,m)
Test = f

(n,m)
Ref holds

for the correct set of scaling exponents (α, β, γ). Since this equality is in general violated

for different values of the scaling exponents as well as due to systematic deviations from the

scaling behavior, one can then attempt to minimize the deviation in order to determine the

best fitting scaling exponents. We quantify these deviations in terms of

χ2
(n,m)(α, β, γ) =

1

NTest

∑
τTest

∫
dpTdpz

(
f

(n,m)
Test − f

(n,m)
Ref

)2

∫
dpTdpz

(
f

(n,m)
Ref

)2 . (C.7)

In practice, we first divide all data into equidistant bins of size pBin
T /Q = 0.02 and pBin

z /Q =

12.0/(Qτ) respectively for transverse and longitudinal momenta to reduce statistical uncer-

tainties. The integral is then evaluated as a sum over momentum bins. Since in general

the rescaled momenta of the (binned) test data do not coincide with the center of any ref-

erence momentum bin, we use bi-cubic Bezier patches to perform additional interpolations

and smoothing of the reference data. As we are primarily interested in the behavior of hard

excitations, we employ the weights n = 1, 2, 3 and m = 0, 1, 2 and impose a lower transverse

momentum cut-off 0.7 Q ≤ pT on the integration in eq. (C.7). In addition, we also impose a

higher momentum cutoff pT ≤ 1.7 Q and pz < 0.8 Q to restrict the comparison to the regime

of high occupancies.

The combined deviation for all weighted distributions is then evaluated as the sum

χ2(α, β, γ) =
1

9

3∑
n=1

2∑
m=0

χ2
(n,m)(α, β, γ) , (C.8)

which we calculate for different values of the scaling exponents. Clearly, a smaller overall

deviation χ2(α, β, γ) for a given set of exponents shows a better realization of the scaling

relation in Eq. (5.1) and thus points to higher likelihood for that set of exponents. To quantify

this behavior, we define the likelihood for a given set of scaling exponents (α, β, γ) as

W (α, β, γ) =
1

N
exp

[
−χ

2(α, β, γ)

2χ2
min

]
. (C.9)

Here χ2
min denotes the smallest value of χ2(α, β, γ) obtained in the analysis and quantifies

statistical fluctuations of the data set as well as systematic deviations from the scaling behavior.

The smallest deviation χ2
min = 0.00033 is obtained for the set of scaling exponents α−3β−γ =

−1.05, β = −0.02, γ = 0.285.





Appendix D

Expanding non-Abelian plasmas:

Scaling exponents

We will now discuss the quantitative procedure to extract the scaling exponents α, β, γ from

our simulations of longitudinally expanding non-Abelian plasmas in Sec. 5.3.1.1 This analysis

is complicated by the fact that scaling only sets in at later times after the transient regime. We

therefore compare simulations with different initial conditions to see at what time a common

scaling behavior is realized. On the other hand, in particular at very late times, discretization

errors may influence the scaling behavior, and we employ different lattice discretizations to

ensure that the results are independent of the discretization for all times of interest.

An additional complication arises when comparing our results to different weak coupling ther-

malization scenarios in the literature [67–71]. The measured scaling exponents can receive

systematic errors from finite time effects and from deviations from the scaling of the energy

density ε ∼ τ−1. These effects can leads to differences to the predicted scaling behavior. Since

different quantities are sensitive to finite time corrections in different ways, a comparison

between different extraction methods can be used to estimate these systematic uncertainties.

D.1 Gauge invariant analysis

We first discuss the extraction of the scaling exponents from hard scales and the energy stress

tensor. Hard scales are gauge invariant observables that can be constructed by considering

higher dimensional operators such as covariant derivatives of the field strength tensor [19]

Hjj(τ) = −4

∫
d3x

V
Dab
k (x)F kjb (x) Dl

ac(x)F clj(x) . (D.1)

1The methods discussed in this Appendix have been published in Ref. [15].
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Figure D.1: Local scaling exponents β, γ and α− 3β − γ as functions of time. The
results are extracted from the logarithmic derivatives of gauge invariant observables for
different initial conditions and lattice discretization. In the scaling regime the results
for the scaling exponent γ for different initial conditions converge to a common scaling
exponent. The exponents β and α−3β−γ are subject to systematic scaling corrections
which decrease monotonically in time. The gray bands indicate the extracted values
in the scaling regime along with their errors. The scaling exponents in the original
‘bottom-up’ scenario [67] (BMSS: γ = 1/3, β = 0, α− 3β− γ = −1) and an instability
modified version [68] (BD: γ = 1/4, β = 0, α−3β−γ = −1) are shown for comparison
as gray dashed lines.

Here summation over spatial Lorentz indices k, l = x, y, η and color indices a, b, c = 1, ..., N2
c −

1 is implied while no summation over the spatial index j is assumed. By comparing the

continuum equation of motion Dab
k F

kj
b = ∂0E

j
a/
√
−g(x0) in (2.26), with its discretized analogy

in Eq. (B.11), one obtains the corresponding expressions on the lattice [15, 157]

Hjj(τ) =
−gjj
τ2

a2
j

g2

16

N2
T Nη

∑
x

∑
k 6=0,j

Cjk Re
[
tr
(
ita
[
Ujk(x) + Uj(−k)(x)

])]2

. (D.2)

We will be interested in the quantities Λ2
T and Λ2

L, which are defined as the transverse and

longitudinal projections of Hjj according to

Λ2
T (τ) =

〈Hηη(τ)〉
ε(τ)

,

Λ2
L(τ) =

〈Hxx(τ)〉+ 〈Hyy(τ)〉 − 〈Hηη(τ)〉
ε(τ)

, (D.3)
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with the energy density ε(τ). The gauge-invariant quantities ΛL and ΛT are the characteristic

longitudinal and transverse momentum scales of hard excitations. They contain additional

information about the evolution of the system beyond what is contained in the energy-stress

tensor. While this interpretation follows immediately from dimensional analysis, it is never-

theless insightful to evaluate the perturbative expressions for Λ2
T and Λ2

L. Considering only the

Abelian part of the field strength tensor, one obtains the perturbative expressions in Eq. (5.7)

(we refer to the Appendices of Refs. [15, 157] for details of this calculation), with scaling

behavior Λ2
T ∼ τ−2β, Λ2

L ∼ τ−2γ .

To determine the scaling exponent γ, we investigate the scaling behavior of the longitudinal

hard scale Λ2
L. We first divide our data in logarithmically equidistant time bins and then

locally extract the scaling exponent from the logarithmic derivative

2γ(τ) = −
d log(Λ2

L(τ))

d log(τ)
. (D.4)

The result is shown in the top panel of Fig. D.1, where we present the extracted scaling

exponent 2γ(τ) as a function of time for a set of four different initial conditions in the range

ξ0 = 1 – 6 and n0 = 0.25 – 1. After the transient regime, where the local exponents are quite

different for different initial conditions and subject to large error bars, one observes a clear

convergence towards a single value at later times. We also display results from the evolution

for ξ0 = n0 = 1 using four different lattices in the range NT = 256 – 512, Nη = 1024 – 4096

with QaT = 0.5 – 1 and aη = (0.625 – 2.5) · 10−3 to take into account possible discretization

dependencies. By averaging over all data points for 800 . Qτ . 2000 we obtain the estimate

2γ = 0.67± 0.07 (stat.) , (D.5)

as indicated by the gray band in Fig. D.1. The values of γ in the original ‘bottom-up’ ther-

malization scenario (BMSS) [67] (γ = 1/3) and the instability modified ‘bottom-up’ scenario

by Boedeker (BD) [68] (γ = 1/4) are also indicated in Fig. D.1 as horizontal gray dashed lines.

Similarly, we extract the scaling exponent β from the scaling behavior of the transverse hard

scale

2β(τ) = −
d log(Λ2

T (τ))

d log(τ)
. (D.6)

The result is shown in the middle panel of Fig. D.1, where we plot 2β(τ) as a function of time.

One observes that this local scaling exponent, extracted from the lattice data, approaches zero

monotonically at late times. The residual deviation from zero is a clear manifestation of the

finite time scaling corrections mentioned above. We find that this deviation is

|β(τ)| < 0.06 , (D.7)
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Figure D.2: (color online) Likelihood distribution W of the different scaling expo-
nents. The gray vertical lines correspond to the respective values in the ‘bottom-up’
thermalization scenario (BMSS) [67] and one of its modified versions (BD) [68].

for 800 . Qτ . 2000 as indicated by the gray band in Fig. D.1.

Finally, we extract the linear combination of scaling exponents α − 3β − γ from the scaling

behavior of the energy density

α(τ)− 3β(τ)− γ(τ) =
d log(ε(τ))

d log(τ)
. (D.8)

According to Bjorken’s law in eq. (5.2) one can directly extract this quantity as

d log(ε(τ))

d log(τ)
= −

(
1 +

PL(τ)

ε(τ)

)
. (D.9)

In Fig. D.1, the right hand side of Eq. (D.9) is shown as a function of time. One observes that

the scaling exponent approaches the anisotropic scaling limit α− 3β − γ = −1 monotonically

from below because the ratio PL(τ)/ε(τ) decreases monotonically. The residual deviation is

|α(τ)− 3β(τ)− γ(τ) + 1| < 0.05 , (D.10)

for 800 . Qτ . 2000 as indicated by the gray band.
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D.2 Self-similarity analysis

We also perform an alternative analysis to extract the scaling exponents (α, β, γ) from the self-

similar evolution of the single-particle distribution. Different from Fig. 5.5, we vary all scaling

exponents and compare rescaled moments of the distribution at different times (QτTest =

1250, 1500, 1750, 2000) with those at a reference time (QτRef = 1000). While for a perfect

scaling the different curves should all give the same results, one can attempt to minimize the

deviation between the rescaled curves to determine the most appropriate scaling exponents.

In practice, deviations from perfect scaling will occur even for the correct set of scaling ex-

ponents due to statistical uncertainties of the data as well as systematic deviations from the

scaling behavior in Eq. (5.1). We quantify these in terms of a likelihood distribution W (α, β, γ)

which allows us to distinguish different sets of scaling exponents. Our method is described in

more detail in App. C.2.

The results of our analysis are summarized in Fig. D.2. Similarly to our gauge-invariant

analysis, we analyze the combined exponents α − 3β − γ, β and γ separately rather than

α, β, γ. This choice provides a physical meaning in terms of gauge invariant quantities to each

of the exponents, and reduces correlations among them. We show the likelihood distributions

for the scaling exponents in Fig. D.2. The one dimensional distributions are obtained by

integration of W̃ (α − 3β − γ, β, γ) ≡ W (α, β, γ) over all other exponents and normalized to

yield unity upon integration. The scaling exponents we obtain from Fig. D.2 take the values

α− 3β − γ = −1.05± 0.04 (stat.) ,

β = −0.02± 0.02 (stat.) ,

γ = 0.285± 0.025 (stat.) . (D.11)

where the statistical errors are the widths of fitted Gauss functions. The corresponding values

in the original ‘bottom-up’ thermalization scenario (BMSS) [67] (γ = 1/3) and the instability

modified ‘bottom-up’ scenario by Boedeker (BD) [68] (γ = 1/4) are also indicated in Fig. D.2

as vertical gray dashed lines. Since the scaling exponents β = 0 and α− 3β − γ = −1 are the

same in both scenarios, we only show a single line in the left and central panels.





Appendix E

Range of validity of the classical

approximation for expanding scalars

In this Appendix, we examine the range of validity of the classical-statistical approximation

employed in our numerical simulations to study the far-from-equilibrium dynamics of a longi-

tudinally expanding scalar theory.1 In general, the classical-statistical approximation can be

justified when the typical occupancies f of the system are large and quantum effects play a

negligible role. In Sec. 2.3.1, we have discussed the ‘classicality’ condition in this context

f(pT , pz, τ)� 1 , (E.1)

which is a necessary condition to justify a description of the quantum dynamics in terms of a

classical evolution.

On the level of kinetic equations, the validity of the classical approximation can be examined

by comparing the classical and quantum contributions to the collision integral. One finds that

for a perturbative 2 ↔ 2 scattering process in scalar field theories, the classical part of the

collision integral takes the form [8, 13, 106]

CClassic[f ](p1) =
λ2(N + 2)

6N2

∫
dΩ2↔2

(
(f1 + f2)f3f4 − f1f2(f3 + f4)

)
, (E.2)

with the corresponding quantum terms

CQuant[f ](p1) =
λ2(N + 2)

6N2

∫
dΩ2↔2

(
f3f4 − f1f2

)
, (E.3)

While the final state Bose enhancement factors are considered to be large in the classical

field description, this is not the case when genuine quantum corrections are relevant. One

may therefore expect that as long as the ‘classicality’ condition (E.1) is satisfied for typical

1The arguments presented in this Appendix entered our publication in Ref. [177].
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momentum modes, the quantum corrections in Eq. (E.3) are suppressed and classical scattering

dominates.

However as recently argued in Ref. [176], there is potentially a caveat to this argument when the

system is highly anisotropic. This is because the classical-statistical approximation restricts the

phase space available for each individual scattering to states which are already occupied while

the quantum terms allow one to access previously unoccupied states by a single scattering.

Assuming that the typical longitudinal momenta pz ∼ Λz of occupied states are much smaller

than the typical transverse momenta pT ∼ ΛT by a factor of δ ∼ Λz/ΛT � 1, one finds that a

classical scattering can only lead to longitudinal momenta on the order of a few times ∼ Λz.

In contrast, the quantum contribution, while suppressed by occupancy factors, has a larger

phase space and allows for states with longitudinal momenta up to ΛT � Λz to be populated

by a single scattering. These could in principle give a large contribution to the longitudinal

pressure.

We will show here that this is not the case in the parametric domain of validity of the classical

regime. We will begin by first estimating parametrically the importance of ‘quantum’ large

angle 2↔ 2 scatterings into previously unoccupied phase space – in particular, for modes with

longitudinal momenta pz ∼ ΛT � Λz. We will subsequently investigate whether the dynamics

of this process can lead to an earlier breakdown of the classical-statistical approximation than

suggested by Eq. (E.1) by estimating the contribution of this process to the longitudinal

pressure.

E.1 Parametric estimate of quantum large angle scattering

We begin by estimating the number density of particles at large angles, which can be defined

in terms of

NLarge−angle(τ) ∼
∫
|pz |�Λz

d3p f(pT , pz, τ) . (E.4)

The integral over pz is limited to modes with longitudinal momenta pz parametrically on the

order of pT – much bigger than the typical longitudinal momenta Λz. We can estimate the

change in time of this quantity by considering the Boltzmann equation for 2↔ 2 scatterings.

Including both classical and quantum contributions, it takes the form

∂τNLarge−angle(τ) ∼
∫
|p1,z |�Λz

d3p1

∫
d3p2

∫
d3p3

∫
d3p4

λ2

2ω12ω22ω32ω4
δ(4)(p1 + p2 − p3 − p4) ×[

(1 + f1)(1 + f2)f3f4 − f1f2(1 + f3)(1 + f4)
]
, (E.5)
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with the abbreviations fi = f(pi,T , pi,z, τ) and similar for ωi. Since we require p1,z to be much

larger than the typical longitudinal momentum of all highly occupied states, i.e. p1,z ∼ ΛT �
Λz , longitudinal momentum conservation dictates that also another longitudinal momentum

is large, p2,z ∼ ΛT � Λz, meaning that both particles fall into the phase space with f1, f2 � 1.

We can thus neglect the Bose stimulation factors in the gain term (namely, (1+f1)(1+f2) ∼ 1)

such that only quantum processes contribute to occupancy at large angles. Similarly, we can

neglect the loss term altogether since f1f2 � 1, such that our estimate becomes

∂τNLarge−angle(τ) ∼
∫
|p1,z |�Λz

dp1,z

∫
d2p1,T

∫
d3p2 ×∫

d3p3

∫
d3p4

λ2

2ω12ω22ω32ω4
δ(4)(p1 + p2 − p3 − p4) f3f4 . (E.6)

We expect the dominant phase space for this scattering to be when the energy of all particles is

on the order of the hard transverse scale ΛT ; therefore parametrically the energy denominator

ωi ∼ ΛT . One thus obtains the phase space integral for this scattering to be

∂τNLarge−angle(τ) ∼ λ2

Λ4
T

∫
|p1,z |�Λz

dp1,z

∫
d2p2,T ×∫

d3p2

∫
d3p3

∫
d3p4 δ

(4)(p1 + p2 − p3 − p4) f3f4 . (E.7)

While at first sight it may seem that this phase space is strongly enhanced for the large angle

process, a subtle point is that longitudinal momentum conservation requires p1,z + p2,z =

p3,z + p4,z to be on the order of ∼ Λz, which is the typical longitudinal momentum of highly

occupied particles. Implementing this momentum conservation constraint leads to

∂τNLarge−angle(τ) ∼ λ2

Λ4
T

∫
d3(p1 − p2)∫

d3p3

∫
d3p4 δ(ω1 + ω2 − ω3 − ω4) f3f4 . (E.8)

Since the typical energy of all participating scatterers is of the order of ΛT and there are no

further constraints beyond energy conservation, the phase space for the scattering should be

of order Λ2
T . This leads us to the final estimate

∂τNLarge−angle(τ) ∼ λ2

Λ2
T

N2
hard(τ) , (E.9)

where Nhard(τ) denotes the typical density of hard particles

Nhard(τ) ∼
∫
d3p f(pz, pT , τ) . (E.10)
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Therefore the total number of particles found at large angles should be of the order of the

scattering rate in Eq. (E.9) times a time scale on the order of the age of the system2

NLarge−angle(τ) ∼ λ2N
2
hard(τ)

Λ3
T

ΛT τ . (E.11)

2An alternative way to arrive at the same parametric estimate is – following Ref. [67] – to consider the rate
of large angle scatterings that a single hard particle undergoes in the medium. Since the process is not Bose
enhanced, this large angle scattering rate is simply given by the density of scattering centers Nhard times the
cross section

dNColl
Large−angle

dτ
∼ σLarge−angleNhard(τ) .

The cross section for a large angle scattering of hard scalar particles is parametrically σLarge−angle ∼ λ2/Λ2
T .

The total number of particles at large angles therefore becomes

NLarge−angle(τ) ∼ Nhard(τ)
dNColl

Large−angle

dτ
τ ∼ λ2

Λ2
T

N2
hard(τ) τ

which agrees with the more detailed estimate in the text.
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Figure E.1: Shown are the small angle and large-angle contributions to the longitudi-
nal pressure as described in the text. While the large-angle contribution is suppressed
initially by 1/λ, it becomes important when Λ2

z ∼ λΛ2
T , which occurs after the time

λ−3/2.

E.2 ‘Quantum’ contributions to observables

With our parametric estimate of the density of large angle particles at hand, we will now

estimate the contribution of such quantum effects to the longitudinal pressure3. Since the

typical longitudinal momenta of the large angle particles are on the order of the transverse

hard scale ΛT , the contribution to the pressure takes the form

PQuant
L (τ) ∼ NLarge−angle(τ)ΛT ∼ λ2N

2
hard(τ)

Λ2
T

ΛT τ. (E.12)

which should be compared to the (perturbative) classical contribution

PClassic
L (τ) ∼ Nhard(τ)

Λ2
z(τ)

ΛT
. (E.13)

3In general, the relative importance of the leading classical and subleading quantum contributions (as well
as other higher order effects) depends on the observable at hand and needs to be evaluated for each observable.
While certain ultraviolet sensitive observables may receive large corrections from higher order processes, the
dynamics of the bulk may be perfectly well described by the leading order classical process.
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Since the total number of hard particles is approximately conserved during the evolution, their

density decreases as ∼ 1/τ due to the longitudinal expansion, such that

Nhard(τ) ∼
(τ0

τ

)
Nhard(τ0) ∼ 1

λ

Λ3
T

ΛT τ
, (E.14)

and the ratio of the quantum contribution to the pressure over the classical contribution is

given by

PQuant
L

PClassic
L

∼ λ
Λ2
T

Λ2
z(τ)

. (E.15)

At early times4 τ ∼ τ0, Λ2
z ∼ Λ2

T , hence PQuant
L /PClassic

L ∼ λ, which is very small for λ � 1.

With increasing time, the Λ2
z scale will decrease relative to Λ2

T as illustrated in Fig. E.1 at the

example of the longitudinal pressure. Since on large time scales the longitudinal pressure is

dominated by modes in the intermediate rather than hard momentum region, we will assume

for this estimate a la BMSS that

Λz ∼ ΛT (ΛT τ)−1/3 . (E.16)

One then finds that the quantum contribution to the pressure becomes of the same order of

magnitude as the classical contribution on the time scale

ΛT τQuant ∼ λ−3/2 . (E.17)

Interestingly however, since f(pT , pz ∼ Λz) ∼ (ΛT τ)−2/3 in this intermediate transverse mo-

mentum regime – the time scale obtained from Eq. (E.17) is parametrically the same as that

when the occupancies in this regime become of order unity. We may therefore conclude that

the ‘large angle’ quantum contribution to the pressure becomes of the order of the classical

contribution only on the time scale when the classical-statistical approximation is breaking

down anyway. This is indeed therefore a self-consistent criterion for when classical dynamics

can be trusted. Beyond the time scale τQuant, the evolution of the system is expected to change

qualitatively.

4Even if the initial conditions are such that the typical pz ∼ 0 at the instant of the collision, modes at the
hard scale are very quickly populated by the instability resulting from the parametric resonance. As noted
previously, the characteristic time scale for this is τ = τ0 ln3/2(λ−1). How rapidly this occurs is clearly visible
from Fig. 5.4. A similar argument applies for gauge theories [15, 66].
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