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Fluorescence microscopy constitutes a key method for the virtually non-invasive study of biological structures and processes on a sub-cellular scale. Stimulated Emission Depletion (STED) nanoscopy extends fluorescence imaging to nanometer resolutions. However, this method usually acquires an image by scanning small pixels in a sequential manner, which can lead to long acquisition times of several minutes. This limits the feasibility of many large-scale superresolution experiments, because faster acquisition times imply sacrificing either highest resolution, a good signal-to-noise ratio or a large image size. To unleash the full spatio-temporal resolving power potential of STED nanoscopy on a large imaging region, massively parallelized acquisition is therefore inevitable.

In this thesis, I develop a comprehensive and quantitative description of parallelized STED and validate the derived findings by means of two experimental implementations. Investigating the key technical parameters and their interplay reveals the possibility of reducing the laser power by up to three orders of magnitude below the value required for serially acquiring STED systems. This eliminates a major bottleneck of previously reported attempts to parallelize STED nanoscopy, limiting them to tiny image sizes or inferior resolutions. Moreover, using a rather simple optical arrangement, I was able to enlarge the superresolved image area to 33 µm edge length (roughly the dimensions of a small cell), featuring a resolution down to 30 nm and a 13000-fold degree of parallelization. While the implementations presented here should be viewed as prototypes, they prove the technical feasibility of massively parallelized STED nanoscopy. The methods developed in this thesis in combination with suitable high-speed detectors bring video-rate STED nanoscopy of whole cells within reach.
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<td>easySTED</td>
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</tr>
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</tr>
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</tr>
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</tbody>
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Physicists love to shatter long-held beliefs. Once the dust has settled, new thoughts emerge quite naturally and fresh crops can blossom on the field of science. Case in point, not long after it had been suggested [34] and shown [39, 40] that ABBE’s century-old resolution limit [1] for lens-based light microscopy would have to yield to an advanced fluorophore excitation switching scheme, a whole family of similar schemes emerged [8, 21, 35, 36, 53]. Ever since, the newly coined STED nanoscopy and its variants have raised the curtain to reveal unprecedented visual insights into sub-cellular structures and dynamics.

Not for a century, but rather for a decade, the subordinate belief has lingered in the scientific community that STED nanoscopy might be bound to a time consuming sequential point-by-point scanning and acquisition scheme. It is the humble intention of the author to report on the progress to give this belief a little toss as well.
INTRODUCTION

The light microscope is an ubiquitous tool in the life-sciences as it allows direct visual inspection of cells and tissues. Fluorescence microscopy constitutes a prominent modality to add contrast and specificity to the otherwise almost transparent cellular sample as illustrated in Figure 1. To achieve both contrast and specificity, a fluorescent molecule that emits light in the visible range upon excitation is attached specifically to the target structure using a suitable labeling strategy. The fluorescence photons are filtered spectrally and registered by a detector to yield a target-specific, high-contrast image representation of the fluorophore-decorated structure of interest. Being a lens-based far-field method, fluorescence microscopy is subject to diffractive blurring in the detection (imaging) path, such that all fluorophores less than 200 nm apart appear as a single blurry spot if they emit photons at the same time. This resolution limit [1], formulated more than a century ago by Ernst Abbe, still holds true as a direct consequence of the wave properties of light.

Nonetheless, the emerging field of nanoscopy methods manages to improve spatial resolution far beyond the diffraction limit by ensuring that close-by fluorescent molecules do not emit light at the same time. These superresolution techniques therefore employ excitation strategies that prepare fluorophores into distinguishable molecular states, for example a fluorescent ON state and a dark OFF state [30, 31], as exemplified for the case of STED in Figure 2. Switching between the states in a targeted or stochastic fashion allows sequential readout and thus distinction and separation of neighboring molecules [32]. While coordinate-targeted switching and stochastic single-molecule switching methods may differ considerably in many technical aspects, they are two sides of the same coin.

Stochastic methods including (f)PALM/STORM/GSDIM [8, 21, 35, 53] use a widefield excitation scheme that randomly switches a sparse subset of fluorophores into the ON-state. The centroid position of
these singled-out emitters can be estimated far below the diffractive blur. Repetition of this procedure generates a list of emitter localization coordinates that can be merged to a synthetic high-resolution image. The localization precision depends on the number $N$ of detected photons per emitter and scales like the inverse square-root of $N$ [11, 17, 58].

Coordinate-targeted approaches of the STED/ RESOLFT [15, 34, 36] family employ a switch-off light field that contains at least one tightly confined area of ideally zero intensity, which reduces the region of allowed fluorescence to a distinct sub-diffraction-sized spot, cf. Figure 3. Scanning of the “zero” across the sample probes the fluorophores sequentially in a controlled, coordinate-targeted fashion. Assignment of all detected fluorescence photons per scanning step to their corresponding pixels gives rise to a superresolved image. The resolution in this case scales like the inverse square-root of the number of photons in the switch-off light field [28].

While stochastic single-molecule methods are parallelized by design owing to their widefield detection nature, coordinate-targeted approaches attain parallelization only via a suitably engineered spatial patterning of the state-switching light field. Until now, all commercially available STED nanoscopes use a sequential point-by-point scanning scheme, which can lead to long image acquisition times of up to tens of minutes if a large sample region is recorded. This makes many large-scale superresolution experiments unfeasible, and the observation of dynamic processes in whole living cells virtually impossible. Because the rate of emitted photons is ultimately limited by the fluorescence lifetime, image recording cannot be sped up significantly without sacrificing either field of view [61], signal strength [54] or resolution [7] unless parallel acquisition is introduced.

In 2014, a parallelization of RESOLFT nanoscopy with reversibly switchable fluorescent proteins (RSFPs) attained 50 nm resolution [43]. As switch-off pattern, it used two orthogonally crossed standing light waves, which allows for a tightly packed grid of intensity “zeros” [14]. Typical pixel acquisition times in present RSFP-based RESOLFT implementations are however about one order of magnitude larger than...
for STED (30 µs [23] vs. 300 µs [25, 55]). Because STED nanoscopy has been shown to perform well down to the 20 nm regime with a wide variety of bright and photostable synthetic fluorophores [46, 65], it is still the standard method to achieve the highest spatio-temporal resolution. Its capability to capture highly dynamic processes (e.g. [61]) can be extended to large fields of view by a suitable parallelization strategy. The first parallelized STED design featured four cloned excitation and switch-off beams and four distinct single-pixel detectors [9], but upscaling of the method seems hardly feasible considering implementation complexity and cost. The concept of two orthogonal standing waves that was used to parallelize RESOLFT [14] was recently adopted to attain 100-fold parallelization of STED using a camera as a parallelized detector [66]. The available STED pulse energy limited the resolution to approximately 70 nm and the field of view to less than 3 µm × 3 µm.

This thesis examines the feasibility, challenges and merits of a massively parallelized STED implementation. In particular, it discusses measures that can reduce the required laser power by more than three orders of magnitude when compared to serial STED implementations. Being the first comprehensive and detailed discussion of the topic, a theory part revisits key aspects of light-field engineering in high-performance microscopy. It is the author’s intent to sketch a simple, yet comprehensive and self-contained presentation of the matter. Chapter 2 touches the theory of light propagation. In Chapter 3, key concepts of a high-NA objective lens are presented, followed by a discussion on light field calculations, their numerical implementation and their connection to the Fourier theory in Chapter 4. This background allows a simple, yet complete conceptual derivation of the STED resolution formula in Chapter 5. The important cases of a single-point STED implementation and its parallelized counterpart are discussed separately and then compared on a quantitative level. Chapter 6 presents a first experimental implementation proving that sub-30 nm resolutions and 2000-fold parallelized dual-color imaging are feasible with two orthogonally crossed standing light waves as a parallelized fluorescence inhibition pattern. A considerably simplified redesign is described in Chapter 7. It allows the exploration
of conditions that come closer to the theoretical efficiency limits of this approach to parallelize STED. By these means, it was possible to enlarge the superresolved image area to 33µm, featuring a total of 13,000 zeros in parallel. Conclusions and an outlook in Chapter 8 complete this thesis.
Part I

FROM BASIC PRINCIPLES TO PARALLELIZED STED NANOSCOPY

The fluorescence-inhibiting pattern used in this work to parallelize STED nanoscopy reveals some pivotal advantages over its single-point scanning counterpart. However, its implications have not yet been reported in full detail in the literature to this date. To put the experimental study conducted here on firm ground and to allow a qualitative as well as a quantitative analysis, Part I of this work introduces the physical principles underlying the optical setup in a self-contained manner. To this end, I start by recapitulating the established theory of wave propagation, with particular focus on polarization effects in Chapter 2. I proceed with a discussion of distinct features of microscopy with high numerical aperture (NA) in Chapter 3. Both are combined to yield a closed-form description of the focal field of high-NA microscopes (Chapter 4). Because the light pattern required to parallelize STED extends over a comparably large size of 30 μm, the initial formulation goes beyond the usual (Debye) approximations that otherwise restrict the validity of the calculated field to the vicinity of the focal point. It is shown that the approximations still hold for the field size discussed here, which permits returning to a simplified form that allows for a faster calculation and an instructive interpretation of the constituting components. Based on this foundation, the resolution formulae of serial STED and parallelized STED are derived and compared in a simple and conceptual manner in Chapter 5.
From a long view of the history of mankind – seen from, say, ten thousand years from now – there can be little doubt that the most significant event of the 19th century will be judged as Maxwell’s discovery of the laws of electrodynamics.

— Richard Feynman

This chapter reviews the theoretical foundation of light wave propagation as a prerequisite for the subsequent chapters. The Maxwell equations as the most fundamental equations of classical electrodynamics give rise to a wave equation that describes the dynamics of electromagnetic field propagation. A suitable set of solutions to the wave equation are the plane waves, which are subject to constraints imposed by the Maxwell equations. Based on these preliminaries, the method of plane wave decomposition (PWD) is introduced and its consequences to the diffraction limit are discussed. An equivalent real-space formulation of the PWD is the Rayleigh-Sommerfeld integral of the first kind (RS$_1$), from which the quantitative Huygens’ principle will be deduced as basis for the rigorous formulation of light wave propagation in the focus field of high-aperture microscopes.

2.1 Maxwell Equations, Solution and Implications

The Maxwell equations within a source-free medium of refractive index $n$ read [38]:

\begin{align*}
\nabla \cdot E &= 0, \quad (1) \\
\nabla \cdot B &= 0, \quad (2) \\
\nabla \times E &= -\partial_t B, \quad (3) \\
\nabla \times B &= (n/c)^2 \partial_t E. \quad (4)
\end{align*}

The linearity of the differential operators “$\nabla$.” (divergence) and “$\nabla \times$” (curl) in the Maxwell equations allows to combine the identities

\begin{align*}
\nabla \times \nabla \times E &= \nabla \nabla \cdot E - \nabla \cdot \nabla E = -\Delta E \quad (5)
\end{align*}

and

\begin{align*}
\nabla \times \nabla \times E &= \nabla \times (-\partial_t B) = -\partial_t (\nabla \times B) = -(n/c)^2 \partial_t^2 E \quad (6)
\end{align*}

to the wave equation

\begin{align*}
\Delta E(r, t) &= (n/c)^2 \partial_t^2 E(r, t). \quad (7)
\end{align*}
Insertion proves that any field of the form $E(r, t) = E(r - v t)$ solves the wave equation (7) provided that $v^2 = (c/n)^2$. Because such an electric field $E$ travels by design with unchanged shape and uniform velocity $v$ (see Figure 4), the constant $c$ is readily identified with the speed of light in vacuum.

A particularly useful set of solutions to the wave equation are plane waves of the form

$$E(r, t) = \hat{E} e^{i k \cdot (r - v t)} = \hat{E} e^{i k \cdot r - i \omega t}. \quad (8)$$

Plane waves (illustrated in Figure 4) oscillate in direction of the wavevector $k$ with spatial frequency $|k| = k = 2 \pi / \lambda_n$ and with angular frequency $\omega = k \cdot v$. $\lambda_n = \lambda / n$ is the wavelength in medium of refractive index $n$ and $\lambda$ the wavelength in vacuum; $\hat{E}$ denotes the complex vector-valued amplitude. Plugging the plane-wave ansatz (8) into the wave equation (7) yields the dispersion relation

$$k^2 = \left(\frac{n}{c}\right)^2 \omega^2, \quad (9)$$

which pins down the dependence of the wave vector components on the angular frequency.

The Maxwell equations set constraints on the amplitude components $\hat{E}$ and $\hat{B}$.

The divergence equations (1) and (2) for plane waves:

$$\nabla \cdot E = \nabla \cdot \left( \hat{E} e^{i k \cdot r - i \omega t} \right) = i k \cdot E \quad (10)$$

(and similar for the $B$-field) imply

$$k \cdot \hat{E} = 0, \quad (11)$$

$$k \cdot \hat{B} = 0. \quad (12)$$

Similarly, the curl equation (3)

$$\nabla \times E = -\partial_t B \implies i k \times E = i \omega B \quad (13)$$

demands

$$k \times \hat{E} = c k \hat{B}. \quad (14)$$

The amplitude vectors $\hat{E}$ and $\hat{B}$ along with the wave vector $k$ are therefore mutually orthogonal, as illustratively indicated in Figure 4. Furthermore, if $\hat{E}$ is known, $\hat{B}$ follows from Equation (14) and is thus disregarded in the proceeding discussion.
2.2 PLANE WAVE DECOMPOSITION

In a somewhat arbitrary convention the z-axis is commonly chosen as the principal direction of light propagation. According to the dispersion relation (9), \( k_z \) can be written as a function of the remaining wave-vector components \( \mathbf{k}_\perp := (k_x, k_y) \) and of \( \omega \):

\[
k_z(\mathbf{k}_\perp, \omega) = \sqrt{\left(\frac{n}{c}\right)^2 \omega^2 - \mathbf{k}_\perp^2}.
\]  

The subscript \( \perp \) will consistently denote both Cartesian vector components that are perpendicular to the respective z-component. Similarly, the perpendicularity condition for the electric field can be enforced by rewriting Equation (11) as

\[
\mathbf{E}_z = -\frac{\mathbf{E}_\perp \cdot \mathbf{k}_\perp}{k_z} \quad (k_z \neq 0).
\]

Hence, the Maxwell equations give rise to transverse plane wave solutions which are constrained by conditions (9) and (16) to the form

\[
\mathbf{E} = \mathbf{E}_\perp(\mathbf{k}_\perp, \omega) e^{i(\mathbf{k}_\perp \cdot \mathbf{r}_\perp + k_z(\mathbf{k}_\perp, \omega) z) - i \omega t}.
\]

The explicit functional dependencies of the amplitude vector \( \mathbf{E} \) and of the \( k_z \)-component that highlight the remaining degrees of freedom will be omitted in the proceeding discussion for the sake of a cleaner notation.

Because the wave equation is linear, its general solution is a linear combination of the plane waves in Equation (17). The electric field can hence be written as integral superposition of plane waves:

\[
\mathbf{E}(\mathbf{r}, t) = \int \mathbf{E}_\perp(\mathbf{k}_\perp, \omega) e^{i(\mathbf{k}_\perp \cdot \mathbf{r}_\perp + k_z(\mathbf{k}_\perp, \omega) z) - i \omega t} d\mathbf{k}_\perp e^{-i\omega t} d\omega.
\]

The exponent was already suggestively rearranged to recognize the formal resemblance to the Fourier transform, which shall be defined as

\[
\mathcal{F}_\omega[ g(\omega) ] := \int g(\omega) e^{-i\omega t} d\omega,
\]

and the (two-dimensional) inverse Fourier transform as

\[
\mathcal{F}_{\mathbf{k}_\perp}[ g(\mathbf{k}_\perp) ] := \int g(\mathbf{k}_\perp) e^{i\mathbf{k}_\perp \cdot \mathbf{r}_\perp} \frac{d\mathbf{k}_\perp}{(2\pi)^2},
\]

with \( g \) being any square-integrable function. Upon rescaling of \( \mathbf{E} \) by \( (2\pi)^2 \) to absorb the normalization factor in (20) for sheer convenience, the compact notation of Equation (18) reads

\[
\mathbf{E}(\mathbf{r}, t) = \mathcal{F}_\omega[ \mathcal{F}_{\mathbf{k}_\perp}[ \mathbf{E} e^{i k_z z} ] ].
\]
A stationary solution is obtained by approximating the spectral density with a delta distribution, namely \( \hat{E} = \hat{E}(k_o, \omega) \delta(\omega - \omega_0) \) (monochromatic case). The Fourier transform in the angular frequency domain in Equation (18) can be evaluated and gives

\[
E(r, t) = \mathcal{F}_{k_{\perp}}[\hat{E} e^{ik_z z}] e^{-i\omega_0 t} = E(r) e^{-i\omega_0 t}.
\] (22)

Hence, the monochromatic field factorizes into an oscillating phase term \( e^{-i\omega_0 t} \), which contains the time-dependence, and a stationary electric field

\[
E(r) = \mathcal{F}_{k_{\perp}}[\hat{E} e^{ik_z z}].
\] (23)

Inserting the ansatz (22) into the wave equation (7), evaluating its right-hand side and using Equation (9) yields the Helmholtz equation for the components of the stationary field

\[
\Delta E(r) = -k^2 E(r).
\] (24)

It remains to determine the amplitude components \( \hat{E} \). For \( z = 0 \) in Equation (23), we identify \( \hat{E} \) as the (two-dimensional) forward Fourier transform of \( E \):

\[
\hat{E} = \mathcal{F}_{k_{\perp}}[E(r_{\perp}, 0)].
\] (25)

Denoting the propagator term as

\[
P_{k_z}(z) := e^{ik_z z},
\] (26)

the stationary plane wave decomposition (23) can be written as

\[
E(r_{\perp}, z) = \mathcal{F}_{k_{\perp}}[\mathcal{F}_{k_z}[E(r_{\perp}, 0)] P_{k_z}(z)],
\] (27)

which is the main result of this section.

2.2.1 

Discussion

**PWD as Boundary Value Problem:** The plane wave decomposition can be regarded a boundary value problem: from the spatial spectrum \( \hat{E} \) of the electric field \( E \) in the plane \( z = 0 \) as boundary value, the field for arbitrary \( z \) is found as a propagated integral (Fourier transform) of the plane wave amplitudes. As such, the PWD inherits all uniqueness and existence theorems from Fourier theory.

**Backwards Traveling Waves:** We restricted the propagation of plane waves to the positive \( z \)-hemisphere by choosing the positive branch of the square-root in Equation (15). Due to the linearity of the wave equation, plane waves traveling into the \(-z\) half-plane (i.e. \( k_z < 0 \)) can be accounted for in a similar manner by adding in (27) a term with a “negative” propagator term
plane wave decomposition \( P_{-k}(z) \), such that the electric field \( \mathbf{E} = E_{k_z>0} + E_{k_z<0} \) is a superposition of forwards \((k_z > 0)\) and backwards \((k_z < 0)\) traveling waves. Owing to this square-root ambiguity, only explicit knowledge of both amplitude vectors \( E_{k_z>0} \) and \( E_{k_z<0} \) fully determines a unique solution.

**Multichromatic case**: Only the time-independent case was discussed so far. In general, the field \( \mathbf{E} \) is a function of the time \( t \) as well: \( \mathbf{E} = \mathbf{E}(\mathbf{r}, t) \). \( \hat{\mathbf{E}} \) is accordingly in explicit functional dependence of \( \omega \) and is retrieved through inverting Equation (21) for \( z = 0 \) by applying the inverse Fourier transform in the time domain as well:

\[
\hat{\mathbf{E}}(k_\perp, \omega) = \mathcal{F}_t[\mathcal{F}_r(\mathbf{E}(\mathbf{r}_\perp, z = 0, t))] .
\]  

(28)

In the context of microscopy, the stationary, monochromatic case is however a legitimate approximation as long as laser pulses are not many orders of magnitude shorter than one nanosecond.

**Short laser pulses**: A pure monochromatic solution would require that the oscillating electromagnetic wave would have existed unchanged for all times, because the Fourier transform of the delta distribution in frequency space is unity in the time domain. Nonetheless, a light pulse of length \( \Delta t = 1 \text{ ns} \), which is a common number in STED nanoscopy, is already long enough to constitute quasi-monochromatic conditions: starting from Equation (21), let us presume a Gaussian spectral density distribution \( e^{-\omega^2/\Delta \omega^2} \) instead of a delta distribution. Except for a normalization factor \( b = \sqrt{2}/\Delta \omega \), its Fourier transform is a Gaussian light pulse in the time domain [3]:

\[
\mathcal{F}_\omega\left[ b \ e^{-\left(\omega/\Delta \omega\right)^2}\right] = e^{-\left(\Delta \omega/2\right)^2} = e^{-\left(t/\Delta t\right)^2},
\]  

(29)

where \( \Delta \omega \) is inferred from the pulse length \( \Delta t \) as \( \Delta \omega = 2/\Delta t \). The spectral width in terms of the wavelength is deduced according to (9) from \( \Delta \omega = \Delta \lambda \pi c/\lambda^2 \) as \( \Delta \lambda = \lambda^2/\pi c \) \( \Delta \omega \approx 10^{-3} \text{ nm} \) as a rough estimate for visible light \( \lambda \) of about 500 nm. Hence, a (laser) light pulse of one nanosecond length exhibits a minimum spectral width of one picometer. For comparison, the STED laser used in this work has a line-width of approximately 0.1 nm, which still complies well with the assumption of monochromatic conditions.

**2.2.2 PWD and the resolution limit**

The plane wave decomposition (27) allows to discuss the resolution limit that is imposed by the finite (i.e. non-zero) wavelength of light... in reminiscence of the uncertainty principle \( \Delta \omega \Delta t \geq 2 \).
alone. Let us consider as a test-case the propagation of a sharply confined emitter with an idealized lateral frequency amplitude spectrum $\hat{E} \equiv 1$. In the propagator term (26) in Equation (27), the wavelength of light itself imposes a low-pass filter upon wave propagation: for $|k_\perp| > k$, the component $k_z = \sqrt{k^2 - k_\perp^2}$ becomes imaginary. Accordingly, the exponent $ik_z z$ in Equation (26) becomes real and its amplitude decreases exponentially with $z$ as evanescent wave. Figure 5 depicts this low-pass behavior for different values for $z$. Upon propagation of approximately four wavelengths, the propagator term $P_{k_\perp} = \exp(ik_z z)$ closely approaches a (2d) rectangular low-pass function, defined by $\text{rect}(|k_\perp|/k < 1) = 1$ and zero else-wise. The high frequency content $|k_\perp| > k$ that encodes the exact position of the emitter is clipped solely due to the finite wavelength.

In a microscopy application, it is desirable to recover the original field distribution as accurately as possible by “reversing” the phase propagation effects induced by $P_{k_\perp}$ with a complementary phase-object lens defined as:

$$L_{\text{lens}} = e^{-ik_z f} \text{rect}(|k_\perp|/k^{(\text{max})}).$$

The numerical aperture of the lens restricts the modulus of allowed lateral frequencies $k_\perp$ to a range limited by $k^{(\text{max})} := k NA/n$. Inserting $L_{\text{lens}}$ into Equation (27):

$$E = \mathcal{F}_{k_\perp} \left( \hat{E} P_{k_\perp} L_{\text{lens}} \right) \overset{z=f}{\approx} \mathcal{F}_{k_\perp} \left[ \hat{E} \text{rect}(|k_\perp|/k^{(\text{max})}) \right]$$

recovers the original, but low-pass-filtered electric field at the position $z = f$. Modern objective lenses are close to the limit imposed by the wavelength itself. For comparison, the acceptance range for a numerical aperture (NA) of 1.44 is drawn to scale in Figure (5).

An equivalent real-space formulation of Equation (31) can be derived by employing the fact that a multiplication in Fourier space is equivalent to a convolution in real space:

$$E(r_\perp, f) = E(r_\perp, 0) * \mathcal{F}_{k_\perp} \left[ \text{rect}(|k_\perp|/k^{(\text{max})}) \right].$$
The Fourier transform of the two-dimensional function \( \text{rect}(\cdot) \) is the so-called \( \text{jinc} \)-function \([10]\) and its squared magnitude is the ubiquitous Airy pattern. An image is therefore the blurred version of its original intensity distribution; the image of a point-emitter appears convoluted with the Airy pattern.

### 2.3 Wave Propagation in the Spatial Domain

The convolution theorem can generally be employed to express the product in Equation (27) as a convolution in real space \([4]\):

\[
E(r_\perp, z) = E(r_\perp, 0) * F_{k_\perp}(z).
\]

(A 33)

A derivation by Weyl \([62]\) allows to note the Fourier transform of the propagator in closed form \([47]\):

\[
F_{k_\perp}(z) := P_{k_\perp}(z) = -\frac{1}{2\pi} \partial z \left( e^{ikr}/r \right) = -\frac{1}{2\pi} (ik - 1/r) e^{ikr}/r. \tag{34}
\]

Inserting Equation (34) into Equation (33) yields

\[
E(r_\perp, z) = \int E(r'_\perp, 0) P_{k_\perp}(r_\perp - r'_\perp)(z) \, dr'_\perp, \tag{35}
\]

which is known as “Rayleigh-Sommerfeld diffraction integral of the first kind” (RS\(_1\)) \([24]\). We will use it as starting point for calculation of microscope focus fields in Chapter 4.

#### 2.3.1 Huygens’ Principle

The RS\(_1\) integral (35) is a formal description of Huygens’ principle \([37]\): Each point on a propagating wavefront serves as a source of secondary wavelets, such that the wavefront at some later time is the superposition of all these wavelets \([29]\). More precisely, the secondary wavelet as convolution kernel in the RS\(_1\) diffraction integral is the normal derivative \(\partial z\) of a spherical wave \(e^{ikr}/r\) on the integration range \(z = 0\). Therefore, it defines the amplitude distribution that was not further specified in the heuristic description of the original Huygens’ principle \([37]\). In particular, the wave has a directive amplitude distribution characteristic – like in Lambert’s cosine law (cf. \([57]\)) – that vanishes in the normal direction to the \(z\)-axis \([24]\).

#### 2.3.2 Discussion

Since RS\(_1\) is equivalent to the PWD method, it can be regarded as an exact result. Furthermore, it is a well-posed and consistent problem: the field for any \(z\) follows from the boundary value in – without loss of generality – the \(z = 0\) plane (well-posed), and the boundary value for
z = 0 is indeed assumed (consistent). The latter can be understood as a consequence of the vanishing amplitude of the secondary wavelets in the z = 0 plane.

When the incident field is known on a non-flat surface instead of a plane surface, the situation is slightly different: the boundary value contains contributions from propagated secondary wavelets as well. The problem we will need to solve in the course of the focus field description in Chapter 4 is therefore not a boundary value problem, but rather an initial value problem: given the incident light field on the boundary $E_i(r')$, we need to compute the resulting focal field $E$, where $E(r')$ does not equal $E_i(r')$ on the boundary. Note that independently of the exact form of the boundary surface, the solution for $E$ obeys again the Helmholtz equation (24), because it is a superposition of the normal derivatives of spherical waves that solve the Helmholtz equation individually [5].
This chapter reviews a collection of key properties and common terminology of an optical microscope as a prerequisite for the subsequent chapter on focus field calculations. Here we approach the topic from a geometric optics standpoint, where the electromagnetic field is regarded as an assembly of “pencil rays” with the same general properties as that of plane waves [12]. As such, the pencil rays propagate on straight lines in a homogeneous medium and refract according to Snell’s law [12] at interfaces [45]. This is an instructive simplification for the case when diffraction effects (wave optics) play a subordinate role. To a certain degree, geometric optics is related to wave optics like classical mechanics to quantum mechanics [45]: for dimensions that are large compared to the wavelength, the position and the direction of the pencil rays are both exactly determined [45]. Although diffraction effects play indeed a prominent role in the context of microscopy, “geometrical optics furnishes at least a good starting point for more refined investigations” [12].

3.1 Overview

A modern high-performance light microscope is a complex optical and mechanical instrument. Its critical first magnifying stage can however be broken down to a simplistic schematic that consists of two idealized thin lenses, see Figure 6: the objective lens (OL) transforms all light rays that emanate from a common point in its focal plane into a set of parallel (collimated) rays, which are refocused in the back focal plane of the tube lens (TL). The arrow of length g as pictorial test-object is mapped onto its (mirrored) image counterpart of length b that constitutes an intermediate image. The set of parallel rays between
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Figure 6: Microscope lens schematic. Objective Lens (OL) and Tube Lens (TL) produce a magnified image.
both lenses share a common angle in respect to the optical axis (horizontal gray line). The angle is geometrically determined by the one ray (drawn in solid black) that remains unrefracted because it goes through the intersect of the principal plane of the lens with the optical axis. The same applies in reverse direction at the tube lens. The schematic beam path can be constructed geometrically using these properties, cf. again Figure 6.

The magnification factor $M$ can readily be deduced by observing that the gray triangles in Figure 6 are similar, hence $M := b/g = f_{TL}/f_{OL}$. The dotted lines demarcate the outermost rays (marginal rays) that are still accepted by the so-called aperture stop. If the aperture stop is situated in the back focal plane of the objective lens (pupil plane), telecentric conditions are achieved: A point in focus does not move upon slight defocussing; it just appears blurred, but stays centered around the dashed black line in Figure 6. This is a desired property in microscopy because object lengths should not depend on perfect focusing.

The aperture angle $\alpha$ is defined as the half of the angle enclosed by the marginal rays; the corresponding numerical aperture is defined as $\text{NA} := n \sin \alpha$. Note also that the numerical aperture is reduced $M$-fold in the intermediate image plane, which usually allows to use the paraxial approximation ($\sin \alpha = \alpha$) everywhere except in the “object-side” of the objective lens.

### 3.2 Diffraction Limit

The numerical aperture is an appropriate quantity to assess the resolving power of a transmitted light microscope. This review would be incomplete without discussing the famous resolution formula [1] that Ernst Abbe derived 140 years ago along the following lines: consider a transmission diffraction grating of pitch $d$ with thin slits as in Figure 7. Constructive interference occurs whenever the optical path length (OPL) $\Delta_m = d/\sin \theta_m$ of neighboring slits equals an integer multiple $m$ of the wavelength $\lambda_n$. If we decrease $d$ until $\theta_1$ becomes larger than the aperture angle $\alpha$ of the objective lens, only
the diffraction order \( m = 0 \) contributes to the image formation, which means that the information of the periodic grating structure is fully lost. Hence, \( d = \frac{\lambda}{n \sin \alpha} \) is the smallest grating structure that the objective lens can resolve for normally incident light. If oblique incidence is allowed, the smallest grating pitch becomes halved to yield the well-known Abbe resolution formula:

\[
d_{\text{min}} = \frac{\lambda}{2 n \sin \alpha} = \frac{\lambda}{2 \text{NA}}. \tag{36}
\]

Abbe thereby set an end to the at that time common belief that the resolving power of a light microscope was mainly limited by imperfections in the lens-manufacturing process. His formula highlights that, on the one hand, the resolution is tightly linked to the wavelength, and on the other hand, that it increases alongside with the numerical aperture. High aperture angles place however great demands on the imaging optics. In another lasting contribution, Abbe described a requirement to achieve undistorted imaging: the so-called sine condition.

### 3.3 Sine Condition

The Abbe sine condition \([2]\) is a requirement for a high-aperture objective lens to obtain an image free of spherical aberrations and free of coma \([12, 42, 45]\). To derive the sine condition, we demand a constant lateral magnification \( M \) throughout the whole image plane. Consider a transmission grating with pitch \( d \) in the focal plane. A microscope with \( M \)-fold magnification must generate a correspondingly increased image grating pitch \( d' = M d \). Inserting \( d = \frac{\lambda}{n \sin \theta} \) according to Section 3.2 yields:

\[
\frac{\lambda n'}{\sin \theta'} = M \frac{\lambda_n}{\sin \theta}, \tag{37}
\]

or equivalently, the Abbe sine condition:

\[
\frac{\sin \theta}{\sin \theta'} = \frac{n'}{n} M. \tag{38}
\]

The sine condition ensures that corresponding angles of light rays are properly mapped to reproduce a grating image with correct phase and magnification.

To gain further insights, we use \( M = f_{TL}/f_{OL} \) from Section 3.1 to rearrange Equation (38), and obtain \([42]\)

\[
f_{OL} n \sin \theta = f_{TL} \sin \theta'. \tag{39}
\]

For any given \( \theta \), the product on the right-hand side is constant because it contains only quantities of the imaged grating. A large value for \( f_{TL} \) allows to approximate the sine as \( \sin \theta' \approx \tan \theta' = h/f_{TL} \), where \( h \) denotes the height of the ray above the unrefracted ray.
Figure 8: The sine condition defines how an angle $\theta$ of a ray in object space must be mapped to a height $h$ in the pupil plane and back to an angle $\theta'$ in image space to allow for an aberration-free image.

(see Figure 8). Substituting this into Equation (39) and abbreviating $f_n := n f_{OL}$ leads to an alternate formulation of the sine condition that is also known as *von Bieren condition* [42]:

$$h = f_n \sin \theta .$$

The geometric interpretation of Equation (40) is sketched in Figure 9.

![Figure 9: Action of a lens and sine condition, depicted for emanating fluorescence light (left side), as general schematic (middle) and for incident light (right).](image)

Note that since the principal “plane” is represented by a sphere of radius $f_n$ in this scope.

Light rays that leave from the focal point under a certain angle $\theta$ appear refracted at a sphere of radius $f_n$ and leave the objective lens assembly at a distance $h$ to the optical axis. The condition dictates the mapping from an angle $\theta$ to the “height” $h$ and vice versa: in the scope of *focus field engineering* discussed in Chapter 4 and Chapter 5, rays from the pupil plane are cast into the focal plane accordingly. The latter perspective will be assumed throughout the remaining Chapter.

### 3.4 Intensity Law

As a further condition, the refraction of the light rays at the principal plane (PP2) must obey energy conservation. Equivalently, the energy fluence $P = \Lambda I$, expressed as intensity $I$ on a surface element $\Lambda$ has to be conserved. Let us consider a thin ring-like surface element $\Lambda = dh 2\pi h$ in the back principal plane (PP1) plane that is mapped onto the tilted surface element $\Lambda' = f_n d\theta 2\pi h$ on the spherical principal “plane”, see Figure 10. Using the derivative $dh/d\theta = f_n \cos \theta$ of the von Bieren condition (40), we get:

$$\frac{\Lambda}{\Lambda'} = \frac{I'}{I} = \frac{dh 2\pi h}{d\theta 2\pi h f_n} = \cos \theta .$$

(41)
3.5 Polarization Effects

Upon refraction at the front principal “plane”, a deflection of the polarization of the electric field vector takes place as well (see Figure 10). Similarly to [44], I propose to express the electric field vector in terms of the cylindrical base vectors \((\hat{e}_s, \hat{e}_p, \hat{e}_z)\) in the back principal plane. The components are mapped onto a spherical base \((\hat{e}_\phi, \hat{e}_\theta, \hat{e}_r)\) to properly account for the rotation of the wave-vector \(k\) upon refraction. The s-polarized portion of the electric field vector remains untouched \((\hat{e}_s = \hat{e}_\phi)\), while \(\hat{e}_p\) is mapped onto \(\hat{e}_\theta\) and \(\hat{e}_z\) is mapped onto \(\hat{e}_r\). These base vectors in Cartesian component notation read:

\[
\begin{align*}
\hat{e}_s &= \begin{pmatrix} -\sin \varphi \\ \cos \varphi \\ 0 \end{pmatrix}, & \hat{e}_p &= \begin{pmatrix} \cos \varphi \\ \sin \varphi \\ 0 \end{pmatrix}, & \hat{e}_z &= \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} \\
\end{align*}
\]  

and

\[
\begin{align*}
\hat{e}_\phi &= \hat{e}_s, & \hat{e}_\theta &= \begin{pmatrix} \cos \varphi \cos \theta \\ \sin \varphi \cos \theta \\ \sin \theta \end{pmatrix}, & \hat{e}_r &= \begin{pmatrix} -\cos \varphi \sin \theta \\ -\sin \varphi \sin \theta \\ \cos \theta \end{pmatrix}.
\end{align*}
\]  

It can be readily verified that both sets in the first and second row respectively constitute indeed an orthonormal basis. The formal transformation from the incident field \(E_i(h, \varphi)\) to the transmitted field \(E_t(\theta, \varphi)\) is given by

\[
E_t(\theta, \varphi) = t_p (E_i \cdot \hat{e}_p) \hat{e}_\theta + t_s (E_i \cdot \hat{e}_s) \hat{e}_s + t_z (E_i \cdot \hat{e}_z) \hat{e}_r.
\]  

The complex-valued scalar functions \(t_p\), \(t_s\), and \(t_z\) are transmission coefficients that can contain empiric factors, such as absorption, apodization, Fresnel reflection losses, phase distortions, or non-zero beam angles (cf. [44]). For an idealized input field and normal incidence, these functions are simply equal to unity.

Expressing this in terms of the electric field via \(I = |E|^2\) yields

\[
E' = E \sqrt{\cos \theta}.
\]  

The implications of this result will be discussed in Section 4.5.2.

In practice, \(E' < E \sqrt{\cos \theta}\), if scattering, reflection and absorption are taken into account.

The polarization vector is expressed in components perpendicular (“s”) and parallel (“p”) to the plane that is defined by the refracting ray.

Note that the z-component \(E_i \cdot \hat{e}_z\) should be small compared to \(|E_i|\) to maintain a paraxial input field (e.g., \(|E_{z1}/E_{z1}| < 1/20\) for a 100x objective lens and a FOV of 200 μm diameter).
3.6 Discussion

Now that all preliminaries are presented, we can summarize: the objective lens transforms a set of focused rays (i.e. a spherical wave), stemming from a point in the focal plane, into a set of collimated rays (i.e. a plane wave) in the pupil plane (cf. Section 3.1). The transformation of distinct light rays appears to take place at a spherical shell with radius \( f_n \) around every point in the focal plane, where three things happen: first, the refraction is described by the sine condition in Equation (40). Second, the polarization vector \( E_i \) is rotated accordingly in a geometrical consistent manner in Equation (45) and third, the intensity transforms according to the intensity law in Equation (42).

While the sine condition implicitly assumed the special case of rays emanating from the focal point (on the optical axis), the geometric construction (cf. Figure 6) of the beam-path can be expanded to the high-aperture case, which is illustrated in Figure 11.

![Microscope lens schematic](image)

**Figure 11:** Microscope lens schematic. Geometric construction of the beam path for the high-NA case.

**Preview of the Debye approximation**

From the perspective of focus field engineering, all steps are seen the other way around: A light field propagates from the pupil plane towards the focal plane. According to the Huygens’ principle (cf. Section 2.3.1), secondary wavelets that emanate from the principal “plane” propagate as spherical wave with direction-dependent amplitude. In the vicinity of the focus, the spherical wavefront is in good approximation a plane wave, while the amplitude of the spherical wavelets \( u \) has dropped uniformly by \( f_n^2 \). Presuming that these two *ad-hoc* assumptions hold, which means that \( u \approx \exp(i \mathbf{k} \cdot \mathbf{r})/f_n^2 \), we can readily state the focal field in the Debye approximation [16]

\[
E(r_L, z) = \frac{1}{f_n^2} \int \frac{E_i(\theta, \phi)}{\cos \theta} e^{i k_i (\theta, \phi) r_L} e^{i k_z (\theta, \phi) z} \, d\Omega .
\]

I will derive this result more formally in Chapter 4.
4.1 PROBLEM DEFINITION

The goal of this chapter is to present a formalized solution to the time-independent wave equation in the context of high-aperture microscopy. In this scope, the task is seen from a focus field engineering perspective: light is cast into the pupil plane of the objective lens and forms a diffraction pattern in the focal plane. The idealized objective lens is considered a “black box” that translates the electric field from the back principal plane (PP1) to its associated points on the front principal surface (PP2), as illustrated in Figure 12. Here I deviate from the common textbook definition, where the front principal surface is a plane, which is a good approximation only in the paraxial limit. However, for high-aperture systems obeying the sine condition in Equation (40), the principal surface constitutes a sphere of geometrical radius \( f_n \) around the focal point. As detailed in Section 3.6, the wave-vector and polarization vectors become refracted according to Section 3.5, and the amplitude transforms according to the intensity law in Section 3.4. Note that the transition of the light field from the aperture stop in the pupil plane to the back principal PP1 is not considered explicitly. If required, the propagation can be calculated according to the plane wave decomposition discussed in 2.2 (cf. also [44]).
4.2 SOLUTION IN SPHERICAL COORDINATES

The Rayleigh-Sommerfeld integral given in Equation (35) generalized to an arbitrary integration surface \( S \) can be written as

\[
E(r) = -\frac{1}{2\pi} \int_S E_t(r') \partial_n \left( \frac{e^{ik(r-r')}}{|r-r'|} \right) \, dr'.
\]  

(47)

The field \( E_t(r') \) is assumed to be known on the surface coordinates \( r' \in S \), and \( \partial_n := n \cdot \nabla \) is the gradient operator in direction of the normal vector \( n \) on the surface element \( dr' = n \, dS \).

Specialized on the context of microscopy, the integration spans over a spherical cap with radius \( |r'| = f_n \) (compare Figures 9 and 10). By transforming to the spherical coordinate measure \( dr' = n f_n^2 \, d\Omega \) with \( n = r'/f_n \) and using the abbreviation \( R = |R| = |r-r'| \) we can rewrite the integral (47) as

\[
E(r) = -\frac{f_n^2}{2\pi} \int_{\Omega} E_t(r') \left( iR \frac{R \cdot n}{R} \right) e^{ikR} \, d\Omega.
\]  

(48)

It is convenient to perform the integration in terms of the flat principal plane \( PP_1 \) in terms of the incident field \( E_i \), see Figure 12.

4.3 INTEGRATION IN THE PRINCIPAL PLANE \( PP_1 \)

To evaluate the lateral field distribution for general, non-symmetric cases, Cartesian coordinates are the better choice. They allow to express the diffraction integral (48) as a two-dimensional Fourier integral, which can be efficiently computed by means of the Fast Fourier Transform (FFT), a particularly efficient numerical algorithm: It performs the integration of an \( N \times N \) grid of sampling points for \( N \times N \) output points in a lateral plane with computational efficiency of order \( O(N^2 \log N) \), whereas the “brute force” integration method by means of a two-dimensional Riemann sum would be of order \( O(N^4) \) \([24]\).

To exploit the FFT, the integration measure \( d\Omega = \sin \theta \, d\theta \, d\phi \) in (48) must be expressed in terms of Cartesian coordinates in the \( PP_1 \) plane. Combining the von Bieren condition (40) in its differential form \( dh = f_n \cos \theta \, d\theta \) and the coordinate-transform identity \( h \, dh \, d\varphi = dh_x \, dh_y \), the integration measure can be written as

\[
d\Omega = \frac{1}{f_n} dh_x \, dh_y \cos \theta.
\]  

(49)

This allows to transform Equation (48) into Cartesian coordinates \( h_L = (h_x, h_y) \) in the principal plane

\[
E(r) = -\frac{1}{2\pi} \int_{|h_L| < f_NA} E_i(h_x, h_y) \left( iR \frac{R \cdot n}{R} \right) e^{ikR} \, dh_L,
\]  

(50)
where the intensity law (42) is already taken into account and again $R = |r - r'|$. Note that $r'$ transforms like $r' = (h_\perp, \sqrt{(f_n^2 - h_\perp^2)})$.

To obtain a formal resemblance of Equation (50) with the Fourier Transform given in (20), we further deduce from geometric reasoning that $r'/f_n = k/k$ and $h_\perp/f_n = k_\perp/k$ (cf. Figure 12). The integration measure $d k_\perp$ in Equation (20) in terms of $d h_\perp$ is

$$d h_\perp = f_n^2/k^2 d k_\perp.$$  \hfill (51)

The integration range can be expanded to infinity by introducing into Equation (50) a “windowing function” $W$ that sets all values outside the pupil to zero [44]. The simplest choice is the binary function

$$W = \text{rect}(k_\perp^2/k_{\text{max}}^2),$$  \hfill (52)

where $k_{\text{max}} := k \text{NA}/n$, but a variant with smoother edges can make sense to account for the apodization introduced by a real objective lens transmission function. In a numerical implementation, a smoother function reduces ringing artifacts from a binary step [44]. Inserting a factor of one (i.e. $e^{i k_\perp \cdot r} e^{-i k_\perp \cdot r}$) into the integrand of Equation (48) and using Equation (51) we get the unapproximated focus field $E$ in the notation of the forward Fourier integral

$$E(r) = -\frac{f_n^2}{2\pi k^2} \int W E_i(k_\perp) \frac{1}{\sqrt{\cos \theta}} \left( i k - \frac{1}{R} \right) e^{i (k R + k_\perp \cdot r)} \frac{R \cdot n}{R} e^{-i k_\perp \cdot r} d k_\perp$$

$$= -\frac{f_n^2}{2\pi k^2} \mathcal{F}_k \left[ W E_i(k_\perp) \frac{1}{\sqrt{\cos \theta}} \left( i k - \frac{1}{R} \right) e^{i (k R + k_\perp \cdot r)} \frac{R \cdot n}{R} \right].$$ \hfill (53)

This result is particularly valuable when the conditions deviate from the usual case, which is the evaluation of electric fields with small lateral extend (i.e. few microns) around the focal point. The present study employs a considerably larger beam that extends over a field of view of 33 $\mu$m in the focal plane. It is therefore required to evaluate the validity of the approximations assumed in the course of Section 4.4. A detailed assessment in Appendix C suggests that the approximations made in the following Section are valid, provided that the considered field of view is less than 40 $\mu$m in diameter.

4.4 APPROXIMATIONS IN FOCUS FIELD CALCULATIONS

The diffraction integral (53) can be considerably simplified in the vicinity of the focal point [16, 64], where the approximations $r \ll f_n$ and $\lambda_n \ll f_n$ are presumed to hold. This allows us to use the following implications:

1) $e^{i k R} \approx e^{i k f_n} e^{-i k r}$ (see also Appendix C),
3) \( R \approx f_n \) in all cases other than the exponent,

2) \( ik - 1/R \approx ik \),

4) \( \frac{R \cdot n}{R} = \frac{r \cdot n - r' \cdot n}{f_n} \approx \frac{-r' \cdot n}{f_n} = -1 \).

Fed into the diffraction integral (53) together with some rearrangements yields the approximated focus field \( E(r) \) in terms of a Fourier transform (previously derived in a very similar notation [44]):

\[
E(r) = \frac{i f_o \lambda_0}{(2\pi)^2} e^{ik f_n} e^{\frac{ik}{f_n} F_{k}} [W \frac{E_i(k_z)}{\sqrt{\cos \theta}} e^{-ik_z z}].
\] (55)

This formulation facilitates the numerical evaluation and allows to interpret the action of an objective lens in terms of a Fourier transformation. Technical details regarding the numerical calculations can be found in [44]. The listing of a minimal working example that is used to calculate the light fields required in Chapter 5 can be found in Appendix D.

4.5 Discussion

Equation (55) deserves some interpretation. The focus field \( E(r) \) is the scaled Fourier transform of the truncated, weighted (42) and vector-component transformed (45) input field \( E_i \). Note that equation (55) constitutes a plane wave decomposition of the focus field at \( z = 0 \), and field values \( z \neq 0 \) are retrieved as the propagated field as explained in Section 2.2.2. As such, \( E(r) \) is an exact solution to the Helmholtz equation (24).

4.5.1 The Airy-pattern in the light of high-NA microscopy

The lateral bandwidth (resolution limit) is explicitly determined by the windowing function \( W = \text{rect}(|k_z|/k^{(\text{max})}) \). As in Section 2.2.2, its (squared) Fourier transform is again the well-known Airy-pattern [24]

\[
I_{\text{Airy}}(r) = (\text{jinc}(r))^2 = \left( k^{(\text{max})} J_1 \left( \pi r k^{(\text{max})} \right) / r \right)^2.
\] (56)

According to the convolution theorem, Equation (55) is indeed a convolution of the weighted, transformed and propagated field \( E_i \) and the jinc-function. A point emitter in the focal plane will not appear any longer as Airy-pattern in the image plane, because it was “distorted” by the mentioned transformations before the convolution is performed. Only in low-NA systems does the approximation \( E_i \approx E_t \) hold. In other words, the transformation of the vector-valued electric field upon refraction at the principal plane is negligible in the paraxial (low-NA) approximation. In any case, the convolution with the
jinc-function will clip high spatial frequencies. As in Section 2.2, this
finding underscores that the diffraction limit is ultimately caused by
the finite $k$-vector and correspondingly by the non-zero wavelength
of light.

4.5.2 Interpretation of the “obliquity factor”

The amplitude weighting $1/\sqrt{\cos \theta}$ in Equation (55), that originates
from the intensity law (42) in conjunction with the coordinate transform (49), can be interpreted as geometric “obliquity factor”: consider
a Gaussian input beam at the rim of the aperture (i.e. oblique illu-
mination). The Fourier transform of a Gaussian function is again a
Gaussian function, therefore a (round) beam in the pupil plane must
map to a (round) counterpart in the focal plane. Since the beam hits
the focal plane under an angle $\cos \theta$, its intensity $|E|^2$ perpendicular
to the propagation direction $\hat{e}_k$ is geometrically squeezed by a factor
$\cos \theta$. Its elliptical cross-section, projected onto the focal plane, recov-
ers the round shape, see Figure 13. The photon density of the beam,

Figure 13: An oblique incident beam that appears round in the focal plane
has a “squeezed”, elliptical cross-section and thus a higher inten-
sity.

as experienced by fluorophores in the focal plane, gets enlarged ac-
cordingly by a factor of $1/\cos \theta$. Therefore, oblique incident beams
exploit the power of a laser beam more efficiently.
STED NANOSCOPY

After having derived an appropriate solution to the focus field calculations in the previous Chapter, the present Chapter discusses its implications on the resolution scaling in STED nanoscopy.

5.1 CONCEPTS OF STED NANOSCOPY

The key idea underlying STED/RESOLFT nanoscopy is to make use of internal fluorophore state transitions and to drive these transitions in a spatially controlled manner (cf. Chapter 1 and Figure 14). Fluorescent molecules can then be read out sequentially at precisely defined coordinates without signal interference from their immediate neighbors. In the STED concept [34], a suitably engineered light field defines locations in the sample plane where the excited fluorescent state remains allowed but enforces return to the non-fluorescent ground state by stimulated photon emission everywhere except in the close proximity of these locations. It allows to acquire signals with spatial resolutions that lie significantly below the diffraction limit, and to register an image by scanning. An intriguing conceptually consequence is that the fluorescent state can in principle be confined down to arbitrarily small spots [30].

Figure 14: Resolution comparison of the serial (pSTED) and parallelized (dSTED) approach.
5.2 Resolution Scaling in STED Nanoscopy

This section revisits the well-established expression for resolution enhancement beyond the Abbe limit in STED/RESOLFT-type nanoscopy and compares the cases of classical donut-based STED (dSTED) and parallelized STED (pSTED). To concentrate on the conceptual basis, the discussion in this chapter assumes that the STED pulse duration $t_{\text{STED}}$ is short enough compared to the fluorescence lifetime $t_{\text{fl}}$ so that the STED action can be considered an instantaneous process. The orientation of the fluorophore dipole relative to the light-field polarization is also not considered.

The STED intensity pattern, depicted in Figure 14 (a), decreases the occupation probability of the fluorescent state according to an exponential decay law (see Figure 14 (d)): the probability that an excited fluorophore is able to reside in the ON-state after the STED pulse has left is

$$p_{\text{on}} = \exp(-\ln 2 s).$$

The saturation parameter $s = I_{\text{max}}/I_{\text{sat}}$ is the ratio of the maximum light field intensity $I_{\text{max}}$ and the intensity value $I_{\text{sat}}$ (saturation intensity) at which $p_{\text{on}}$ is decreased to 1/2, see Figure 14 (c). Notice that the more general but less common definition of the saturation parameter would be $s = h_{\text{max}}/h_{\text{sat}}$ with $h$ being proportional to the number of photons per unit area per pulse.

To produce a spatially targeted switch-off (i.e. inhibition of the fluorescent state occupation), the saturation $S$ is a function of the lateral coordinate $x$, such that

$$S(x) := s h(x),$$

cf. Figure 14 (a). The spatial intensity function $h > 0$ is normalized to $\max_x h(x) = 1$ to ensure that $S(x)$ assumes values between zero and $s$. The spatial ON-state probability then reads

$$p_{\text{on}} = \exp(-\ln 2 S(x)).$$

In the case of dSTED, $h(x)$ is the well-known donut-shaped STED light distribution. If we disregard for instance the effects of excitation and detection point spread functions, the resolution can be defined via the full width at half maximum value

$$d = 2 x_d$$

of $p_{\text{on}}$. Here, $x_d$ is given by the solution of $p_{\text{on}}(x_d) = 1/2$ or, equivalently,

$$S(x_d) = 1.$$
For relevant saturation values, \((s \gg 1)\), the switch-off pattern \(S(x)\) is well approximated around the intensity zero at \(x = 0\) by a second-order Taylor expansion: \(S(x) \approx s_0 x^2\). The parameter \(a\) represents the quadratic term Taylor coefficient and depends on the particular shape of \(h(x)\). It follows from \(s_0 x^2 = 1\) that the FWHM \(d\) scales according to
\[
d \propto s^{-1/2},
\]
which is the famous inverse square-root dependence [28, 30, 60].

**Interpretation of \(p, h, s\):** The switching probability can generally be modeled as \(p_{\text{on}}(x) = f(S(x))\), with \(p_{\text{on}}\) being the probability that a molecule remains in its original ON state. \(f\) is a generic decay law that fulfills \(f(S = 1) = 1/2\). It comprises the physical properties of the system, including rate equations, timing and background photons. The parameter \(s\) comprises the physical chemistry via \(I_{\text{sat}}\) and the associated state transition cross-section. \(h(x)\) is the spatial intensity function – or photon fluence rate distribution – that is governed by the (diffraction-limited) optics and the associated light-field engineering. The particular shape of \(p_{\text{on}}(x)\) is not important. The resolution \(d = 2x_d\) is readily deduced from the defining equation for \(x_d\), namely \(h(x_d) = 1/s\). The curvature of \(h\) around the intensity zero is limited by diffraction. A spatial resolution below the diffraction limit can only be obtained by increasing \(s\). The resolution increase in dependence of the saturation parameter \(s\) is illustrated in Figure 14 (c).

### 5.3 Resolution Formula for Single-Point STED

The quantitative resolution formula for dSTED using the above framework can be derived by considering realistic excitation and STED beam focus fields. These light fields are obtained from numerical calculations based on Listing D that implements Equation (55) in Chapter 4. The numerical implementation follows [44]. The focus field calculation shows that a circularly-polarized donut-shaped STED beam \(h_d\) closely approximates the Laguerre-Gaussian mode (compare Figure 14 (a)):
\[
h_d(x) = e^{x^2/(w_d/2)^2} \exp\left(-\frac{x^2}{(w_d/2)^2}\right).
\]
This normalization of \(h_d\) fulfills max\(_x\)\(|h_d(x)| = 1\) and the distance of the intensity maxima is \(w_d = 1.68 w_{\alpha,\text{STED}}\). The characteristic parameter
\[
w_{\alpha,i} := \frac{\lambda_i}{2 \pi \sin \alpha}, \quad i \in \{\text{exc, fl, STED}\}
\]
expresses the width in the according formulae in terms of the Abbe resolution (compare Section 3.2). The numerical factor 1.68 is inferred
from the focus field calculation. It indicates that the donut does not exhibit the “steepest” possible confined intensity minimum allowed by diffraction (i.e. \( w_d > w_\theta \) as in Figure 14 (a)). The reason is that the donut shape concurrently confines the STED laser light to a quite localized lateral extent at the expense of a slightly broadened minimum.

The spatial distribution of the excitation beam is well described by a Gaussian function

\[
h_{\text{exc}}(x) = \exp\left(-\ln 2 \frac{x^2}{(w_{\text{exc}}/2)^2}\right),
\]

with \( w_{\text{exc}} = 1.15w_{\alpha,\text{exc}} \). A moderate, and thus linear fluorophore excitation \( p_{\text{exc}} = \varepsilon h_{\text{exc}} \) with \( 0 < \varepsilon < 1 \) will be presumed in the following. The probability \( p_{\text{flu}} \) that a fluorophore remains in the fluorescing state after having been exposed to the excitation and STED beam is given by the product \( p_{\text{flu}} = p_{\text{exc}}p_{\text{on}} \). The resolution is again defined as the FWHM via \( d = 2x_d \) of the probability distribution

\[
p_{\text{flu}}(x_d) = p_{\text{exc}}(x_d)p_{\text{on}}(x_d) = \frac{1}{2}p_{\text{flu}}(0),
\]

and explicitly

\[
\exp\left(-\ln 2 \left[ \frac{1}{(w_{\text{exc}}/2)^2} + \frac{s e}{(w_d/2)^2}\right] x_d^2\right) = \frac{1}{2},
\]

where the Taylor expansion of \( h_d(x) \propto e x^2 (w_d/2)^2 \) was used. Simplifying Equation (67) results in

\[
\left(1 + \frac{se}{1.86}\right) \frac{(2x_d)^2}{w_{\alpha,\text{fl}}^2} = 1,
\]

where \( w_{\alpha,\text{fl}} \approx w_{\text{exc}} = 1.15w_{\alpha,\text{exc}} \) and \( w_d = 1.68w_{\alpha,\text{STED}} \approx 1.86w_{\alpha,\text{fl}} \) was assumed as commonly encountered ratios of excitation, fluorescence and STED wavelengths. Solving Equation (68) for \( 2x_d \) using Equation (64) yields the resolution formula for dSTED:

\[
d = \frac{\lambda_{\text{fl}}}{2NA} \frac{1}{\sqrt{1 + 0.8s}}.
\]

Note that the assumption \( \lambda_{\text{STED}} = \lambda_{\text{fl}} \) yields the conceptually neat, well-known version \( d = (\lambda/2NA)/\sqrt{1+s} \). The summand “1” in the square-root originates from the Gaussian-shaped excitation spot and can be omitted for large \( s \) to carve out the conceptual dependencies even more.

5.4 Resolution formula for parallelized STED

Similar to the dSTED case, the standing-wave light field for pSTED can be expanded to second order around \( x = 0 \), which reads explicitly:

\[
h_{\theta}(x,y) = \sin^2\left( x \frac{\pi}{w_\theta}\right) + \sin^2\left( y \frac{\pi}{w_\theta}\right) \approx \left( \frac{\pi}{w_\theta}\right)^2 r^2,
\]

where the numerical factor 1.15 is inferred from focus field calculation of a Gaussian.
where $r^2 = (x^2 + y^2)$ immediately yields the rotational symmetry of the intensity zero. The coordinate $y$ can therefore be omitted, and without loss of generality the one-dimensional profile

$$h_\theta(x) := h_\theta(x,0) \quad (71)$$

is used. The fringe period

$$w_\theta = \frac{\lambda_{\text{STED}}}{2 \pi \sin \theta} \quad (72)$$

generates steeper intensity zeros than the dSTED donut in case that $w_\theta < w_d$. The peak intensity can thus be reduced if the same curvature (respectively, the same resolution) is desired (cf. Figure 14 (a) and (b)). The excitation light field $h_{\text{exc}}(x)$ can in principle be structured in the same way [66]:

$$h_{\text{exc}}(x) = \cos^2\left(x \frac{\pi}{w_\theta}\right) \simeq \exp\left(-\ln 2 \frac{x^2}{(w_\theta/4)^2}\right). \quad (73)$$

The approximation of $h_{\text{exc}}(x)$ in terms of the exp-function is used for convenience. In analogy to Equation (66) for the dSTED case discussed in the previous Section, the resolution formula is inferred via

$$\exp\left(-\ln 2 \left[\frac{1}{(w_\theta/4)^2} + s \left(\frac{\pi}{w_\theta}\right)^2\right] x_d^2\right) \simeq \frac{1}{2} \quad (74)$$

$$\Rightarrow \left(4 + s \left(\frac{\pi}{2}\right)^2\right) \left(\frac{2x_d}{w_\theta^2}\right)^2 \frac{w_{\text{d,STED}}^2}{w_{\alpha,\text{STED}}^2} = 1. \quad (75)$$

A unity factor was inserted to express the subsequent resolution formula in terms of the Abbe limit. Hence, the resolution $d = 2x_d$ for the case of parallelized STED is

$$d = \frac{\lambda_{\text{STED}}}{2 \text{NA}} \frac{1}{\sqrt{4 + (\pi/2)^2 s \frac{\sin \theta}{\sin \alpha}}} = \frac{\lambda_{\text{fl}}}{2 \text{NA}} \frac{1}{\sqrt{3.25 + 2 s \frac{\sin \theta}{\sin \alpha}}}. \quad (76)$$

It will be compared to the pSTED case in the next section.

### 5.5 Efficiency Comparison of Both Variants

The FWHM-value of the ON-state probability $p_{\text{flu}}(x)$ that was defined in Equation (66), determines the resolution. In the superresolution regime $s \gg 1$, the excitation pattern $p_{\text{exc}}$ plays a subordinate role and does not contribute significantly to the shape of $p_{\text{flu}}$ in the region of allowed fluorescence at $x = 0$, see also Figure 14 (c), where a Gaussian excitation pattern is displayed as dashed black line. The resolution gain can therefore be attributed to the probability function $p_{\text{on}} = \exp(-\ln 2 S(x))$ alone (cf. Section 5.2). Hence, equal Taylor coefficients of quadratic order around $x = 0$ in the dSTED and pSTED versions of $S(x)$ imply the same resolution. The condition

$$S_d = S_p \iff s_d h_d = s_p h_p \quad (77)$$
thus yields the relation for the saturation factors:

$$\frac{s_d}{s_p} = \left(\frac{\pi}{e(\text{w}_d/2)^2}\right)^2 = \frac{\pi^2}{e} \left(\frac{1.68}{2}\right)^4 \frac{\sin^2 \theta}{\sin^2 \alpha} = 2.56 \frac{\sin^2 \theta}{\sin^2 \alpha}. \quad (78)$$

Here, Equations (63) and (70) that define $h_d$ and $h_p$, respectively, were used. Therefore, the peak intensity $I_p/I_d = s_p/s_d$ can be up to 2.5 times lower for pSTED. This can be understood with the non-rigorous argument that excess switch-off intensities (e.g. $s > 8$) add no benefit, but are a byproduct of the high intensities needed to confine the region of allowed fluorescence. The 2d fringe pattern used in pSTED is more efficient in this regard. Note that the second fringe pattern superposes the first one orthogonally such that the intensity doubles in the “corners” of the grid pattern.

Next, let us compare the STED power (or similarly, the pulse energy, or the number of photons) needed to acquire one superresolved pixel. For pSTED, this is the power share of one unit cell

$$P_p = I_p w_0^2. \quad (79)$$

For dSTED it is the full power required for the donut:

$$P_d = I_p \pi e (w_d/2)^2,$$

and therefore the power ratio reads

$$\frac{P_d}{P_p} = \frac{I_d}{I_p} \frac{e \pi (w_d/2)^2}{w_0^2} = \pi^2 \left(\frac{1.68}{2}\right)^4 \left(\frac{\sin \theta}{\sin \alpha}\right)^4 = 15.4 \frac{\sin^4 \theta}{\sin^4 \alpha}. \quad (81)$$

The “obliquity factor” $1/\cos \theta$ (cf. Section 4.5.2) that appears in the approximated focus field calculation (55) adds a subtlety when input powers in the pupil plane, instead of the sample plane, are compared. The intensity of the “oblique” input beams in pSTED is increased by this inverse cosine factor in the focal plane. The “oblique” portions of the STED donut increases the intensity in dSTED as well, but only by a factor of $\approx 1.3$ according to focus field calculations (Listing D). To compare the same resolution, the powers in the pupil plane are reduced according to these factors. The power ratio for input beams in the pupil plane is therefore

$$\frac{P_{d,\text{pupil}}}{P_{p,\text{pupil}}} = 15.4 \frac{\sin^4 \theta}{\sin^4 \alpha} \frac{1/\cos \theta}{1.3}. \quad (82)$$

This is the main result of Part I of this thesis.

5.6 Discussion

The efficiency ratios are plotted in Figure 15 for $I_{\text{max}}$ (Equation (78)) as well as for the power ratios in the focal plane (Equation (81)) and
in the pupil plane (Equation (82)). The peak intensity of both fringe patterns combined is taken into account here. Therefore, pSTED features lower intensity peaks only for beam angles $\theta > 60^\circ$. The results for the power (or pulse energy) efficiency comparison are much more pronounced and have two important implications if the angle $\theta$ comes close to the aperture angle $\alpha$. First, the up to 15-fold energy efficiency advantage of parallelized STED over donut-STED translates directly to a correspondingly reduced photon dose that hits the sample. Second, a given laser photon budget (laser power) can be deployed with dramatically increased efficiency in the pSTED case: because the intensity in the obliquely incident STED beams is increased by an additional factor of $1/\cos \theta/1.3$ up to 2.5-fold in comparison to dSTED, the parallelizing field of zeros can be up to 37-fold larger than a simple scaling of dSTED powers might yield. This is particularly important inasmuch as the available STED pulse energy is still a limiting factor to attain large-scale parallelization.

![Figure 15: Efficiency comparison of pSTED and dSTED](image)

To approach the limiting value of the efficiency gain, the STED beams must pass the outer margin of the pupil plane and is subject to apodization.
Part II

EXPERIMENTAL IMPLEMENTATION AND RESULTS

In this experimental Part, I discuss two implementations of massively parallelized STED systems. A first approach proves that sub-30 nm resolutions and 2000-fold parallelized dual-color fluorescence imaging are feasible with two orthogonally crossed standing light waves as a parallelized fluorescence inhibition pattern. A second experimental implementation constitutes a considerably simplified redesign that allows the exploration of conditions that come closer to the theoretical efficiency limits of this approach to parallelize STED. By these means, I was able to enlarge the image area of highest resolution (approx. 30\text{nm} - 40\text{nm}) to 20\text{\mu m} in diameter (FWHM). As a consequence of the decreasing STED beam intensity towards the periphery of the image size, the resolving power reduces to 50\text{nm} - 60\text{nm} in the “corners” of the full image size of 33\text{\mu m}. I quantified this resolution dependency and found it in good accordance to the behavior that was expected from the theoretical preliminaries developed in Part I. Closing remarks and an outlook conclude the second Part of this thesis.
PARALLELIZATION USING AN INTERFEROMETRIC FRINGE PATTERN

The present Chapter describes the experimental implementation of a considerably (i.e. 2000-fold) parallelized STED approach. Starting with a discussion of the implementation details, the experimental results are presented and discussed.

6.1 INTERFEROMETRIC FRINGE PATTERN

The key challenge in realizing a parallelized STED setup is to implement a suitable parallelized switch-off beam path. The feasibility study conducted here uses a pair of two-beam interferometers which projects an orthogonal superposition of two sets of interference fringes onto the sample plane of a standard fluorescence microscope (Figure 16). Each of the one-dimensional sinusoidal fringe patterns arises from the plane-wave interference of two beams crossing each other under a certain half-angle $\theta$, see Figure 16 (a). In contrast to similar approaches, where gratings [14] or a pair of Wollaston prisms [66] were used, the present approach prepared beams for interference in two separately implemented sets of combined Michelson and Mach-Zehnder-like arrangements according to Figure 16 (d). Besides high transmission efficiency and full control and flexibility of all four beams, this modality allows to scan the fringe pattern instead of moving the sample. For full modulation depth, the beams must be polarized linearly in direction of the interference fringes (compare the sketch of the pupil plane in Figure 16). Unlike in structured illumination schemes [26, 27, 50], no rotation of the fringe pattern is required. In fact, the created off-switching pattern provides a rotationally uniform resolution (disregarding polarization effects) since the leading term of the Taylor expansion around the intensity nodes is of quadratic order in both lateral dimensions (see Section 5.5). The half-angle $\theta$ under which the STED beams impinge onto the sample plane governs the fringe period $w$ (i.e. the separation of adjacent zeros). The defining relation $w = \lambda/(2n \sin \theta)$ constitutes a “light grating” that is exactly the inversion of the thought experiment that ERNST ABBE used to derive his resolution formula (Section 3.2). Choosing $\theta$ close to the aperture angle $\alpha$ of the objective, $w$ matches the Abbe resolution limit $d = \lambda/(2n \sin \alpha)$ of the widefield microscope. Therefore, this fringe pattern can yield a nearly diffraction-limited density fluorescence inhibition zeros. At the same time, it provides a very efficient means to
generate steeply confined intensity zeros for STED/RESOLFT resolution enhancement (see Section 5.5).

Figure 16: Widefield excitation (green) and patterned off-switching (red) of fluorophores realize the STED concept on a massively parallelized scale. (a) STED off-switching pattern produced as standing wave by interference of crossed beams. (b) Confined fluorescence signals (yellow) stemming from the targeted sample regions are imaged onto the emCCD camera and (c) assigned to their corresponding pixels in the superresolved image. (d) Implementation details of STED beam path. (e) Example of raw data frame detail, scale bar is 2 µm (in sample plane).

6.2 SETUP COMPONENTS

The STED laser used for this study is a frequency-doubled fiber laser prototype (Onfive, Katana HP) with an particularly high pulse energy of 2000 nJ at 1 MHz repetition rate, 775 nm wavelength and a pulse length of 0.7 ns. Its beam path is sketched in Figure 16. A Kep-
lerian telescope (BEL: beam expander lenses) expands the STED beam to the desired size. The laser power is balanced between the two interferometers and again between both interferometer arms with a half-wave plate ($\lambda/2$) and a polarizing beam splitter (PBS) in each case as shown in Figure 16 (d). The deflected beams each pass a quarter-wave ($\lambda/4$) plate and are retro-reflected through the plate and through the polarizing beam splitter. The retro-reflecting mirrors are mounted on piezoelectric actuators (Physik Instrumente, P-753.11C with PZT-Servo Controller E-503.C3A), which sit on manual linear stages (Newport, 462-X-M). The linear stages are used to balance the optical path lengths, and the piezo actuators shift the relative phase of the respective beam pair to scan the fringe pattern (“piezo scan”). All four beams are merged with one polarizing beam splitter, reflected off a dichroic (DC) filter (AHF Analysentechnik, F73-746, zt 625-745 rpc) and guided to the microscope (Leica Microsystems, DMI-3000 B, APO 100x/1.44 OIL; custom-built sample mount [22] clamped directly onto the objective). Note that the final polarizing beam splitter enforces the correct linear beam polarizations required for full modulation depths.

The excitation source is either a 635 nm laser diode (PicoQuant, LDH-D-C-635), or a supercontinuum laser (Fianium, FemtoPower HP 1060 SC) with two wavelengths (600 nm and 650 nm), selectable via a filter wheel. The excitation light is fed into the common path towards the microscope by reflection off a dichroic beam splitter (Semrock, RazorEdge LP 671) and merged with the switch-off beams at the dichroic band-pass. The pulse trains are coarsely synchronized by cables. Fine tuning is realized via a custom-made electronic delay line (MPI BPC). The STED laser is trigger master when used with the laser diode, and trigger slave when paired with the supercontinuum laser source for excitation. The fluorescence signals are projected onto an electron-multiplying charge-coupled device (emCCD) camera (Andor Technology, iXonEM+ 897). Backscattered STED light is blocked using a short-pass filter (Semrock, BrightLine 750/SP). A camera pixel in a relayed intermediate image plane maps to a 43 nm pixel edge size in the sample plane.

6.3 Scanning strategy

To scan the intensity zeros over the sample, phase differences between the interfering beams are introduced by shifting the retro-reflecting mirrors in the Michelson interferometers with the piezo actuators (denoted “piezo scan” in Figure 16). The unit cell of the fringe pattern, sketched as red square in Figure 17 is sampled on $n \times n$ grid points (pixels). The first piezo actuator moves $n$ times faster than the second one, which means that the grid points follow a slightly diagonal path (with slope $1/n$ relative to the fringe pattern symmetry). This is illustrated in Figure 17, exemplified for $n = 3$. By the time $n$ pixels
are scanned along the fast axis, the slow-moving piezo has moved one pixel and the next pixel column is scanned. After $n \times n$ scanning steps, the fringe pattern reaches seamlessly its initial position. This beam-scanning scheme allows for continuous scanning without dead time such as the flyback that is found in galvanometric or object scanners.

### 6.4 Experimental Control

The experimental control unit consists of an NI USB-6229 multifunction data acquisition module and a self-written LabView control sequence (both products: National Instruments). It triggers the camera as well as the mechanical laser shutters (BRS-3831, Geeplus Europe Ltd, with custom-made driver: MPI BPC) and outputs voltage ramps to move the phase-shifting piezo actuators. Due to the continuous scanning scheme, there is no necessity to synchronize single camera-frames to certain actuator positions. Instead, the time required to scan a full unit cell must accurately match the time to record $n \times n$ camera frames. An image acquisition sequence comprises a wide-field image (STED laser shutter closed), $n \times n$ camera frames with high-resolution content, and another widefield image. The mechanical shutters switch rather slowly (within few milliseconds), and transitional camera frames between widefield and STED mode are discarded.

### 6.5 Image Assembly

Unlike STED nanoscopy implementations with sequential scanning and a single-pixel detector, the parallelized scheme requires some
considerations to assign the fluorescence photons detected on the camera to the correct superresolved image pixel. At each scanning step, the fluorescence signals from highly confined, fringe-period-spaced sample regions are imaged onto the camera (cf. Figure 16 (b), (c) and (e)). If the period comes close to the diffraction limit d, the blurred, diffraction-broadened fluorescence spots overlap to a certain degree in the image plane (Figure 16 (e) and Figure 17). (The illustration in Figure 16 (c) and the sketch in Figure 17 do not show this overlap for clarity of display of the concept).

6.5.1 Linear regression versus mask followed by crosstalk reassignment

Three conceivable strategies to address this spatial “crosstalk” were examined: first, only the central camera pixels around each emission origin can be considered at the expense of a reduced signal strength. Second, a multi-variate linear regression should yield the most accurate result: because the location and the approximate shape of the fluorescence signal distributions can be determined upfront, only their amplitudes must be fit to the camera frame data. The problem is therefore reduced to a system of linear equations with a unique optimal solution in the least-squares sense. However, the memory requirement of this approach is demanding and scales up unfavorably with the degree of parallelization. Therefore, a third strategy as a compromise between the first two was adopted for the large-scale parallelization: a larger weighted pixel mask (of Gaussian shape) collects a bigger portion of the signal. Subsequently, the “crosstalk” is removed in a linear matrix operation that contains the relative crosstalk in the eight nearest neighbors. Tests on synthetic data have shown only minor differences for strategy two and three, with strategy three demanding a significantly lower processing cost. No knowledge of the exact microscope point spread function is required to implement strategy three. Note that this scheme does not constitute a deconvolution. It is simply a linear reassignment of fluorescence counts to its correct image pixel without increasing resolution.

6.5.2 Fluorescence signal crosstalk

The photon “crosstalk” into a neighboring zero can be quantified by presuming a (coarsely) Gaussian point-spread function as fluorescence response from the zero region: \( h_0(r) = \exp(-br^2) \), where \( b = \ln(2)/\left(w_{fl}/2\right)^2 \) is just a shorter notation for a Gaussian of width \( w_{fl} = 1.15\lambda_{fl}/(2n \sin \alpha) \) just like in Equation (64) in Section 5.3. According to “strategy three” of the previous section, the fluorescence photons are assigned to a superresolved pixel by a multiplicative overlay of a Gaussian mask of the same type: \( h_{\text{mask}} = h_0 \). Hence, the collected fluorescence signal is the product \( h_\text{I} = h_{\text{fluo}} h_{\text{mask}} \). The closest
neighboring zero is the edge length \( w_\theta \) of a unit cell apart, where \( w_\theta = \lambda_{\text{STED}}/(2 n \sin \theta) \), cf. Figure 17. Its signal \( h_{\text{fl},w} = \exp(-b ((x - w_\theta)^2 + y^2)) \) is collected by the neighboring mask as crosstalk content

\[
h_{\text{I,neighb}} = h_{\text{fluo}}(x - w_\theta, y) h_{\text{mask}}(x, y)
\]

\[
h_{\text{I,neighb}} = e^{-b(x^2+(x-w_\theta)^2+2y^2)}
\]

\[
h_{\text{I,neighb}} = e^{-2b(z^2+y^2)} e^{-2b(w_\theta/2)^2}
\]

\[
h_{\text{I,neighb}} = h_I(z, y) (1/4)^{(w_\theta/w_\text{fl})^2}
\]

where the substitution \( z := x - w/2 \) was made. Except from a lateral shift of \( w/2 \), the collected crosstalk signal \( h_{\text{I,neighb}} \) differs from \( h_I \) only in an amplitude factor, which defines the relative strength of the crosstalk. The relative crosstalk is plotted in Figure 18 in dependence of the fringe pattern angle \( \theta \), with the wavelengths \( \lambda_{\text{fl}} = 690 \text{ nm} \) and \( \lambda_{\text{STED}} = 775 \text{ nm} \) inserted into Equation (86). The crosstalk for the present case (denoted as pSTED) and – in anticipation – of the “DOE-STED” implementation described in Chapter 7 are shown. While the spectral crosstalk is a mere 6.5% at 41°, it increases to 21% at 61°.

6.5.3 Estimation of the fringe period and its phase

In order to implement strategy three discussed in the last section, the exact location of the regions of allowed fluorescence must be known a priori. Since the pattern is periodic in the two lateral dimensions, there are five global parameters to estimate: the rotation angle as well as the fringe periods and offsets for both dimensions.

rotation: The rotation angle of the camera pixel matrix relative to the STED fringe pattern is estimated from a high signal-to-noise pattern image that is recorded from a mirror in the sample plane. This can be achieved by rotating the image of the fringe pattern and then computing its two-dimensional Fourier transform. The correct rotation angle is reached when both lowest frequency bins perpendicular to the one-dimensional fringe pattern are of equal (low) height.

Figure 18: Relative photon crosstalk into the region of a neighboring zero.
That is, no frequency component on the image axis perpendicular to the one-dimensional fringe pattern remains. The rotation angle will stay constant as long as neither the camera nor the fringe pattern is rotated. It must therefore be estimated only once. Note that the required level of accuracy of the rotation angle scales linearly with the number of used fringe periods in one dimension. For e.g. 100 fringes and 20 sampling steps per dimension, the uncertainty in the rotation angle should be smaller than \( \arctan\left(\frac{1}{(100/2) \cdot 20}\right) \approx \frac{1}{1000} \approx 0.16^\circ \) to be less than one sampling step off over the full image range.

**Fringe period:** The fringe period is deduced from each stack of fluorescence images: here, the challenge is to deduce the correct fringe pattern from highly noisy fluorescence data. Note that for densely packed unit cells, the fringe pattern is close to the resolution limit. Therefore, the diffractive blurring will reduce the fringe contrast in the fluorescence data. Nonetheless, the dominant frequency will still be present and can be estimated from all combined images in the image stack. Since the spatial fringe frequency will be within a narrow range, the standard Fast Fourier Transform algorithm is not suitable. Instead, two one-dimensional Fourier transforms with dense bins around the true frequency are mimicked: two-dimensional sinusoidal fringe patterns with varying period and offset are multiplied to the image stack, taking the known scanning shift from each image frame into account. The sum of these data gives rise to a heat map, with the true spatial frequency yielding the highest amplitude.

**Fringe offset:** The fringe offset is retrieved in a similar way, where the fringe period remains fixed and solely the fringe offset is varied.

### 6.5.4 Bleaching correction

As illustrated in Figure 17, image pixel stemming from the fluorescence signal of the first frame are nearest neighbor to the pixels of the last frame. Due to bleaching of the fluorophores in the course of the imaging process, the last image frame will appear dimmer than the first one. Even slight brightness differences become readily visible to the human eye due to the regular fringe pattern symmetry. Therefore, a parallelized scheme requires a thoughtful strategy for bleaching correction. Note that this is not an issue in single-point scanning schemes, because each spot (disregarding image border regions) has experienced the same illumination sequence before being probed.

Two things make the bleaching correction particularly challenging. First, adjacent camera frames may look very different depending on the underlying fluorophore signal strength. Any local fitting scheme must not weaken this local contrast, as it contains the high-resolution...
content. Second, the peripheral image region may appear brighter, because the resolution gain decreases and thus larger probing regions are allowed to fluoresce. Therefore, common global bleaching correction strategies (like histogram-based corrections, linear or exponential corrections) do not yield satisfying results in the present case.

Out of many investigated strategies, the following two-step approach yielded the best results: first, a correction based on a global exponential fit was performed. Second, a pixel-wise running median filter along the stack of image frames was subtracted.

6.5.5 Background subtraction

To suppress low-resolution background signal, a corresponding scaled widefield background image is subtracted from the superresolved image. Note that while the background signal can be subtracted, its noise contribution remains. The noise contribution is however less pronounced than one might expect, because the reference background image is a (low-noise) mean image of the full high-resolution image stack.

6.5.6 De-shearing

The high-resolution image is a slightly sheared image of the original object (cf. Figure 17). For a usual case (e.g. \( n = 20 \)), the shearing angle \( \beta = \arctan(1/n) \) is less than \( 3^\circ \) and hence negligible in a biological context. Nevertheless, a numerical de-shearing transformation can ease the comparison with the corresponding widefield image. The de-shearing is an interpolation process that smoothens the image at the cost of a slightly reduced resolution. Alternatively to interpolation, each pixel can be bloated up to \( n \times n \) pixels. Then a lossless de-shearing can be performed by shifting each row of pixel blocks by one pixel relative to its upper neighboring row. While no image information is lost during this procedure, the Fourier spectrum will exhibit an artificial spike at high frequencies due to this step process. Also, an \( n \times n \)-fold increased file size does not seem particularly appealing. Therefore, the sheared original image is preferred.

6.6 Results

Having discussed the implementation details, this section presents the experimental results of this part of the project.
6.6.1 Sub-30 nm resolution

To assess the highest resolution possible with the available STED laser, the STED pulse energy is concentrated to a narrow Gaussian envelope of 6.3 µm diameter. The 2d fringe pattern is scanned over the unit cell on 30 × 30 grid points of 12.5 nm pixel size each. A unit cell edge size of 374 nm yields a roughly 220-fold parallelization within the FWHM region and a 1250-fold parallelization across the full image. Figure 19 shows the superresolved image of dispersed 20 nm-diameter crimson fluorescent microspheres (Thermo Fisher) in comparison to the corresponding widefield microscope image. A magnified view of the boxed region (Figs. 2(b) and 2(c)) reveals the ≈ 10-fold resolution increase.

The image resolution was quantified by fitting the beads with a two-dimensional Gaussian distribution. The results are displayed as a color-coded scatter plot in Figure 19 (d). The resolving power decreases towards the periphery since it scales inversely with the square root of the STED intensity (cf. Section 5.2) and the STED pattern features a Gaussian intensity envelope. The histogram of the fit values in the center region (Figure 19 (e)) peaks at ≈ 30 nm. A model calculation treating the bead images as a convolution of the superresolution point spread function with the physical bead size of 20 nm leads to an estimate of the technical resolving power of about 27 nm. The approx-
imate STED pulse energy in the sample plane is 1.5 nJ per unit cell in the center and more than 0.75 nJ per unit cell within the FWHM region.

6.6.2 Dual-color imaging on a large field of view

A massively parallelized STED nanoscope poses high demands on the pulse energy output of the STED laser source, because the STED light must illuminate a large area at once for parallel sampling. In the feasibility study conducted here, the STED pulse energy is a limiting factor for simultaneously achieving highest resolution and a large superresolved field of view. Given the Gaussian envelope of the STED intensity, the diameter of the highly resolved field of view scales inversely to the resolution performance as a consequence of the square-root law discussed in Section 5.2. If a lower resolving power of for example $\approx 55 \, \text{nm}$ is sufficient, the STED spot diameter can be doubled accordingly. Figure 20(a) shows crimson (in green) and dark red (in red) fluorescent beads (Thermo Fisher) with nominal diameters of 200 nm dispersed on the cover glass surface. The image pixel size is 20 nm and the (slightly enlarged) The 20 $\mu$m wide circular superresolved region contains $\approx 2000$ STED zeros. Note that the resolving power gradually decreases to $\approx 110 \, \text{nm}$ towards the edges, which is still well below the diffraction resolution limit. To separate the two

![Figure 20: (a) 2000-fold parallelized dual-color STED imaging of 200 nm fluorescent beads. Crimson beads (green color-map) and dark red beads (red color-map). The increased image brightness near the periphery is a consequence of the lower resolution due to fall-off of the STED intensity envelope. (b,c) Magnified view of boxed region in (a).](image-url)
bead-labeling dyes, two images were recorded back-to-back with excitation wavelengths of 600 nm and 650 nm. Since the detection path is unaltered between both consecutive scans, a certain level of cross-excitation of the two dyes in both channels is inevitable. We note that spectral separation as well as colocalization performance could be improved in a straightforward manner by pulse-wise excitation multiplexing and two spectrally filtered detection channels. Both images are merged and colored using a linear un-mixing algorithm similar to the one used in [13]. The magnified view (Figure 20 (b) and (c)) clearly illustrates the information gain of increased resolution. While the widefield image merely distinguishes the presence of both fluorophore colors, the STED image resolves the detailed shape of the beads. For example, the dark red beads appear clearly smaller than specified. The assumption that the imaged size difference indeed traces back to a “real” bead size difference is backed up by the observation that five – and not six – (green) crimson beads surround one (red) dark red bead.

6.6.3 Sub-70 nm resolution in cellular sample

We next demonstrate the capabilities of parallelized STED imaging on the larger field of view of 20 µm diameter in a biomedical context. An image of a dense Abberior STAR 635P-stained vimentin filament structure in Vero cells is shown in Figure 21 (a). The magnified insets (Figure 21 (b) and (c)) show that the underlying filament structure is
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obscured in the widefield image, whereas it is clearly discerned in the STED counterpart. \( N = 28 \) fits of elliptical (two-dimensional) Gaussian model functions to highly resolved vimentin fibers in the STED image sets an upper bound for the resolution to \( \approx 69 \text{ nm} \) (mean of fitted FWHM values). In conjunction with the antibody staining (primary and secondary antibodies), the decorated vimentin fibers have a real diameter of \( \approx 45 \text{ nm} \) \[22\]. The measured profile across the filament is therefore consistent with an estimated instrument resolving power of \( \approx 55 \text{ nm} \) by convolution arguments. The STED energy in this recording was 0.42 nJ per unit cell near the center of the sample plane.

6.7 Discussion

6.7.1 Resolution and field of view

The main focus of this part of the project was to examine whether parallelized STED nanoscopy using the standing waves as switch-off pattern can attain resolutions comparable to donut-based STED systems. While the area of highest lateral resolution was limited to \( \approx 6 \mu m \), it could be demonstrated that a considerably parallelized STED approach is capable of delivering sub-30 nm resolving power. Moreover, a second configuration with dual-color excitation modality and an enlarged STED beam size allowed for sub-60 nm resolution in the center of a superresolved field of view with 20 \( \mu m \) diameter.

6.7.2 Polarization bias

Although the applied STED pattern is a superposition of linearly polarized standing waves, no polarization bias in the STED efficiencies could be observed. It appears that sufficient rotational fluorescence depolarization takes place during the comparably long STED pulse length of 0.7 ns \[49\]. Note however that this effect was found in a context where STED was tuned to detect the molecular orientation of single fluorophore dipole orientations (coined molecular orientation microscopy MOM-STED \[51\]).

6.7.3 STED efficiency

Parallelized STED can reduce photobleaching due to its increased power efficiency \[66\]. As detailed in Chapter 5, parallelized STED based on two orthogonally crossed standing waves can feature steeper intensity gradients around the locations of the zeros compared to the donut-shaped STED variant. In addition, the energy utilized to generate a superresolved spot is inherently shared with neighboring ones. The calculations in Section 5.5 yielded an efficiency advantage
regarding the STED energy density as experienced by the sample of $15.4 \left( \frac{\sin \theta}{\sin \alpha} \right)^4$. This means that up to 15.4 times reduced photon dose per STED zero is required to achieve the same resolution. For an angle $\theta \approx 41^\circ$ used in this setup, an efficiency increase close to the predicted factor of three for this angle was indeed observed in the experimental data when compared to reported STED pulse energies and associated resolutions [22, 23]. The efficiency comparison of required input laser pulse energy (i.e. in the pupil plane) is left for the general discussion in Chapter 8.

6.7.4 Recording speed and gating

The optimization of imaging time was not further investigated here because the camera use here limits frame rates to 30 ms per full-frame sensor readout. Significant technical progress has recently been made in the field of scientific complementary metal-oxide-semiconductor (sCMOS) cameras and intensified charge coupled device (iCCD), as well in the context of single-photon avalanche diode (SPAD) arrays [48]. While sCMOS technology is boosting available frame-rates and detection efficiency, the use of an iCCD or a SPAD array might additionally enable time-gated parallelized STED in the near future. Most recent STED implementations with serial sampling use a fast point detector that provides time-gated detection [59]. Time-gating is a powerful means to discard spontaneous fluorescence that occurs before the STED pulse has left. It thereby reduces background haze due to early photons, which increases the signal-to-noise ratio in the superresolution image. Besides camera speed, the number of scanning steps to sample the unit cell determines the recording speed. The size of the STED pattern unit cell has as lower limit the (Abbe-) resolution $d$ of the microscope of $d \approx 250 \text{nm}$. To attain a STED superresolution of 25 nm, the Nyquist-Shannon sampling theorem [56] (see also e.g. [42]), demands at least $2 \cdot (250/12.5) = 400$ scanning steps, or equivalently 100 steps to attain 50 nm resolution. Thus, pixel-resolution can be traded quadratically against imaging speed.
PARALLELIZATION BY A DIFFRACTIVE OPTICAL ELEMENT

7.1 MOTIVATION AND OVERVIEW

The implementation of parallelized STED discussed in the previous chapter served as a promising proof-of-principle for the feasibility of high-resolution, massively parallelized STED nanoscopy. Nonetheless, the superresolved field of view was still rather small due to the limitation of available laser power. It therefore remains to investigate regimes of tighter fringe patterns that permit larger fields of view as a consequence of a higher energy efficiency (cf. Section 5.5). It was however not reasonable to choose significantly larger beam angles due to geometric constraints in the interferometric assembly. Overall, the comparably complex optical arrangement required a long beam path, and the alignment proved to be rather involved and unstable. Also bearing in mind that minor polarization degradation can deteriorate the STED zeros, a reduction of optical elements and a shorter beam path is clearly advantageous. Therefore, a complete redesign was undertaken aiming at improving the stability, efficiency and compactness of the setup. At the same time, the number of optical elements was reduced to a minimum. In this implementation, not single mirror is required in the beam path of the STED laser. The core part of the new setup is a diffractive optical element (DOE), a 2d binary phase grating that splits the STED laser beam efficiently into four identical copies. Details on the theory of the diffraction at 1d binary phase grating and its generalization to a 2d DOE can be found in Appendix E. Together with a segmented phase plate to rotate the polarization, the DOE-STED approach replaces the interferometer assembly used in the previous setup. Additionally, the emCCD camera detector was replaced by a scientific complementary metal-oxide semiconductor (sCMOS) camera with higher effective quantum efficiency and higher maximum frame rate. Experimental control and post-processing remain in large part identical.

7.2 SETUP COMPONENTS

The STED beam-path, using the same laser (Onefive, Katana HP, prototype) as the previous setup, is considerably simplified, see Figure 22. A two-lens (Qioptiq, AC16, AC200) Keplerian telescope, denoted as beam expander lenses (BEL), produces a collimated Gaussian beam of 2.7 mm FWHM diameter. The beam is split into four
identical beam by a two-dimensional diffractive optical element (DOE) (custom made, MPI for the Science of Light). The DOE used in this work has an effective period of 36.5 µm, which is de-magnified by a factor of $M = f_{TL}/f_{OL} = 125$ to 291 nm. The tube lens (TL) was chosen to yield this small fringe period for high switch-off efficiency (cf. Section 5.5). The DOE sits in the focal plane of a simple tube lens substitute (Qioptiq, AC250) that casts the beams, after being reflected off a dichroic (DC) beam splitter (AHF Analysentechnik, custom made 720 nm short-pass), into the pupil of an objective lens (OL; Leica Microsystems, APO 100x/1.44 OIL; custom-built sample mount [22] clamped directly onto the objective). Both lenses constitute a stripped-down microscope arrangement in 4f-configuration with the DOE in its intermediate image plane. Correct beam polarization is achieved by a segmented wave plate (SWP) (custom made easySTED phase plate, as reported in [51]). All unwanted diffraction orders are blocked. To implement a scanning mechanism, the DOE is clamped to a two-axis scanning stage: a dynamic short-range (40 µm) piezoelectric actuator (Physik Instrumente, P-845P40) with custom-build driver electronics (DKFZ electronics workshop) and a custom-build flexure hinge to stabilize the one-axis motion are mounted on a long-travel (5 mm) linear stage with voice coil drive (Physik Instrumente, PIMag V-522 with controller C-413.2G).

The excitation source is – like in the setup described in the previous chapter – a super-continuum laser (Fianium, FemtoPower HP 1060 SC). Two wavelengths of about 580 nm and 640 nm are extracted from the broadband laser source using spectral filters and coupled into optical single-mode fibers (Thorlabs, P3-488PM-FC-2 and Schäfter+Kirchhoff, two times 60FC-4-M15 and 60FC-4-M20) that clean up the spatial beam profile. The excitation light joins the common beam path on the detection side by reflection off a notch filter (Semrock, 594 nm and 658 nm StopLine single notch filter). The notch filters are get-
ting abused here as dichroic beam splitters (DC), being angled at around 15° and 30° in order to spectrally align the reflected notch wavelengths to the narrow excitation bands. This minimally invasive configuration maximizes the fluorescence photon transmission to the detector. Note that this simple arrangement suffices mainly because the widefield excitation scheme is uncritical to minor aberrations introduced by the notch filter in reflectance. As in the previous setup, the pulse trains are coarsely synchronized by cables and fine-tuned via a custom-made electronic delay line. The STED laser is trigger master when paired with the laser diode, and trigger slave in conjunction with the super-continuum laser source for excitation. The fluorescence signals are imaged onto an sCMOS camera detector (Hamamatsu, ORCA-Flash 4.0 V2). A camera pixel in the intermediate image plane corresponds to a 65 nm × 65 nm square in the sample plane. Finally, the STED light is blocked from the detection using two short-pass (SP) filters (Semrock, BrightLine 775/SP).

7.3 Scanner

The grating structure of the DOE is projected from the intermediate image plane onto the focal plane of the microscope, where it forms an orthogonally crossed sinusoidal fringe pattern. Although being a spatially filtered image, it contains the basic (frequency-doubled) grating features. The fringe pattern can thus be scanned by moving the DOE. According to Fourier theory, a translation of the DOE introduces a relative phase shift in the output beams, which in turn shifts the interference pattern in the focal plane. Thus, the same linear, slightly diagonal scanning scheme as in the implementation presented in Chapter 6 can be applied: a high-force actuator moves the DOE one period (36.5 µm) vertically, while the horizontal axis travels 20-30 periods (≈ 1 mm); both with a precision of better than 1 nm (e.g. a quarter of a sampling step). Notice that the DOE needs careful rotational alignment to the scanning axis to avoid axis crosstalk. While a crosstalk compensation could be implemented in the experimental control software that commands the axis actuators, a proper hardware alignment eases the subsequent alignment procedure. Therefore, the DOE is clamped to a custom-made, lightweight rotational mount that connects to the specially designed flexure hinge, which in turn interlinks the actuators.

7.4 Measures for Improved Robustness

The microscope performance depends crucially on the stability of the optical assembly. Although some of the measures to improve the stability might appear trivial, they still are noteworthy inasmuch as they collectively contribute to the robustness of the system. As a result,
the optical setup was found to be stable for several weeks without the need for a re-alignment. The main implemented contributors to the increased system stability:

**Sample Holder:** The custom-made sample holder, described in [22], clamps directly to the objective lens. Its direct and short mechanical connection from the lens to the microscopy sample reduces the mechanical and thermal drift.

**Reduced Number of Degrees of Freedom:** The beam path of the STED laser is designed with a particularly low number of optical elements. Although this is not a figure of merit in itself, it serves two purposes: first, all optical elements, including mirrors, tend to alter the beam polarization state to some extent, which can have crucial effects on the STED performance. Second, this measure helps to reduce the number of optical elements, the degrees of freedom and the total beam path length, all of which is beneficial to reduce (thermal) drift for long-term stability. All larger components, including the laser head, are coarsely moved into place by hand and then bolted to the optical table for a sturdy connection. All lenses, including the objective lens, sit in xy-translational mounts for the final adjustment procedure.

**Ruggedized Lens Mounts:** Fine alignment of the STED beam is achieved by shifting the lenses, which sit in xy-translational lens mounts (Qioptiq, Centering Mounting Plate/Holder 25). To increase the stability, the mounts are secured with screws from all four sides in the final position.

**Objective Lens Mount:** The objective lens needs to be secured very firmly, because it experiences all forces and torques transmitted from the sample holder every time the sample is changed. To this end, it sits in a custom modification of a xy-translational mount that allows fine, jaw-reduced adjustment and a robust locking mechanism.

**Fiber Coupling:** The excitation light sources are fed into single-mode fibers, which clean up the laser mode and keep the subsequent beam path short. Both excitation channels are sourced from the same white-light laser source. The fibers therefore help to decouple the spectral filtering that is realized prior to the fiber from the beam alignment behind the fiber.

**Baseement:** The optical arrangement is vibrationally decoupled from the environment by a heavy, air-damped optical table, which stands directly on the concrete floor in the basement, where vibrations are usually low in the first place.
7.5 RESULTS

7.5.1 Parallelized STED with more than 10 000 zeros

The STED beams interfere at an angle of $\theta = 61^\circ$. According to Equation (82), the STED pulse energy is used 18-fold more efficiently than in dSTED and 4.5-fold more efficiently than in the interferometric STED parallelization presented in Chapter 6. Furthermore, the transmission efficiency in the STED beam path from laser head to pupil plane could be increased from 41% in the interferometric parallelization to 55% in the simplified DOE approach. The new setup comprises 13 000 STED zeros, of which 4160 are located inside the FWHM of the Gaussian STED-beam envelope (denoted as “inner region”) of 21.2 µm. All results shown are scanned on a 20 × 20 grid with 14.5 nm pixel size in the sample plane. The 400 required camera frames were recorded at 100 frames per second.

7.5.2 30 nm resolution on a large field of view

The resolution was assessed by imaging dark red fluorescent microspheres (Thermo Fisher) of 28 nm in diameter as shown in Figure 23. For this purpose, the fluorescent beads were dispersed on a poly-L-lysine-coated cover glass and embedded in Mowiol. The fluorophores

![Figure 23](image-url)

Figure 23: Resolution quantification. (a-c) Parallelized STED image vs. wide-field image of 28 nm dark red beads with magnified inset. (d) Result of bead FWHM fit as color-coded scatter plot. (e) Histogram of the fit values in (d).
were excited at 640 nm with a pulse energy of 530 pJ, and the STED pulse energy was 2000 nJ at a pulse repetition rate of 1 MHz. This parameter combination translates to a pulse energy per unit cell of 0.18 nJ in the center. The superresolved bead image and the corresponding widefield image are displayed in Figure 23 (a-c). The superresolved image was modestly convoluted with a 2D Gaussian function of 1.4 pixels FWHM for a smoother display. Note that while single beads exhibit an expectedly round shape, bead clusters show a peculiar asymmetry. It could be speculated that, since peak intensities are not lower than in the dSTED case, an increased dark-state buildup takes place mainly in the scanning direction. Figure 23 (d) shows a scatter plot of a two-dimensional Gaussian fit to the superresolved beads. The bead diameter (FWHM) fit values are condensed to a histogram plot in Figure 23 (e), where the “inner region” in red comprises the 21.3 µm-large (FWHM) diameter area of the Gaussian STED beam envelope. The disjoint “outer region” is added on top with a color-coding that corresponds to the color-map of the scatter-plot. In the inner region, the beads averaged to a diameter (FWHM) fit value of 33 nm (median over 2000 different bead fits) and the corresponding FWHM fit value for the outer region was 43 nm. The resolution limit of the present implementation can be deduced from a model calculation that takes the geometrical bead size into account: it is slightly less than 30 nm for the inner region and around 40 nm for the outer region.

7.5.3 Dual-color cell structure imaging

The DOE-STED setup was further assessed by imaging a cytoskeleton staining in MeOH-fixed Vero cells. Microtubules and vimentin intermediate filaments were immunostained with the STED-compatible dyes STAR600 [41] and STAR635P (Abberior). The former was excited with 840 pJ pulse energy in the “green” 590 nm excitation wavelength channel, the latter with 1700 pJ in the “red” 640 nm channel. The excitation bands of both dyes are well-separated and exhibited negligible spectral crosstalk. The color-channels were imaged back-to-back by excitation-multiplexing in 4 s per channel. The considerable resolution gain is shown in Figure 24. While the filament structures are considerably blurred in the widefield reference image, they are well-separated in the superresolved recording with only minor resolution degradation towards the edges of the 33 µm-sized field of view. The same gentle smoothing filter as in the last section was applied to the superresolved image.
7.6 DISCUSSION

7.6.1 100-fold faster image acquisition on a large field of view

The STED images in this chapter were recorded with considerably increased imaging speed: 100 frames of 13 000 pixels are recorded per second. A standard dSTED implementation registers 10 000 to 33 000 pixels per second [22, 23]. This amounts to an overall 40- to 130-fold increased image acquisition, which means that video-rate STED on large fields of view seems to come within reach.

7.6.2 Square-root resolution scaling reconfirmed

The resolution depends on the local strength \( s(r) = I(r)/I(0) \) of the Gaussian envelope (according to Equation (65)) of the STED beam. Inserted into the square-root dependence (Equation (62)), we can expect a resolution scaling

\[
d(r) = d_{\text{Abbe}} s^{-1/2} = d_{\text{SR}} \exp \left( \frac{1}{2} \frac{r^2}{(w/2)^2} \right) = d_{\text{SR}} \exp \left( \frac{r^2}{(\sqrt{2} w/2)^2} \right),
\]

where \( r \) is the radial distance from the center of the Gaussian envelope, \( w \) its FWHM value, \( d_{\text{Abbe}} \) the Abbe resolution limit and \( d_{\text{SR}} \) the resolution at \( r = 0 \). Equation (87) illustrates that the resolving capability is almost constant in the center, reduces by a factor of square-root
of two at the FWHM value of the STED envelope, and deteriorates rapidly in the periphery. To illustrate the resolution scaling and to reconfirm the square-root law, the fit values from Figure 23 are grouped in 35 histogram bins according to their radial distance \( r \) in Figure 25. The solid line is not a fit, because the parameter \( d_{SR} = 30 \text{ nm} \) is al-

![Figure 25: Resolution scaling reconfirms the square-root law.](image)

ready pinned down by the bead fit average value and the STED beam width \( w = 21.3 \mu \text{m} \) is a preconfigured constant determined by the chosen STED beam expansion.

### 7.6.3 Energy efficiency advantage validated

The efficiency scaling according to Equation (82) and Figure 15 in Chapter 5 predicts an 18-fold reduced STED pulse energy requirement. Recent publications suggest that 7 nJ pulse energy are needed in dSTED to achieve 20 nm resolution [22, 23], or 3.1 nJ for 30 nm according to the square-root dependence (74). The present study attained 30 nm resolving power with 0.18 nJ pulse energy per central zero. The efficiency increase \( 3.1 \text{ nJ}/0.18 \text{ nJ} = 17.2 \) deduced from experimental data is in excellent agreement with the predicted value and confirms that the theoretical derivations of Chapter 5 indeed translate into experimental findings.
The present study has shown that massively parallelized STED nanoscopy on large fields of view is feasible without sacrificing highest resolution. In particular, a field of view of 33 µm edge length could be imaged within only four seconds with a resolution in the range of 30 nm and more than 13,000 zeros in parallel. While it was not a main objective of the present work, the imaging speed obtained for surpasses pSTED setups approximately 100-fold for a large field of view. Compared to previous attempts to parallelize STED [66], the degree of parallelization was boosted over two orders of magnitude from 100 zeros to 13,000 zeros. This achievement is a major step towards video-rate STED imaging of whole cells.

The high degree of parallelization might surprise at first sight because the proportional upscaling of single-point STED pulse energies would yield prohibitively large laser powers. The present work points out the main factors that account for this large increase:

**Laser repetition rate and laser power:** The STED pulse energy is the crucial parameter for achieving the desired resolution increase (cf. Section 5.2). The STED laser prototype used in this thesis features an exceptionally high pulse energy. Since it runs at only 1 MHz pulse repetition rate, the pulse energy is 20-fold higher at the same average power when compared to typical STED lasers running at 20 MHz [23]. Additionally, the average laser power was higher than usual, yielding another factor of about four (2 W vs. 500 mW). The slower probing rate increases the acquisition time, but not necessarily in proportion to the slower rate: previous studies suggest that a rather low repetition rate in the range of 1 MHz reduces photobleaching and increase the fluorescence yield per excitation cycle eight-fold to 30-fold due to less triplet or dark state accumulation [18, 19].

**Resolution tradeoff:** A state-of-the-art STED configuration typically achieves around 20 nm resolving power [22, 23]. According to the square-root scaling law derived in Section 5.2, the 30 nm resolving power in this study “saves” a factor of four at the expense of highest STED resolutions.

**Resolution in the periphery:** The STED beam intensity envelope and alongside the resolving power decreases towards the edges of the field of view (cf. Section 7.6.2). This is not a desired effect, but rather a consequence of the deliberate choice
Conclusion and Outlook

To use a Gaussian beam profile. While the resolution degrades only mildly with the square-root of the intensity, the degree of parallelization increases considerably. In many cases, a slightly reduced resolving power in the periphery of the image might be acceptable. If this is not the case, it still adds peripheric information at no cost to a central field of view having the highest resolving power. This property of Gaussian-beam powered parallelization implementations resembles the structure of the human eye with a sharp central spot and lower-resolution peripheral sight.

Beam Path Efficiency: The STED beam path was designed with the least possible number of elements and high transmission efficiency in mind. I speculate that it is 1.5-fold more efficient than typical single-point scanning systems.

Efficiency Advantage of the Parallelized STED Pattern: A careful analysis of the focus field formation in Chapter 3 and Chapter 5 culminates in Equation (82). It reveals that the parallelized STED pattern used in Chapter 7 uses the pulse energy 18-fold more efficiently than in a serial STED implementation, which is indeed confirmed by the experimental data.

The limiting value for the tightest possible grid of zeros (i.e., for $\theta = \alpha$) yields a 37-fold increase in pulse energy efficiency (cf. Equation (82) in Section 5.5). This factor can be broken down into three interlinked contributions. Firstly, neighboring zeros share the intensity peak between them (cf. Figure 14). This accounts coarsely for a factor of six. Secondly, the standing-wave interference pattern allows a steeper zero confinement than a single donut due to the increased content of large lateral spatial frequency (cf. Section 5.3). This accounts for a factor of around 2.5. Thirdly, the “obliquity factor” that “squeezes” oblique beams to a higher intensity as illustrated in Section 4.5.2 contributes a factor of up to 2.5. Note that the limiting value of 37 might not be feasible to implement due to clipping of the beam incident on the rim of the aperture stop. The image quality still suffers from three shortcomings of the current camera detector technology compared with single-pixel detectors like an avalanche photodetector (APD). A state-of-the-art APD exhibits a thousand-fold lower readout- and dark-count noise (1.5 photons readout-noise per pixel and readout in the case of an sCMOS camera detector versus 0.001 dark-counts and virtually no readout noise for an APD in photon-counting mode). However, promising progress in camera technology within recent years nourish the expectation that the gap will potentially become smaller in the near future.

The second image quality shortcoming is the lack of gating capability. As discussed in Section 6.7, most current STED nanoscopes that
use a single-pixel detector (e.g. an APD) implement gating to discard photons that do not stem from the superresolved region.

Although a time-gated detection on the 100 ps-level is not yet adequately implemented in multi-pixel camera technology, it might become available soon considering recent developments in the field.

The third shortcoming regarding image quality is the absent sectioning capability. Confocal microscope systems that are typically the basis for single-point STED implementations block photons stemming from out-of-focus regions by a pinhole. This is not possible for a massively parallelized STED implementation because all image regions that are cast on the camera sensor contain the superresolved signals and no area can be blocked. Two established microscopy modalities are promising candidates to eliminate this shortcoming when paired with the parallelized STED approach: firstly, light-sheet microscopy illuminates solely the focal plane with an excitation light-sheet. However, it typically requires a second, obliquely arranged objective lens to establish the light-sheet, which restricts the numerical aperture of the detection objective for geometric reasons. Secondly, total internal reflection fluorescence microscopy (TIRF) employs an oblique excitation beam that penetrates a sample region of lower refractive index as evanescent wave. Therefore, only the first \( \approx 200 \text{ nm} \) behind the refractive index can be excited, which typically results in high-contrast images. Interestingly, the STED beam angle in the DOE-STED setup matches exactly the critical angle of a cover-glas-aqueous-media interface, hence the STED light itself is already in TIRF-mode for this condition. As an implication of the Fresnel equations, the evanescent beam intensity is up to four times stronger (for s-polarized light) than the incident intensity. In addition to providing sectioning capability, the STED pulse energy and alongside the superresolved image size is increased by another factor of four. With a minor change in the uncritical excitation beam path to excite the sample in TIRF mode as well, the TIRF modality is readily available in the DOE-STED setup. This scenario heralds a field of view of 60 \( \mu \text{m} \) at potentially 30 nm resolution, with more than 50 000 zeros in parallel. Consequently, DOE-STED could enable live-cell imaging of features near or at the membrane of whole cells at the nanometer scale in the near future.
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The term \( R := |r - r'| \) requires some extra attention. Large variations over the integration range of \( r' \) lets the phase \( k R \) in the phase factor \( e^{ikR} = e^{i2\pi R/\lambda_n} \) in Equation (53) oscillate rapidly, which requires a fine sampling grid \( \Delta x' \) for the evaluation of the diffraction integral. Here I derive a sampling condition based on the requirement that each full \( (2\pi) \) phase oscillation shall be sampled with at least \( N_s \) points. Therefore, each phase step \( \Delta \varphi \) must fulfill

\[
\Delta \varphi := k \Delta R = k \frac{dR}{dx'} \Delta x' < \frac{2\pi}{N_s}, \tag{88}
\]

where the radius of the integration range \( f \) NA is divided into \( M \) equidistant steps

\[
\Delta x' = f \, \text{NA} / M \quad \text{and} \quad \frac{dR}{dx'} \quad \text{is the total derivative of} \quad R \quad \text{with respect to} \quad x'.
\]

Using \( r'^2 = f^2_n, \) \( r = (r_L, z) \) and \( r' = (r'_L, z') \), \( R \) can be written as:

\[
R = |r - r'| = \sqrt{f^2_n + r^2 + 2(r_L \cdot r'_L + z z')} \tag{89}
\]

Since \( r' \) is sampled on a sphere, \( z' \) depends on \( r'_L \). Explicitly, \( z' = \sqrt{(f^2_n - r'_L^2)} \). Hence, the total derivative reads

\[
\frac{dR}{dx'} = \frac{\partial R}{\partial x'} + \frac{\partial R}{\partial z'} \frac{dz'}{dx'} = \frac{x - z x'/z'}{R} + \frac{x + z \tan \theta'}{R}, \tag{90}
\]

where \( \tan \theta' = -x'/z' \), and \( |\theta'| < \alpha \) (cf. Figure 12). Equation (90) indicates that the variation of \( R \) scales in the vicinity of the focus (i.e. \( R \approx f_n \)) linearly with \( x \) and \( z \). The highest spatial frequency oscillations occur where the term \( z \tan \theta' \) has its largest value. This is the case at the periphery of the integration sphere, furthest away of to the coordinate vector \( r \).

A slight undersampling might therefore be uncritical as long as \( |x| \gg z \tan \alpha \). If field strengths are evenly distributed over the full integration range, the diffraction pattern in the focal region is usually confined to a narrow spatial extent. Therefore, undersampling only occurs at the periphery of the field of view (i.e. for large \( |x| \)), where the intensity is relatively low anyways. On the other hand, if, for example, a Gaussian beam with small beam waist on the optical axis is under consideration, the effective aperture is small and relaxes the sampling condition as well. Only small Gaussian beams at the periphery of the pupil plane enforce the numerical sampling condition strictly.

The sampling requirement is dictated by the maximum absolute value of the total derivative \( dR/tdx' \), which can be approximated as

\[
\left| \frac{dR}{dx'} \right| \leqslant \max \left\{ \left| \frac{dR}{dx'} \right| \right\} \approx \frac{|x| + |z| \tan \alpha}{f}, \tag{91}
\]
for the usual case $r \ll f_n$ and thus $R \approx f_n$. Feeding Equation (91) into Equation (88) and solving for the number of sampling steps $M$ yields

$$M > N_s (|x| + |z| \tan \alpha) \frac{NA}{\lambda_0},$$

(92)

which was previously derived in [44] for $x = 0$ and $N_s = 2$. 
The exponential term $e^{ikR}$ in the un-approximated diffraction integral $48$ in Section 4.2 oscillates rapidly for large optical frequencies $e^{ikR} = e^{i2\pi R/\lambda}$ if $r$ is not very close to the focal point. For $r/f_n \ll 1$, we can motivate a Taylor expansion around the focal point value $R = f_n$:

$$R = |r - r'| = f_n \sqrt{1 - 2 \frac{r' \cdot r}{f_n^2} + \frac{r^2}{f_n^2}}, \quad (93)$$

where $r'^2 = f_n^2$ was used. The Taylor expansion $\sqrt{1 + \varepsilon} = 1 + \varepsilon/2 - \varepsilon^2/8 + O(\varepsilon^3/16)$ with

$$\varepsilon = -2 \frac{r' \cdot r}{f_n^2} \left( \frac{r}{f_n} \right)^2 \quad (94)$$

yields

$$\frac{R}{f_n} = 1 - \frac{r' \cdot r}{f_n^2} + \frac{1}{2} \left( \frac{r}{f_n} \right)^2 - \frac{1}{8} \left( -2 \frac{r' \cdot r}{f_n^2} + \left( \frac{r}{f_n} \right)^2 \right)^2 + O \left( \frac{\varepsilon^3}{16} \right) \quad (95)$$

$$= 1 - \frac{r' \cdot r}{f_n^2} + \frac{1}{2} \left( \frac{r}{f_n} \right)^2 - \frac{1}{8} \left( \frac{r' \cdot r}{f_n^2} \right)^2 + O \left( \left( \frac{r}{f_n} \right)^3 \right). \quad (96)$$

Using $r' \cdot r/f_n^2 = \cos(r, r') |r|/f_n$ and the identity $1 - \cos^2(\cdot) = \sin^2(\cdot)$ yields

$$\frac{R}{f_n} = 1 - \frac{r' \cdot r}{f_n^2} + \frac{1}{2} \left( \frac{r}{f_n} \right)^2 \sin^2(r, r') + O \left( \left( \frac{r}{f_n} \right)^3 \right). \quad (97)$$

Therefore, the approximation is particularly good if $\sin(r, r')$ is small, that is, if $r$ and $r'$ point in the same (or opposite) direction. In consequence, if $r$ points mainly into lateral direction, low spatial frequency content ($\theta \approx 0$; center of pupil plane) shows a higher phase error. If $r$, on the other hand, is directed mainly towards axial points, high frequency content ($\theta \approx \alpha$) shows a larger phase error. In general the further $r$ diverges from the focal point, the larger the phase error gets. For a maximum tolerable phase error $2\pi/N_s$, the validity of the linear approximation is

$$\varphi_{\text{err}} \approx k f_n \frac{1}{2} \left( \frac{r}{f_n} \right)^2 < \frac{2\pi}{N_s}, \quad (98)$$
which implies
\[
\left( \frac{r}{f_n} \right)^2 < \frac{\lambda}{2\pi f_n} \frac{1}{N_s} 2 \frac{2\pi}{N_s} \frac{\lambda}{f_n} = \frac{2}{N_s} \frac{\lambda}{f_n},
\] (99)
and therefore
\[
r < \sqrt{\frac{2}{N \lambda_0 f_0}}.
\] (100)

For example, \(N = 8\), \(\lambda = 0.775 \, \mu\text{m}\), \(f_n = 2000 \, \mu\text{m}\) the maximum radius with less than \(1/N\) phase error in all integration points is \(r = 20 \, \mu\text{m}\). For these values \(r/f_n < 1/100\) holds, indicating the validity of the square-root approximation. Note that this estimation is a conservative limit; points with the largest phase error will in most cases not contribute considerably. These regions usually belong to the highly oscillating portions of the phase exponent in the diffraction integral and therefore sum to almost zero.
Listing 1: Implementation of *Fast focus field calculations*

```matlab
%% **** Fast focus field calculations ****
% Leutenegger et al., Optics Express 2006,
% dx.doi.org/10.1364/OE.14.011277
% implementation and extension
% This is a minimal working example

%% **** Parameter input ****
% Calculation:
% z =0;
nM = 305; % pupil sampling steps: 2*nN + 1
nN = 2^15;
dx = 0.005; % lateral pixel width in sample plane / (um)

% Setup:
lambda = 0.775; % vacuum wavelength /(um)
nt = 1.518; % refractive index in sample medium
NA = 1.44; % numerical aperture
f = 2000; % % focal length /(um)

% Derived:
R = f*NA; % pupil radius R = f*nt*sin(alpha) (sine condition)

%% **** Init grid and derived parameters ****
m = -nM:nM;
[M, N] = meshgrid(m); % sampling grid for pupil plane
[Xi, Yi] = meshgrid(m*R/nM); % sampling in pupil plane

k0 = 2*pi/lambda;
k0 = nt*k0;
 dk0 = k0*NA/nM; % k0*nt*sin('alpha')/nM = kx_max/nM
dh = f+dk/k0; % sampling step in pupil plane

Kx = M*dk;
Ky = N*dk;
Kz = sqrt(max(0, max(Kx.^2+Kz.^2+Ky.^2))); % keep it real

Theta = asin(min(dk*sqrt(M.^2+N.^2), NA/nt)); % dito
Phi = atan2(N,M); % Eqn. (11)

%% **** Windowing ****
% W reduces aperture rim discretization ringing artifacts,
% it smooths the binary step over 1/30 th of the full aperture
```
W = .5*(1+tanh(1.5/(R/30)*(-sqrt(Xi.^2+Yi.^2))));  % Eqn. (16)

%% **** Input electric field ****
FWHM = 2*R;  % (um) Pupil plane diameter = FWHM of Gaussian beam
vortex = exp(1i*Phi);
Ei = exp(-log(2)*((Xi).^2 + Yi.^2)/(FWHM/2)^2).* ...
(Theta<asin(NA/nt));  % NA/nt = sin(theta)
Ei = Ei.*vortex;
Ei(:,:,2) = 1i*Ei;
Ei(:,:,3) = 0;  % note that this is an approximation!

%% **** Translate Ei to Et ****
% Lens action on E-field polarization vector
clear ep es ez etheta ephi er

% ** input base vectors **
ep(:,:,1) = cos(Phi);
ep(:,:,2) = sin(Phi);
ep(:,:,3) = 0;

es(:,:,1) = -sin(Phi);
es(:,:,2) = cos(Phi);
es(:,:,3) = 0;

ez(:,:,1) = zeros(size(Phi));
ez(:,:,2) = zeros(size(Phi));
ez(:,:,3) = ones(size(Phi));

% ** output base vectors **
etheta(:,:,1) = cos(Phi).*cos(Theta);  % note that etheta
etheta(:,:,2) = sin(Phi).*cos(Theta);  % is called er
etheta(:,:,3) = sin(Theta);  % in the paper
ephi = es;

er(:,:,1) = -cos(Phi).*sin(Theta);
er(:,:,2) = -sin(Phi).*sin(Theta);
er(:,:,3) = cos(Theta);

% ** transform E-field vectors **
Et = bsxfun(@times, dot(Ei,ep,3), etheta) + ...
bsxfun(@times, dot(Ei,es,3), ephi) + ...
bsxfun(@times, dot(Ei,ez,3), er);  % cf. Eqn. (4)

%% **** Calculate focus field ****
% 2 x 1d FFT is faster and less memory hungry than 1 x FFT2
% decorate with propagator, apodization and windowing function
E = bsxfun(@times, exp(1i*Kz*z)./sqrt(cos(Theta)).*W, Et);

E = fft(E, nN, 1);  % FFT with zero-padding
E((nM+2):(end-nM),::) = [];  % crop zero-padding
E = fft(E, nN, 2); % FFT on second dimension
E(:,(nM+2):end-nM,:) = []; % crop zero-padding
E = fftshift(fftshift(E,1),2);

Iout(:,:, :) = sum(abs(E).^2,3);
Iout = Iout*(R^2/(lambda*f*nM^2)).^2; % scaling as in Eqn. (12)

%% **** Output ****
figure, imshow(Iout./max(Iout(:)))

%% **** Intensity increase due to ‘oblique’ beam components
Iin = sum(abs(Ei).^2,3).*W.^2;
disp(['I_out/I_in : ' num2str(sum(Iout(:))*dx^2/(sum(Iin(:))*dh^2),5)])
DIFFRACTION AT A BINARY PHASE GRATING

The diffractive optical element used to parallelize STED nanoscopy in Chapter 7 is comparable to an overlay of two one-dimensional binary phase gratings. The following derivation is focused on finding conditions for the highest transmission efficiency in the four $m = \pm 1$ diffraction orders.

NORMALLY INCIDENT PLANE WAVE

Consider a binary transmission grating with pitch $p$, width of the binary step $w < p$ and step height $H$ in a material of refractive index $n$, as depicted in Figure 26. Let $\Delta$ be the optical path length difference
given by

$$\Delta := (n - 1) H.$$ (101)

Let us assume that a plane wave characterized by the wave vector

$$k_\lambda := \frac{2\pi}{\lambda}$$ (102)

impinges normally onto the grating. The optical path length difference gives rise to a phase shift of $e^{ik_\lambda \Delta}$. Therefore, the grating transmission function on the period $0 \leq x < p$ is given by:

$$T_p(x) := \begin{cases} e^{ik_\lambda \Delta} & 0 \leq x < w \\ 1 & w \leq x < p \end{cases}.$$ (103)

For convenience, let us use the symmetric and periodic version of the full binary grating $T$, which is shifted by $p/2$ and reads: $T(x) = T_p(x + p/2 \mod p)$. Due to its periodicity, $T(x)$ can be expressed in terms of a Fourier series

$$T(x) = \sum_{m=-\infty}^{\infty} c_m e^{-ik_m x},$$ (104)
with distinct diffraction orders \( m \) and diffraction directions \( k_m \). The plane wave is thereby split into a series of plane waves with different amplitudes (Fourier coefficients) \( c_m \) that travel into direction \( k = (k_m, \sqrt{k^2 - k_m^2}) \). The coefficients \( c_m \) are given by

\[
c_m := \frac{1}{p} \int_0^p T(x) e^{-ik_m x} dx, \tag{105}
\]

where \( k_m \) is defined as

\[
k_m := \frac{2\pi}{p} m \quad (m \in \mathbb{Z}). \tag{106}
\]

To compute the Fourier coefficients \( c_m \), we evaluate the integral term in Equation (105). Adding a zero to the first term in Equation (103) (i.e. \( 1 + (e^{ik_m \Delta} - 1) \)) and using the periodicity of \( T(x) \) to shift the integration limits by half a period yields

\[
\int_0^p T(x) dx = \int_0^p 1 \ e^{-ik_m x} dx + \int_{-w/2}^{w/2} (e^{ik_m \Delta} - 1) e^{-ik_m x} dx \tag{107}
\]

\[
= p \delta(m, 0) + (e^{ik_m \Delta} - 1) \frac{1}{ik_m} \left[ e^{ik_m w/2} - e^{-ik_m w/2} \right]. \tag{108}
\]

where we recognize the first term as Kronecker delta that is denoted by \( \delta(m, 0) \). After some rearrangement, the second term in Equation (107) can be expressed in terms of the sinc-function that is defined as \( \text{sinc}(0) = 1 \) and \( \text{sinc}(x) = \sin(\pi x)/(\pi x) \) otherwise. The Fourier coefficients thus read:

\[
c_m = \delta(m, 0) + (e^{ik_m \Delta} - 1) \ (w/p) \ \text{sinc}(m\ w/p). \tag{109}
\]

In order to suppress the zero-order amplitude, we require:

\[
1 + (e^{ik_m \Delta} - 1) \ (w/p) \neq 0, \tag{110}
\]

\[
\Rightarrow e^{ik_m \Delta} \neq 1 - (p/w) \quad (\in \mathbb{R}). \tag{111}
\]

The lowest non-trivial solution for the complex exponential to become real is \( e^{ik_m \Delta} = e^{i\pi} = -1 \Rightarrow \Delta = \lambda/2 \). Solving for \( H \) in Equation (101) and using Equation (110) one obtains

\[
H = \lambda/(2(n - 1)), \tag{112}
\]

\[
w = p/2. \tag{113}
\]

Fed back into Equation (109), we obtain for the intensity \( I_m := |c_m|^2 \) relative to the incoming intensity \( I_n \)

\[
\frac{I_m}{I_n} = \frac{4}{\pi^2} \frac{1}{m^2} \approx 0.41 \frac{1}{m^2} \quad (m \text{ uneven}), \tag{114}
\]

Notice that Equation (109) implies that sinc-function in Equation (109) vanish for even \( m \). This means, provided that relations in Equations (112) and (113) hold, 41 percent of the incident energy are distributed into the two lowest (\( m = \pm 1 \)) non-vanishing diffraction orders. A ninth of that value goes in the third orders, and a mere six percent into the fourth ones.
### Arbitrary Input Wave

Let \( g(x) \) be an arbitrary (possibly complex) amplitude distribution incident on the grating. The grating \( T \) will alter the amplitude \( g \) to \( f = gT \). The combined Fourier transform is

\[
F(k) = \int f(x)e^{-ikx}dx = \int g(x) \left( \sum_m c_m e^{-ikm x} \right) e^{-ikx} dx \quad (115)
\]

\[
= \sum_m c_m \int g(x) e^{-ikm x} e^{-ikx} dx. \quad (116)
\]

Thus, the Fourier transform is indeed an (infinite) sum of weighted (by \( c_m \)) Fourier transforms, which are phase-shifted (by \( e^{-ikm x} \)) copies of the Fourier transform of \( g \) alone. Using that such a linear phase-shift under the integral equals a coordinate shift (by \( k_m \)) in Fourier space, we can write Equation (115) as

\[
F(k) = \sum_m c_m G(k + k_m), \quad (117)
\]

where \( G(k) \) denotes the Fourier transform of \( g(x) \). Note that this is a general property of any periodic function \( T \) that modulates an arbitrary function \( g \): the grating splits the incident wave into deflection orders \( m \), which are an exact copy of the original wave \( g \), except for an altered amplitude \( c_m \) and propagation angle \( \varphi_m = \arctan(k_m/k\lambda) \).

### Generalization to a Two-Dimensional Phase Grating

The grating theory for one-dimensional gratings generalizes straightforwardly to the two-dimensional case, because the two-dimensional Fourier analysis factorizes into two one-dimensional Fourier Transforms. Two noteworthy differences exist, however. First, the diffraction efficiency into the first diffraction orders (in two dimensions) reduces from a total of \( 2 \times 40.5\% = 81\% \) to \( 4 \times 16.4\% = 65\% \), because the beam experiences diffraction into both spatial dimensions. Its strength is thus the product of the two one-dimensional diffractions according to Formula (114). Second, the fringe pattern in the sample plane is oriented diagonally to the underlying 1d grating structure symmetry. This can be understood by inspecting the symmetries of the real DOE diffraction pattern in Figure 27. While the 1d grating diffraction is oriented along the image axes, the interference fringes of the four first diffraction orders alone exhibits a symmetry diagonal to these axes. As a consequence, the “effective” grating period is enlarged by a factor of \( \sqrt{2} \) as compared to the 1d period.

Note further that since the zeroth diffraction mode is suppressed, the projected grating exhibits a spatial frequency doubling as compared to the a amplitude transmission grating with non-zero undiffracted beam strength.
Figure 27: Photograph of the DOE diffraction pattern that was cast onto the ceiling. The picture was taken through an infrared viewer, highly saturating the preferred first diffraction orders to show the higher diffraction orders.
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