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Abstract

Robotic applications like search and rescue missions, surveillance, police missions, patrolling, and warfare can all be modeled as a Pursuit-Evasion Game (PEG). Most of these tasks are multi-agent problems, often including a cooperation between team members and a conflict between adversarial teams. In order to realize such a situation with robots, two major problems have to be solved. Initially, a decomposition of the PEG has to be performed for getting results in reasonable time. Present embedded computers lack the computational power enabling them to process the highly complex solution algorithm of the non-decomposed game fast enough. Secondly, a framework has to be defined, enabling the computation of optimal actions for both the pursuers and the evaders when a cooperation within the teams is possible. It is intended to develop strategies, that allow the team of pursuers to capture a faster evader in a visibility-based PEG setup due to cooperation.

For tackling the first problem a game structure is sought, aiming to considerably reduce the time complexity of the solution process. The first step is the decomposition of the action space, and the second is the change of the game structure itself. The latter is reached by defining a two-pursuer one-evader PEG with three different game structures, which are the Non-Decomposed Game, the Multiple Two-Player Game Decomposition (MTPGD) game, and the Team-Subsumption Two-Player Game (TSTPG). Several simulation results demonstrate, that both methods yield close results in respect to the full game. With increasing cardinality of each player’s strategy space, the MTPGD yields a relevant decrease of the run-time. Otherwise, the TSTPG does not minimize the time complexity, but enables the use of more sophisticated algorithms for two-player games, resulting in a decreased runtime.

The cooperation within a team is enabled by introducing a hierarchical decomposition of the game. On a superordinate collaboration level, the pursuers choose their optimal behavioral strategy (e.g. pursuit and battue) resulting in the case of a two-pursuer one-evader PEG in a three-player non-cooperative dynamic game, which is solved in a subordinate level of the overall game. This structure enables an intelligent behavior change for the
pursuers based on game-theoretical solution methods. Depending on the state of the game, which behavioral strategy yields the best results for the pursuers within a predefined time horizon has to be evaluated. It is shown that the pursuer’s outcome can be improved by using a superordinate cooperation. Moreover, conditions are presented under which a capture of a faster evader by a group of two pursuers is possible in a visibility-based PEG with imperfect information.

Since Unmanned Aerial Vehicles (UAVs) are increasingly a common platform used in the aforementioned applications, this work focuses only on PEGs with multi-rotor UAVs. Furthermore, the realization of the concepts in this thesis are applied on a real hex rotor. The feasibility of the approach is proven in experiments, while all implementations on the UAV are running in real-time.

This framework provides a solution concept for all types of dynamic games with an 1-M or N-1 setup, that have a non-cooperative and cooperative nature. At this stage a N-M dynamic game is not applicable. Nevertheless, an approach to extend this framework to the N-M case is proposed in the last chapter of this work.
Zusammenfassung


Die Kooperation innerhalb eines Teams wird durch die Einführung einer hierarchischen Zerlegung des Spiels ermöglicht. Auf einer übergeordneten Kollaborationsstufe können Verfolger ihre optimalen Verhaltensstrategien

Da unbemannte Luftfahrzeuge heutzutage häufig als Platform für die oben genannten Anwendungen eingesetzt werden, wird in dieser Arbeit der Fokus auf PEG mit mehrrotorigen UAVs gelegt. Außerdem werden alle Konzepte, welche in dieser Arbeit entwickelt werden, auf einem echten Hexakopter realisiert. In Experimenten wird die Umsetzbarkeit der Methoden bewiesen, wobei alle Implementierungen auf dem UAV in Echtzeit laufen.
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1 Introduction

1.1 Motivation

Game theory is the study of non-cooperative and cooperative decision situations. It is a framework for the modeling of situations where two or more players are faced with choices of action. These choices affect the outcome of every player. With other words, the final outcome of a game depends on the strategies chosen by all participants. Hence, game theory is the generalization of single-agent optimization problems, like optimal control or linear programming. A wide class of multi-player games are called Pursuit-Evasion Games (PEGs). PEGs describe a class of optimization problems, in which an agent or a team of agents aim to catch an adversarial agent or team of agents, while the latter try to avoid capture. In general, capture is equal to the fulfillment of one or more conditions, which depend on the specific problem being considered. Ever since carnivorous creatures have existed, pursuit-evasion games have taken place in the natural world. The predator hunting the prey, or in other words the pursuer chasing the evader. Especially for predators hunting in packs, e.g. lions, intelligent hunting behaviors have been observed. Regarding a lion versus a gazelle scenario, the possibility for the lion to capture the gazelle through an ordinary pursuit (one on one) is not as big as one might assume. Although the lion has a higher maximal speed, his limited stamina demands that capture occurs in the first few seconds of the chase. Especially for feral feline predators, intelligent pursuing strategies are essential for their survival. In order to maximize their chances of getting a meal, lions often try to ambush their prey by applying a battue; one or more lions hiding in the bushes, while another lion drives
the prey towards this direction. Once the prey spots the hidden lions, it is often too late to escape.

Some conceivable applications for PEGs are search and rescue missions [CHI11], police missions (search and capture) [CHI11; Mor+05], patrolling [AG108], surveillance [BBH14b; ZL11], and warfare [SS95; Pon11; TS03]. As depicted on Figure 1.1, each application incorporates several topics. Although capture-and-escape problems are a sub-class of PEGs, battue games [She02] have fuzzy borders to PEGs. Search games are a distinct class of problems and are not regarded in this work. The visibility-based PEG are often treated in literature as a combination of search and PEG [GTG06; SO14a; SO14b]. One or more pursuers, having a limited visibility, try to find one or more evaders, and depending on the problem formulation, try to catch them. Regarding most applications in which PEGs could be utilized, a search of the targets must be performed at first, e.g. cops and robbers games or search and capture games. This work focuses on the search-free game classes, while regarding mostly the class of multiple-pursuer single-evader PEGs providing a game-theoretical formulation for such problems. Game theory is used to solve these type of games, as it represents the most general framework for multi-player optimization problems. Game theory is characterized by the following three properties:

- The solution of the problem depends on the actions of all involved players.
- Everybody considers the actions of all involved players.
- Everybody is acting rationally.

Generally, such multi-player games are problems with more than one involved player or party. The solution process of such problems is often very complex and depends on the number of players and the number of available strategies for each player. One may distinguish between non-cooperative and cooperative games. In non-cooperative games or conflict games, all involved parties have differing goals, meaning that every party wants to maximize its outcome and at the same time maximize the losses of the adversarial agents. In cooperative games usually all involved agents have the same overall goal and try to find optimal strategies that maximize the outcome of the team.
No matter which applications are modeled as PEG, the essence of the following questions can be projected to any of them. "Is the pursuer able to catch the evader?" or in other words "Does the PEG converge to a solution?"

This thesis proposes a framework enabling the computation of such hybrid game-theoretical problems. The multi-player PEG is divided into two levels. The lower level describes the non-cooperative part of the game and the upper level describes the cooperative part of the game. In the upper level, a team has the opportunity to negotiate about the ideal role for each team-mate to maximize the outcome. In the lower layer, this behavior is applied against the opponents in the non-cooperative game. Regarding the PEG example with the hunting lions, a hard-running and more maneuverable animal like a gazelle can be caught much more easily through cooperation and outnumbering. This approach is formulated in this work for a team of autonomous pursuers trying to catch a faster and more maneuverable autonomous evader. In chapter 5, an approach is proposed imitating this behavior.

As stated above, one disadvantage of a game-theoretical solution process lies in the computational complexity. Regarding the utilization of PEGs in real applications, the following question arises: "Can I obtain a solution within a reasonable time period?" With respect to the above mentioned applications, it is more than likely that a team of pursuers and a team of evaders are opposing each other. Utilization demands a short reaction time and thus
the answer to this questions will mostly be “no”. This work emphasizes the reduction of time complexity by means of game decompositions for which computationally efficient algorithms exist.

Due to the recent development status of embedded computers and batteries, more and more battery-driven unmanned aerial vehicles (UAVs) are used for the aforementioned applications. Especially rotary-wing or vertical takeoff and landing (VTOL) UAVs are a common platform in these applications. Even though the mission time of such UAV agents is still limited, the trend in battery research points to a rapid increase of the energy density of batteries, making the usage of battery-driven UAVs even more attractive. This work focuses on the application of UAVs in PEGs. In particular, the realization of a hex rotor test platform will be described, which is used to show the feasibility of the presented approaches in this work by experiments.

1.2 State of the Art

The very first step for a general definition of game theory were made by Emile Borel in 1921 [Bor21], when he proved a minimax theorem for two-player zero-sum games with symmetric pay-off matrix. He presumed, that there are cases in two-player zero-sum games where a mixed strategy is non-existent. The work of John von Neumann published in 1928 [Neu28] demonstrated that Borel’s presumption was wrong. Von Neumann proved that each two-player zero-sum game has a solution in mixed-strategies. This work and his book published with Oskar Morgenstern in 1944 [NM07], which focused on game theory and its applications to economics including concepts for cooperative games, initiated the birth of modern game theory. John Nash was the one to prove the existence of an equilibrium for non-cooperative nonzero-sum n-player games [Nas50a]. Even today, the Nash equilibrium is still the most common method for solving non-cooperative games. John Nash also published [Nas50b] and [Nas53], where he proved the existence of the Nash bargaining solution for cooperative games. In addition to von Neumann and Nash is Shapley, who also contributed to solution methods for cooperative games, such as the Core [Sha52] and the Shapley Value [Sha53]. Another key figure in this space is Rufus Isaacs, the father of differential games, was a member of the RAND Corporation (Research and Development) where he
conducted his studies in this topic. RAND was founded to act as a “think tank” financed, among others, by the U.S. government, which loomed large especially in the cold war.

One of the first, if not the first, formulated and most famous PEGs is the lion-and-man problem, which originated in the 1920s when R. Rado posed the following question: "A lion and a man are both inside a circular arena, each running at the same constant speed. Can the lion catch the man?" [Nah12]. However, Rufus Isaacs was the first to mathematically formulate PEGs in [Isa51] and his book “Differential Games” [Isa65]. He addressed PEG problems of the two-player zero-sum type, while the kinematics of the players are described by differential equations. He defined a framework for solving such games, by solving partial differential equations, later called the Hamilton-Jacobi-Isaacs equation, and also known as the Hamilton-Jacobi-Bellman-Issacs equation, because of the affinity with dynamic programming [Bel57] introduced by Bellman at about the same time (1957). Furthermore, Isaacs introduced discrete differential games, providing a dynamic programming like solution. Many famous two-player PEG were introduced in Isaacs book. For example, the “homicidal chauffeur game”, which is, alongside “the game of two identical cars”, one of the most investigated differential games. Extensive research has been done on both problems, resulting in many relevant variations [Mer72; PT00; Mit01; PT11]. Later, differential games were generalized to N-Player games, while dynamic programming for N-player games was introduced as a solution method in [BO99] yielding a Nash equilibrium, when a solution is existent. As, Bellman’s dynamic programming was introduced to be applied on discrete-time optimal control problems, and as game theory is the generalization of optimal control, [BO99] introduced a framework to solve N-player discrete-time dynamic games with dynamic programming. Dynamic programming suffers from the “curse of dimensionality”. This means that the computation of an optimization problem, like a dynamic game, becomes very complex, as the time-complexity is increasing exponentially with the number of players, the number of strategies and the number of state variables.

In recent years, the multi-player (mostly 1-N or N-1 games) PEG have been investigated more and more, especially for the utilization in robotic applications. Two problems arise when regarding such games. On the one hand, the
cooperation between team-mates and on the other hand the increase in time-complexity. While in literature some solution methods for 1-N or N-1 PEGs can be found [KR05; BBH07; LS10; LQT12; Liu+13; WF13], these methods either neglect an explicit cooperation within teams or provide a limited cooperation capability. Another method that was utilized in [CSG09], [RT07], and [Pan+12] were two solution approaches for n-pursuer single-evader PEGs enabling a dynamic role assignment, e.g. pursue or contain target. In both approaches, the player’s role assignment depends on specific conditions on the player’s states. In terms of game theory, a negotiation and agreement between team-mates on which role to be assigned has to take place, which is not the case.

When it comes to multi-pursuer multi-evader PEGs, little work has been done mainly due to the time-complexity of present solution algorithms. [LU06] and [LCS08] for instance tackled this problem by trying to extend the differential game theory for multi-pursuer multi-evader PEGs. A suboptimal solution was iteratively improved based on limited look-ahead methods that approach an optimal solution. Nevertheless, the authors stated that no practical algorithm exists for such a problem. Another work dealing with this problem is [Wei+07]. Decomposition of the game is used to reduce the time-complexity of the solution process. However, as in the above mentioned literature tackling 1-N and N-1 games, no explicit cooperation takes place regarding the assignment of a pursuer to an evader.

While currently the computation of two-player dynamic games with a reasonable set of strategies and states is utilizable for most real-time applications, the time-complexity of the solution method for multi-player games is not feasible. There are two ways to tackle this problem. The first one is to determine the open-loop solution of the game, as presented in [Liu+13]. An open-loop formulation of a single-pursuer multiple-evader PEG was presented there. The open-loop approach was chosen here, to avoid the computational burden, given by the Hamilton-Jacobi-Isaacs equation, giving a closed-loop solution. Within an actual application, the open-loop method would fail. Since in open-loop games the opponents play cannot be observed, even a slight disturbance or sensing errors lead to a non-predictable deviation of the opponents state. The second way is to decompose the game into multiple, easier to handle, two-player games, or even into multiple optimal control
problems as proposed in [Ge+06; RT07; FV13]. In [RT07], for instance, two different approaches were discussed for time-complexity reduction. In one approach, the game is decomposed into multiple two-player PEGs, while the Hamilton-Jacobi-Bellman-Isaacs equation is solved using "fast marching methods" [SV03], as a conditional pursuer-evader assignment is performed. The other proposed approach is a method for solving multi-pursuer and faster single-evader games. The "performance map approach (PMA)" divides the game into multiple minimum-time optimal control problems solved with the "fast marching method". Having the minimum-time maps, the pursuers are able to compute possible interception strategies, while the evader can determine the best escape path. In [Ge+06] a hierarchical decomposition approach for pursuit-evasion differential games was proposed. They aimed to decompose the game, such that it can be solved in a distributed fashion. After a prediction step, all evaders are assigned to a pursuer, resulting in multiple two-player games. Whereas a reassignment of an evader to a pursuer is possible, implying some kind of cooperation between pursuers, an evader is always only playing one two-player game against one single evader, while pursuers without an assigned evader try to remain in "potential future capture regions", which are seen as obstacles the evader will have to avoid. A sophisticated approach for the pursuers is given, yet a game-theoretical solution for the evaders against all other pursuers is neglected. [FV13] provides an analytical solution of a decomposed multi-pursuer single-evader PEG. For certain specially structured differential games, it is shown that a decomposition of the original problem into a family of simpler differential games is possible. These games can be computed by solving the Hamilton-Jacobi-Isaacs equations for each sub-game and constructing optimal strategies for the overall game from those for the simpler problems. At this point this solution approach is applicable on a class of multi-pursuer single-evader games.

Besides the performance map approach presented in [RT07] (stated above) more effort was done in the field of multi-pursuer pursuit of a faster evader. [Wei+07], for instance, states that capturing of a faster evader in a game with perfect state information cannot be guaranteed, while giving a necessary condition for capturing on the plane. In [AS16] a decentralized learning method based on fuzzy reinforcement for pursuing teams in PEGs with a faster evader on the plane is proposed. The learning algorithm is used to tune
the parameters of a formation controller. The pursuer surround the evader, trying to overlap their capture regions. Thereby the evader’s escape strategy is to maximize the distance to only the nearest pursuer. This fact restricts the evader strategy considerably. It was not analyzed whether the evader can be captured, while escaping from each pursuer in equal measure. Another multi-pursuer faster-single-evader situation, where the pursuers and the evader form an Apollonius circle was regarded in [JQ10] and [RK15]. Under specific conditions, the pursuers are able to maintain a shrinking Apollonius circle, making an escape of the evader impossible. Both propose evading strategies, aiming to prolong the capture, or even leading to a successful escape, in the case of a gap appearing in the Apollonius circle, caused by a limited number of pursuers. Nevertheless, such a formation is very hard to achieve in real applications, due to dependencies of the initial position of each player.

Generally, PEGs may include static and moving obstacles of all shapes and sizes. Furthermore, all involved players have to be seen as obstacles. Therefore, a collision avoidance capability is indispensable for the players in such PEGs. Two different approaches to this can be found in the literature. Firstly, the obstacles are included in the optimization process, and secondly the obstacle avoidance task is treated as a distinct behavior of the autonomous agent. Regarding the first approach, [GRH10] established a sufficient condition for capture of an evader with a single pursuer in a visibility-based pursuit and an environment with unknown obstacles. Pursuing strategies were developed for a circular and a single unknown convex obstacle. Moreover, [BHB09] presents a solution for a differential game for a visibility-based two-player PEG with holonomic agents in a known bounded environment, showing optimal strategies for a point and hexagonal obstacle and a corner. Following this work, [BBH14a] proposed a solution for a visibility-based PEG in presence of one circular obstacle, while in [BBF14] a numerical approximation for that solution was developed. Later, an extension of that approach to polygonal obstacles for agents with no motion constraints was proposed in [ZB16]. Since those approaches include the obstacle in their optimization process, and in addition can only apply to specific shapes, neglecting the dynamical constraints of the agents, they do not yet seem to be applicable to real applications. The second approach was addressed by [AX09] and [DZJ12]. In [AX09], the two-dimensional environ-
ment was represented by a graph. For each robot an evaluation function
determines the vertices, that should be visited to fulfill its mission (i.e.,
pursue or evade). Furthermore, the collision avoidance is implemented on
the wheel-axis-level control. Three sensors cause the wheel motors to speed
up or slow down proportionally with the distance to the detected obstacle.
[DZJ12] proposes an hybrid algorithm for PEGs in a two-dimensional space,
based on improved potential field and differential games. According to the
distances to obstacles and the adversarial agent, the algorithm determines
either to avoid collisions or to play the PEG.

In summary, the current methods for solving PEG are either extensively
time-complex, or the decomposition of the game leads to results far away
from those of the full game. Mostly, those approaches make a one-to-one as-
signment, neglecting the presence of all other players participating in the full
game. Moreover, a cooperation in multi-player games within a team is either
neglected or performed limitedly. Furthermore, there are no approaches for
PEGs, where the obstacle avoidance runs simultaneously to the PEG, but
those that include them in their optimization problem as additional con-
straints. Lastly, all present approaches for PEG are difficult to extend to the
N-pursuer-M-evader case. In the following, those issues will be addressed.

1.3 Main Contributions

The overall goal of this thesis is to demonstrate a framework for multi-
pursuer single-faster-evader PEGs, which is utilizable in real-time applica-
tions with UAVs. Therefore, this work focuses on the following major topics:

- Reducing the time-complexity of a game.
- Introducing the cooperation and the behavior assignment within a
team.
- Incorporating the collision avoidance as an integral part of the solution
approach.
- Facilitating the extensibility to multi-pursuer multi-evader games.
The first part deals with the time-complexity reduction of multi-player games. Generally, this is achieved by two concepts:

i. Action space decomposition

ii. Game decomposition

In PEG all players have to decide whether, and if so, in what amount to move to a specific direction in $x$, $y$, and $z$. As depicted on figure 1.2, the action vector is a combination of inputs manipulating the motion in all directions for an agent. For example, a reference velocity vector for $x$, $y$, and $z$, a decomposition of the action space to motion commands in $x$, $y$, and $z$ direction, respectively, is possible. Therefore, e.g., the optimal $x$-action for each player is determined independently to the optimal action for the $y$ and $z$ direction. This results in three distinct games. It is shown that the time complexity is reduced by an exponent of 3, but at the same time increased by a factor of 3. Moreover, the approach provides close results to the full game. The average terminal stage difference of all considered simulations with full and the decomposed action space, is given by 0.039 stages with a standard deviation of 0.37 stages ($\equiv 0.037s$ capture time).

Next, two different game structures, which are utilizable for multi-player games are presented:

i. The first approach, the Multiple Two-Player Game Decomposition (MTPGD), decomposes the game into multiple two-player games, while...
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the results in respect to the full game deviate with an average of 0.66 stages with a standard deviation of 6.81 stages (≈ 0.681s capture time). The cost functionals of each resulting two-player game, are such that the actual position of all other involved players are also taken into account. After the computation of all distinct solutions, they are combined to one overall solution of the game. This approach reduces the time-complexity and enables the usage of more sophisticated solution algorithms, existing only for two-player games, like the Lemke-Howson algorithm [LJTH64]. Using the latter reduces the run-time by a factor of ≈ 70 for \( S = 9 \), while \( S \) is the number of strategies per axis and per player.

ii. The second approach, the Team-Subsumption Two-Player Game (TSTPG), encapsulates each team to one super player with extended action set. While the solution of this type of game is closer to the solution of the full game (average deviation of 0.23 and standard deviation of 3.53 stages (≈ 0.353s capture time)), there is no improvement in the time complexity. Nevertheless, the usage of the Lemke-Howson algorithm is possible, providing a run-time improvement by a factor of ≈ 21 for \( S = 9 \), while \( S \) is the number of strategies per axis and per player.

In the sequel, a framework is presented, enabling a superordinate cooperation within a team. Due to a negotiation process, team-mates are able to assess, which behavioral strategy maximizes the outcome of the team for a given time horizon. While this approach is generally applicable, it is used here, to introduce the two pursuing behavioral strategies pursuit and battue. The behavior of a player is switched by altering its cost functional, whereby a higher outcome for the team can be achieved. However, in a PEG with perfect information structure, the gain in outcome is limited (up to 13.25%). The benefit in visibility-based PEG with imperfect information under realistic circumstances is even bigger. This set-up enables the lion-like hunting behavior; one or more pursuers in the visibility of the evader try to drive it towards one or more pursuers outside its visibility. The results against an slower evader are much better under this set-up (up to 73.89%), as the capture of a faster evader is possible. With the results of two-pursuer-one-evader PEG simulations with autonomous agents, sets of initial positions for
which the evader can be captured, for different pursuer-evader speed ratios, have been determined. It is also assumed that members of a team are able to share their observations. Under realistic conditions, such a communication results in a delayed observation sharing. It is found out that the usage of a Kalman Filter makes a capture of an equally fast evader, even with an observation delay of 6 stages, possible.

Besides the above mentioned capabilities of the autonomous agents in the game, a collision avoidance behavior is implemented. The obstacle avoidance is separated from the optimization problem, being a behavior on a lower level of complexity than the non-cooperative and the cooperative game. The repulsion force approach is used to generate a reference velocity vector, which is added to the reference provided by the PEG behavior, resulting in a pursu- ing/evasion behavior with obstacle avoidance. The simulation results reveal, that a one-pursuer-one-evader game with a faster pursuer still converges in presence of obstacles. Moreover, it can be seen that the capture time increases for initial conditions in the vicinity of obstacles.

Lastly, several practical experiments with an actual multi-rotor UAV prove the real-time feasibility of these approaches.

1.4 Problem Statement and Solution Approach

1.4.1 Problem Statement

A team of UAV pursuers and a single UAV evader with identical dynamic constraints are facing a conflict situation called PEG. The pursuing agents try to capture the evader, while the evader tries to avoid capture. The game takes place in a three-dimensional unbounded and unknown environment. The UAVs are capable of avoiding collisions with static and dynamic obstacles. Moreover, an attitude and linear velocity controller is implemented on each UAV agent.

Since, the situation is considered as a N-player discrete-time deterministic dynamic game, a solution must fulfill the following requirements:
• All agents have to consider that the solution of the problem depends on the decisions of each participant.

• The players must be able to react to unexpected behavior (closed-loop solution).

• The pursuers have to cooperate, allowing the capture of a faster evader.

In general, the solution process of such a game is very complex. It is required, that the time and space complexity of the solution algorithm allow an application in real-time. Regarding present computers, the time-complexity reduction of the solution methods for dynamic games is necessary to deal with multi-pursuer-single-evader PEGs.

1.4.2 Solution Approach

First of all, a two-player PEG with UAVs is defined. This example enables the demonstration of the action space decomposition. This decomposition method is applicable to any type of game, provided the players have more than one controllable degree of freedom.

Based on the action space decomposition, alterations of the game structure itself are regarded. Without loss of generality, a two-pursuer-one-evader PEG with UAVs is chosen for the definition of the approaches. Besides the full game, the MTPGD and the TSTPG approaches are introduced and defined.

The MTPGD, partitions the regarded game in two independent two-player PEGs. It is expected that the time-complexity of the solution algorithm can be reduced by its multiple with increasing strategy space. Moreover, a combination method of the distinct two-player game results has to be found, leading to a solution as close as possible to that of the full game. The MTPGD is supposed to be a decomposition which enables a real-time computation in games with many players and/or strategies demanding a short reaction time. Since it decomposes the game into many independent two-player games, a parallel computation is possible. Consequently, a processor with \(N\) computational units, is able to compute the solution of a \(2N\)-player game without any time loss.
In the TSTPG the two pursuers are combined to one super-pursuer. Obviously, the combination of the pursuers yields in an expanded pursuer’s strategy space. Due to this transformation of the game structure, the time complexity does not change at all for the utilized algorithm (npg). Nevertheless, it is expected, that the solution is much closer to the solution of the full game, than it is with the MTPGD. The advantage of this decomposition is that more sophisticated solution approaches, only available for two-player games, can be utilized. The TSTPG is supposed to be used in games with a relatively small number of players and strategies, demanding a more exact solution in respect to the full game.

In order to enable an intelligent team-based pursuit, a novel cooperative approach on top of the non-cooperative game is introduced. A superordinate cooperative team-behavior game is defined, while the solution of this game yields an optimal behavior for every player within a team. For the multi-pursuer-single-evader game, two behavioral strategies are defined: On the one hand, the conventional pursuit and on the other hand the battue behavior. Based on game-theoretical methods for cooperative games, the pursuers are able to negotiate from time to time, which pursuing behavior maximizes their outcome. Therefore, a comparison of three game-theoretical solution methods (Pareto Efficiency, Nash Bargaining Solution, Nash Equilibrium) with the original game is done. While the improvement in games with perfect state information is expected to be limited, games with imperfect information, in particular visibility-based PEGs with UAVs are analyzed, too. It is given, that the pursuers are able communicate with each other in such a set-up. This assumption is used, to analyze whether an equally fast or faster evader can be caught with and without an information-exchange delay of $\alpha$-stages ($\alpha \in \mathbb{N}$).

In a next step, the cooperative and the non-cooperative game are included, together with all other UAV behaviors, into the Recursive Nested Behavioral Control (RNBC) structure. Using this implementation, a comparison to another approach [RT07] is done, pursuing similar goals, which are: (i) the time-complexity reduction of game and (ii) the capture of a faster UAV evader with a team of UAV pursuers. A performance measure is defined enabling the comparison of the solutions of the two approaches. A three-pursuer-one-evader game is regarded with three different configurations: (i)
slower evader, (ii) equally fast evader, and (iii) faster evader. The Monte-Carlo method is used to perform 1000 simulations per configuration.

The applicability of practical real-time experiments is shown in five different two-pursuer-one-evader PEG. For that, a real hex rotor UAV agent for PEGs is realized. In the first three experiments a perfect state information structure is assumed, while the evader is slower than the two pursuers. The last two experiments describe visibility-based PEG with imperfect information and zero-delay observation sharing between the pursuers. In Experiment 4 the pursuers and the evader have an equal maximal speed, while in experiment 5 a faster evader is assumed. A total of 15 experimental runs are accomplished, while the UAV agent takes every player role in each of the five experiments.

1.5 Outline of the Thesis

In chapter 2 some general assumptions, formulations and definitions are given which are important throughout this thesis.

Chapter 3 presents all game-theoretical solution approaches used in this work. This chapter includes, on the one hand, solution methods for static non-cooperative and cooperative games and, on the other hand, solution methods for dynamic games in discrete-time.

Then, solution concepts, reducing the time-complexity for multi-player games are provided in chapter 4. It is shown, how the time-complexity is reduced by the decomposition of the action space of the game or due to the transformation of the game structure.

Chapter 5 demonstrates how the outcome of a team can be enhanced by using the proposed framework for cooperation and behavior assignment for teams in multi-player games. Moreover, it is analyzed if a faster evader can be caught by a team of pursuers in a visibility-based PEG with imperfect information.

In chapter 6, it is shown how the approaches can be applied to UAV agents. Moreover, a comparison to the “Performance Map Approach” from [RT07]
is performed, being a work pursuing similar goals, namely the cooperative pursue of a faster UAV evader and complexity reduction of the algorithm.

In chapter 7 the realization of a hex rotor test platform is provided, while all relevant parts for the PEG are described in detail. Moreover, a collision avoidance implementation for the PEG-UAV agents is provided.

Next to the last, chapter 8 presents the experimental set-up and the results accomplished with the test platform described in chapter 7.

Finally, a conclusion and a look ahead are stated in chapter 9.
This chapter describes all fundamental formulations, definitions, and assumptions required across this work. A precise mathematical formulation of pursuit-evasion games lays the foundations for the definition of a solution approach. Further, several assumptions have to be made to specify the regarded problems.

2.1 Assumptions

2.1.1 Unknown Environment with Obstacles

One goal is to create a scenery for pursuit-evasion simulations, which is a tradeoff between generality and implementability. Naturally a three-dimensional environment with randomly arranged obstacles is assumed. Though, an approach is sought for solving PEGs in an infinite general environment, the decisions the players are going to make in the PEG do not depend on the environment. Nevertheless, in a general environment, all players can face moving or static obstacles, being a threat. Therefore, each system could be equipped with a collision avoidance. In chapter 7.6 the collision avoidance extension of the UAV agents is provided. It will be analyzed how the PEG is affected by the collision avoidance.
2.1.2 Discretization of Time and Euclidean Space

The real-world PEGs take place in continuous time and space, but to be able to simulate those scenarios and to calculate solutions numerically on digital computers, it is suitable to discretize the mathematical evolution models and equations, thus the game can be divided into stages of constant time steps $\Delta t$ with each stage having a distinct solution. The fragmentation of the overall problem into sub-problems enables the usage of several solution methods, like e.g., dynamic programming [Bel57]. The three-dimensional space in which the players are moving is considered to be continuous during a PEG, but for simulation purposes all initial positions a player can take in the environment are represented by a two-dimensional grid with integer values.

2.1.3 Sensing within a Bounded Line of Sight

Realistic scenarios modeled as PEGs are mostly visibility-based PEGs. This leads to at least two key questions in each pursuit-evasion situation a player has to answer: “Where are my foes?” and “Where are my allies?”. Assuming that each player has the ability of self localization and assuming a permanent intra-team communication, the answer to the latter seems trivial. For the former, the following assumption is set. If there is a line of sight (LoS) between two adversarial players and if this LoS is smaller or equal to a pre-specified sensing range $r_S$, both can observe each other. In other words, the states (e.g. position, linear velocities) of a player can be estimated by the other one and vice versa. Taken together, the intra-team communication and the ability of estimating the states of a foe under specific conditions, enables the observation sharing within a team. Certainly, several sensing devices and filters need to be implemented, to be able to detect and to estimate the states of an adversarial player, but this goes beyond the scope of this work and thus the state estimation capability is assumed to be given.

2.1.4 Multi-Pursuer-Single-Evader PEGs

In this work, only multi-pursuer-single-evader PEGs are regarded. Since, PEGs with an arbitrary number of teams and players are conceivable, an
important question, especially for the pursuers, arises; *Which evader am I going to pursue?* For the main part, this question will not be answered in this thesis. This problem goes beyond the scope of this work. Nevertheless, a solution concept will be introduced in chapter 9. Above all, this work tackles the problem of catching a faster evader due to cooperation.

### 2.2 The Properties of Pursuit-Evasion Games

As described in chapter 1, PEGs describe a wide class of problems (see figure 1.1). For a mathematical description a unified structure is defined, enabling a precise characterization of such a problem. A *N-team discrete-time deterministic dynamic game with non-fix terminal time* can be defined by a decuplet \( \Pi= \{\tau, K, \mathcal{X}, U, f, \hat{X}, \kappa, \iota, \Gamma, L\} \), with \( \tau \) being the set of all players, \( K \) being the set of stages, \( \mathcal{X} \) being the state space of the game, \( U \) being the action space of the game, \( f \) being the difference function of the game, \( \hat{X} \) being the observation space, \( \kappa \) being the observation function, \( \iota \) being the state information, \( \Gamma \) being the strategy space, and \( L \) being the cost functional of the game. All characteristics and attributes of a game are described in the following sections.

#### 2.2.1 Teams and Players

In terms of game theory, a game is an optimization problem with at least two parties involved. Regardless whether the parties represent one or more players, PEGs describe, in the first instance, a conflicting no-compromise problem. Thus, on the one hand there is a pursuing team consisting of a finite non-empty set of pursuing players \( P = \{p_1, \ldots, p_j\}, j \in \mathbb{N} \). On the other hand there is a an evading team \( E = \{e_1, \ldots, e_o\}, o \in \mathbb{N} \). The set \( \tau = P \cup E \) contains all teams and players involved in a game.

#### 2.2.2 Stages

Since only discrete-time dynamic games are considered in this work, they are divided into stages with a fixed duration \( \Delta t \). Thus, a set \( K= \{1, 2, \ldots, K\} \)
is introduced, denoting the stages of the game, while $K$ is non-fix and is the stage where the game terminates.

### 2.2.3 Attribute Information

One of the most relevant aspects is the information available to each arbitrary team $\mathbf{J} \subset \tau$ and in particular to each arbitrary player $i \in \tau$. In other words, what does a player know about the other players at a specific time. This includes the state variables, strategies, cost functional, but also the number of involved players and teams in the game. The attribute information $\pi^k_i$ summarizes all relevant characteristics of a game at stage $k$. Thus, it is a subset of the complete game definition $\Pi$. If a player has complete information, its attribute information $\pi^k_i$ is given by $\Pi^k$, meaning overall knowledge of the game in stage $k$. Otherwise, incomplete information means for a player a partial knowledge about $\Pi$ at a given stage $k$, and thus its attribute information $\pi^k_i \subset \Pi^k$. In consequence of the cooperation between team members, it is assumed that a team’s attribute information $\tau \pi^k_\mathbf{J}$, with $\mathbf{J} \subset \tau$ being an arbitrary team, is the union of all attribute information $\pi^k_j$, with $j \in \mathbf{J}$ in stage $k$.

### 2.2.4 Dynamics

Since the PEG takes place in a region of the three-dimensional Euclidean space, each player $i \in \tau$ can be represented by a set of states. A dynamical model describes the constrains of the state change. The collection of all player’s dynamical equations constitutes the dynamical model of the game. Given an infinite set $\mathcal{X}$, being the state space with the states $\mathbf{x}^k \in \mathcal{X}, \forall k \in K \cup \{K + 1\}$ and a finite set $U$ with $U = U^k_1 \times U^k_2 \times \cdots \times U^k_N$, while an element $U^k_i$, with $k \in K$ and $i \in \tau$ is the action space of player $i$ in stage $k$, whereas the elements $u^k_i$ are all admissible actions of player $i$ in stage $k$, the difference equation $f^k : \mathcal{X} \times U^k_1 \times U^k_2 \times \cdots \times U^k_N \rightarrow \mathcal{X}$, defined for each $k \in K$, is

$$x^{k+1} = f^k(x^k, u^k_1, \ldots, u^k_N), k \in K$$

(2.1)

with $x^1 \in \mathcal{X}$ being the initial state, describing the evolution of the game state.
2.2.5 Observations

The set \( \hat{X} \subseteq X \) is called the observation set of the game, while \( \hat{X}_i^k \subset \hat{X} \) defined \( \forall k \in K \) and \( \forall i \in \tau \) is called the observation set of player \( i \) in stage \( k \). The elements of these sets \( \hat{x}_i^k \) are the observations of player \( i \) in stage \( k \). Moreover, \( \exists \kappa_i^k(x^k) : X \rightarrow \hat{X}_i^k, \forall k \in K \) and \( \forall i \in \tau, \kappa_i^k \in \kappa \), being the state-observation equation of player \( i \), while \( \kappa = \bigcup_{j \in \tau} \kappa_i^k \).

2.2.6 State Information

As a strict subset of \( \pi_i^k \) the finite set \( \iota_i^k \), defined \( \forall k \in K \) and \( \forall i \in \tau \), is the state information of each distinct player \( i \in \tau \), while the collection of all \( \iota_j^k \) of players \( j \) within an arbitrary team \( J \subset \tau \), with \( j \in J \), is the state information \( \iota_J^k \) of the team \( J \) in stage \( k \). The collection of all player’s state information \( \iota_i^k \) is the state information \( \iota^k \) of the game. The topology of the state information \( \iota \) is given by the state-observation equation \( \kappa \). Amongst others, the following types of state information for a player \( i \in \tau \) can be distinguished:

Open-Loop State Information

An open-loop state information means that for all stages \( k \), player \( i \in \tau \) knows only the initial state of a game:

\[
\iota_i^k = \{x^1\}, k \in K
\]

(2.2)

Closed-Loop Perfect State Information

A player \( i \in \tau \) with a closed-loop perfect state information, has access to all previous states of a game in stage \( k \):

\[
\iota_i^k = \{x^1, \ldots, x^k\}, k \in K
\]

(2.3)
Closed-Loop Imperfect State Information

With this type of information a player \( i \in \tau \) is able to observe or to measure the states \( \hat{x}^k \) of a game entirely or partially in each stage \( k \), depending on the observation function \( \kappa^k_i \):

\[
i^k_i = \{\hat{x}^1, \ldots, \hat{x}^k\}, k \in K
\] (2.4)

Memoryless Perfect State Information

Contrary to the closed-loop perfect state information, a player \( i \in \tau \) with memoryless perfect state information, has access to the initial and to the actual state of a game in stage \( k \):

\[
i^k_i = \{x^1, x^k\}, k \in K
\] (2.5)

Feedback (Perfect) State Information

If a player \( i \in \tau \) has only access to the actual state of a game at stage \( k \), a feedback information is present:

\[
i^k_i = \{x^k\}, k \in K
\] (2.6)

Feedback Imperfect State Information

Player \( i \in \tau \) is able to observe or to measure the state vector of a game \( \hat{x}^k \) in stage \( k \) entirely or partially, depending on the observation function \( \kappa^k_i \):

\[
i^k_i = \{\hat{x}^k\}, k \in K
\] (2.7)

Delayed Feedback State Information

If for player \( i \in \tau \) the actual state of a game in stage \( k \) is only available after a delay \( \alpha \), an \( \alpha \)-step delayed feedback state information is given:

\[
i^k_i = \{x^{k-\alpha}\}, k \in K, k > \alpha
\] (2.8)
Delayed Imperfect State Information

An $\alpha$-step delayed imperfect state information is present, if the observations or measurements of player $i \in \tau$ regarding the states of a game at time $k$ are available after a delay $\alpha$:

$$\iota_i^k = \{\hat{x}^{k-\alpha}\}, k \in K, k > \alpha$$ (2.9)

Observation Sharing

For a multi-player game it is advantageous for team members to share their information. In other words, a fixed set of players $J = \{j, \ldots, l\} \subset \tau$ should have access to all states of the game that are available to each player $i \in J$. Thus, this type of state information is called observation sharing and is defined by the collection of all individual state information of players $i \in J$ in stage $k$:

$$os_{i}^{\tau} = \{\iota_i^k, \iota_j^k, \ldots, \iota_l^k\}, k \in K, \forall m \in J | m = j, \ldots, l \wedge i \in J$$ (2.10)

Delayed Observation Sharing

Another state information, being relevant for this work is the delayed observation sharing. Due to a required communication channel between a fixed set of players $J = \{j, \ldots, l\} \subset \tau$ sharing their state information, a transmission delay of $\alpha$ stages could exist, leading to an $\alpha$-step delayed observation sharing in stage $k$:

$$os_{i}^{\tau} = \{\iota_j^k, \iota_j^{k-\alpha}, \ldots, \iota_l^{k-\alpha}\}, k \in K, k > \alpha, \forall m \in J | m = j, \ldots, l \wedge i \in J$$ (2.11)

2.2.7 Strategies

The strategies a player can choose during a game are defined by a set $\Gamma_i^k$ of mappings $\gamma_i^k: \mathcal{X} \rightarrow U_i^k$, defined $\forall k \in K$, and $\forall i \in \tau$, while $\Gamma_i$ is the strategy space of player $i$. The strategy space $\Gamma$ of the game is defined as $\Gamma = \Gamma_1 \times \cdots \times \Gamma_{|\tau|}$. 
2.2.8 Cost Functional

The cost functional \( L : (X \times U_1^1 \times \cdots \times U_{|\tau|}^1) \times \cdots \times (X \times U_1^K \times \cdots \times U_{|\tau|}^K) \to \mathbb{R} \) for a discrete-time dynamic game is formulated as follows:

\[
L(u_1, \ldots, u_{|\tau|}) = \sum_{k=1}^{K} g^k(x^{k+1}, u^k_1, \ldots, u^k_{|\tau|}, x^k),
\]

with \( u_j = (u_j^1, \ldots, u_j^K), j \in \{1, \ldots, |\tau|\} \). This cost functional \( L \) is called stage-additive and implies the existence of a \( g^k: X \times U_1^k \times \cdots \times U_{|\tau|}^k \times X \to \mathbb{R}, k \in K \).

2.2.9 Termination

The game stops as soon as the terminal set \( \Xi \subset X \times \{1, 2, \ldots\} \) is reached, meaning for a given \(|\tau|-\)tuple of actions in stage \( k, k \) is the smallest integer with \((x^k, k) \in \Xi\). With this definition it is possible to describe the dynamic game in normal form (matrix form). Each fixed initial state \( x^1 \) and each fixed \(|\tau|-\)tuple of admissible strategies \( \{\gamma_i \in \Gamma_i; i \in \tau\} \) yield a unique set of vectors \( \{u^k_i \triangleq \gamma^k_i(\iota^k_i), x^{k+1}; k \in K, i \in \tau\} \), due to the causality of the information and the evolution of the states according to a difference equation. Inserting this vector in \( L_i \ (i \in \tau) \) yields a unique \(|\tau|-\)tuple of numbers, reflecting the costs of each player. This implicates the existence of the mapping \( J_i : \Gamma_1 \times \cdots \times \Gamma_{|\tau|} \to \mathbb{R} \) for all \( i \in \tau \), being also the cost functional of player \( i \) with \( i \in \tau \). According to that, the spaces \((\Gamma_1, \ldots, \Gamma_{|\tau|})\) and the cost functional \((J_1, \ldots, J_{|\tau|})\) built the normal-form description of the dynamic game with a fixed initial state \( x^1 \).
Game Theory Preliminary

Game theory is an approach for strategical decision-making, considering that the solution depends on the decision of other agents, while everybody is aware of that. This makes the solution process, especially if the number of players increases, very complex. One can distinguish between non-cooperative and cooperative game theory. Non-cooperative games treat a conflict situation where increasing the pay-off of one player results in decreasing that of another. In cooperative games, however, all players contribute to the benefit of all. In this chapter, all basic concepts for solving static and dynamic games in discrete-time are presented, which are to be used throughout this work. In the first part of this chapter, the non-cooperative game solution conditions are presented. Relevant for this work are the static and dynamic two-player zero-sum games and the static and dynamic N-player non-zero-sum games. Moreover, in the second part, solution conditions for static cooperative games which are used in this work are discussed. All concepts and definitions in this chapter can be found in [BO99; Neu28; Nas50a; Nas50b; Nas53].

3.1 Non-Cooperative Games

3.1.1 Two-Player Zero-Sum Games

Matrix Games

The most common type of zero-sum games are the matrix games. There are two players $P_1$ and $P_2$ and an $(n \times m)$ matrix $A = \{a_{ij}\}$ with real values. Each row of matrix $A$ is assigned an admissible strategy $\gamma_i$ of $P_1$ and each
column is assigned an admissible strategy $\gamma_j$ of $P_2$ (tab. 3.1). That means when the strategy pair $(\gamma_i, \gamma_j)$ is played, the outcome of the game is $a_{ij}$. In a zero-sum game, there is always a minimizer ($P_1$) and a maximizer ($P_2$). The outcome of such a game has to be interpreted as follows: Is the outcome positive, $P_2$ has to pay $a_{ij}$ to $P_1$, and if its negative, $P_1$ has to pay to $P_2$ the amount of $|a_{ij}|$.

$$
\begin{array}{c|cc}
\gamma_1 & \gamma_2 \\
\hline
\gamma_1 & a_{11} & a_{12} \\
\gamma_2 & a_{21} & a_{22} \\
\gamma_3 & a_{31} & a_{32}
\end{array}
$$

*Table 3.1: Zero-sum matrix game.*

Assuming that this game has only one stage, it can be said that $P_1$ is trying to secure a possible loss against $P_2$ by choosing the strategy which gives the minimum loss, no matter what $P_2$ does. In other words, $P_1$ chooses $\gamma_i^*$ where the inequality

$$
\max_j a_{i*}^j \leq \max_j a_{ij}
$$

(3.1)

with $i = 1, \ldots, m$ holds. The other way around, $P_2$ will try to secure his loss against $P_1$ by playing a strategy $\gamma_j^*$ while the inequality

$$
\min_i a_{i*}^j \geq \min_i a_{ij}
$$

(3.2)

with $j = 1, \ldots, n$ holds.

It is defined that a strategy pair $(\gamma_i^*, \gamma_j^*)$ constitutes a saddle-point equilibrium if the inequalities

$$
a_{i*}^j \leq a_{i*}^j \leq a_{ij},
$$

(3.3)

$\forall i = 1, \ldots, n$ and $\forall j = 1, \ldots, m$ are satisfied. If such a strategy pair $(\gamma_i^*, \gamma_j^*)$ exists, $a_{i*}^j$ is called the value of the game. The general definition for the saddle-point equilibrium in zero-sum games is given in the following section.
Saddle-Point Equilibrium

A tuple of action variables \((u_1^*, u_2^*) \in U, U = U_1 \times U_2\) in a two-player game with cost functional \(L\) is in saddle-point equilibrium, if

\[
L(u_1^*, u_2) \leq L(u_1^*, u_2^*) \leq L(u_1, u_2^*), \forall (u_1, u_2) \in U. \tag{3.4}
\]

This means that the order of the maximization and minimization done is irrelevant:

\[
\min_{u_1 \in U_1} \max_{u_2 \in U_2} L(u_1, u_2) = \max_{u_2 \in U_2} \min_{u_1 \in U_1} L(u_1, u_2) =: L^* \tag{3.5}
\]

Note that if a value exists (a saddle-point exists), it is unique, meaning if another saddle-point \((\hat{u}_1, \hat{u}_2)\) exists, \(L(\hat{u}_1, \hat{u}_2) = L^*\) applies. Moreover \((u_1^*, \hat{u}_2)\) and \((\hat{u}_1, u_2^*)\) constitute also a saddle-point. This feature does not hold for Nash equilibria (non-zero-sum games). If there is no value in a zero-sum game,

\[
\min_{u_1 \in U_1} \max_{u_2 \in U_2} L(u_1, u_2) > \max_{u_2 \in U_2} \min_{u_1 \in U_1} L(u_1, u_2) \tag{3.6}
\]

holds. Hence, there is no saddle-point solution. Therefore, we consider the saddle-point equilibrium in mixed strategies with the following property:

**Minimax-Theorem 1** Each finite two-player zero-sum game has a saddle-point equilibrium in mixed strategies [NM07].

**Saddle-Point Solution in Mixed Strategies**

If there is no saddle-point solution in pure strategies, the strategy space is extended, thus, the players can choose their strategies based on random events, leading to the so called mixed strategies. That means, a mixed strategy for a player \(i\) is a probability distribution \(p_i\) over the action space \(U_i\). This holds also for general games having no Nash equilibrium. To get a solution in mixed strategies, \(L_i\) is replaced by its expected value, according to the chosen mixed strategies, denoted by \(J_i(p_1, p_2)\). A 2-tuple \((p_1^*, p_2^*)\) is a saddle-point equilibrium in mixed strategies of a two-player game, if

\[
J(p_1^*, p_2) \leq J(p_1^*, p_2^*) \leq J(p_1, p_2^*), \forall (p_1, p_2) \in P, P = P_1 \times P_2 \tag{3.7}
\]
holds, with \( J(p_1, p_2) = E_{p_1, p_2}[L(u_1, u_2)] \). Thus, \( J^* = J(p_1^*, p_2^*) \) is called the value of the zero-sum game in mixed strategies.

### 3.1.2 Discrete-Time Dynamic Zero-Sum Games

**Dynamic Programming for Discrete-Time Dynamic Zero-Sum Games**

**Stage-Additive Cost Functional**

The cost functional for the discrete-time dynamic game is formulated as follows:

\[
L(u_{1}^{k}, u_{2}^{k}) = \sum_{k=1}^{K} g_{i}^{k}(x_{k+1}^{k}, u_{1}^{k}, u_{2}^{k}, x_{k}), \quad (3.8)
\]

with \( u_{j} = (u_{1}^{j}, \ldots, u_{K}^{j}) \). This cost functional for player \( i \) is called "stage-additive" and implies the existence of a \( g_{i}^{k} : X \times X \times U_{1}^{k} \times U_{2}^{k} \rightarrow \mathbb{R}, k \in K \).

**Information Structure**

It is assumed that a feedback information structure is available to all agents during the game \( \iota_{i}^{k} = \{x_{k}\}, k \in K, i \in N \).

Since a stage-additive cost functional and a feedback information structure is assumed, dynamic programming and the Principle of Optimality [Bel57] can be applied. The solution of the following value function \( V \) provides the value of the game. It is defined as:

\[
V(k, x^{k}) = \min_{u_{1} \in U_{1}^{k}} \max_{u_{2} \in U_{2}^{k}} L(u_{1}, u_{2}), \quad (3.9)
\]

with \( k \in K \), and \( x \in X \). The set of strategies \( \{\gamma_{i}^{k}(x^{k}); k \in K, i = 1, 2\} \) is for a two-player discrete-time dynamic zero-sum game a feedback-saddle-point
solution if, and only if a function $V(k, \cdot) : \mathbb{R}^n \to \mathbb{R}, k \in K$ exists, thus the following recursion is satisfied:

$$V_i(k, x) = \min_{u^i_1 \in U^i_1} \max_{u^i_2 \in U^i_2} \left[ g^k_i \left( f^k_i(x, u^i_1, u^i_2), u^i_1, u^i_2, x \right) + V(k + 1, f^k_i(x, u^i_1, u^i_2)) \right]$$

$$= \max_{u^i_2 \in U^i_2} \min_{u^i_1 \in U^i_1} \left[ g^k_i \left( f^k_i(x, u^i_1, u^i_2), u^i_1, u^i_2, x \right) + V(k + 1, f^k_i(x, u^i_1, u^i_2)) \right]$$

$$= g^k_i \left( f^k_i(x, \gamma^*_i(x), \gamma^*_i(x), \gamma^*_i(x), \gamma^*_i(x), \gamma^*_i(x), \gamma^*_i(x), \gamma^*_i(x), \gamma^*_i(x), x) + V(k + 1, f^k_i(x, \gamma^*_i(x), \gamma^*_i(x), \gamma^*_i(x), \gamma^*_i(x))) \right);$$

$$V(K+1, x) = 0. \tag{3.10}$$

### 3.1.3 N-Player Non-Zero-Sum Games

N-player non-zero-sum games are a much more general class of games than the two-player zero-sum games regarded before. On the one hand, the game could have more than two participants, and on the other hand, the outcome of the game cannot be described by one single value. In other words, the outcome of the game is an N-tuple of outcome values. Such decision making problems, can be solved by finding a Nash equilibrium as described in the following section.

**Nash Equilibrium**

An N-tuple of strategies $\{\gamma_1^*, \gamma_2^*, \ldots, \gamma_N^*\}$, $\gamma_i^* \in \Gamma_i, i \in \tau$ constitutes a Nash equilibrium solution for an static finite N-player nonzero-sum game in pure strategies if the inequalities

$$a^1_{11, \gamma_1^*, \gamma_2^*, \ldots, \gamma_N^*} \leq a^1_{11, \gamma_1^*, \gamma_2^*, \ldots, \gamma_N^*}$$

$$a^2_{11, \gamma_1^*, \gamma_2^*, \ldots, \gamma_N^*} \leq a^2_{11, \gamma_1^*, \gamma_2^*, \ldots, \gamma_N^*}$$

$$\vdots$$

$$a^N_{11, \gamma_1^*, \gamma_2^*, \ldots, \gamma_N^*} \leq a^N_{11, \gamma_1^*, \gamma_2^*, \ldots, \gamma_N^*} \tag{3.11}$$

are satisfied $\forall \gamma_i \in \Gamma_i$ and $\forall i \in \tau$. The N-tuple $(a^1, a^2, \ldots, a^N)$ is the Nash equilibrium outcome of the N-player game in pure strategies [BO99]. As discussed above for the zero-sum games, it is not guaranteed, that a
Nash equilibrium solution in pure strategies exists. If this is the case, the Nash equilibrium in mixed strategies has to be considered while having the following property:

**Nash’s Existence Theorem 1** Every N-person static finite game in normal form admits a non-cooperative (Nash) equilibrium solution in mixed strategies. [BO99]

**Nash Equilibrium in Mixed Strategies**
The Nash equilibrium solution in mixed strategies is an optimal probability distribution over the strategy space \( \Gamma_i \) of each player \( i \in \tau \). To define the set of inequalities which have to be satisfied to have a Nash equilibrium solution in mixed strategies, the mixed strategy spaces \( Y_i, \forall i \in \tau \) with elements \( y_i \) are introduced. Moreover, it is defined that its \( k \)th component is denoted by \( y_{ik} \).

An N-tuple \( \{y^i; i \in \tau\} \) constitutes a Nash equilibrium solution in mixed strategies for an N-person finite static game in normal form if the following inequalities

\[
\begin{align*}
J_1^* & = \sum_{\Gamma_1} \cdots \sum_{\Gamma_N} y_{1}^{1*} y_{2}^{2*} \cdots y_{N}^{N*} a_{1,\gamma_1,\gamma_2,\ldots,\gamma_N}^1 \\
& \leq \sum_{\Gamma_1} \cdots \sum_{\Gamma_N} y_{1}^{1} y_{2}^{2} \cdots y_{N}^{N} a_{1,\gamma_1,\gamma_2,\ldots,\gamma_N}^1 \\
J_2^* & = \sum_{\Gamma_1} \cdots \sum_{\Gamma_N} y_{1}^{1*} y_{2}^{2*} \cdots y_{N}^{N*} a_{1,\gamma_1,\gamma_2,\ldots,\gamma_N}^2 \\
& \leq \sum_{\Gamma_1} \cdots \sum_{\Gamma_N} y_{1}^{1} y_{2}^{2} \cdots y_{N}^{N} a_{1,\gamma_1,\gamma_2,\ldots,\gamma_N}^2 \\
J_N^* & = \sum_{\Gamma_1} \cdots \sum_{\Gamma_N} y_{1}^{1*} y_{2}^{2*} \cdots y_{N}^{N*} a_{1,\gamma_1,\gamma_2,\ldots,\gamma_N}^N \\
& \leq \sum_{\Gamma_1} \cdots \sum_{\Gamma_N} y_{1}^{1} y_{2}^{2} \cdots y_{N}^{N} a_{1,\gamma_1,\gamma_2,\ldots,\gamma_N}^N \\
\forall y^i \in Y^i, j \in \tau, & \text{ hold. The N-tuple } (J_1^*, \ldots, J_N^*) \text{ is the noncooperative Nash equilibrium outcome of the N-player game in mixed strategies. [BO99]} 
\end{align*}
\]

Each type of game presented in this chapter has a Nash equilibrium in mixed strategies. The Nash equilibriums in mixed strategies include also those in
pure strategies, since they are a generalization of the latter. Note, that the Nash equilibrium solution of a zero-sum game is identical to the saddle-point equilibrium solution.

3.1.4 Discrete-Time Dynamic N-Player Non-Zero-Sum Games

Dynamic Programming for Discrete-Time Dynamic N-Player Games

Stage-Additive Cost Functional
The cost functional for the discrete-time dynamic game is formulated as follows:

$$L(u^k_1, \ldots, u^k_{|\tau|}) = \sum_{k=1}^{K} g^k_i (x^{k+1}, u^k_1, \ldots, u^k_{|\tau|}, x^k), \quad (3.13)$$

with $u_j = (u^1_j, \ldots, u^K_j)$. This cost functional for player $i$ is called “stage-additive” and implies the existence of a $g^k_i : X \times X \times U^1 \times \cdots \times U^{|\tau|} \to \mathbb{R}, k \in K$.

Information Structure
It is assumed that a feedback information structure is available to all agents during the game $i^k_i = \{x^k\}, k \in K, i \in N$.

The solution of the following value function provides the value of the game. It is defined as:

$$V(k, x^k) = \min_{u^k_i \in U^k_i} L(u_1, \ldots, u_{|\tau|}), \quad (3.14)$$

with $k \in K$, $i \in \{1, \ldots, |\tau|\}$, and $x \in X$.

The set of strategies $\{^k_i(x^k); k \in K, i = 1, \ldots, |\tau|\}$ is for a $N$-player discrete-time dynamic zero-sum game a feedback-nash-equilibrium solution if, and only if a function $V(k, \cdot) : \mathbb{R}^n \to \mathbb{R}, k \in K$ exists, thus the following recursion is satisfied:
\[ V_i(k, \chi^k) = \min_{u^k_i \in U^k_i} \left[ g^k_i \left( \tilde{i}^k_i(\chi^k, u^k_i), \gamma^k_i(\chi^k), \ldots, \gamma^k_{i-1}(\chi^k), u^k_i, \right. \right. \]
\[ \left. \left. \gamma^k_{i+1}(\chi^k), \ldots, \gamma^k_N(\chi^k), \chi^k \right) \right] \]
\[ + V_i(k + 1, \tilde{i}^k_i(\chi^k, u^k_i)) \right] \]
\[ = g^k_i \left( \tilde{i}^k_i(\chi^k, \gamma^k_i(\chi^k)), \gamma^k_{i+1}(\chi^k), \ldots, \gamma^k_N(\chi^k), \chi^k \right) \]
\[ + V_i \left( k + 1, \tilde{i}^k_i(\chi^k, \gamma^k_i(\chi^k)) \right) ; \]
\[ V_i(K + 1, \chi^{K+1}) = 0, i \in N, \] (3.15)

with \( \tilde{i}^k_i(\chi^k, u^k) \equiv \tilde{i}^k_i(\chi^k, \gamma^k_i(\chi^k), \ldots, \gamma^k_{i-1}(\chi^k), u^k_i, \gamma^k_{i+1}(\chi^k), \ldots, \gamma^k_N(\chi^k)) \).

### 3.2 Cooperative Games

In this work, bargaining problems are considered. A bargaining problem is a situation in which:

- N-players with specific objectives seek a mutual agreement, with \( N > 1 \).
- Each player has to approve the agreement, meaning that a disagreement is possible.
- A mutual agreement is reachable.
- Presence of a conflict of interests among players about the agreements.

That means, there are two possibilities when solving such a game: The players agree or disagree. In the following section, solution methods for the latter problem are presented.

#### 3.2.1 Nash Bargaining Solution

In [Nas50b] a solution concept for a two player bargaining problem is presented. Nash’s solution method is an axiomatic approach which abstracts the
details of a bargaining process and considering only the outcomes and agreements that satisfy “reasonable” properties. Nash claimed, that this solution approach yields a fair bargaining solution, which will be accepted by each rational player. The Nash bargaining solution is calculated as follows: The result $u^*$ of a two-player bargaining game $(P, c)$, with $P$ being the outcome matrix and $c$ being the conflict outcome when the player disagree, is given by the outcome vector $u \in P$, for which $u_i > c_i$, $\forall i \in \tau$, and which maximizes the Nash product $NP = (u_1 - c_1)(u_2 - c_2)$. Then, for the maximum Nash product $NP$, one has

$$NP^* = (u_1^* - c_1)(u_2^* - c_2)$$

such that $u^* = (u_1^*, u_2^*) \in P$ and $u_i^* > c_i$, $\forall i \in \tau$. According to Nash, this bargaining solution is unique and satisfies the following four axioms:

- **Pareto optimality**: No player can be better off without making at least one player worse off.
- **Symmetry**: If the players are indistinguishable, the solution should not discriminate between them.
- **Invariant to affine transformations**: An affine transformation of the payoff and disagreement point should not alter the outcome of the bargaining process.
- **Independence of irrelevant alternatives**: If the solution $(u_1, u_2)$ chosen from a feasible set $P$ is an element of a subset $B \subseteq P$, then $(u_1, u_2)$ must be chosen from $B$.

**Extension to N-Players**

The result $u^*$ of an $N$-player bargaining game $(P, c)$, with $P$ being the outcome matrix and $c$ being the conflict outcome when the player disagree, is given by the outcome vector $u \in P$, for which $u_i > c_i$, $\forall i \in \tau$, and which maximizes the Nash product $NP = (u_1 - c_1)(u_2 - c_2)\ldots(u_N - c_N)$. Then, for the maximum Nash product $NP$, one has

$$NP^* = (u_1^* - c_1)(u_2^* - c_2)\ldots(u_N^* - c_N^*)$$
such that \( u^* = (u^*_1, u^*_2, \ldots, u^*_N) \in P \) and \( u^*_i > c_i, \forall i \in \tau \).

**Conflict Outcome**

In order to calculate the Nash bargaining solution, a conflict outcome has to be defined. When no agreement is achieved, the players get a conflict outcome. Thus it is favorable to choose a non-cooperative Nash equilibrium as conflict outcome, which is followed throughout this work.

### 3.2.2 Pareto Efficiency

As stated before, no player can be better off without making at least one player worse off. Regarding a bargaining game \( P \), with \( P \) being the outcome matrix, a set \( U \subseteq P \) with elements \( u^*_i \in U, \forall i \in \tau \) is called the set of Pareto optimal outcomes, if there exist no other elements \( u_i \in P \) so that for all \( i = 1, \ldots, |\tau| \)

\[
\begin{align*}
  u_i &\geq u^*_i \quad (3.18) \\
  u_i &> u^*_i \quad (3.19)
\end{align*}
\]

holds.

**Solution Choice**

Since the Pareto Efficiency Method can yield more than one solution (Pareto optimal set \( U \)), a superordinate selection has to be made, regarding the application in this work. Therefore, the solution \( u^* \in U \) is chosen, with the property:

\[
\begin{align*}
  \min u^* &\leq \min u, \\
  \forall u \in U, \text{ for minimizing players, and} \\
  \max u^* &\leq \max u, \\
  \forall u \in U, \text{ for maximizing players.}
\end{align*}
\]
Time-Complexity Reduction for Multi-Player Games

The purpose of this chapter is to introduce a methodology for the reduction of the complexity of the full PEG’s solution process. This is based on two different decompositions. The decomposition of the action space and the decomposition of the original game.

4.1 Full-Dimensional Action Space vs Decomposed Action Space

In some applications it is possible to decompose the problem at a low level, like for example the decomposition of the single-action game through decomposition of the action space. The single-action game is defined as the game which is played in one stage $k$. Regarding a full single-action PEG, the action space is for example given by $U_i \subset V_x \times V_y \times V_z$ for each player $i \in \mathbb{N}$, where $V_x$, $V_y$, and $V_z$ are linear velocity sets in $x$, $y$, and $z$ direction. It can be seen that the actions are a combination of admissible actions $u_x \in V_x$, $u_y \in V_y$, and $u_z \in V_z$. This circumstance enables the decomposition of the single-action game, into three distinct games where the optimal actions $u^*_x \in V_x$, $u^*_y \in V_y$, and $u^*_z \in V_z$ are sought (see figure 1.2). In other words, the optimal linear velocities for $x$, $y$, and $z$ are independently calculated and combined afterwards to a single optimal velocity vector $u^* = (u^*_x, u^*_y, u^*_z)$. First of all, for being able to verify the decomposition approach, an example problem has to be defined. Without loss of generality, a two-player PEG with UAVs is regarded.
4.1.1 Two-Player PEG with UAVs (Full Game)

The PEG is described by following characteristics:

- A set of two players \( \{e, p\} \).
- A set \( K = \{1, \ldots, K\} \) with variable number of stages \( K \). \( K \) is the time \( p \) needs to capture \( e \), i.e., to minimize the distance \( d_e \) to player \( e \) \((e\) reaches the terminal set \( \Xi \)). Thus, \( K \) depends on the initial states of \( e \) and \( p \).
- A set \( X = X \times Y \times Z \times V_x \times V_y \times V_z \times \Phi \times \Theta \times \Psi \times P \times Q \times R \) being the state space, while the sets \( X, Y \) and \( Z \) span the position space, \( V_x, V_y \), and \( V_z \) span the linear velocity space, \( \Phi, \Theta \), and \( \Psi \) span the attitude space, and \( P, Q \), and \( R \) span the angular velocity space.
- The terminal set \( \Xi \subset X \times Y \times Z \times \{1, 2, \ldots\} \) is the set of all elements \( \xi \in \Xi \) of a sphere around the pursuer’s position \((x_p, y_p, z_p)\) with radius \( d_e \) in stage \( k \).
- Two finite discrete action spaces \( U_p = U_e \subset V_x \times V_y \times V_z \). \( U_p \) and \( U_e \) are steady during each stage \( k \) of the game. They are defined as
  \[
  U_p = \left\{ u_{pu,1} + \frac{u_{pu,2} - u_{pu,1}}{s}, u_{pe,1} + \frac{u_{pe,2} - u_{pe,1}}{s}, u_{pw,1} + \frac{u_{pw,2} - u_{pw,1}}{s} \right\}, \text{ with } i = 0, \ldots, s; \ j = 0, \ldots, s; \ l = 0, \ldots, s
  \]
and \( U_e = U_p \), while \((s + 1)^3\) is the number of strategies available for each player and \([u_{pu,1}, u_{pu,2}] = [u_{pe,1}, u_{pe,2}] = [u_{pw,1}, u_{pw,2}] = [u_{eu,1}, u_{eu,2}] = [u_{ev,1}, u_{ev,2}] = [u_{ew,1}, u_{ew,2}] = [-1, 1] \) are the continuous action spaces. \( u_p \) and \( u_e \) are elements of the sets \( U_p \) and \( U_e \), while \( u \in U_p \times U_e \).
• The state of the PEG between two UAVs in the pursuers reference frame is defined as

\[
\mathbf{x}^k = \mathbf{x}_e^k - \mathbf{x}_p^k = \begin{bmatrix}
x_e^k - x_p^k \\
y_e^k - y_p^k \\
z_e^k - z_p^k \\
v_{xe}^k - v_{xp}^k \\
v_{ye}^k - v_{yp}^k \\
v_{ze}^k - v_{zp}^k \\
\phi_e^k - \phi_p^k \\
\theta_e^k - \theta_p^k \\
\psi_e^k - \psi_p^k \\
p_e^k - p_p^k \\
q_e^k - q_p^k \\
r_e^k - r_p^k \\
\end{bmatrix} = \begin{bmatrix}
x_e^1 \\
x_e^2 \\
x_e^3 \\
x_e^4 \\
x_e^5 \\
x_e^6 \\
x_e^7 \\
x_e^8 \\
x_e^9 \\
x_e^{10} \\
x_e^{11} \\
x_e^{12} \\
\end{bmatrix} - \begin{bmatrix}
x_p^1 \\
x_p^2 \\
x_p^3 \\
x_p^4 \\
x_p^5 \\
x_p^6 \\
x_p^7 \\
x_p^8 \\
x_p^9 \\
x_p^{10} \\
x_p^{11} \\
x_p^{12} \\
\end{bmatrix} = \Delta t \begin{bmatrix}
x_e^1 \\
x_e^2 \\
x_e^3 \\
x_e^4 \\
x_e^5 \\
x_e^6 \\
x_e^7 \\
x_e^8 \\
x_e^9 \\
x_e^{10} \\
x_e^{11} \\
x_e^{12} \\
\end{bmatrix} \tag{4.1}
\]

with the difference function \( \mathbf{x}^{k+1} = f(\mathbf{x}^k, h(\mathbf{w}^k)) \) given by:

\[
\begin{bmatrix}
x_e^{k+1} \\
x_e^{k+2} \\
x_e^{k+3} \\
x_e^{k+4} \\
x_e^{k+5} \\
x_e^{k+6} \\
x_e^{k+7} \\
x_e^{k+8} \\
x_e^{k+9} \\
x_e^{k+10} \\
x_e^{k+11} \\
x_e^{k+12} \\
\end{bmatrix} = \begin{bmatrix}
x_1^1 \\
x_2^2 \\
x_3^3 \\
x_4^4 \\
x_5^5 \\
x_6^6 \\
x_7^7 \\
x_8^8 \\
x_9^9 \\
x_{10}^{10} \\
x_{11}^{11} \\
x_{12}^{12} \\
\end{bmatrix} + \begin{bmatrix}
x_e^1 \\
x_e^2 \\
x_e^3 \\
x_e^4 \\
x_e^5 \\
x_e^6 \\
x_e^7 \\
x_e^8 \\
x_e^9 \\
x_e^{10} \\
x_e^{11} \\
x_e^{12} \\
\end{bmatrix} \Delta t + \begin{bmatrix}
-(cx_e^x sx_e^k - sx_e^x x_e^k) \frac{v_{1e}^k}{m} \\
-(cx_e^y sx_e^k - sx_e^x x_e^k) \frac{v_{2e}^k}{m} \\
g - cx_e^z x_e^k \frac{v_{1e}^k}{m} \\
-I_x - I_z x_e^k x_e^{12} + \frac{I_y}{I_x} v_{3e}^k - \frac{I_R}{I_x} v_{1y}^k g(v) \\
-I_x - I_z x_e^k x_e^{12} + \frac{I_y}{I_x} v_{3e}^k - \frac{I_R}{I_x} v_{1y}^k g(v) \\
-I_x - I_y x_e^k x_e^{12} + \frac{1}{I_x} v_{4e}^k \\
\end{bmatrix} \Delta t \tag{4.2}
\]

with \( \mathbf{v} = (v_1, v_2, v_3, v_4)^T, \mathbf{v} \in \mathbf{Y} \) being the inputs for altitude, roll, pitch and yaw, \( I_x, I_y, I_z \) are the inertia around \( x, y, z \)-axes, \( I_r \) is the rotor moment of inertia, \( l \) is the length between the center of gravity of the UAV and the center of one rotor, \( g \) is the gravitation constant, \( g(v) \) is a function of \( v \) depending on the rotor’s angular velocities, and
\( \Delta t \) is the sampling time, while \( s \) and \( c \) are abbreviations for \( \sin(\cdot) \) and \( \cos(\cdot) \), respectively. The function

\[
h : V_x \times V_y \times V_z \to \Upsilon,
\]

yields an input vector \( v \) given an admissible action \( u_{ie}^k \). A more detailed description of the utilized UAV system and its controllers, i.e. attitude and velocity control, can be found in chapter 7.

- A feedback perfect state information structure \( i_k^e = i_k^p = \{x^k\}, \forall k \in K \).
- The strategy spaces \( \Gamma_p = U_p \) and \( \Gamma_e = U_e \).
- A cost functional \( J \)

\[
J(q_k^p, q_k^e) = E \left[ \sum_{k=1}^{K} d(f(x^k, h(w^k)), x^k) \right], \tag{4.4}
\]

with \( d(\cdot) \) being a function describing the change in distance between \( p \) and \( e \) in one stage \( k \), playing the control action \( (u_k^p, u_k^e) \).

- The value function

\[
V(k, x^k) = \min_{q_k^p} \max_{q_k^e} J(q_k^p, q_k^e). \tag{4.5}
\]

- \( q^{ks} = (q_k^{ps}, q_k^{es}) \) is the optimal solution of the game in stage \( k \). It is calculated by solving the closed-loop saddle-point equilibrium in mixed strategies. The optimal probability distributions \( q^{ks} = (q_k^{ps}, q_k^{es}) \) over the action space \( U_p \times U_e \) in stage \( k \) is given by

\[
q^{ks} = \arg\min_{q_k^p} V(k, x^k), \forall k \in K. \tag{4.6}
\]

- The optimal control actions \( u^{ks} = (u_k^{ps}, u_k^{es}) \) are those where the probabilities \( q_k^{ps} \) and \( q_k^{es} \) are maximal. The reference velocities for the pursuers’ and evaders’ velocity controller are given by

\[
v_{r,k}^{p} = (v_{xp}^k, v_{yp}^k, v_{zp}^k)^T + (u_p^{ks})^T \tag{4.7}
\]
and

\[ v^r_k = (v^k_x, v^k_y, v^k_z)^T + (u^k)^T. \] (4.8)

### 4.1.2 Decomposition of the Action Set

While all other properties from above stay the same, the action spaces \( U_i \subset V_x \times V_y \times V_z \) are divided into three distinct action spaces for each player \( i \in N \). As a consequence, the three action spaces are defined as:

\[
U_{ix} = \left( u_{i,u,1} + a \frac{u_{i,u,2} - u_{i,u,1}}{s_{i,u}}, 0, 0 \right),
\]

\[
U_{iy} = \left( 0, u_{i,v,1} + b \frac{u_{i,v,2} - u_{i,v,1}}{s_{i,v}}, 0 \right),
\]

and \( U_{iz} = \left( 0, 0, u_{i,w,1} + c \frac{u_{i,w,2} - u_{i,w,1}}{s_{i,w}} \right) \) with \( a \in [0, s_{i,u}]_N \), \( b \in [0, s_{i,v}]_N \) and \( c \in [0, s_{i,w}]_N \) while \((s_{i,u} + 1)\), \((s_{i,v} + 1)\), and \((s_{i,w} + 1)\) are the number of available actions of player \( i \) for each decomposed single-action game. Given the maximal velocity vector \( v^\text{max}_i = (v^\text{max}_{i,x}, v^\text{max}_{i,y}, v^\text{max}_{i,z})^T \in V_x \times V_y \times V_z \) of a player \( i \), the continuous action spaces are given by \([u_{i,u,1}, u_{i,u,2}] = [-\frac{v^\text{max}_{i,x}}{2}, \frac{v^\text{max}_{i,x}}{2}], [u_{i,v,1}, u_{i,v,2}] = [-\frac{v^\text{max}_{i,y}}{2}, \frac{v^\text{max}_{i,y}}{2}]\) and \([u_{i,w,1}, u_{i,w,2}] = [-\frac{v^\text{max}_{i,z}}{2}, \frac{v^\text{max}_{i,z}}{2}]\). Solving the above defined game for each of the three action sets in a stage \( k \), three distinct solutions \( u^k_x, u^k_y, u^k_z \) are obtained. The distinct solutions are combined such that an optimal linear velocity vector for all three directions \( u^k = (u^k_x, u^k_y, u^k_z) \) is constituted.

Solving the full single-action game, means finding an optimal strategy combination while each player has a number of \((s_{i,u} + 1) \cdot (s_{i,v} + 1) \cdot (s_{i,w} + 1)\) admissible actions. Due to the decomposition, three distinct games have to be solved while each player has a number of \((s_{i,u} + 1)\), \((s_{i,v} + 1)\), or \((s_{i,w} + 1)\) admissible actions, respectively. Assuming, that \((s_{i,u} + 1) = (s_{i,v} + 1) = (s_{i,w} + 1) = S\), each player \( i \in N \) has a number of \( S^3 \) admissible actions in one stage \( k \) when playing the full game and \( S \) admissible actions when playing one of the three sub-games resulting from the decomposition. Regarding a \( N \)-player game, the optimal solution is sought in an action space with cardinality \( S^{3N} \) for the full game and \( 3 \cdot S^N \) for the decomposed one. It can be seen that the cardinality of the action space is always greater for \( S > 1 \) by an exponent.
of 3 in the full game, and thus the time complexity of finding a solution is obviously larger.

4.1.3 Time-Complexity Analysis

The resource-intensive part of the algorithm solving the PEG is the function \( NP_G \) which computes the Nash equilibrium in mixed strategies in one stage of the game. This function transforms the game to a non-linear optimization problem with non-linear constraints and solves it using the \( SLSQP \) algorithm. According to the documentation of the NLOpt package \([\text{Joh13}]\), which is used by the authors to implement this algorithm, the \( SLSQP \) algorithm requires \( \mathcal{O}(n^2) \) storage and \( \mathcal{O}(n^3) \) time in \( n \) dimensions. The dimension of the optimization problem depends, according to \([\text{Cha09}]\), on the number of strategies of each player and on the number of involved players, i.e. on all possible strategy combinations. For instance, a game with three players and two strategies per player gives an overall number of eight strategy combinations, and thus an optimization problem with eighth dimension has to be solved. Regarding the two-player PEG with full dimensional action space, each player has \( S = s^3 \) admissible actions per stage, while \( s \in \mathbb{N} \) is the number of options for each degree of freedom. The solution of this game needs \( \mathcal{O}(s^6) \) time. With a decomposed action space, the time complexity for the calculation is given by \( 3 \cdot \mathcal{O}(s^3) \). For \( s > 1 \) the time complexity of the solution process is always for the decomposed game.

4.1.4 Comparison

The comparison of the game with full-dimensional action space and the game with decomposed action space is accomplished through several simulations. Following assumptions are set:

- Since the chosen optimal control actions represent a velocity change in three linear directions of \( p \) and \( e \), a maximum velocity \( v_{\text{max}} \) with \( v_p^{\text{max}} = \begin{bmatrix} 15 \\ 15 \\ 3.5 \end{bmatrix}^T \) and \( v_e^{\text{max}} = \frac{v_{\text{max}}}{15} \) and a maximal absolute value of \( v_p^{\text{max}} = 15 \) for the pursuer and \( v_e^{\text{max}} = 10 \) for the evader is defined.
• The numerical solution of the PEG is computed by solving it for each initial positions $(x^1, y^1, z^1) \in X \times Y \times Z$, while $x^1$ and $y^1$ take integer values in a $61 \times 61$ grid, with $X = [-30, 30]$ and $Y = [-30, 30]$ in the pursuer’s reference frame (pursuer’s position is the origin). In each simulation, the initial altitude of both UAVs is 20, i.e., $z^1 = -20$. This is necessary for the visualization of the value function.

• The simulations are carried out for $S = 3$, $S = 5$, $S = 7$, and $S = 9$, i.e., each player has $3^3$, $5^3$, $7^3$, $9^3$ available strategies in each time step $k$ for the full game, while in the decomposed version three sub-games are played in each time step $k$ with 3, 5, 7, 9 available strategies, respectively.

• The stage duration is chosen to be $\Delta T = 0.1$, while the velocity control is sampled with $\Delta t = 0.005$.

• A capture distance $d_c = 5$ is chosen.

**Evaluation**

To verify whether the decomposition approach yields approximate results to the full game, a difference between the stage counts for capture of both variants for each regarded initial state is carried out. In this way, it can be seen where the decomposed game deviates from the full one. As depicted in Figure 4.1, 89.57% of the initial states yield for both variants the same terminal time, while all differences are between $-3$ and $4$ stages. The average of the value difference is given with 0.039 stages, having a standard deviation of 0.37 stages. Thus, the decomposed action-space game solution yields similar results to the full-dimensional action space game solution. These results are expected due to the fact that the non-holonomic connections are neglected, due to the reduction to point-mass motion, and due to the convexity of the cost functional.
Figure 4.2 depicts the computational time for one stage depending on the number of strategies. The progression for the decomposition approach is represented by the green curve, while the red curve shows it for the full game. A comparing of those two curves reveals that with increasing $S$ the computational time of one stage of the full game increases tremendously. While for $S = 3$ the computational time of the decomposed approach is with $0.393\,s/\text{Stage}$ about twice as fast as the full game with $0.65s/\text{Stage}$, the first significant gain can be observed for $S = 5$ (decomposition: $0.73s/\text{Stage}$, full game: $13.37s/\text{Stage}$, factor: $18.32$). For $S = 7$ and $S = 9$ the computational time of the decomposed is, with $1.32s/\text{Stage}$ and $2.65s/\text{Stage}$, in respect to the full game solution, with $98.44s/\text{Stage}$ and $453.61s/\text{Stage}$, $74.58$ or $171.17$ times faster. Due to the vast increasing of the computational time with increasing $S$, no more simulations with $S > 9$ could be carried out in reasonable time. Regarding the fact that this approach yields approximate results in much less time, it will be used for the single-action decomposition from this point on throughout the remaining work.
4.2 Multi-Player Game Decomposition

In respect to two-player pursuit-evasion games, multi-player pursuit-evasion games with an arbitrary number of players are much more complex to solve. The game changes from a pure non-cooperative into a cooperative one between the players of one team, and to a non-cooperative one between the parties. Thus, the complexity of solving such games increases massively. The requirements on the solution approach are the time-complexity reduction by decomposition of the full game, and the parallel computability by allocating the decomposed game to multiple processing units. This results in a faster solution derivation. The computational time is constant with an increasing number of adversarial players as long as each involved player has as many processors as foes available for the solution computation. Hence, an appropriate game structure has to be found. The concept and the results of the following parts in this chapter have been published in [AB16].

*Figure 4.2: Comparison of computational times for one stage.*
Two possible game structures are proposed and compared to the full game regarding time-complexity, convergence, and solution of a two-pursuer-one-evader PEG. Figure 4.3a) depicts the original game structure of the PEG, while 4.3b) and 4.3c) depict two other structures for this game. In method 4.3b), the Multiple Two-Player Game Decomposition (MTPGD), the game is solved by decomposing the multi-player game into multiple two-player games between each pursuer and each evader. In the specific case of a three-player PEG, it is decomposed into two two-player games. Since those two games have both distinct solutions a fusion of the latter must be performed. In the second method depicted in 4.3c), the Team-Subsumption Two-Player Game (TSTPG), each team is treated as one super-player, resulting in only one two-player PEG. Hence, all distinct states like the position, velocity and attitude of all players within a team are encapsulated into a single super-player state and the strategy space of this super-player contains each possible strategy combinations of all encapsulated players, meaning if each of them has $n$ admissible strategies, the super-player has $n^m$ admissible strategies, with $m$ being the number of players within the team. Both pursuers try to minimize their distance to the evader, while the evader tries to maximize it. At this point, there is no cooperation (agreement) between the pursuers assumed. The pursing team wins, if one of the pursuers catches the evader and the evader wins if the game never stops (diverges). With the help of simulation results all three different structures of the game have to be analyzed and an answer to the following questions has to be given:

- Does the game converge?
• Does the solution of a game with changed structure yield other results than the original one?

• Does another structure give a gain in run-time?

Therefore, a two-pursuer-one-evader PEG with multi-rotor UAVs is defined and solved with the above described approaches. It is assumed that all multi-rotor UAVs have an identical system structure and identical dynamical constraints as described in chapter 7. All systems can be controlled by providing a linear velocity reference vector in $x, y, z$-direction. The solution of the PEG provides optimal linear velocity vectors for all involved players.

### 4.2.1 Two-Pursuer-One-Evader Pursuit-Evasion Game

The PEG $\Pi = (N, K, \mathcal{X}, \mathcal{U}, \mathcal{J}, \mathcal{X}, \kappa, \iota, \Gamma, L)$ between the three UAV players is described by following properties:

#### Players

$N = P \cup E$ is the set of all players, while $P = \{p_1, p_2\}$ is the team of pursuers and $E = \{e\}$ the evader.

#### Termination

$K = \{1, \ldots, K\}$ is the integer set of stages with $K$ time steps. $K$ is called the terminal time. $K$ is finite if the pursuing team $P$ catches the evader $e$ and infinite if $e$ manages to escape. $e$ is caught if a pursuer $p \in P$ reaches a terminal position in $\xi^k \subset X \times Y \times Z$ and thus $(\chi^k, k) \in \Xi$ holds. $\xi^k$ is defined by a sphere with radius $d_e$ around the evader’s position $\text{pos}_e^k = (x_e^k, y_e^k, z_e^k)^T$ in the inertial frame.

#### State Space

The state space $X$ of each player is given by $X = X \times Y \times Z \times V_x \times V_y \times V_z \times \Phi \times \Theta \times \Psi \times P \times Q \times R$ with $x_{ie}^k \in X$ having the subspaces: position space
(X × Y × Z), linear velocity space (Vx × Vy × Vz), Euler angles (Φ × Θ × Ψ), and angular velocity space (P × Q × R).

\( \mathcal{X} = (X)^3 \) is the state space of the game with \( \chi^k = (x^k_{p1}, x^k_{p2}, x^k_e) \in \mathcal{X} \), while \( x^k_i \in X \) is the respective state vector of player \( i \in N \) in stage \( k \in K \). Hence,

\[
\chi^k = (x^k_{p1}, x^k_{p2}, x^k_e) = 
\begin{pmatrix}
  x^k_{p1} \\
  y^k_{p1} \\
  z^k_{p1} \\
  v^k_{x,p1} \\
  v^k_{y,p1} \\
  v^k_{z,p1} \\
  \phi^k_{p1} \\
  \theta^k_{p1} \\
  \psi^k_{p1} \\
  p^k_{p1} \\
  q^k_{p1} \\
  r^k_{p1}
\end{pmatrix},
\begin{pmatrix}
  x^k_{p2} \\
  y^k_{p2} \\
  z^k_{p2} \\
  v^k_{x,p2} \\
  v^k_{y,p2} \\
  v^k_{z,p2} \\
  \phi^k_{p2} \\
  \theta^k_{p2} \\
  \psi^k_{p2} \\
  p^k_{p2} \\
  q^k_{p2} \\
  r^k_{p2}
\end{pmatrix},
\begin{pmatrix}
  x^k_e \\
  y^k_e \\
  z^k_e \\
  v^k_{x,e} \\
  v^k_{y,e} \\
  v^k_{z,e} \\
  \phi^k_e \\
  \theta^k_e \\
  \psi^k_e \\
  p^k_e \\
  q^k_e \\
  r^k_e
\end{pmatrix}
\]  

(4.9)

The evolution of the PEG is given by:

\[
f(\chi^k, u^k_{p1}, u^k_{p2}, u^e) = \chi^{k+1} = (x^{k+1}_{p1}, x^{k+1}_{p2}, x^{k+1}_e) = 
\begin{pmatrix}
  x^k_{p1} \\
  y^k_{p1} \\
  z^k_{p1} \\
  v^k_{x,p1} \\
  v^k_{y,p1} \\
  v^k_{z,p1} \\
  \phi^k_{p1} \\
  \theta^k_{p1} \\
  \psi^k_{p1} \\
  p^k_{p1} \\
  q^k_{p1} \\
  r^k_{p1}
\end{pmatrix},
\begin{pmatrix}
  x^k_{p2} \\
  y^k_{p2} \\
  z^k_{p2} \\
  v^k_{x,p2} \\
  v^k_{y,p2} \\
  v^k_{z,p2} \\
  \phi^k_{p2} \\
  \theta^k_{p2} \\
  \psi^k_{p2} \\
  p^k_{p2} \\
  q^k_{p2} \\
  r^k_{p2}
\end{pmatrix},
\begin{pmatrix}
  x^k_e \\
  y^k_e \\
  z^k_e \\
  v^k_{x,e} \\
  v^k_{y,e} \\
  v^k_{z,e} \\
  \phi^k_e \\
  \theta^k_e \\
  \psi^k_e \\
  p^k_e \\
  q^k_e \\
  r^k_e
\end{pmatrix}
\]  

(4.10)

with the difference function \( x^{k+1} = f(x^k, v^k) \) from equation 7.3.

**Information**

**Attribute Information**

It is assumed that each player has a complete attribute information, thus \( \pi^k_i = \Pi^k, \forall k \in K, \forall i \in N \).

**State Information**

The state information \( \iota^k_i \in \iota \subseteq \mathcal{X}, \forall k \in K, \forall i \in N \) is of type feedback (perfect state) information, hence \( \iota^k_i = \{\chi^k\}, k \in K \). For the observation set \( \hat{X}^k_i \) of each player \( i \in N, \hat{X}^k_i = \chi^k \) holds. As a consequence, the observation function is given by \( \kappa^k_i(\chi^k) = \chi^k \).
**Action Space**

The finite and discrete action spaces $U_i \subset V_x \times V_y \times V_z$ (linear velocity spaces in the body fixed frame of a UAV) of each player $i \in \mathbf{N}$ are constant throughout the game. Using the single-action decomposition, the action sets are defined for a player $i$ as $U_{ix} = \left( u_{i,u,1} + a \frac{u_{i,u,2} - u_{i,u,1}}{s_{i,u}}, 0, 0 \right)$, $U_{iy} = \left( 0, u_{i,v,1} + b \frac{u_{i,v,2} - u_{i,v,1}}{s_{i,v}}, 0 \right)$, and $U_{iz} = \left( 0, 0, u_{i,w,1} + c \frac{u_{i,w,2} - u_{i,w,1}}{s_{i,w}} \right)$ with $a \in [0, s_{i,u} \mathbf{N}]$, $b \in [0, s_{i,v} \mathbf{N}]$ and $c \in [0, s_{i,w} \mathbf{N}]$ while $(s_{i,u} + 1)$, $(s_{i,v} + 1)$, and $(s_{i,w} + 1)$ are the number of available actions of player $i$ for each decomposed single-action game. Given the maximal velocity vector $v_{i}^{\text{max}} = (v_{i,x}^{\text{max}}, v_{i,y}^{\text{max}}, v_{i,z}^{\text{max}})^T \in V_x \times V_y \times V_z$ of a player $i$, the continuous action spaces are given by $[u_{i,u,1}, u_{i,u,2}] = [\frac{-v_{i,x}^{\text{max}}}{2}, \frac{v_{i,x}^{\text{max}}}{2}]$, $[u_{i,v,1}, u_{i,v,2}] = [\frac{-v_{i,y}^{\text{max}}}{2}, \frac{v_{i,y}^{\text{max}}}{2}]$ and $[u_{i,w,1}, u_{i,w,2}] = [\frac{-v_{i,z}^{\text{max}}}{2}, \frac{v_{i,z}^{\text{max}}}{2}]$.

**4.2.2 Full Game**

**Cost Functional**

The cost functional of the full game is defined as follows:

$$L(u_{p_1}^k, u_{p_2}^k, u_{e}^k) = \sum_{k=1}^K p(u_{p_1}^k, u_{p_2}^k, u_{e}^k, \chi^k)$$

with $p(\cdot)$ given by

$$p(u_{p_1}^k, u_{p_2}^k, u_{e}^k, \chi^k) = \sum_{i=1}^2 d(u_{p_i}^k, u_{e}^k, \chi^k)$$

and giving an estimation of the costs in stage $k$ if the action tuple $(u_{p_1}^k, u_{p_2}^k, u_{e}^k)$ is played. In particular $d(u_{p_i}^k, u_{e}^k, \chi^k)$ provides the change in distance of one pursuer $p_i$ to the evader, while the sum of all $d(\cdot)$’s constitutes the costs in stage $k$. 
Value Function

The value function $V(k, \chi^k)$ is defined as

$$V(k, \chi^k) = \min_{u_{p1}^k} \min_{u_{p2}^k} \max_{u_e^k} L(u_{p1}^k, u_{p2}^k, u_e^k).$$  \hspace{1cm} (4.13)

Action Choice

Since it has to be guaranteed that a solution is found, all sub-problems are solved by finding the Nash-equilibrium in mixed strategies. This yields in an optimal probability distribution $q^{ks}$ over the action space $U_{p1} \times U_{p2} \times U_e$ in stage $k$. In real applications only pure actions can be performed, therefore it has been defined that the optimal action tuple in pure strategies $u^{ks} = (u_{p1}^{ks}, u_{p2}^{ks}, u_e^{ks})$ is determined by choosing the pure actions where the probability distributions $q^{ks} = (q_{p1}^{ks}, q_{p2}^{ks}, q_e^{ks})$ are maximal. With the solution of the value function the optimal actions $u^{ks}$ are given by

$$u^{ks} = \arg V(k, \chi^k), \forall k \in K.$$ \hspace{1cm} (4.14)

The optimal linear reference velocities for the UAV controller are computed by

$$v_{r,i}^{ks} = \text{sat}(v_i^k + u_i^{ks}, v_i^{max}), i \in N$$ \hspace{1cm} (4.15)

while the function $\text{sat}(\cdot)$ limits the reference velocity vector to the maximum velocity vector.

4.2.3 Multiple Two-Player Game Decomposition

Cost Functional

In the MTPGD game multiple two-player games are solved while at the end the solutions of the distinct games are combined to one overall solu-
tion. Since, a two-pursuer-one-evader game is regarded, the game can be decomposed into two two-player PEGs with following cost functionals:

\[ L_1(u_{p1}^k, u_{e'}^k) = \sum_{k=1}^K p(u_{p1}^k, u_{e'}^k, \chi^k) \]  

(4.16)

\[ L_2(u_{p2}^k, u_{e''}^k) = \sum_{k=1}^K p(u_{p2}^k, u_{e''}^k, \chi^k) \]  

(4.17)

with \( p(\cdot) \) being defined as

\[ p(u_{p_i}^k, u_{e'}^k, \chi^k) = t(u_{p_i}^k, u_{e'}^k, \chi^k), i \in P \]  

(4.18)

giving an estimation of the costs in stage \( k \) if the action tuple \((u_{p_i}^k, u_{e'}^k)\) is played. In particular \( t(u_{p_i}^k, u_{e'}^k, \chi^k), i \in P \) provides the change in distance of the evader to pursuer \( p_i \), while taking into account the actual position of the other pursuer \( p_{1\lor2} \) in stage \( k \). In other words, \( L_1 \) provides the payoff for a two-player game between \( p_1 \) and \( e \), while \( p_2 \)'s position is taken into account whereas the position of \( p_2 \) is assumed to remain static during the actual stage. The same applies to \( L_2 \), vice versa. The definition of the distinct cost functionals for this decomposition method turned out to be very crucial, regarding the value of the game and its conformability to the value of the original game. The fusion of all sub-game solutions to one reasonable overall game solution is a highly challenging problem and depends strongly on the regarded application and even the number of pursuers is a critical factor. The analysis of a vast number of simulation results figured out that the proposed method provides results with a high similarity to the full game as described later in this chapter.

**Value Function**

The value functions are defined as

\[ V_1(k, \chi^k) = \min_{u_{p1}^k} \max_{u_{e'}^k} L_1(u_{p1}^k, u_{e'}^k). \]  

(4.19)
\[ V_2(k, \chi^k) = \min_{u^p_{i2}} \max_{u^e_{i'}} L_2(u^p_{i2}, u^e_{i'}). \quad (4.20) \]

**Action Choice**

As described above the optimal solutions in each stage of the game are calculated by solving both value functions by computing the Nash-equilibrium in mixed strategies for each sub-problem (stage) of the game. Whereas each pursuer gets assigned a single solution \( u^{k*}_{pi}, \forall i \in P \) by solving the two value functions from above, the evader has an optimal solution \( u^{k*}_e \) for playing against pursuer \( p_1 \) and an optimal solution \( u^{k*}_{e'} \) for playing against pursuer \( p_2 \) which have to be combined to one optimal solution. With the solution of the two value functions, the optimal action tuples are given by

\[
(u_{p1}^{k*}, u_{e}^{k*}) = \arg V_1(k, \chi^k), \forall k \in K. \quad (4.21)
\]

\[
(u_{p2}^{k*}, u_{e'}^{k*}) = \arg V_2(k, \chi^k), \forall k \in K. \quad (4.22)
\]

The optimal strategies describe linear velocities in \( x, y, z \)-direction, hence the combination of both optimal evader strategies \( u^{k*}_e \) and \( u^{k*}_{e'} \) can be performed by calculating the vector sum of each optimal strategy vector of \( e \):

\[
u_e^{k*} = u_e^{k*} + u_{e'}^{k*}. \quad (4.23)
\]

The optimal linear reference velocities for the UAV controller are computed by

\[
\nu_i^{r,k*} = \text{sat}(\nu_i^k + u_i^{k*}, \nu_{i}^\text{max}), \forall i \in N \quad (4.24)
\]

while the function \( \text{sat}() \) limits the reference velocity vector to the maximum velocity vector.
4.2.4 Team-Subsumption Two-Player Game

Unlike the MTPGD, in which the cost functional is split into many cost functionals describing many two-player games, the TSTPG requires a entirely different game structure. The basic idea of the TSTPG is that all players of a team are encapsulated into one single super-player, while the cost functional of the game is a combination of two cost functionals defined for each pursuer with the evader. This results in the following new game definition of the PEG $^2\Pi = (N, K, X, U, f, \hat{X}, \kappa, \iota, \Gamma, L)$ between the three UAV players:

Players

$N = P \cup E$ is the set of all players, while $P = \{S_p\}$, with $S_p = \{p_1, p_2\}$ is a super-pursuer representing two pursuers and $E = \{e\}$ is the evader.

Termination

$K = \{1, \ldots, K\}$ is the integer set of stages with $K$ time steps. $K$ is called the terminal time. $K$ is finite if the super-pursuer $S_p$ catches the evader $e$ and infinite if $e$ manages to escape. $e$ is caught if a pursuer $p_i \in S_p, i = 1, 2$ reaches a terminal position in $\xi^k \subset X \times Y \times Z$ and thus $(\text{pos}^k_{p_i}, k) \in \Xi$ holds. $\xi^k$ is defined by a sphere with radius $d_e$ around the evader’s position $\text{pos}^k_e = (x^k_e, y^k_e, z^k_e)^T$ in the inertial frame.

State Space

The state space $X$ of $e$ is given by $X = X \times Y \times Z \times V_x \times V_y \times V_z \times \Phi \times \Theta \times \Psi \times P \times Q \times R$ with $x_{e}^{k \in K} \in X$ having the subspaces: position space $X \times Y \times Z$, linear velocity space $V_x \times V_y \times V_z$, Euler angles $\Phi \times \Theta \times \Psi$, and angular velocity space $P \times Q \times R$. For $S_p$ the state space is given by $X^2$ with $x_{S_p}^{k \in K} = (x_{p_1}^{k \in K}, x_{p_2}^{k \in K}) \in X^2$. 

$X$ is the state space of the game with $\chi^k = (x^k_p, x^k_e) \in X$. Hence,

$$
\chi^k = (x^k_p, x^k_e) = \left( \begin{array}{c}
x^k_p \\
y^k_p \\
x^k_e \\
y^k_e \\
\vdots \\
\vdots \\
p^k_p \\
q^k_p \\
r^k_p \\
r^k_e \\
\end{array} \right), \quad f(\chi^k, u^k, s_p, s_e) = \left( \begin{array}{c}
x^{k+1}_p \\
y^{k+1}_p \\
x^{k+1}_e \\
y^{k+1}_e \\
\vdots \\
\vdots \\
p^{k+1}_p \\
q^{k+1}_p \\
r^{k+1}_p \\
r^{k+1}_e \\
\end{array} \right), \quad (4.25)
$$

with

$$
\begin{pmatrix}
\begin{array}{c}
x^k_p \\
y^k_p \\
x^k_e \\
y^k_e \\
\vdots \\
\vdots \\
p^k_p \\
q^k_p \\
r^k_p \\
r^k_e \\
\end{array} \end{pmatrix} = \begin{pmatrix}
\begin{array}{c}
x_{p1}^k \\
y_{p1}^k \\
x_{p2}^k \\
y_{p2}^k \\
\vdots \\
\vdots \\
p_{p1}^k \\
q_{p1}^k \\
r_{p1}^k \\
r_{p2}^k \\
\end{array} \end{pmatrix}, \quad (4.26)
$$

The evolution of the PEG is given by $f(\chi^k, u^k, s_p, s_e) = \chi^{k+1} = (x^{k+1}_p, x^{k+1}_e) = \left( S f(x^k_p, s_p h(u^k_p)), f(x^k_e, h(u^k_e)) \right), \quad (4.27)$

while

$$
S f(x^k_p, s_p h(u^k_p)) = (f(x^k_{p1}, h(u^k_{p1})), f(x^k_{p2}, h(u^k_{p2}))) \quad (4.28)
$$
and with the difference function $x^{k+1} = f(x^k, v^k)$ defined above in equation 7.3. The function $S_h$ is defined as

$$S_h : V_x^2 \times V_y^2 \times V_z^2 \rightarrow Y^2,$$

(4.29)

yields an input matrix $S_{uv}$ for players $p_1$ and $p_2$ given an admissible action $u^k_{sp}$.

**Information**

The same attribute and state information as defined for the other two cases is assumed.

**Action and Strategy Space**

Since, the pursuers $p_1$ and $p_2$ are represented by a super-player $S_p$, a strategy of the latter is a mapping $\gamma^k_{sp} : \iota^k_{sp} \mapsto U_{p1} \times U_{p2}, \forall k \in K$. The evader’s strategies are mappings $\gamma^k_e : \iota^k_e \mapsto U_e, \forall k \in K$. In this case $\gamma^k_{sp}(\iota^k) = U_{p1} \times U_{p2} = U_{sp}$ having the elements $u^k_{sp} = (u^k_{p1}, u^k_{p2})$ and $\gamma^k_e(\iota^k) = U^k_e$ having the elements $u^k_e, \forall k \in K$ is defined. The exact declaration of the action spaces is the same as proposed above with single-action game decomposition.

**Cost Functional**

The cost functional defined as follows:

$$L(u^k_{sp}, u^k_e) = p(u^k_{sp}, u^k_e, \chi^k)$$

(4.30)

with $p(\cdot)$ defined as

$$p(u^k_{sp}, u^k_e, \chi^k) = \sum_{k=1}^{K} d(u^k_{p1}, u^k_e, \chi^k) \cdot \sum_{k=1}^{K} d(u^k_{p2}, u^k_e, \chi^k)$$

(4.31)

and giving an estimation of the costs in stage $k$ if the action tuple $(u^k_{sp}, u^k_e)$ is played. In particular $d(u^k_{p1}, u^k_e, \chi^k)$ provides the change in distance of one pursuer $p_i$ to the evader.
Value Function

The value function $V(k, \chi^k)$ is defined as

$$V(k, \chi^k) = \min_{u^k_{Sp}} \max_{u^k_e} L(u^k_{Sp}, u^k_e).$$  \hfill (4.32)

Action Choice

Here, too, the solution method described above is used to solve the value function. The present game definition reduces the three-player game to a two player game by representing the pursuer team by a super-pursuer, having an extended strategy space. The solution of the value function yields the optimal actions $u^{ks}$

$$u^{ks} = (u^{ks}_{Sp}, u^{ks}_e) = \arg \, V(k, \chi^k), \forall k \in K.$$  \hfill (4.33)

Since, the optimal action of the super-pursuer $u^{ks}_{Sp}$ is an action combination of $p_1$ and $p_2$ the optimal actions can be assigned to $u^{ks}_{p1}$ and $u^{ks}_{p2}$. The optimal linear reference velocities for the UAV controller are computed by

$$v^{r,ks}_{i} = \sat(v^{k}_{i} + u^{ks}_{i}, v^{max}_{i}), \, i \in N$$  \hfill (4.34)

while the function $\sat(\cdot)$ limits the reference velocity vector to the maximum velocity vector.

4.2.5 Time-Complexity Analysis

Regarding the solution process for one call of $NPG$ for the above defined game structures having a number of $N$-players, while each player has a number of $S$ admissible actions, an optimal strategy has to be found out of $S^N$ combinations. The full game is transformed to one optimization problem with dimension $S^N$, the MTPGD game is transformed to $N$ optimization problems with dimension $S^2$, and the the TSTPG game is transformed to one optimization problem with dimension $S^N$. Regarding the time complexity of $NPG$, this means the full game requires $O(S^{3N})$ time, the MTPGD
\(O(NS^6)\) time, and the TSTPG \(O(S^{3N})\) time to find a solution. While the MTPGD provides a relevant time-complexity reduction with an increasing number of players and strategy combinations, the TSTPG yields no improvement towards the original game using this algorithm. Another big advantage of the MTPGD in opposition to the other approaches is, that \(N\) distinct optimization problems have to be solved enabling a parallel computation. In other words, a player with \(N\) processors can solve the game requiring \(O(S^6)\) time.

### 4.2.6 Comparison

In order to compare the proposed multi-player game structures, several numerical simulations have to be carried out. The following assumptions are made for the PEG simulations:

- Each variant is simulated by running simulations with \(61 \times 61\) different initial values \(\chi_{x,y}^1\), with:

\[
\chi_{x,y}^1 = \begin{pmatrix}
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
v_{x,p_1}^\text{max} & v_{x,p_2}^\text{max} & v_{x,e}^\text{max} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x & y & 0 & v_{\text{max}} & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\end{pmatrix}
\], \(x, y \in [0, 60]\).

- The evader’s initial position is always \((30, 30, 0)^T\) and that of pursuer \(p_2\) is always \((0, 0, 0)^T\). Pursuer \(p_1\) starts from varying positions to be able to analyze all different position constellations between all agents.

- The maximum translational velocity of the pursuers is set to \(v_{p_1}^\text{max} = v_{p_2}^\text{max} = (15, 15, 3.5)^T\), and the maximal absolute velocity to \(v_{p_1}^\text{maxA} = v_{p_2}^\text{maxA} = 15\). Also, \(v_e^\text{max} = (10, 10, 2)^T\), and \(v_e^\text{maxA} = 10\), are set for the evader, respectively.
Figure 4.4: Average runtime as a function of the number of strategies in one stage.

- The number of discrete actions in one stage for each player is set to $s_{p_1} = s_{p_2} = s_e = s = 27, 125, 343, \text{ and } 729$, resulting in four simulation series with each having 3721 game simulations.

- The stage duration of the PEG is set to $\Delta T = 0.1$ while the velocity and attitude controller are sampled with $\Delta t = 5e - 3$.

- The capture radius is set to $d_c = 5$.

The results revealed that each game converged in all three game variants. Figure 2 depicts the average runtime of each of the four simulation series for each variant as a function of the strategy options of each player in one stage of the game. The total number of simulated games is 44652. To analyze the
results, the position space $E_j$ is divided into quadrants $B_1^j, \ldots, B_4^j$:

\[
B_1 = \{ x_{x,y}^1 | x, y \in [0, 30] \} \\
B_2 = \{ x_{x,y}^2 | x \in [0, 30], y \in [31, 60] \} \\
B_3 = \{ x_{x,y}^3 | x, y \in [31, 60] \} \\
B_4 = \{ x_{x,y}^4 | x \in [31, 60], y \in [0, 30] \} \\
E^j = B_1 \cup \cdots \cup B_4
\]

Regarding the average run-time of all simulation series in figure 4.4, the results reflect mostly the time complexity analysis in the last section. While the
original game reveals a shorter run-time in respect to TSTPG with increasing strategy space, the MTPGD, otherwise, enables a calculation equally fast for \( s = 3 \), \( \approx 1.57 \) times faster for \( s = 5 \), \( \approx 4.2 \) times faster for \( s = 7 \), and \( \approx 8.6 \) times faster for \( s = 9 \), using the npg algorithm. The run-time of the TSTPG and the MTPGD can be reduced even more, when using the Lemke-Howson algorithm, which is only available for two-player games. Thus, for the TSTPG solution a calculation \( \approx 2.8 \) times faster for \( s = 3 \), \( \approx 4.7 \) times faster for \( s = 5 \), \( \approx 9.75 \) times faster for \( s = 7 \), and \( \approx 20.79 \) times faster for \( s = 9 \). For the MTPGD solution a calculation \( \approx 2.9 \) times faster for \( s = 3 \), \( \approx 7.75 \) times faster for \( s = 5 \), \( \approx 24.77 \) times faster for \( s = 7 \), and \( \approx 70.36 \) times faster for \( s = 9 \).

Figure 4.5 depicts the average of terminal stages in each quadrant of the position space. It can be seen that all three approaches yield almost identical average values in each quadrant (< 2 stages). The standard deviation in \( B_1 \), \( B_2 \), \( B_3 \) and \( B_4 \) of the difference of the MTPGD and the full game are given by 2.23 stages (\( \equiv 0.223s \) capture time), 6.86 stages (\( \equiv 0.686s \) capture time), 2.34 stages (\( \equiv 0.234s \) capture time), and 11.83 stages (\( \equiv 1.183s \) capture time). The results total up to an average of 0.66 stages difference and a standard deviation of 6.81 stages (\( \equiv 0.681s \) capture time). Due to the decomposition process, a portion of information gets lost in the distinct 2-Player games, leading to these deviations.

The difference of the TSTPG to the full game sums up to an average value of 0.23 stages and a standard deviation of 3.53 stages (\( \equiv 0.353s \) capture time). The average value’s standard deviation in \( B_1 \), \( B_2 \), \( B_3 \) and \( B_4 \) are given by 1.44 stages (\( \equiv 0.144s \) capture time), 2.33 stages (\( \equiv 0.233s \) capture time), 2.06 stages (\( \equiv 0.206s \) capture time), and 5.97 stages (\( \equiv 0.597s \) capture time).

Despite the fact that the average of the difference of the terminal stage values is almost zero, a standard deviation of up to 11.83 stages in \( B_4 \) could be observed. The results indicates, that in some cases the strategies computed with the MTPGD differ from those of the full game. Due to the fact that the pursuers are regarded separately, the evader considers only the strategy option of each antagonist independently. In opposition to the single-action game decomposition, where no qualitative detriment regarding the solution is observed, the MTPGD differs from the original solution under specific circumstances. The fusion of the distinct sub-game solutions is very cru-
cial. Although the property of game theory, that the solution of a game depends on the decision of each involved player, is not violated, the solution of the regarded game is no longer a pure three-player game solution. It is a composition of two distinct two-player games. The main advantage of this approach is the computational time gain. Figure 4.4 depicts the average runtime of each game, starting at the above defined initial positions, as a function of the strategy options each player has in one stage of the game per axis. With increasing strategy space the TSTPG has even a bigger run-time as the full game. It can also be seen, that the run-time of the MTPGD is considerably smaller with increasing strategy space. Since the two new structures regard only two-player games, more sophisticated algorithms, only available for two-player games, can be used. As depicted on figure 4.4, the Lemke-Howson algorithm gives an significant reduction to the run-time of the TSTPG and MTPGD. The TSTPG solution is even faster calculated with the Lemke-Howson algorithm then the MTPGD solution with the npg algorithm. However, the fastest combination is constituted by the MTPGD and the Lemke-Howson algorithm. Due to the tremendous time-complexity reduction of the game with the MTPGD, this approach yields an acceptable trade-off between time-complexity and solution quality.

4.3 Conclusion

First, the decomposition of the action sets of each player in a game is shown, resulting in three distinct games. It is presented that the results of both methods yield close results, while the time-complexity could be reduced markably. Moreover, two different game structures for multi-player dynamic games are introduced and applied to a two-pursuer-one-evader pursuit-evasion game. It is shown that the MTPGD provides a game-theoretical solution approach for a multi-player game that considerably reduces the run-time of the solution algorithm. Both, the MTPGD and TSTPG approach provided close results to the original game. In addition, the MTPGD provides a solution approach which enables a parallel computation of all distinct two-player games. That means, with $N$ processors, the run-time can be improved by a factor of $N$. Both methods enable the usage of the Lemke-Howson algorithm for the solution of the game, which is a more sophisticated algorithm.
only available for two-player games. In summary, by the decomposition of the action space and the usage of the MTPGD game solved with the Lemke-Howson algorithm, the run-time of a game with 3 strategies per axis, per player and per stage, can be improved by a factor of \( \approx 5.8 \), with 5 strategies by a factor of \( \approx 141.8 \), with 7 by a factor of \( \approx 1847.3 \) and with 9 strategies by a factor of \( \approx 12043.52 \). For the usage of the TSTPG solved with the Lemke-Howson algorithm the run-time of a game with 3 strategies per axis, per player and per stage, can be improved by a factor of \( \approx 5.6 \), with 5 strategies by a factor of \( \approx 86 \), with 7 by a factor of \( \approx 727.16 \) and with 9 strategies by a factor of \( \approx 3558.62 \). Since, [ASB14b; ASB16] proved that a real-time implementation of a two-player PEG with two identical UAVs is applicable, especially the MTPGD enables the real-time applicability for PEGs with multiple UAVs.
Cooperation and Behavior
Assignment

In this chapter a solution concept for general multi-team games is presented. It is aimed to define a solution concept that allows a superordinate cooperation between team-members. Since this work focuses on PEGs with UAVs, this class of games is used to verify the presented solution concept. In respect to two-player pursuit-evasion games, multi-player pursuit-evasion games with an arbitrary number of players are much more complex. The game changes from a pure non-cooperative into a cooperative one between the players within a team and to a non-cooperative one between the parties. Furthermore, a certain degree of flexibility for the team’s strategies is desired. In other words, the teams should be able to negotiate about different behavioral strategies and assign them to each team-mate. This negotiation process can be defined as a superordinate cooperative game.

The problem which is treated in this chapter has been firstly stated in [AB12], briefly: *Is a team of pursuers able to catch a faster evader by cooperation in a visibility-based PEG with imperfect information?* The solution approach described in [AB12] includes the use of a cascaded system structure for the UAV agents, similar to that depicted in figure 5.4. Due to a communication channel between the pursuers, they are able to maximize their information set. This can be used for a battue against the evader and to contain or ambush the evader, which requires that the pursuers are able to change their behavior from time to time. Therefore, two behaviors, the pursue and the battue behavior will be introduced. In [AB12] an urban environment is assumed, which will be neglected in this chapter. In order to move in an en-

environment with many obstacles, a collision avoidance behavior as introduced in [ASB14a] for PEG is required. The PEG in an environment with moving and static obstacles will be treated in chapter 7.6.

Other than stated in [AB12], the PEG will be separated into two levels, the cooperative and non-cooperative level. This gives a higher flexibility to the cooperating teams. The system structure of each player in a perfect information PEG could then be defined as depicted in figure 5.1. Due to the perfect state information, each player has full knowledge about the game state in each time step. This system structure is an analogical representation of a RNBC-structure realization, which is introduced in [ASB14a] for a non-cooperative two player PEG as a preliminary work and will be presented in the next chapter in detail.

This structure is extended by adding the “Cooperative Behavior Assignment” layer on top, analogical to figure 5.1. The implementation of this structure is done in [Sch14] where two-pursuer one-evader PEGs with UAVs moving on a 2-D plane with faster pursuers in games with perfect state information structure are analyzed. The main tasks of this work are, amongst others, on the one hand to find out, which game-theoretical cooperation approach yields the best results for the pursuers, and on the other hand whether a cooperation yields a gain in the pursuer’s outcome. This implementation is used in this work and extended to 3D motion and to games with imperfect information and delayed information sharing.

The results of the multi-player PEG with UAVs and cooperating pursuers moving in a 3D environment in PEGs with perfect state information, presented in this work, have been published in [ASB15].

5.1 Superordinate Cooperation in PEGs

The two-pursuer one-evader game defined in 4.2.1 is extended by a superordinate cooperation level enabling multiple pursuers and evaders to team up. In simulations it will be shown, that the outcome of the pursuers in a two-pursuer one-evader PEG can be enhanced by cooperation. The pursuers are able to negotiate which pursuing behavior (pursuit or battue) is assigned to them by applying game-theoretical solution methods for cooperative games.
The two pursuers one-evader problem stated above with UAV agents with identical dynamical constraints has to be solved assuming that:

- The 3-D environment is unbounded and without obstacles.
- The evader is slower than the pursuers.
- All players have perfect state information and complete attribute information.

A solution to this problem is sought that fulfills following requirements:

- All agents have to consider that the solution of the problem depends on the decisions of each participant.
- The players must be able to react to unexpected behavior (closed-loop solution).
- The pursuers have to cooperate.

Therefore, following solution approach is proposed:

- Definition of a superordinate cooperative game between the pursuers enabling a strategic behavior change, solved with game-theoretical methods (Nash Equilibrium [Nas50a], Nash Bargaining Solution [Nas53], Pareto Efficiency [McL08]).
- Game-theoretical solution approach for the subordinate non-cooperative game.

Figure 5.1 illustrates the general structure of the players (in this case only the pursuers). In the cooperative game set-up a behavioral strategy is assigned by solving a static normal-form cooperative game between the pursuers. Each player has two admissible behavioral strategies, which are pursuit and battue. The payoff matrix of this game is constituted as defined in Table 5.1. A payoff tuple \((\bar{R}_1, \bar{R}_2)\) denotes the optimal payoff of playing the non-cooperative game against the evader for a duration of \(K\) stages, while acting according to the behavioral strategy \(b \in \{p, b\}\), while \(p\) stands for pursuit and \(b\) for battue, respectively. The sub-game solutions of the non-cooperative
Table 5.1: Static cooperative game for behavior assignment.

<table>
<thead>
<tr>
<th>Behavioral Strategy</th>
<th>pursuit</th>
<th>battue</th>
</tr>
</thead>
<tbody>
<tr>
<td>pursuit</td>
<td>(£¹L₁ₚ*, £₁ₚ*)</td>
<td>(£¹L₂ₚ*, £₂ₚ*)</td>
</tr>
<tr>
<td>battue</td>
<td>(£¹L₁ₚ*, £₂ₚ*)</td>
<td>(£¹L₁ₚ*, £₂ₚ*)</td>
</tr>
</tbody>
</table>

Figure 5.1: Player’s structure in game with perfect state information.

The game can be memorized to avoid a recalculation. The solution of that game, yields an optimal team strategy. Now that each pursuer knows its optimal behavior, the perviously calculated optimal actions for the non-cooperative game can be recalled, if and only if the evader plays as expected, i.e. optimal. If the evader doesn’t play optimal, the behaviors are kept anyway for the duration of $K$ stages. So the sub-game solutions of the non-cooperative game have to be calculated for the actual, unexpected, state of the game. The sub-game solutions for each stage of the non-cooperative game, i.e the optimal actions, are passed to the UAV controller and executed by the UAV system. Up to this point, a perfect state information is assumed, thus the adversary state estimation is a perfect state observer with no time delay, just like the team-information sharing has no time delay in such a game. Later, it will be shown, how an imperfect state information with delayed observation sharing affects the solution of the game.
5.2 Team-Behavior Game

As stated before, the pursuers are able to chance their behavior within a given time horizon of $K$ stages. The two behaviors are pursuit and battue. In the following it is described which cost functionals describe the behavior of the pursuers within the PEG.

5.2.1 Battue and Pursuit

Assuming that the evader is permanently maximizing the distance to the pursuers, the latter can either minimize the distance (pursuit) to the evader or follow the so called battue point (battue). To understand how the battue point is determined the situation as depicted on figure 5.2 is regarded (blue pursuer is kept at a constant position for demonstration purposes). The green pursuer is supposed to drive the evader towards the blue one. Therefore, a line through the blue pursuer’s position $\mathbf{pos}_{p}^{k+1}$ and the evader’s position $\mathbf{pos}_{e}^{k+1}$ is set. The battue point is a point on this line with a specific distance to the evader’s position in opposite direction to the blue pursuer. Pursuing the battue point results in driving the evader towards a teammate. The battue point is calculated by

\[
bp_{p} = \mathbf{pos}_{p}^{k+1} + \xi \cdot (\mathbf{pos}_{e}^{k+1} - \mathbf{pos}_{p}^{k+1})
\]  
\[
\xi = \frac{\|\mathbf{pos}_{p}^{k+1} - \mathbf{pos}_{p}^{k+1}\|^2 + \|\mathbf{pos}_{e}^{k+1} - \mathbf{pos}_{p}^{k+1}\|^2}{\|\mathbf{pos}_{e}^{k+1} - \mathbf{pos}_{p}^{k+1}\| \cdot \|\mathbf{pos}_{p}^{k+1} - \mathbf{pos}_{p}^{k+1}\|} - c.
\]  

The constant $c$ in the latter equation affects the distance of the battue point to the evader. With a value of $c = 0.9$ the best results could be achieved, while this value is determined empirically. If both pursuers play pursue the cost functional is given by:

\[
L(u_{p1}^{k}, u_{p2}^{k}, u_{e}^{k}) = \sum_{k=1}^{K} p \left( u_{p1}^{k}, u_{p2}^{k}, u_{e}^{k}, \lambda^{k} \right)
\]
with $p(\cdot)$ being defined as

$$p(u^k_{p_1}, u^k_{p_2}, u^k_e, \chi^k) = \sum_{i=1}^2 d(u^k_{p_i}, u^k_e, \chi^k)$$  (5.4)$$

and giving an estimation of the costs in stage $k$ if the action tuple $(u^k_{p_1}, u^k_{p_2}, u^k_e)$ is played. In particular $d(u^k_{p_i}, u^k_e, \chi^k)$ provides the change in distance of one pursuer $p_i$ to the evader, while the sum of all $d(\cdot)$’s constitutes the costs in stage $k$. If a pursuer plays battue its cost functional is given by:

$$L(u^k_{p_1}, u^k_{p_2}, u^k_e) = \sum_{k=1}^K h(\chi^{k+1}, u_p, \chi^k) = \sum_{k=1}^K ||b_p - pos^{k+1}_p||,$$  (5.5)$$

while the outcome of the remaining players results from $d(u^k_{p_i}, u^k_e, \chi^k)$. 

**Figure 5.2:** Green pursuer drives evader (red) towards blue pursuer.
To make a choice which behavior is assigned to the pursuers for the regarded time horizon, a *static two-player cooperative game* is solved with the outcome

\[ \eta(\sigma) = (\|\text{pos}^{k+\kappa}_{e,\sigma} - \text{pos}^{k+\kappa}_{p1,\sigma}\|, \|\text{pos}^{k+\kappa}_{e,\sigma} - \text{pos}^{k+\kappa}_{p2,\sigma}\|), \] (5.6)

while \( \text{pos}^{k+\kappa}_{i,\sigma} \) is the position of player \( i \in \mathbb{N} \) of the PEGs in stage \( k+\kappa \), if the pursuers played in the stages \([k, k+\kappa]\) the behavioral strategy combination \( \sigma = (\sigma_{p1}, \sigma_{p2}) \in \Sigma \times \Sigma \), with \( \Sigma = p, h \) being the behavioral strategy space with the elements \( p \) for *pursuit* and \( h \) for *battue*. This results in a normal-form game with the strategies *pursuit* and *battue* for each player, and the outcomes \( \eta(\sigma) \), while both players want to minimize their outcome. The solution of this game provides a behavioral strategy combination, which is applied by the pursuers in the subsequent stages. This problem is solved by using different game-theoretical approaches to determine which one yields the best results. Therefore, the *Nash Equilibrium*, the *Nash Bargaining Solution*, and the *Pareto Efficiency* are utilized. To evaluate the simulation results, two questions have to be answered:

- Do cooperating pursuers achieve better results?
- Which solution approach for the cooperative game yields the best results?

Therefore, the solutions of the cooperative game with four different solution variants have to be compared, namely the *Nash Equilibrium* (Variant 1), *Nash Bargaining Solution* (Variant 2), *Pareto Efficiency* (Variant 3), and no cooperative game is played while each pursuer minimizes the distance to the evader (Variant 4).

### 5.2.2 Comparison for Games with Perfect State Information

The following assumptions are made for the PEG simulations:

- Each variant is simulated by running simulations with 61 × 61 different initial values \( \chi_{x,y}^{k} \), with:
The evader’s initial position is always \((30, 30, -2)^T\) and that of pursuer \(p_2\) is always \((0, 0, -2)^T\). Pursuer \(p_1\) starts from varying positions to be able to analyze all different position constellations between all agents.

The maximum translational velocity of the pursuers is set to \(v_{\text{max}}^{p_1} = v_{\text{max}}^{p_2} = (15, 15, 3.5)^T\), and the maximal absolute velocity to \(v_{\text{max}}^{\text{maxA}} = v_{\text{maxA}}^{p_2} = 15\). Also, \(v_{\text{max}}^{e} = (12, 12, 2)^T\), and \(v_{\text{maxA}}^{e} = 12\), are set for the evader, respectively.

The number of different discrete actions for each player is set to \(s_{p_1} = s_{p_2} = s_e = 9\), while \(s_{p_1,u} = s_{p_2,u} = s_{e,u} = s_{p_1,v} = s_{p_2,v} = s_{e,v} = 2\), and \(s_{p_1,w} = s_{p_2,w} = s_{e,w} = 1\).

The stage duration of the PEG is set to \(\Delta T = 0.1\) while the velocity and attitude controller are sampled with \(\Delta t = 5e - 3\).

The stage duration for the superordinate cooperative game is set to \(10 \cdot \Delta T\).

The capture radius is set to \(d_e = 5\).

The analyze the results, the position space \(\mathcal{E}^j\) is divided into quadrants \(\mathfrak{B}_1^j, \ldots, \mathfrak{B}_4^j\):

\[
\mathfrak{B}_1 = \{ \chi_{x,y}^1 | x, y \in [0, 30] \}
\]
\[
\mathfrak{B}_2 = \{ \chi_{x,y}^1 | x \in [0, 30], y \in [31, 60] \}
\]
\[
\mathfrak{B}_3 = \{ \chi_{x,y}^1 | x, y \in [31, 60] \}
\]
\[
\mathfrak{B}_4 = \{ \chi_{x,y}^1 | x \in [31, 60], y \in [0, 30] \}
\]
\[
\mathcal{E}^j = \mathfrak{B}_1 \cup \cdots \cup \mathfrak{B}_4
\]
Figure 5.3: Difference of average terminal stages of coop. and non-coop solution.

Figure 4.5 depicts how many stages are needed to capture the evader in average for each quadrant in respect to the game with no cooperation. While the solution derived with the Nash Equilibrium and the Nash Bargaining Solution are almost equal, the solution derived with the Pareto Efficiency points up a significant improvement regarding the terminal stage, especially in respect to the solution without cooperation and thus without behavior assignment. Taking a closer look at figure 4.5 reveals, that the initial positions of all players are affecting the solution considerably as documented in table 5.2, 5.3, 5.4, and 5.5. Most notably in $B_3$, where the two pursuers “surround” the evader, the Pareto Efficiency solution yields an average improvement of 13.25% in opposition to the non-cooperative solution. These two facts are an important indication for a good pursuing strategy: If the pursuers surround the evader, playing the cooperative game with the Pareto Efficiency approach will yield a remarkable improvement in capture time.
<table>
<thead>
<tr>
<th>Method</th>
<th>Average of Stages</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nash Equilibrium</td>
<td>62.78</td>
<td>3.54%</td>
</tr>
<tr>
<td>Nash Bargaining Solution</td>
<td>62.76</td>
<td>3.59%</td>
</tr>
<tr>
<td>Pareto Efficiency</td>
<td>62.59</td>
<td>3.37%</td>
</tr>
<tr>
<td>No Cooperation</td>
<td>64.70</td>
<td>–</td>
</tr>
</tbody>
</table>

**Table 5.2:** Average of terminal stages in $B_1$.

<table>
<thead>
<tr>
<th>Method</th>
<th>Average of Stages</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nash Equilibrium</td>
<td>67.30</td>
<td>8.00%</td>
</tr>
<tr>
<td>Nash Bargaining Solution</td>
<td>67.27</td>
<td>8.05%</td>
</tr>
<tr>
<td>Pareto Efficiency</td>
<td>66.09</td>
<td>9.98%</td>
</tr>
<tr>
<td>No Cooperation</td>
<td>72.69</td>
<td>–</td>
</tr>
</tbody>
</table>

**Table 5.3:** Average of terminal stages in $B_2$.

<table>
<thead>
<tr>
<th>Method</th>
<th>Average of Stages</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nash Equilibrium</td>
<td>53.90</td>
<td>1.79%</td>
</tr>
<tr>
<td>Nash Bargaining Solution</td>
<td>53.85</td>
<td>1.89%</td>
</tr>
<tr>
<td>Pareto Efficiency</td>
<td>48.45</td>
<td>13.25%</td>
</tr>
<tr>
<td>No Cooperation</td>
<td>54.87</td>
<td>–</td>
</tr>
</tbody>
</table>

**Table 5.4:** Average of terminal stages in $B_3$.

<table>
<thead>
<tr>
<th>Method</th>
<th>Average of Stages</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nash Equilibrium</td>
<td>53.27</td>
<td>0.24%</td>
</tr>
<tr>
<td>Nash Bargaining Solution</td>
<td>53.27</td>
<td>0.24%</td>
</tr>
<tr>
<td>Pareto Efficiency</td>
<td>51.23</td>
<td>4.23%</td>
</tr>
<tr>
<td>No Cooperation</td>
<td>53.40</td>
<td>–</td>
</tr>
</tbody>
</table>

**Table 5.5:** Average of terminal stages in $B_4$.

### 5.3 Team-Behavior Game with Delayed Observation Sharing and Imperfect Information

In general, a perfect state information is unrealistic. Perfect state information signifies that each player is able to observe the whole state space in each time step of a game with an instantaneous perfect state observer. Regarding
real applications, like search and rescue missions or air combat maneuvering, an agent $i \in \tau$ is only able to estimate its own states and the state of others within its observable space, i.e. observable set $\hat{X}_i^k \subset X$ in stage $k$ with the help of a set of arbitrary sensors and filters/observers as depicted in figure 5.4. The observable set of player $i$ in stage $k$ results directly from the sensing area of player $i$’s sensors. There exists an observation function $\kappa : X \rightarrow \hat{X}_i^k$, with

$$\hat{x}_i^k = \kappa(x^k),$$  

(5.7)

giving an estimation of the state of the game $\hat{x}^k$, $\forall k \in K$. Due to a physically limited rate of sensing and due to information processing the state estimations are available after a certain constant time delay of $\alpha$ stages. Certainly each real sensor has a physically limited sensing range. Hence, each agent can only observe its own state vector, and the state vector of each agent within its sensing area. This opens the door for observation sharing within a team of agents. It is assumed that a secure data link between all $m \in P_m$, $\forall m \in \{1, 2, \ldots, M\}$ and between all $l \in E_l$, $\forall l \in \{1, 2, \ldots, L\}$ exists. The transmission time $\beta$ stages for a full information exchange between all players within a team is assumed to be constant. All in all, in real applications each player $i$ gathers as much information as possible, resulting generally in an $\beta$-step delayed imperfect state information $\iota_i^k = \hat{x}_i^{k-\beta}$. Moreover, $i$ is a member of a team $Q \subset \tau$, while $i$ is able to share its state information $\iota_i^k$, with all $q \in Q$, $\forall q \neq i$ and vice versa. In particular, the state information of player $i$ results in:

$$OS_{\iota_i^k} = \{\iota_i^k, \iota_i^{k-\beta}, \ldots, \iota_i^{k-\beta}\},$$  

(5.8)

while $k \in K$, $o = \{m, \ldots, l\}$, and $o \cup i = J$.

Regarding figure 5.4, the control structure of one UAV player $i$ in a multiplayer PEG is depicted. The sensors and filters are estimating on the one hand the state of player $i$, and on the other hand an adversary state estimator is estimating the states of each foe within the observable set of player $i$. The estimation of those states takes $\alpha$ stages to be completed. In a next step, this information is shared with all teammates, which takes another $\beta$ steps. At this point, each player within a team knows the states of all his teammates and the states of all foes within an observable set of each teammate $\alpha+\beta$ steps
 ago. Based on that information an estimate of the actual position of each observable player can be conducted and the cooperative game can be player to obtain an optimal behavioral strategy, based on the observable game state $\hat{x}^k$ of the regarded team. This optimal solution is used to determine the non-cooperative game set-up, and estimate the optimal actions of each UAV.

Due to the high complexity of obtaining a game-theoretical solution the absolute state estimation time is in general much smaller then the stage duration $\Delta t$ of one stage $k$. Thus, $\alpha$ is assumed to be 0. Vice versa, a secure team-information sharing can be assumed to generate more overhead. Hence, it is assumed that $\beta$ is a multiple of $k$, with $\beta = r \cdot k$, $r \geq 0$, and $r \in \mathbb{N}$.

The delayed observation sharing with imperfect information as presented above seems to be very close to reality. This type of games, enables a large set of opportunities for strategical behavior in PEGs. Regarding the two-player PEG from above, the results reveal that the game converges for each initial state of the game. It can be said, that a PEG between two players having the same dynamics with perfect state information converges for each initial state, as long as the pursuer is faster than the evader. The other
way around, it holds that such a game will never converge if the pursuer is slower or as fast as the evader. The same holds if the number of pursuers is increased by a plausible quantity. If the evader is faster, there will exist an arbitrary number of escape paths.

The two-pursuer one-evader game with cooperating pursuers and delayed observation sharing, represents a more realistic set-up for PEGs. Now, it is conceivable that the pursuers gain a big advantage in opposition to the evader. In other words, if one pursuer is able to observe the evader, the second pursuer will be informed about the evaders position while the evader might not even know about the presence of a second pursuer. This circumstance opens the door for many different pursuing strategies, e.g. ambushing the evader and others. The battue behavior described before makes more sense in such a configuration then in a set-up with perfect state information. Although, as illustrated in figure 5.3, the results of the cooperating pursuers reveal an improvement in capture time, the main contribution of this approach is to establish a general framework for dynamic games with cooperative and non-cooperative nature, giving the ability of switching the general behavior of each player from time to time to improve the outcome. It is expected that the key advantage of the pursuer’s battue strategy comes to light in multi-pursuer one-evader games with imperfect state information and a faster evader.

5.3.1 PEGs with Zero-Delay Observation Sharing

To verify the latter, a simulations series with a similar set-up for the two-pursuer one-evader game with cooperating pursuers is chosen. The evader’s initial position is changed to $(15, 15, 0)$ and the second pursuers initial position to $(3, 3, 0)$. Moreover, an observation set $\hat{X}_i$, which contains all positions in a sphere around player $i$’s position in the 3D-Euclidean space with sensing radius $r_S = 15 \cdot \sqrt{2}$, $i \in \mathbb{N}$ and $\forall k \in K$ is assumed. This means, that initially at least one pursuer is observing the evader and vice versa as depicted on figure 5.5. From this point on, only the Pareto Efficiency approach will be used for the cooperative game between the pursuers since it produced the best results. In this simulation the pursuers are able to share their game states with their team-mates without delay. At this point, no
delay is assumed to enable a more precise analysis of the effect of a delayed state information, which is done in the next section of this chapter.

A comparison of the results of the perfect state information game and the imperfect information game with an evader being 20% slower than the evaders reveals the advantage of the pursuing team (figure 5.6). Table 5.6, 5.7, 5.8, and 5.9 underpins that by showing the percentage improvement in capture time in all four quadrants. Especially, when the first pursuer starts in quadrant $B_2$ or $B_4$ the improvement in capture time is more than 40%.

Since in the perfect state information game the evader “sees” both pursuer coming, it is able to act from the beginning against the incoming “threat”. In case of the imperfect information game, the evader knows initially only the first pursuer’s state and does not even know that there is another pursuer on its way to capture it. The evader knows about the presence of the second pursuer not until it undercuts its sensing radius $r_S$.

Figure 5.5: Imperfect information: initial positions and sensing radii.
In the upcoming simulation series it is analyzed how the results change, when the speed of the evader is increased. First, the evaders maximal speed is raised to 90% of the maximal speed of the pursuers. The results are depicted on figure 5.7 and a comparison of the simulation results of the perfect
and imperfect game cases is given in table 5.10, 5.11, 5.12, and 5.13. As one can see, especially in quadrant $B_2$, $B_3$, and $B_4$ the improvement is much bigger than before although the evader’s speed is higher. At a first glance this may seem paradox but there is a simple explanation. The initial situation where the pursuers do not start side by side, which is particularly when the first pursuer starts not in quadrant $B_1$, and moreover the initial positions where the first pursuer is not in the sensing radius of the evader, bring out the real benefits of the cooperative approach presented above. In most cases (especially in $B_2$, $B_3$, and $B_4$) the pursuers’ choice of the behavioral strategies result in an ambushing approach. The pursuer, which is sensed by the evader, drives the evader towards the other pursuer. Optimally, this brings the evader on a direct course to the second pursuer, that is also approaching the evader. When entering the sensing radius, the evader has almost no chance of escaping the approaching pursuer. This situation also explains, why the increased speed of the evader, results in a relatively improved capture time. Since, the dynamics of the evader allow a higher maneuverability at lower speeds, i.e. the evader is able to fly narrower curves at lower speed, ambushing could be prevented in many cases when the evader is 20% slower, delaying its capture.

At this point, a much more interesting question arises: *Is it possible to capture an faster evader under this circumstances?* To answer that question the evader’s speed is raised incrementally.

<table>
<thead>
<tr>
<th>Information</th>
<th>Average of Stages</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perfect</td>
<td>32.13</td>
<td>–</td>
</tr>
<tr>
<td>Imperfect</td>
<td>27.05</td>
<td>18.78%</td>
</tr>
</tbody>
</table>

*Table 5.8: Terminal stages in games with perfect and imperfect state information in quadrant $B_3$ (evader 20% slower).*

<table>
<thead>
<tr>
<th>Information</th>
<th>Average of Stages</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perfect</td>
<td>44.38</td>
<td>–</td>
</tr>
<tr>
<td>Imperfect</td>
<td>31.36</td>
<td>41.51%</td>
</tr>
</tbody>
</table>

*Table 5.9: Terminal stages in games with perfect and imperfect state information in quadrant $B_4$ (evader 20% slower).*
Figure 5.7: Average of terminal stages in each quadrant (evader 10% slower).

<table>
<thead>
<tr>
<th>Information</th>
<th>Average of Stages</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perfect</td>
<td>42.90</td>
<td></td>
</tr>
<tr>
<td>Imperfect</td>
<td>37.00</td>
<td>15.94%</td>
</tr>
</tbody>
</table>

Table 5.10: Terminal stages in games with perfect and imperfect state information in quadrant $B_1$ (evader 10% slower).

<table>
<thead>
<tr>
<th>Information</th>
<th>Average of Stages</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perfect</td>
<td>74.74</td>
<td></td>
</tr>
<tr>
<td>Imperfect</td>
<td>49.51</td>
<td>50.95%</td>
</tr>
</tbody>
</table>

Table 5.11: Terminal stages in games with perfect and imperfect state information in quadrant $B_2$ (evader 10% slower).

<table>
<thead>
<tr>
<th>Information</th>
<th>Average of Stages</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perfect</td>
<td>62.73</td>
<td></td>
</tr>
<tr>
<td>Imperfect</td>
<td>37.30</td>
<td>68.17%</td>
</tr>
</tbody>
</table>

Table 5.12: Terminal stages in games with perfect and imperfect state information in quadrant $B_3$ (evader 10% slower).

In the next simulation series the evader’s maximal speed is set equal to the maximal speed of the pursuers. From this point on it is obvious that
the evader has the power to escape the pursuers. Therefore, a comparison between the perfect information and the imperfect information case by means of average terminal time in each quadrant is not possible because some or even all terminal stages are infinite. For instance, regarding the values of the game with perfect state information depicted on figure 5.8, the convergence of the game is given only for initial positions within the terminal set plus some few initial positions in the vicinity of the latter. This proves that the capture of an equally powerful evader in a game with perfect state information is virtually impossible. Hence, it is unnecessary to regard situations with a higher speed for the evader because the result would be qualitatively the same.

Now, what happens in the game with imperfect information? The values of this game are illustrated in figure 5.9. As expected, the cooperative behavioral strategy of the pursuers comes into effect. The results reveal how the pursuers must be positioned so that the first pursuer is able to drive the evader towards the second one such that the ambush succeeds. The initial positions where the evader can be captured trends lobe-like away from the evader in opposite direction of the second pursuers position, while there are still positions inside the lobe where capture is not possible.
Figure 5.8: Perfect state information (all players with equal max speed).

Figure 5.9: Imperfect state information (all players with equal max speed).
Figure 5.10 depicts the values of the game with imperfect information with an evader 1.25 times faster than the pursuers. Now, a new problem appears which makes the capture even more difficult. The ambushing strategy works fine for equally powerful evaders and should probably work also for faster evaders, but a faster evader is able to cross and leave the sensing area of the pursuer. And the faster the evader is, the faster it will leave the sensing area. So the time of the pursuer to drive the evader in the right direction is limited. From this point on, the pursuers have to estimate the evaders position based on the last sensed state of the evader, which is anything but optimal. It is assumed that the direction of the evader when leaving the sensing radius does not change, while it is assumed that the evader accelerates till its maximal speed is reached.

As one can see, with increasing evader speeds like 1.5 times (figure 5.11), 1.75 times (figure 5.12) and 2.0 times (figure 5.13) faster than the pursuers, the set of initial positions, where the evader is captured, shrinks more and more (Note that setting higher maximal speeds for the evader is not possible due to the fact that the utilized UAV system becomes very uncertain or even unstable when setting too high reference values for the speed). Figure 5.14

**Figure 5.10: Imperfect state information (evader 25% faster).**
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illustrates the trend of the terminal stages with increasing maximal speed of the evader. The average is calculated by assigning a relatively high value to all games with infinite terminal time, which is 300. The latter is also the value at which the simulations stopped and the divergence of the game is assumed.

\[ \text{Figure 5.11: Imperfect state information (evader 50\% faster).} \]
Figure 5.12: Imperfect state information (evader 75% faster).

Figure 5.13: Imperfect state information (evader 100% faster).
5.3.2 PEGs with N-Delay Observation Sharing

In this section, the effect of a delayed information exchange between team-members is analyzed. Therefore, the same simulation setup as in the last section is chosen but this time the evader’s maximal speed is kept constant in each simulation series, while the pursuers and the evader have the same maximal speed. In addition, the observation sharing delay is increased by 1 stage in each simulation series and the effect on the average terminal stage is regarded. In the last section’s simulation series, where all players had the same maximal speed and an observation delay of zero, an average terminal time of 179.14 stages is reached. All player’s receiving delayed information, have to estimate the actual state of the game. Linear Kalman filters are used for this purpose. Figure 5.15 depicts the course of the average terminal stage with and without estimated states. It can be seen that an observation delay of one step has a minimal impact on the average terminal time with and without estimation. Regarding a delay > 2 it can be seen, that with the estimation states, the capture is still possible even with a delay of 6 stages,
while the usage of the received states makes the capture impossible having a delay $> 3$. Here, due to the fact that for initial positions inside the terminal set of the game, the latter terminates immediately, the limit value for the average terminal stages results for the regarded position space and terminal set in 284.24 stages.

### 5.4 Conclusion

In the first instance, this chapter treats a solution concept for general multi-agent games on the example of PEGs with UAVs. It is shown how a superordinate cooperation between team-members results in a better outcome. Regarding the PEG, two behavioral strategies for the pursuers are proposed, the *pursuit* and the *battue* behavior. By playing a cooperative game, the pursuers are able to assess which behavior combination yields the best outcome for the pursuers over a fixed time horizon. Regarding games with perfect state information, the gain in the outcome is not significant. In more realistic scenarios with imperfect information and observation sharing between
team-members, the supremacy of the approach comes to light. Since the evader has an information inferiority in situations where it cannot observe all pursuers, one observable pursuer is able to drive the evader towards a second pursuer. If the second pursuer’s initial position allows a convergence of the game, as depicted for instance on fig. 5.9, it will be able to capture an equally powerful or even a faster evader. It could be also observed that the set of initial positions, where the pursuer is caught, shrinks with increasing evader speed (fig. 5.10-5.13). Another important point is that the observation sharing between team-members could take a delay which is a multiple of the stage duration $\Delta t$. Regarding the imperfect information game with delayed observation sharing and an equal speed for all players, it could be observed, that a delay of one step is of no significant consequence but a delay beyond that carries weight. Nevertheless, a state estimation with linear kalman filters considerably raises the number of initial states where the evader is caught, having a delay of up to 6 stages.
6 Implementation and Comparative Study

6.1 RNBC Structure for UAV Agents

In general, complex UAV systems supply a number of behaviors forming an overall complex system behavior. For the purpose of controlling all these behaviors in a dependable way a well-defined control structure is needed. Therefore, the RNBC structure is used successfully in different application domains [Bad06; Bar+09]. [Kan+10] proposes a RNBC structure for an autonomous helicopter platform with eight behavioral levels. The upper levels of this architecture include the more sophisticated but slower behaviors. The lower levels contain the more dynamic behaviors having a shorter reaction time. For instance, the levels 1 (axis-level control), 2 (robot-level control), and 4 (homing) realize a typical cascaded control structure for a UAV position control. This nested structure is extended with the collision avoidance behavior, which is integrated in the intermediate level 3. In this section a conceptional realization of the pursuing UAV agents taking place in a PEG is presented. The proposed RNBC structure for the UAV agents is depicted in figure 6.1.
The lowest layer controls the attitude of the UAV and is fed by the sensors with the measured angular velocities \( \dot{\phi}, \dot{\theta}, \dot{\psi} \) and the magnetic field \( H \), while being provided with the reference angles \( \phi_r, \theta_r, \psi_r \) from the velocity control layer. The reference velocity \( v_{pe}^{ref} \) provided by the collision avoidance layer forms the input of the latter. It assures a collision-free flight and is controlled with help of the linear acceleration measurements \( a_{xyz} \) and the angles \( \phi_m, \theta_m, \psi_m \). The estimated velocity \( v_m \) is fed to the collision avoidance layer. In presence of obstacles the collision avoidance behavior computes a new reference velocity vector \( v_{pe}^{ref} \), based on the reference \( v_{pe}^{ref} \) provided by the pursuit/evasion behavior. The obstacles are detected, e.g., by a radar sensor giving the distance \( d_o \) and the relative velocity vector to the UAV agent \( v_{rel}^{ref} \). In the pursuit/evasion layer an optimal strategy, in particular, a reference velocity \( v_{pe}^{ref} \), is calculated, causing a pursuing or evasive behavior for the pursuing or the evading UAV, respectively. Therefore, information about the adversarial UAV has to be gathered. A sensor, e.g., a stereo cam-
era, can be used to estimate the states $x_e$ and $x_p$, respectively, in particular, the position and velocity of the foe. The own states $x_p$ and $x_e$, respectively, are estimated on-board, supported by the GPS, inertial, and magnetometer sensor measurements. The estimated velocity $v_m$ is fed from the subjacent collision avoidance layer, while the current position is provided by the GPS sensor directly. In the uppermost layer, the cooperative pursue, the approach described in chapter 5 is implemented. An observation sharing of all pursuer states is done over a radio link between all team members. These information is used to decide the behavioral strategy $b \in \Sigma$ of the pursuer.

After defining the system architecture, all necessary structures are given to built a real experimentation platform for PEGs with UAVs. The implementation of the real system platform is described in the next chapter in detail. Before moving to the next step, a very important step must be carried out. To be able to asses the PEG approach described in this work, it has to be compared to an approach which has been designed for the same or a similar task.

### 6.2 Comparison to the Performance Map Approach [RT07]

In literature, approaches for multi-player PEGs with UAVs, regarding faster evaders, can hardly be found. A very promising method approaching this problem appears in the PhD thesis of J. Reimann [RT07]; the Performance Map Approach (PMA). In this section, the PMA is briefly described, and a comparison between the latter and the game-theoretical approach (GTA), described in this work, is performed. Therefore, several simulations, under equal conditions for both approaches, are done. The simulations are ran for three different configurations: (1) faster pursuers, (2) equally fast pursuers and evader, and (3) faster evader with four distinct simulation series. All of those simulation series regard 1000 different PEG simulations. Each of the simulation configurations is done with the same initial conditions of these 1000 simulations. The initial conditions are set by using the Monte-Carlo Method, meaning that the initial positions of all players are uniformly distributed random integer numbers inside a $40 \times 40$ grid. The four simulations
series regard: (1) Both teams use the GTA, (2) The pursuers use the PMA and the evader the GTA, (3) The pursuers use the GTA and the evader the PMA, and (4) Both teams use the PMA.

6.2.1 The Performance Map Approach for PEGs with UAVs

The PMA for UAV agents has been developed within the scope of the PhD thesis “Using Multiplayer Differential Game Theory to Derive Efficient Pursuit-Evasion Strategies for Unmanned Aerial Vehicles” [RT07] of J. Reimann at the Georgia Institute of Technology, USA. His work tackles the problem of PEG with UAVs in 2D and proposes three different solution approaches. The PMA has been mainly developed to solve the problem, similar to this work, of catching an equally or more powerful evader with multiple pursuers. The main idea is that through cooperation, more complex tasks can be performed by the pursuers. Therefore, “minimum time information” from each pursuer and evader is used to intercept the evaders. In other words, the author assumes a finite 2-D integer position space and calculates the minimum time needed for each player to reach each point in this position space originally in a game-theoretical way. To get the solution the minimum time Hamilton-Jacobi-Bellman-Isaacs equation

$$\min_{u_p \in U_p} \max_{u_e \in U_e} \{ \langle \frac{\partial V}{\partial x}, f(x, u_p, u_e, t) \rangle \} + 1 = 0 \quad (6.1)$$

has to be solved. Since the computational complexity using the differential game framework is assumed to be too high, the author replaces the latter equation by a collection of simpler Hamilton-Jacobi-Bellman equations which are given in equation 6.2. The author denotes that the latter two equation sets are not equivalent. Indeed, a differential game is cut into many single player optimization problems. Due to that step, information is lost and thus the solution of the equations is in general not identical. The main property of a game, which is that the solution depends on the decisions of each involved player, is violated. Of course, the single player optimization problems are much simpler to solve. Reimann uses the Fast Marching
Approach ([SV03],[Set98]) to solve the Hamilton-Jacobi-Bellman equations given in equation 6.2.

\[
\min_{u_{p1} \in U_p} \left\{ \left( \frac{\partial V_{p1}}{\partial x_{p1}}, f(x_{p1}, u_{p1}, t) \right) \right\} + 1 = 0
\]

\[
\vdots
\]

\[
\min_{u_{p_n} \in U_p} \left\{ \left( \frac{\partial V_{p_n}}{\partial x_{p_n}}, f(x_{p_n}, u_{p_n}, t) \right) \right\} + 1 = 0
\]

\[
\min_{u_{e1} \in U_p} \left\{ \left( \frac{\partial V_{e1}}{\partial x_{e1}}, f(x_{e1}, u_{e1}, t) \right) \right\} + 1 = 0
\]

\[
\vdots
\]

\[
\min_{u_{e_n} \in U_p} \left\{ \left( \frac{\partial V_{e_n}}{\partial x_{e_n}}, f(x_{e_n}, u_{e_n}, t) \right) \right\} + 1 = 0.
\]

After solving the minimum time problem, a so called minimum time map is established (figure 6.2). The minimum time map consists of regions overlaying the whole position space for each involved player. All positions within a player’s region can be reached fastest by the player itself. As long as the evader stays in its region, it cannot be caught. The capture time for an evader is given by the minimum time at the boundaries of its region. If a region boundary adjoins the position space boundary, as depicted in figure 6.2, the evader is able to escape. Hence, the evader will try to minimize the distance to that boundary point in his region with the highest time value.

On the other side, the pursuers will also try to minimize the distance to the point with the maximal time value which is adjacent to the border of the evaders region. This results in an interception or containment strategy. Reimann proposes two escaping strategies. In the first one, the so called “Simple Evasion Strategy”, the evader decides at the beginning which escape corridor it wants to use to escape and it will not change the strategy till the end of the game (open-loop approach). In the second one, the “Adaptive Pursuit and Evasion Strategies”, both the evaders and the pursuers are able to change their strategy (escape routes or interception points) from time to time, based on the actual system state (closed-loop solution). The game ends when the pursuers catch the evader or when the evader is able to reach the border of the regarded position space.
The author used for the simulations very simple vehicle dynamics which are:

\[
\frac{dr}{dt} \leq v_i, \quad i \in \tau,
\]

with \( v_i \) being the maximum velocity of a player \( i \). Reimann presented a total of 15 simulations where he showed that under specific conditions a faster evader can be caught with this approach. It must be noted, that the complexity increases exponentially with the size of the mesh.

In the next section the PMA with “Adaptive Pursuit and Evasion Strategies” is used to be compared with the GTA from this work since both are closed-loop approaches. The PMA with “Adaptive Pursuit and Evasion Strategies” is implemented in MATLAB, while using the toolbox “Toolbox Fast Marching” [Pey09].
6.2.2 Simulation Set-Up

The following assumptions are made for all simulations:

- The pursuing team $\mathbf{P}$ consists of three pursuers $p_1$, $p_2$, and $p_3$.
- The evading team $\mathbf{E}$ consists of one evader $e$.
- The players are multi-rotor UAVs with the model described in 7.3.
- A perfect state information structure is assumed.
- Since the PMA works only on a bounded 2-D grid, the operation space is limited to $X^o \times Y^o$, with $X^o, Y^o \in [80, 80]$.
- All initial positions are assumed to be on a $40 \times 40$ grid which covers the plane $[20, 60] \times [20, 60]$ in $X^o \times Y^o$.
- Each series is simulated by running $i = 1..1000$ simulations with uniformly distributed random initial positions $\{(\tilde{x}_{p1}^i, \tilde{y}_{p1}^i), (\tilde{x}_{p2}^i, \tilde{y}_{p2}^i), (\tilde{x}_{p3}^i, \tilde{y}_{p3}^i), (\tilde{x}_e^i, \tilde{y}_e^i)\}$ inside a $40 \times 40$, with the resulting initial game states:

\[
\chi_i^1 = \begin{bmatrix}
\tilde{x}_{p1}^i & \tilde{y}_{p1}^i \\
\tilde{x}_{p2}^i & \tilde{y}_{p2}^i \\
\tilde{x}_{p3}^i & \tilde{y}_{p3}^i \\
\tilde{x}_e^i & \tilde{y}_e^i
\end{bmatrix}, \quad \tilde{x}_i, \tilde{y}_i \in [20, 60], i = 1..1000.
\]

- The maximum translational velocity of the pursuers is set to $v_{p1}^{max} = v_{p2}^{max} = v_{p3}^{max} = (15, 15, 0)^T$, and the maximal absolute velocity to $v_{p1}^{maxA} = v_{p2}^{maxA} = v_{p3}^{maxA} = 15$. Also, $v_{e}^{max} = (10, 10, 0)^T$, and $v_{e}^{maxA} = 10$ are set for the evader in configuration one, $v_{e}^{max} = (15, 15, 0)^T$, and $v_{e}^{maxA} = 15$ for configuration two, and $v_{e}^{max} = (16.5, 16.5, 0)^T$, and $v_{e}^{maxA} = 16.5$ for configurations three, respectively.
• For the game-theoretical approach: the number of different discrete actions for each player is set to $s_{p_1} = s_{p_2} = s_{p_3} = s_e = 9$, while $s_{p_1,u} = s_{p_2,u} = s_{p_3,u} = s_{e,u} = s_{p_1,v} = s_{p_2,v} = s_{p_3,v} = s_{e,v} = 2$, and $s_{p_1,w} = s_{p_2,w} = s_{p_3,w} = s_{e,w} = 1$.

• The stage duration of the PEG is set to $\Delta T = 0.1$ while the velocity and attitude controller are sampled with $\Delta t = 5e^{-3}$.

• The game-theoretical approach with cooperating pursuers (Pareto efficiency solution), as described in section 5.2 is used, while using the MTPGD for the non-cooperative part of the PEG.

• The capture radius is set to $d_e = 5$.

• The evader escapes when it leaves the operation space $X^o \times Y^o$ or when 300 stages are exceeded.

• Simulations pattern:

<table>
<thead>
<tr>
<th>Configuration</th>
<th>$v_{max}^{p_i}$</th>
<th>$v_{max}^{e}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>3</td>
<td>15</td>
<td>16.5</td>
</tr>
</tbody>
</table>

Table 6.1: Simulation configurations.

<table>
<thead>
<tr>
<th>Series</th>
<th>Pursuers</th>
<th>Evader</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GTA</td>
<td>GTA</td>
</tr>
<tr>
<td>2</td>
<td>PMA</td>
<td>GTA</td>
</tr>
<tr>
<td>3</td>
<td>GTA</td>
<td>PMA</td>
</tr>
<tr>
<td>4</td>
<td>PMA</td>
<td>PMA</td>
</tr>
</tbody>
</table>

Table 6.2: Approach combinations for each series (1000 simulations).

6.2.3 Performance Measure

A performance measure $\Lambda$ is defined to be able to assess the two regarded algorithms. Therefore, the following four criteria are taken into account:
• The average of terminal stages $K_C$ for all games which converged (evader is caught).
• The variance of terminal stages $\sigma^2_K$ for all games which converged.
• The number of games which diverged $D$ (evader is not caught).
• The total number of computational operations $O$ (time complexity).

Those factors are normalized to the highest value of each regarded run per configuration, and are summed up, having a maximum value of 4:

$$\Lambda = \hat{K}_C + \hat{\sigma}_K^2 + \hat{D} + \hat{O}$$  \hfill (6.4)

Note, that the smaller the value the better.

6.2.4 Simulation: Slower Evader

The first simulation series regards the case, when both teams $P$ and $E$ are choosing their actions by using the game-theoretical approach (GTA). Figure 6.3 illustrates the results in form of a histogram. It can be seen that 114 simulations have a value of 1, which means that the initial condition is inside the terminal set or in the vicinity and thus the evader is caught immediately or after one action. There are 236 simulations that diverged. Regarding the remaining simulation results, an average capture time of 14.50 stages and a variance of 65.63 can be seen. Note, that the games that diverged here when using the GTA approach for both teams happened only because the evader is able to reach the boundary of the regarded position space. An open position space as regarded before would lead to a convergence of all games. In the second simulation series the pursuers are using the PMA and the evader the GTA. It can be seen that 114 simulations terminated after 1 stage. When using the PMA, the pursuers are not able to capture the evader in 392 of the simulations which is a first indicator for the superiority of the evader using the GTA. An average capture time of 13.59 stages with variance 53.96 results for this configuration. The results of the third simulation series, where the pursuers are using the GTA and the evader the PMA, are depicted in fig. 6.5. A total of 128 diverging games can be observed and a total number of 116 simulations ended after one stage. The result of the average capture
**Figure 6.3:** Slower evader: GTA only.

**Figure 6.4:** Slower evader: pursuers: PMA vs. evaders: GTA.
Chapter 6 – Implementation and Comparative Study

Time is for this combination 17.23 stages with a variance of 132.38. The simulation results of the series in which all players have been using the PMA can be seen in fig. 6.6. Here, a total number of 345 of diverging simulations could be stated and a total number of 116 simulations ended after one stage. The average capture time results in 14.99 stages with a variance 91.82. All values of the relevant criteria are summarized in table 6.3.

**Table 6.3:** Results GTA vs. PMA: slower evader.

<table>
<thead>
<tr>
<th>P/E</th>
<th>$K_C$</th>
<th>$\sigma^2$</th>
<th>$\hat{D}$</th>
<th>$\hat{O}$</th>
<th>$\Lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GTA/GTA</td>
<td>0.8416</td>
<td>0.4958</td>
<td>0.602</td>
<td>0.0452</td>
<td>1.9846</td>
</tr>
<tr>
<td>PMA/GTA</td>
<td>0.7887</td>
<td>0.4076</td>
<td>1</td>
<td>1</td>
<td>3.1963</td>
</tr>
<tr>
<td>GTA/PMA</td>
<td>1</td>
<td>1</td>
<td>0.3265</td>
<td>1</td>
<td>3.3265</td>
</tr>
<tr>
<td>PMA/PMA</td>
<td>0.87</td>
<td>0.6936</td>
<td>0.6811</td>
<td>0.9567</td>
<td>3.2014</td>
</tr>
</tbody>
</table>

**Figure 6.5:** Slower evader: pursuers: GTA vs. evaders: PMA.
Figure 6.6: Slower evader: PMA only.

6.2.5 Simulations: Equally Fast Evader

In the second configuration all players have the same maximal speed. Moreover, the same set of the 1000 initial player positions, as utilized for configuration one, are used.

In the GTA vs. GTA simulation series it can be seen (figure 6.7), that way more games diverge (760) than in configuration one. The average terminal stage results in 7.07 with variance 16.28. Moreover, 118 game ended after one stage. It can be observed, that for a relatively small set of initial conditions the convergence of the game is achievable. Only initial states in the neighborhood of the terminal set result in the capture of the evader, which is also the result achieved in section 5 and depicted on figure 5.8. In the next simulation series it is examined how the PMA pursuers perform against the GTA evader (figure 6.8). The evader is able to escape in 868 games, while 115 games converged after one stage. That results in an average terminal stage of 2.94. The two latter simulation series show, that the GTA evader achieves better results against the PMA pursuers. The other way around, GTA pursuers vs PMA evaders is examined here. With a total of 532 es-
Figure 6.7: Equally fast evader: GTA only.

Figure 6.8: Equally fast evader: pursuers: PMA vs. evaders: GTA.
Figure 6.9: Equally fast evader: pursuers: GTA vs. evaders: PMA.

capes and an average terminal stage of 13.55 and a variance of 98.04, while 115 game ended after one stage, the GTA evader shows again its superiority against the PMA evader, regarding the evasion behavior. To complete the simulations, the PMA pursuers vs PMA evader games are examined, too (figure 6.10). It can be observed, that there are 791 escapes with an average of 10.17 for the terminal stage and a variance of 51.44, while 115 games ended after one step. In respect to simulation series three, where the evader uses also the PMA to escape, the pursuers did worse when using the PMA regarding the convergence of the game. The performance for this configuration can be found in table 6.4.

<table>
<thead>
<tr>
<th>P/E</th>
<th>$\tilde{K}_{C}$</th>
<th>$\sigma^2$</th>
<th>$\tilde{D}$</th>
<th>$\tilde{O}$</th>
<th>$\Lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GTA/GTA</td>
<td>0.5218</td>
<td>0.1661</td>
<td>0.8756</td>
<td>0.0453</td>
<td>1.6088</td>
</tr>
<tr>
<td>PMA/GTA</td>
<td>0.217</td>
<td>0.0795</td>
<td>1</td>
<td>1</td>
<td>2.2965</td>
</tr>
<tr>
<td>GTA/PMA</td>
<td>1</td>
<td>1</td>
<td>0.6129</td>
<td>1</td>
<td>3.6129</td>
</tr>
<tr>
<td>PMA/PMA</td>
<td>0.7506</td>
<td>0.5247</td>
<td>0.9113</td>
<td>0.9533</td>
<td>3.1399</td>
</tr>
</tbody>
</table>

Table 6.4: Results GTA vs. PMA: equally fast evader.
6.2.6 Simulations: A Faster Evader

In the third configuration the evader is 10% faster than the pursuers. Here, too, the same set of the 1000 initial player positions, as utilized for the other configurations, is used.

In simulation series one it can be observed (figure 6.11), that some more games diverge (809) in respect to configuration two. The average terminal stage and variance is also less with 5.32 and 9.80, respectively. This is because the relatively small set of initial states where the evader can be caught (with configuration two) shrinks for configuration three. In other words, more games diverge, while the neighborhood in which a game converges gets smaller for a faster evader. This results also in a smaller average terminal stage and variance for the games that converge. For simulation series two with configuration three (figure 6.12) the evader is able to escape in 887 games, while 111 games converged after one stage. That results in an average terminal stage of 1.14 and variance of 0.14. As regarded for configuration one and two, the two latter simulation series reveal, that the GTA evader did much better against the PMA pursuers than against the GTA pursuers.
Next, series three is regarded, where the GTA pursuers compete against the PMA evader (figure 6.13). With a total of 400 escapes and an average terminal stage of 15.72 and a variance of 154.32, while 163 games ended after one stage, the GTA evader is able to enforce much more diverging games than the PMA evader. Lastly, the PMA pursuers vs PMA evader games are examined (figure 6.14). It can be seen, that with 840 escapes and with an average of 6.62 for the terminal stage with variance 32.38, while 112 games ended after one step. The performance of this run is summarized in table 6.5.

<table>
<thead>
<tr>
<th>P/E</th>
<th>$\bar{K}_C$</th>
<th>$\sigma^2$</th>
<th>$\hat{D}$</th>
<th>$\hat{O}$</th>
<th>$\Lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GTA/GTA</td>
<td>0.3384</td>
<td>0.0635</td>
<td>0.9121</td>
<td>0.0452</td>
<td>1.3592</td>
</tr>
<tr>
<td>PMA/GTA</td>
<td>0.0725</td>
<td>0.001</td>
<td>1</td>
<td>1</td>
<td>2.074</td>
</tr>
<tr>
<td>GTA/PMA</td>
<td>1</td>
<td>1</td>
<td>0.451</td>
<td>1</td>
<td>3.451</td>
</tr>
<tr>
<td>PMA/PMA</td>
<td>0.4211</td>
<td>0.21</td>
<td>0.947</td>
<td>0.9560</td>
<td>2.534</td>
</tr>
</tbody>
</table>

Table 6.5: Results GTA vs. PMA: faster evader.
Figure 6.12: Faster evader: pursuers: PMA vs. evaders: GTA.

Figure 6.13: Faster evader: pursuers: GTA vs. evaders: PMA.
6.2.7 Conclusion

In the first part of this chapter, the system architecture of each of the UAV players is presented. The UAV agents are modeled by using a behavior based description, the RNBC structure. While the pursuers follow a one to one description of the structure depicted in fig. 6.1, the evaders are missing the uppermost layer. By regarding PEGs with more than one evader, a cooperation between evaders seems reasonable. Hence, evaders with a “Cooperative Evasion” layer are conceivable.

In the second part, a comparison of the game-theoretical approach for PEGs with UAVs presented in this work to the Performance Map Approach for PEGs with UAVs is given. This approach has been designed with the aim of being able to catch faster evaders by outnumbering. In order to compare the approaches in a fair way, some restrictions to the GTA had to be set like the fixed and finite set of position states the game can reach. This impacts especially the termination condition. The game ends when the evader reaches the boundary of the position state. Moreover, a performance measure is introduced including the average of terminal stages, the variance of terminal
stages, the diverged games and the operations needed for calculation of the regarded approach combination.

Nevertheless, for a slower evader, it can be seen that in series one and four, the average terminal stages are similar with 14.50 (GTA only) and 14.99 (PMA only), while the number of games that diverged are also almost equal. The two criteria that had a big difference are on the one hand the variance of the terminal stage (65.63 for GTA and 91.82 for PMA) and on the other hand the total operations needed to compute the simulation results. While for simulation series one (GTA only) $1.045 \cdot 10^8$ operations are needed, $2.21 \cdot 10^9$ are needed for simulation series four (PMA only), which is more than 21 times more. The latter makes the biggest difference between the approaches. Regarding the $\Lambda$’s of each series for a slower evader, series one (GTA only) has the best performance with $\Lambda_1^1 = 1.9846$ by far. All other series had very similar results with $\Lambda_2^2 = 3.1963$, $\Lambda_3^3 = 3.3265$, and $\Lambda_4^4 = 3.2014$. The reason for the high values of series two and three is easily explained. It is observed that in series two (P:PMA/E:GTA) the GTA evader does slightly better against the PMA pursuers regarding the average terminal stage and the variance. In reverse this results in a higher number of diverging games. Moreover, in series three (P:GTA/E:PMA) a higher average value and a higher variance is calculated. In addition, the number of diverging games is much smaller than in the other series. Since both approaches have to be used in series two and three, the operations needed for calculation reach their maximum here, which is only slightly bigger than that of the fourth series (PMA only). In this configuration the fourth and the first series yield similar results, but the big difference in operations needed for the calculation yields a much worse performance for series four (PMA only).

Making the evader equally fast yields a bigger gap between all different series regarding the performance. While series one (GTA only) gives again the best performance with $\Lambda_2^1 = 1.6088$, the second best performance could be achieved in the second series (P:PMA/E:GTA). Due to the fact that almost in all games the GTA evader is able to escape the PMA pursuers, and thus capture occurred only when one pursuer started in the vicinity of the terminal set, resulting in a very low value for the average terminal stage and the variance, the performance reaches a value of $\Lambda_2^2 = 2.2965$. In series three (P:GTA/E:PMA), the worst performance could be observed.
Since the GTA pursuers are able to catch the PMA evader in 468 of the games and since the average value of terminal stages (13.55), the variance (98.04) and the number of operations (2.57 \cdot 10^9) needed for calculation have high values, the performance is given by \( \Lambda_2^3 = 3.6129 \). Lastly, in series four (PMA only) a relatively high value for all four criteria can be observed leading to a performance of \( \Lambda_2^4 = 3.1399 \) and the second worse result for this configuration.

The results for the final configuration where the evader is faster than all pursuers, have the same trend as regarded in the last configuration, while the gap between the performance values is even bigger. This is because the effects observed for a equally fast evader affect the results even more when the evader is faster. This yields to the performance values \( \Lambda_3^1 = 1.3592 \), \( \Lambda_3^2 = 2.074 \), \( \Lambda_3^3 = 3.451 \), and \( \Lambda = 2.534 \).

The comparison leads to the following three conclusions: (1) In a PEG with perfect state information structure, as it is demanded by the PMA, it is almost impossible to catch an equally fast evader. It is only possible when the pursuer’s initial positions are inside or in the vicinity of the terminal set. Since in [RT07] only 15 selected simulations with appropriate initial conditions are presented and assessed, no significant statement about the approach could be made before. (2): The GTA escape/pursuing behavior has an advantage over the PMA. Regarding the number of converging games in series two (P:PMA/E:GTA) and three (P:GTA/E:PMA) for each configuration, it can be seen that the GTA approach yields always the better results. In other words, more diverging games when the evader is using the GTA and more captures when the pursuers are using the GTA. Regarding series one (GTA only) and four (PMA only) in each configuration, the number of diverging games and the average terminal stage are approximately equal, but the variance of series four (PMA only) is always much bigger. (3): The time complexity of the GTA algorithm, even when restricting the mesh size, is significantly smaller than the one of the PMA. Regarding the operations for the calculation of the solutions in each configuration the PMA needed 21.14, 21.06, and 21.15 times more operations, respectively.
Realization of the Experimentation Platform

7.1 Autonomous Hex-Rotor UAV for PEGs

Experiments with a real platform demand the design and the implementation of real UAV agents. Therefore, a hex-rotor system which has been designed in [Kir15] is utilized. Within the scope of the work in [Kir15], an attitude and linear velocity controller have been designed and tested and are used for the implementation of the UAV agents for the PEGs. The flight control, attitude control, and velocity control run on two embedded computers which are described in the next section of this chapter. The system architecture of this system follows the RNBC structure and includes the last two layers of the RNBC structure depicted in figure 6.1. For this work, the Pursuit-Evasion Layer and the Cooperative Pursue Layer are implemented as well on the real system. The collision avoidance layer is neglected for the experiments, but in chapter 7.6 simulations of two-player PEGs in an environment with static and moving obstacles are treated with the collision avoidance layer included. Figure 7.1 depicts a block diagram of the realization of the autonomous agent. In the following sections, a more detailed description of all key components is given.
Figure 7.1: Implementation of the autonomous agent.


## 7.2 Hardware

### Hex Rotor

Most of the basic components of the MK-Hexa XL manufactured by HiSystems GmbH are used for the realization of the test platform. The basic set includes, amongst others, six rotors, six motors, six cantilevers, a mounting plate, six brushless motor controllers, a power distribution board and a landing skid. Furthermore, two battery packs (one for the motor and one for the electronic parts) and a battery holder are implemented. The original flight control unit is removed and replaced by an own realization described below. Figure 7.2 shows the completed hex rotor with a custom electronics box on its top.

![Hex-rotor UAV.](image)

**Figure 7.2:** Hex-rotor UAV.

### Embedded Computers

There are many low-power and small-size computers available, e.g., Raspberry Pi [Ras14], Cubieboard [Cub14], BeagleBoard [Tex14a], and some vari-
ants. Many of those single-board computers are open-source hardware, assembled with a low-frequency processor. For this work two BeagleBone Black (figure 7.3) are utilized, a community-supported development platform with a TI Sitara AM335x 1GHz ARM Cortex A8 processor and 512MB DDR3 RAM ([Tex14b]). The embedded computers run QNX 6.6, a RTOS enabling the implementation and execution of real-time applications written in C/C++ programming language. Two BeagleBone Black are implemented on the hex rotor, while the first computer is running the attitude control and the second one the linear velocity control, the pursuit-evasion game, and the cooperative pursue.

**Figure 7.3:** BeagleBone black [Bbb].

**Inertial Navigation System**

The Inertial Navigation System (INS) used to measure all states required for the attitude control is the Vectornav VN-200 Rugged (figure 7.4). It includes a 10-axis MEMS IMU (3-axis accelerometer, 3-axis gyroscope, 3-axis magnetometer and barometer) and a GPS receiver. It runs Kalman filtering algorithms providing position, velocity, and orientation, while having a size of $36x33x9.5\text{mm}$ and a weight of 16g.

**GNSS**

The Vectornav VN-200 Rugged is able to provide 3-axis linear velocity estimations. Nevertheless, experiments revealed that the required accuracy
for the linear velocity control cannot be achieved. Despite the manufacturer specifications of an accuracy of $+/- 0.05m/s$, an accuracy of about $+/- 1m/s$ is measured. In order to provide the linear velocity controller with proper linear velocity measurements, a differential GNSS is used. The utilized GNSS includes the ComNav K501 GNSS Board (figure 7.5) with an RF module for the communication with the ComNav T-300 GNSS base station (figure 7.6). The ComNav GNSS is able to receive GPS, BeiDou and GLONASS signals, while providing a linear velocity accuracy of 0.03$m/s$.

RF Module

The XBee-PRO modules by Digi International [Xbeb], depicted on figure 7.7, are used for the inter-team communication. The XBee-PRO has a range of up to 100$m$ in urban/indoor areas and up to 1600$m$ in outdoor/RF LoS while a serial communication with $1200bps-250kbps$ is possible.
Remote Control

The Graupner MX-20 RF remote control (figure 7.8) is used for the manual control of the hex rotor. Moreover, all implemented modes can be activated by several triggers. The implemented modes are manual control, assisted control (linear velocity control with reference velocities provided over the D-Pad) or PEG (fully autonomous). The Graupner MX-20 has 12 channels and operates at a 2.4GHz frequency.
7.3 Dynamical Model

The detailed derivation of the dynamic model used in this work can be found in [Voo09]. For modeling the hex-rotor dynamics the mechanical configuration depicted in figure 7.9 is assumed. The body fixed frame and the inertial frame are denoted by $e^B$ and $e^I$, respectively. The UAV is defined as a point mass. To derive the equations of motions, the following notations are necessary. $P^I = (x, y, z)^T$ is the position vector of the hex-rotor’s center of gravity in the inertial frame, $P^B = (x_B, y_B, z_B)^T$ is the position vector of the hex-rotor’s center of gravity in the body fixed frame, $v = (u, v, w)^T$ are the linear velocities in body fixed frame, $\omega = (p, q, r)^T$ are the angular rates for roll, pitch, and yaw in body fixed frame, and $\Theta = (\phi, \theta, \psi)^T$ is the vector of Euler angles. A key component of the hex-rotor model is the transformation between inertial and body frames. Rigid body dynamics are derived with respect to the body frame that is fixed in the center of gravity of the hex-rotor. However, to simulate the motion of the hex-rotor in the inertial frame a transformation of the coordinates is needed. If the multi-rotor’s attitude is parameterized in terms of Euler angles the transformation can be performed using the rotation matrix $R(\Theta)$, which is a function of roll, pitch, and yaw angles. Using $s$ and $c$ as abbreviations for $\sin(\cdot)$ and $\cos(\cdot)$, respectively, the transformation matrix can be written as:

$$R(\Theta) = \begin{bmatrix}
  c\phi & -s\phi & 0 \\
  s\phi c\theta + c\phi s\psi & s\phi s\theta - c\phi c\psi & s\theta & s\phi c\psi - c\phi s\theta \\
  -s\phi c\theta + c\phi s\psi & s\phi s\theta - c\phi c\psi & s\theta & s\phi c\psi + c\phi s\theta
\end{bmatrix}$$
The linear velocities $(v_x, v_y, v_z)^T$ defined in the inertial frame can be obtained by $R(\Theta) \cdot v$, i.e.,

$$
\begin{bmatrix}
v_x \\
v_y \\
v_z
\end{bmatrix} =
\begin{bmatrix}
c\theta c\psi & s\theta s\psi & c\theta s\psi + s\phi c\psi \\
c\theta s\psi & s\theta c\psi & c\theta c\psi - s\phi s\psi \\
-s\theta & s\phi c\theta & c\phi c\theta
\end{bmatrix}
\begin{bmatrix}
u \\
v \\
w
\end{bmatrix}
$$

(7.1)

The transformation of positions defined in the body frame into the corresponding positions in the inertial frame can be obtained by

$$
\begin{bmatrix}
P^I \\
1
\end{bmatrix} =
\begin{bmatrix}
R(\Theta) & P^I_{B,org}
\end{bmatrix}
\begin{bmatrix}
P^B \\
1
\end{bmatrix}.
$$

(7.2)
The equations of motion are derived from the first principles (Newton-Euler laws [Bea06]) to describe both, the translational and rotational motion of the multi-rotor leading to the following discrete-time non-linear state-space model with the state vector \( x = [x^k, y^k, z^k, u^k, v^k, w^k, \phi^k, \theta^k, \psi^k, p^k, q^k, r^k]^T \):

\[
\begin{bmatrix}
  x_{k+1}^1 \\
  x_{k+1}^2 \\
  x_{k+1}^3 \\
  x_{k+1}^4 \\
  x_{k+1}^5 \\
  x_{k+1}^6 \\
  x_{k+1}^7 \\
  x_{k+1}^8 \\
  x_{k+1}^9 \\
  x_{k+1}^{10} \\
  x_{k+1}^{11} \\
  x_{k+1}^{12}
\end{bmatrix} = \begin{bmatrix}
  x^1_k \\
  x^2_k \\
  x^3_k \\
  x^4_k \\
  x^5_k \\
  x^6_k \\
  x^7_k \\
  x^8_k \\
  x^9_k \\
  x^{10}_k \\
  x^{11}_k \\
  x^{12}_k
\end{bmatrix} + \begin{bmatrix}
  x^k_4 \\
  x^k_5 \\
  x^k_6 \\
  -\left( cx^k_7 x^k_8 + sx^k_7 x^k_9 \right) \frac{v^k_1}{m} \\
  -\left( cx^k_8 x^k_9 + sx^k_7 x^k_9 \right) \frac{v^k_1}{m} \\
  g - cx^k_8 x^k_9 \frac{v^k_1}{m} \\
  x^{10}_k \\
  x^{11}_k \\
  x^{12}_k
\end{bmatrix} \Delta t, \tag{7.3}
\]

with \( \mathbf{v} = (v_1, v_2, v_3, v_4)^T, \mathbf{v} \in \mathbf{Y} \) being the inputs for altitude, roll, pitch and yaw, \( I_x, I_y, I_z \) and \( I_R \) are the inertia about x-, y-z-axes, \( I_R \) is the rotor moment of inertia, \( l \) is the length between the center of gravity of the UAV and the center of one rotor, \( g \) is the gravitation constant, \( g(\mathbf{v}) \) is a function of \( \mathbf{v} \) depending on the rotor’s angular velocities \( \omega_1 \ldots \omega_6 \), \( m \) is the mass of the UAV and \( \Delta t \) is the sampling time. It can be seen that the angular accelerations depend only on the angular rates and the input vector \( \mathbf{v} \), while the linear accelerations depend on the Euler angles and \( \mathbf{v} \). Hence, the state-space model can be divided into two interlinked sub-models \( M1 \) and \( M2 \).

In [Kir15] all parameter for the hex rotor system depicted in figure 7.2 are identified. The values of the parameters can be found in the following table:
Table 7.1: Identified system parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td>3.305</td>
<td>kg</td>
</tr>
<tr>
<td>l</td>
<td>0.34</td>
<td>m</td>
</tr>
<tr>
<td>$I_x$</td>
<td>0.297584</td>
<td>kg·m²</td>
</tr>
<tr>
<td>$I_y$</td>
<td>0.297584</td>
<td>kg·m²</td>
</tr>
<tr>
<td>$I_z$</td>
<td>0.342668</td>
<td>kg·m²</td>
</tr>
<tr>
<td>$I_R$</td>
<td>2.70253 \cdot 10^{-5}</td>
<td>kg·m²</td>
</tr>
<tr>
<td>Thrust constant</td>
<td>7.413 \cdot 10^{-6}</td>
<td>kg·m</td>
</tr>
<tr>
<td>Yaw constant</td>
<td>4.3411 \cdot 10^{-7}</td>
<td>kg·m</td>
</tr>
</tbody>
</table>

The model structure is suitable for an integration of the attitude and velocity control behavior in the RNBC structure. The attitude control behavior, controlling subsystem $M_1$ is ordered in the lowest (and fastest) layer and the velocity control behavior, controlling $M_2$ in the second layer of the RNBC structure.

### 7.4 Attitude Control Layer

The attitude control behavior is realized with a non-linear attitude controller based on the back-stepping approach (BSA). The BSA is a recursive algorithm for designing stabilizing controls for a class of nonlinear dynamical systems [KKK95]. Applying the BSA [BS05], the following control inputs are obtained. The roll control input $v_2$ is given by

$$v_2 = \frac{I_x}{L} \left( k_1 \frac{x_7^k - x_7^{k-1}}{\Delta t} - x_{11} \frac{I_y - I_z}{I_x} - x_{11} \left( - \frac{I_R}{I_x} g(\mathbf{v}) + z_1 + k_2 z_2 \right) \right)$$

(7.4)

with

$$z_1 = x_7^r - x_7,$$  \hspace{1cm} (7.5)

$$z_2 = x_{10}^r + k_1 z_1 - x_{10},$$ \hspace{1cm} (7.6)

and

$$g(\mathbf{v}) = \omega_1 - \omega_2 + \omega_3 - \omega_4 + \omega_5 - \omega_6.$$  \hspace{1cm} (7.7)
The control $v_3$ for the pitch angle is given by

$$v_3 = \frac{I_y}{L} \left( k_3 \frac{z_3^k - z_3^{k-1}}{\Delta t} - x_{10} x_{12} \frac{I_z - I_x}{I_y} - x_{10} \frac{I_R}{I_y} g(v) + z_3 + k_4 z_4 \right) \quad (7.8)$$

and $z_3$ and $z_4$ are defined as

$$z_3 = x^r_8 - x_8 \quad (7.9)$$

and

$$z_4 = x^r_{11} + k_3 z_3 - x_{11} \quad (7.10)$$

The input command $v_4$, controlling the yaw angle is given by

$$v_4 = I_z \left( k_5 \frac{z_5^k - z_5^{k-1}}{\Delta t} - x_{10} x_{11} \frac{I_x - I_y}{I_z} + z_5 + k_6 z_6 \right) \quad (7.11)$$

with

$$z_5 = x^r_9 - x_9 \quad (7.12)$$

and

$$z_6 = x^r_{12} + k_5 z_5 - x_{12} \quad (7.13)$$

Table 7.2 summarizes the parameters for $k_1 \ldots k_6$ proposed by [Kir15] for the given hex-rotor system.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1$</td>
<td>2</td>
</tr>
<tr>
<td>$k_2$</td>
<td>2</td>
</tr>
<tr>
<td>$k_3$</td>
<td>2</td>
</tr>
<tr>
<td>$k_4$</td>
<td>2</td>
</tr>
<tr>
<td>$k_5$</td>
<td>0.3</td>
</tr>
<tr>
<td>$k_6$</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 7.2: Back-stepping controller parameter set.

### 7.5 Velocity Control Layer

In this section, the implementation of the linear velocity control layer from [Kir15], controlling the translational velocities in $x$– $y$–, and $z$–direction is
presented. The attitude of the hex rotor is controlled by the back-stepping attitude controller described above, which has a very fast behavior. For the outer velocity control loop the system is simplified to a static system as described in [Voo09].

First, new input variables are defined:

\[
\begin{bmatrix}
  x_6 \\
  x_4 \\
  x_5 
\end{bmatrix} = \begin{bmatrix}
  \tilde{U}_5 \\
  \tilde{U}_6 \\
  \tilde{U}_7 
\end{bmatrix} = \begin{bmatrix}
  h_1(x^r_7, x^r_8, x^r_9, v_1) \\
  h_2(x^r_7, x^r_8, x^r_9, v_1) \\
  h_3(x^r_7, x^r_8, x^r_9, v_1)
\end{bmatrix}.
\] (7.14)

For the control of the translational velocities of the hex rotor system (static velocity subsystem \( h \)), a proportional controller is used.

\[
\begin{bmatrix}
  \tilde{U}_5 \\
  \tilde{U}_6 \\
  \tilde{U}_7 
\end{bmatrix} = \begin{bmatrix}
  k_8 \cdot (x^r_6 - x_6) \\
  k_9 \cdot (x^r_4 - x_4) \\
  k_{10} \cdot (x^r_5 - x_5)
\end{bmatrix}.
\] (7.15)

The inverse of the subsystem \( h^{-1}(\tilde{U}_5, \tilde{U}_6, \tilde{U}_7) \) has to be found to be able to find the solution for the reference attitude \([x^r_7, x^r_8, x^r_9]^T\) and thus the input \( v_1 \). Desired translational velocities in each direction can be achieved by the hex-rotor system without changing the yaw angle. Therefore, the system is simplified by setting the reference for the yaw angle to zero (\( \psi^r = x^r_9 = 0 \)). Hence,

\[
\begin{bmatrix}
  \tilde{U}_5 \\
  \tilde{U}_6 \\
  \tilde{U}_7 
\end{bmatrix} = \begin{bmatrix}
  g - \cos(x^r_7) \cdot \cos(x^r_8) \frac{1}{m} v_1 \\
  -\cos(x^r_7) \sin(x^r_8) \frac{1}{m} v_1 \\
  \sin(x^r_7) \frac{1}{m} v_1
\end{bmatrix}.
\] (7.16)

With help of the following substitutions, an analytical solution for the non-linear equations 7.16 can be found:

\[
\begin{align*}
\alpha &= \sin(x^r_7) \\
\cos(x^r_7) &= \pm \sqrt{1 - \alpha^2} \\
\beta &= \sin(x^r_8) \\
\cos(x^r_8) &= \pm \sqrt{1 - \beta^2}.
\end{align*}
\] (7.17)
Thus the equation is given by
\[
\begin{bmatrix}
\tilde{U}_5 \\
\tilde{U}_6 \\
\tilde{U}_7 
\end{bmatrix} = 
\begin{bmatrix}
g - ((\pm \sqrt{1 - \alpha^2}) \cdot (\pm \sqrt{1 - \beta^2}) \cdot \frac{1}{m} v_1)
\pm \sqrt{1 - \alpha^2 \beta^2} \frac{m}{v_1} \\
\frac{\alpha}{m} v_1 
\end{bmatrix}
\] (7.18)

and the solution yields for \( \tilde{U}_6 \neq 0 \)

\[
\beta = \pm \left[ \left( \frac{g - \tilde{U}_5}{\tilde{U}_6} \right)^2 + 1 \right]^{-\frac{1}{2}}
\] (7.19)

\[
v_1 = \pm m \cdot \sqrt{\frac{\tilde{U}_5^2}{\beta^2} + \tilde{U}_7^2}
\] (7.20)

\[
\alpha = \tilde{U}_7 \cdot \frac{m}{v_1}
\] (7.21)

The solution for \( v_1 \) gives two possible solutions but since the value has to be always positive, because no negative thrust can be created by the propellers, a possible negative solution can be neglected. Thus, only one admissible solution for \( v_1 \) exists while \( x_7 = \arcsin(\alpha) \) is in the interval \([ -\pi/2, +\pi/2 ]\).

Regarding the second line in equation 7.16, the sign of \( x_7 \) gives the sign of \( x_8 \) because if \( x_7 \) is negative, \( x_8 \) will be positive and vice versa. Hence, there is also only one solution for \( x_8 = \arcsin(\beta) \) left.

Next, the reference values \([ x_7, x_8, x_9 ]^T \) are transformed to reference angles and passed to the attitude controller, which results in the desired velocity.

In case of \( \tilde{U}_6 = 0 \) the analytical solution can be obtained by:

\[
\beta = 0
\] (7.22)

\[
v_1 = m \cdot \sqrt{(\tilde{U}_5 - g)^2 - \tilde{U}_7^2}
\] (7.23)

\[
\alpha = \tilde{U}_7 \cdot \frac{m}{v_1}
\] (7.24)
7.6 Collision Avoidance

For the sake of completeness, the collision avoidance layer is presented here, too. A real-system implementation is not accomplished yet, but simulations of PEGs in an environment with static and moving obstacles are provided in this section.

7.6.1 The Repulsion Force Approach

In [Ale+13] a comparison between several collision avoidance techniques for UAVs is conducted, using the same dynamical model for a multi-rotor as used in this work. The repulsion force approach provided the best results regarding obstacle avoidance and complexity of the algorithm. Therefore, this approach is the first choice here. As proposed in [Ale+13] the algorithm computes a repulsive force to each obstacle $i$ according to the formula

$$F_i = \text{sat}\left[ \cos \alpha_i \left( \frac{c_1 + c_2 v^{r_q}}{r_i - d_S} \right)^2 \right], \quad (7.25)$$

while $\text{sat}(\cdot)$ constrains to the maximal possible repulsion force. The angle to an obstacle $i$ is denoted by $\alpha_i$, $v^{r_q} = \frac{v^r}{v^{\text{max}_q}}$ is the quotient of the relative velocity vector $v^r$ to the obstacle $i$ and the maximum velocity vector of the UAV $v^{q_{\text{max}}}$, $r_i$ is the distance to the obstacle $i$, $d_S$ is the safety distance in which the repulsion force is at its maximum (fig. 7.10). The two parameters $c_1$ and $c_2$ are used for repulsion force calibration at zero and maximum velocity, respectively. Very satisfying results are achieved in the simulations with $c_1 = c_2 = 10$. The sum of all repulsion forces for $n$ obstacles is given by

$$F_{\text{sum}} = \sum_{i=1}^{n} F_i(r_i, \alpha_i, v^r). \quad (7.26)$$

A function $g : \mathbb{R}^3 \to \mathbb{R}^3$ provides a velocity vector $v^o$ to be added to $v^{pe}$, hence $v^o = g(F_{\text{sum}})$, and thus $v^{cf} = v^{pe} + v^o$. 
7.6.2 Simulations

Simulation Set-Up

- Since the strategies represent a velocity change in three linear directions of \( p \) and \( e \) a maximum velocity \( \mathbf{v}_{p_{max}}^p = \begin{bmatrix} 15 & 15 & 3.5 \end{bmatrix}^T \) and \( \mathbf{v}_{e_{max}}^e = \mathbf{v}_{p_{max}}^p \cdot 1.5^{-1} \) and a maximal absolute value of \( v_{p_{max}A}^p = 15 \) for the pursuer and \( v_{e_{max}A}^e = 10 \) for the evader are defined.

- The numerical solution of the PEG is computed by solving it for each initial positions \((x, y, z) \in X \times Y \times Z\), while \( x \) and \( y \) take integer values in a \( 61 \times 61 \) grid, with \( X = [-30, 30] \) and \( Y = [-30, 30] \) in the pursuers reference frame. In each simulation, the initial altitude of
both UAVs is 20, i.e., $z^1 = -20$. This is necessary for the visualization of the value function.

- $s = 6$ is chosen, meaning that each player has $7^3$ strategies available in each time step $k$.

- The stage duration is chosen to be $\Delta T = 20 \cdot \Delta t$, while $\Delta t = 0.005$ is the period time of the velocity control behavior.

- A capture distance $d_e = 5$ is chosen, since it is the maximum change in distance, which can be achieved in $\Delta t = 1$ regarding $v_{maxA}^p = 15$ and $v_{maxA}^e = 10$.

- For the collision avoidance a detection radius of $r^d = 10$ and a desired safety distance of $d^S = 3$ to the obstacles are assumed. The collision avoidance approach is evaluated as follows: A safety distance violation is detected if $d^S$ is undercut, while undercutting $d^C = 1$ results in a collision. Note, that all obstacles have a spherical shape and that the pursuer and the evader are not considered as obstacles.

**PEG with Unknown Static Obstacles**

The upper part of figure 7.11 depicts the value of stages needed for capture. Since $p$ is superior regarding the maximum velocity, it is always able to catch $e$. The value function of the stages depicted on the lower part of figure 7.11 shows the result of the same PEG, but with four static obstacles (blank nodes in the grid). The value is identical to the upper one where the collision avoidance did not interfere. It can be observed, that starting at initial positions forcing $e$ towards an obstacle yields in smaller values, while initial positions beside or behind the obstacles lead to much higher values. Still, $p$ is always able to catch $e$. While there is not even a $d^S$ violation on pursuers’ side, no collision happened for $p$ and $e$. Only $e$ suffered from some $d^S$ violations when starting in front of an obstacle.

**PEG with a Unknown Moving Obstacle**

In this simulation both players had to face a moving obstacle on a frontal collision course. The resulting trajectories are depicted in figure A.10. The
Figure 7.11: Values of stages required for capture.
initial position is \((x^1, y^1, z^1) = (30, 28, 20)\), while the obstacle is moving on a straight line from \((40, 38, 30)\) to \((20, 18, 20)\) with a velocity of \(v^o = 10\) in the inertial frame. In contrast to 74 stages in the obstacle-free case, the value of this game is 136 stages.

**7.6.3 Conclusion**

The convergence of the PEG in a three-dimensional environment with UAV agents having dynamical constraints is shown. Due to the collision avoidance behavior the convergence is also achieved in presence of previously unknown obstacles. Despite the value of the game increases in the most cases where the agents had to face an obstacle, the imminent collisions could always been prevented. Since [Ale+13] shows that for the same system configuration the proposed repulsion force mechanism could prevent the UAV of colliding in a general three-dimensional environment with static and dynamic obstacles, pursuit and evasion is applicable in an unknown environment.

**7.7 Pursuit-Evasion Layer**

The implementation of the two-player PEG with UAVs, defined in section 4.1.1, on an embedded computer is briefly described hereafter. For that reason, an algorithm is used, namely NPG, which enables the determination of Nash equilibria in mixed strategies of N-player games.
Algorithm for N-Player Nash-Equilibrium in Mixed Strategies

As described above, an optimal control action tuple $u^k = (u_p^k, u_e^k)$ for the agents $p$ and $e$ in stage $k$ of the PEG is derived by the determination of the Nash equilibrium. The MATLAB-function npg [Cha10] is able to solve an $N$-player finite non-cooperative game by computing one Nash equilibrium in mixed strategies. Thereby, the optimization formulation of a $N$-player non-cooperative game according to [Cha09] is used for computation. The function uses the sequential quadratic programming based quasi Newton method to solve a non-linear minimization problem with non-linear constraints.

Since it is not feasible to generate C code of the npg function automatically, the algorithm to compute one Nash equilibrium has been implemented from scratch in C to be applicable on the embedded computer. For that, the NLopt package [Ste13] is utilized to solve the non-linear minimization problem, more precisely the SLSQP [Kra88; Kra94] algorithm included there.

Moreover, an open-source C library for computing Nash equilibria in mixed strategies with the Lemke-Howson algorithm is used for the implementation of the MTPGD game.

7.7.1 Validation of the Algorithm

The correctness of the algorithm implementation is validated by running the same simulations on MATLAB and on the embedded computer and the comparison of the resulting value functions. Therefore, the two-player game from section 4.1.1 is chosen with the following set-up:

- Since the chosen optimal control actions represent a velocity change in three linear directions of $p$ and $e$, a maximum velocity $v_{max}$ with $v_{max}^p = \begin{bmatrix} 15 & 15 & 3.5 \end{bmatrix}^T$ and $v_{max}^e = \frac{v_{max}^p}{1.5}$ and a maximal absolute value of $v_{max,A}^p = 15$ for the pursuer and $v_{max,A}^e = 10$ for the evader is defined.

- The numerical solution of the PEG is computed by solving it for each initial positions $(x^1, y^1, z^1) \in X \times Y \times Z$, while $x^1$ and $y^1$ take integer values in a 61x61 grid, with $X = [-30, 30]$ and $Y = [-30, 30]$ in the pursuers’ reference frame (pursuers’ position is the origin). In each
simulation, the initial altitude of both UAVs is 20, i.e., \( z^1 = -20 \). This is necessary for the visualization of the value function.

- \( s = 6 \) is chosen, i.e., each player has \( 7^3 \) strategies available in each time step \( k \).

- The stage duration is chosen to be \( \Delta T = 0.1 \), while the velocity control is sampled with \( \Delta t = 0.005 \). The real-time specification to be satisfied by the embedded computer is \( \Delta T = 0.1 \text{s} \) for one stage \( k \).

- A capture distance \( d_e = 5 \) is chosen, since it is the maximum change in distance, which can be achieved in \( \Delta t = 1 \) regarding \( v_{\text{max}}^p = 15 \) and \( v_{\text{max}}^e = 10 \).

Figure 7.13: Value of stages needed for capture (embedded computer).
Figure 7.13 depicts the value function over the regarded discretized state space computed by the embedded computer. Regarding this solution, the convergence of the PEG in three dimensions is given everywhere, meaning that in this configuration the evader can never avoid to be captured by the pursuer. Figure 7.14 depicts the difference of the value of stages between the MATLAB simulation and the simulation on the embedded computer. The differences are slightly in the whole state space. Moreover, due to the very small differences (caused by possible rounding errors and varieties in the minimization algorithm implementation) between the MATLAB and the embedded computer solution, the implementation on the BeagleBone Black is accomplished successfully. The next important point is to check the real-time applicability of the approach. The demanded computational time of $\Delta T = 0.1\text{s}$ for one stage of the game is successfully satisfied. By configuring the algorithm for the saddle-point computation of one stage $k$, such that it stops after maximal 0.09s, the minimization algorithm is still able to maintain the demanded absolute tolerance of $10^{-6}$ for the minimum func-
tion value. The use of an RTOS assures that the algorithm yields a solution within $\Delta T = 0.1s$, thus the real-time specifications are satisfied.

7.8 Cooperative Behavior Assignment Layer

In this layer the behavioral strategy of each pursuer is determined. This layer demands the possible outcomes when playing all possible combinations of behaviors by the underlying layer, the pursuit-evasion game. Having those possible outcomes, a static cooperative game as described in chapter 5 has to be solved. The algorithm for the computation of e.g. the pareto efficiency solution is relatively trivial for static games and follows the description in chapter 3. A more crucial task of this layer is the data transfer and the synchronization between the pursuers. Therefore, the embedded computer responsible for the cooperative behavior assignment is equipped with an RF module. This module is used as communication interface between the pursuers, while one of the pursuers is declared as the master, and is responsible for the synchronization and the data transfer between all teammates. The master sends out a specific bit sequence in every time cycle. When this bit sequence is received by the other pursuers it triggers them to broadcast their information set, while the master broadcasts its own one. In real experiments, it is determined that the computation of one stage of a two-pursuer one-evader game with observation sharing over a serial RF connection takes about 120ms.
8

Practical Real-Time Experiments

8.1 Experimental Set-Up

To prove the feasibility of the algorithms developed in this work, real system experiments are carried out. In particular, the single-action game decomposition and the MTPGD presented in chapter 4 is used to solve the non-cooperative games, while for the cooperation team-behavior game of the pursuers the Pareto Efficiency approach presented in chapter 5 is utilized. Five different two-pursuer one-evader PEGs is defined. The first three experiments are situations, where all players have perfect state information. Moreover, the pursuers are faster than the evader. Next, in experiment four, a situation with imperfect state information and observation sharing is regarded while all players have equal maximum speed. The initial positions of the players are chosen such that the evader is supposed to be caught as shown in section 5.3.1. In the last experiment the same configuration as in experiment four is assumed, but with a faster evader.

Due to the fact, that only one test platform is available (chapter 7), each experiment is carried out for each player separately. Therefore, a total number of 15 experiments with two emulated players are applied. Due to safety reasons the PEGs take place in the plane, while the altitude is held to a fixed value. The stage time $\Delta t$ for the non-cooperative game is set to $0.2s$. Normally a stage duration of $\Delta t > 120ms$ is demanded, because of the observation sharing when using the communication hardware described above, but since two emulated players are used here, this is not the reason to raise
the stage duration. The stage duration is set to $\Delta t = 0.2s$ because the GNSS provides a position update with a frequency of $5Hz$ being the limiting factor here. The capture radius is set to $3m$ for each experiment.

Figure 8.1 depicts the experimental set-up. The GNSS base station, mounted on a tripod, is depicted on the left. The experiments take place within a radius of $30m$ (free space) to the base station. The differential measurements are carried out with data of 17-20 satellites for each experiment. While the middle of the figure shows the autonomous agent described in the last chapter, the right side depicts the wind measurement station. A simple compass, a windsock, and an anemometer (figure 8.2) enabled the measurement of the wind direction and the average wind strength during an experiment.

![Figure 8.1: Experimental set-up.](image)

The following tables summarize the configuration of each experiment:
Figure 8.2: Anemometer Windmaster 2 [Wm2].

<table>
<thead>
<tr>
<th>Player</th>
<th>Init. Position</th>
<th>Max. Speed</th>
<th>Visibility</th>
<th>Wind</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evader</td>
<td>(0, 0)</td>
<td>1.33 m/s</td>
<td>Inf</td>
<td>1.5 m/s SE</td>
</tr>
<tr>
<td>Pursuer 1</td>
<td>(-5.5m, -5m)</td>
<td>2 m/s</td>
<td>Inf</td>
<td>1.5 m/s NW</td>
</tr>
<tr>
<td>Pursuer 2</td>
<td>(-0.5m, -5m)</td>
<td>2 m/s</td>
<td>Inf</td>
<td>0.5 m/s NW</td>
</tr>
</tbody>
</table>

Table 8.1: Experiment 1: set-up.

<table>
<thead>
<tr>
<th>Player</th>
<th>Init. Position</th>
<th>Max. Speed</th>
<th>Visibility</th>
<th>Wind</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evader</td>
<td>(7.5m, 6m)</td>
<td>1.33 m/s</td>
<td>Inf</td>
<td>0</td>
</tr>
<tr>
<td>Pursuer 1</td>
<td>(0, 0)</td>
<td>2 m/s</td>
<td>Inf</td>
<td>1.6 m/s NE</td>
</tr>
<tr>
<td>Pursuer 2</td>
<td>(2m, 10m)</td>
<td>2 m/s</td>
<td>Inf</td>
<td>1 m/s N</td>
</tr>
</tbody>
</table>

Table 8.2: Experiment 2: set-up.

<table>
<thead>
<tr>
<th>Player</th>
<th>Init. Position</th>
<th>Max. Speed</th>
<th>Visibility</th>
<th>Wind</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evader</td>
<td>(8.5m, -7.5m)</td>
<td>1.33 m/s</td>
<td>Inf</td>
<td>0</td>
</tr>
<tr>
<td>Pursuer 1</td>
<td>(15m, -15m)</td>
<td>2 m/s</td>
<td>Inf</td>
<td>0</td>
</tr>
<tr>
<td>Pursuer 2</td>
<td>(0, 0)</td>
<td>2 m/s</td>
<td>Inf</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 8.3: Experiment 3: set-up.

<table>
<thead>
<tr>
<th>Player</th>
<th>Init. Position</th>
<th>Max. Speed</th>
<th>Visibility</th>
<th>Wind</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evader</td>
<td>(0, 0)</td>
<td>2 m/s</td>
<td>4</td>
<td>0.1 m/s W</td>
</tr>
<tr>
<td>Pursuer 1</td>
<td>(-3.5m, -3.5m)</td>
<td>2 m/s</td>
<td>4</td>
<td>1 m/s N</td>
</tr>
<tr>
<td>Pursuer 2</td>
<td>(11.5m, 11.5m)</td>
<td>2 m/s</td>
<td>4</td>
<td>0.5 m/s NW</td>
</tr>
</tbody>
</table>

Table 8.4: Experiment 4: set-up.
### Table 8.5: Experiment 5: set-up.

<table>
<thead>
<tr>
<th>Player</th>
<th>Init. Position</th>
<th>Max. Speed</th>
<th>Visibility</th>
<th>Wind</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evader</td>
<td>(3.5m, 3.5m)</td>
<td>$2\frac{m}{s}$</td>
<td>4</td>
<td>$0.2\frac{m}{s}$ W</td>
</tr>
<tr>
<td>Pursuer 1</td>
<td>(−15m, −15m)</td>
<td>$1.8\frac{m}{s}$</td>
<td>4</td>
<td>$0.5\frac{m}{s}$ E</td>
</tr>
<tr>
<td>Pursuer 2</td>
<td>(−11.5m, −11.5m)</td>
<td>$1.8\frac{m}{s}$</td>
<td>4</td>
<td>$1\frac{m}{s}$ S</td>
</tr>
</tbody>
</table>

#### 8.2 Experimental Results

In this section, the results of five selected experiments are presented. The player’s trajectories of the remaining experiments can be found in the appendix.

Firstly, in figure 8.3 the trajectories of the three players for experiment one can be seen, while the evader is the actual player. Since both pursuers are initially positioned behind the evader, both are playing the “pursue” behavior throughout the game and are able to catch the evader after 35 stages (7s). The real system had to deal with wind coming from south-east direction with a velocity of $1\frac{m}{s}$. Since the evader is heading in north-east direction it had to struggle with relatively strong upwind in east direction.

In the second experiment depicted on figure 8.4, the effect of the wind can be observed even more. Regarding the velocity vectors of pursuer one, being the actual UAV in this experiment, one can see that the demanded speed and direction cannot be maintained. During the experiment a strong upwind from north-east is blowing with a velocity of $1.6\frac{m}{s}$ causing, that unlike in the simulations, the other pursuer catches the evader. Moreover, it can be observed, that pursuer 2 is herding the evader most of the game, until catching him after 73 stages (14.6s).

While no wind is present in experiment three (figure 8.5), another reason affects the trajectory of the real UAV. In the other two runs of this experiments with the other players being the actual UAV, trajectories close to the simulation are achieved. Here, pursuer two is acting differently. At the beginning of the experiment, some measuring errors of the GNSS system cause a temporary position inaccuracy of about 1m, causing the UAV to drift away in the first stages of the game. Nevertheless, pursuer two is able to catch the evader after 79 stages (15.8s).
Figure 8.3: Experiment 1: actual UAV evader.

Figure 8.4: Experiment 2: actual UAV pursuer 1.
In the following experiment, the evader is initially only escaping from pursuer one. Since, a visibility radius of 4m for each player is assumed, the evader does not know about the second pursuer yet. The second pursuer knows about the position of the evader due to the observation sharing with pursuer one. In figure 8.6 it can be seen, that pursuer one is herding the evader towards the other pursuer. After entering the visibility radius of the evader, the latter has no chance to escape from pursuer two anymore, while all players have equal maximal speed. The capture of the evader occurs after 30 stages (6s). The south wind with a velocity of 0.1 m/s has no noticeable effect on the UAV.

In the last experiment, depicted on figure 8.7, the biggest difference to the expected behavior of the UAVs can be regarded caused by wind. Here, the upwind (south wind) with a velocity of 1 m/s slows down the second evader in such a way, that the evader, which is 10% faster than the pursuers, is able to escape both UAVs. In the other two runs, with the other players being the real UAV, the evader is caught as expected.
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Figure 8.6: Experiment 4: actual UAV evader.

Figure 8.7: Experiment 5: actual UAV pursuer 2.
8.3 Conclusion

Regarding the experimental results, the applicability of the approaches presented in this work are shown. All 15 experiments are carried out successfully, meeting the expected trajectories from the simulations in almost every case. Despite the fact that the simulation model of the game does not meet the actual system with 100%, there are two factors that influence the reference trajectories for the actual game. Firstly, it is observed that to a certain degree, sensor uncertainties, e.g. a degraded satellite signal, are leading to inaccurate measurements and thus to a deviating behavior. The second and more severe reason is the disturbances caused by wind and wind gusts. While the average wind throughout an experiment is measured, the wind gusts are not registered. The observations during the experiments reveal, that relatively strong wind gusts with a velocity over $2\text{ m/s}$ affect the behavior of the UAV strongly. As is evident from the experimental results, especially when the UAV is facing an upwind with an average velocity greater than $0.5\text{ m/s}$, it is significantly decelerated.
Conclusion and Final Remarks

A framework enabling the application of multi-pursuer single-evader PEG with actual UAVs in real-time is presented. The problem is defined as a multi-player discrete-time deterministic dynamic game with non-fixed terminal time. The complexity of the solution process increases rapidly with the number of players and strategies. Therefore, a suitable method is sought, reducing the time-complexity such that a real-time implementation is feasible. The reduction takes place on two different levels of the game. While computing the result of a single stage of the game, the action set is decomposed into three distinct games. Hence, the optimal strategies for a motion in \(x\)-, \(y\)-, and \(z\)-direction are calculated independently. The decomposed single-stage game yields very close results to the full game, while significantly reducing the time-complexity. In other words, the difference between the results of the decomposed and the full game have an average value of 0.039 stages and a standard deviation of 0.37 stages which is negligibly small for all practical purposes. The time complexity of the full game, being \(O(s^6)\), is reduced to \(3 \cdot O(s^3)\), where \(s\) is the number of strategies for each degree of freedom. The reduction of the exponential complexity is, thus, significant. For instance, the solution calculation for a game with \(s = 9\) is performed 171.17 times faster through decomposition of the action space. The second approach for time-complexity reduction is changing the game structure. Two different methods are introduced, namely the MTPGD and TSTPG, which are applied to a two-pursuer single-evader game. In the MTPGD, the original game is decomposed into many two-player games, for which less complex algorithms exist, while the cost functional of each player in the
two-player game has a constant term considering the actual state of each other players of the overall game. Due to a fusion of these intermediate results, a close solution to the solution of the full game is achieved. Depending on the cardinality of the action space the time-complexity could be decreased considerably (From $\mathcal{O}(S^{2N})$ to $\mathcal{O}(NS^6)$, where $N$ is the number of players and $S$ is the number of strategies per player). Therefore, this decomposition is most beneficial for a larger number of players. The TSTPG encapsulates a team of players to one super pursuer, while the action set of this super player consist of each possible combination of the players of the team. While the results using this approach are even closer to those of the full game, the time-complexity of the utilized solution algorithm stays the same ($\mathcal{O}(NS^6)$). Nevertheless, other algorithms that are only available for two-player games, like the Lemke-Howson algorithm, enable a computation in PTIME for zero-sum games to be used. In simulation it is shown that using the Lemke-Howson algorithm results in a huge reduction of the run time for both the MTPGD and the TSTPG, being considerably faster ($\approx 21$ times faster with TSTPG and $\approx 70$ times faster with MTPGD for $S = 9$) in opposition to the computational time of the full game. In total, the action space decomposition and the complexity reduction with the TSTPG result in a $3558.62$ times faster calculation, and with the MTPGD a $12043.52$ times faster calculation, with $9$ strategies per axis and player.

Moreover, it is demanded that a team of pursuers is able to capture a single faster evader through cooperation. Therefore, a superordinate cooperation on top of the non-cooperative game is proposed, enabling the change of behavior for a pursuer. Two pursuing behaviors are defined, namely pursuit and battue. The first behavioral strategy is a conventional pursue, while the second one is a behavior where the pursuer is trying to drive the evader towards another pursuer. It is shown that due to the cooperation on a higher level, the outcome of the pursuing team is increased (up to $13.25\%$) for a game with perfect information structure and a slower evader. While the gain of the outcome of such a game is not significant, it is when it comes to games with imperfect information e.g. visibility-based PEGs. Due to the observation sharing between the pursuers, it is only necessary that one pursuer is able to sense the evader. This information superiority enables the capture of a faster evader. This is shown due to simulations. With increasing evader
speed the initial states for which the evader can be captured increasingly shrinks. Another issue is that because of the observation sharing, some information may be received by other pursuers with a delay of multiple stages. It is shown that when using a Kalman filter for the estimation of the actual state, a capture of the evader is still possible with a delay of 6 stages. Without an estimator, a delay of 4 steps makes a capture impossible.

The results obtained are demonstrated in practice using UAVs. The UAV agents behaviors are encapsulated in the RNBC structure. This architecture is a generalized cascaded control structure which arranges the fastest and more reflexive behaviors in the lower layers, while the slower and more complex behaviors are placed at the upper levels. Using this implementation for UAVs, a comparison to the PMA from [RT07] is performed. This work, focuses on a similar topic, namely the time-complexity reduction of the game and the capture of a faster evader with multiple pursuers. In order to compare the approaches in a fair way, some restrictions to the GTA are set, like the fixed and finite set of position states the game can reach. This impacts especially the termination condition. The game ends when the evader reaches the boundary of the position state. Moreover, a performance measure is introduced including the average of terminal stages, the variance of terminal stages, the diverged games and the operations needed for calculation of the regarded approach combination. The two methods are compared by running a large number of simulations for three different configurations: (i) faster pursuers, (ii) equally fast players, and (iii) a faster evader. The results show the advantage of the escaping and pursuing behavior of the GTA of the present work. The biggest advantage can be seen in the run-time of the GTA, which is about 21 times faster regarding the collectivity of the operations conducted in all simulations.

With the successful realization of an actual PEG UAV it is possible to run several experiments. The simulation results show the feasibility of a two-pursuer one-evader scenario. Sensor uncertainties and especially wind and wind gusts affect the results, leading partly to deviations in respect to the simulation results. Most notably, strong upwind could cause a completely different outcome in opposition to the simulation, while in one experiment the evader which is supposed to be caught, is able to escape.
Finally, few remarks are due. The action space decomposition does not take the non-holonomic constraints of the hex rotor into consideration. In this specific example, the impact on the dynamic behavior is acceptable. A motion of a multi rotor in $x$- or $y$-direction is achieved by changing the pitch or roll angle and the thrust. For instance, a motion only in a positive $x$-direction demands a positive pitch angle and a proper additional positive thrust. Without a proper thrust, the multi rotor would also perform a motion in $z$-direction. The roll and pitch angles are independently controllable but to maintain the $z$-velocity an additional thrust must be provided. Due to this coupling, the maximal allowed velocity commands in $z$-direction in the PEGs are kept about four times less than those for $x$ and $y$. The action space decomposition can only be performed for holonomic systems, or for special non-holonomic systems (like multi rotors) by proper adaptations on the action space.

Changing the game structure is a very critical task. The choice of suitable cost functionals is especially crucial. The procedure of how to constitute the cost functional for a TSTPG or MTPGD game structure varies with the application and needs a detailed analysis of the process to be regarded. When using the MTPGD a suitable fusion of the interim solutions must also be performed. The fusion procedure also varies with the application and demands extensive investigation of the specific problem.

The superordinate cooperation gives the members of a team the ability to negotiate about which behavioral strategy is the best one to use to maximize the outcome of the team. Thus, the superordinate cooperative provides more flexibility to a team regarding their behavior. It is shown that the results of a game with perfect state information can be improved, enabling the possibility to capture a faster evader in visibility-based PEGs. The drawback of this approach is the increased complexity to the solution process. The complexity increases by a factor of $n^S$ with every additional behavioral strategy, $S$, with $n$ as is the number of players in a team.

The cooperation between team-members demands a permanent communication between team-members. The present solution takes 120ms for one full data exchange between two players. With an increasing number of players the communication overhead gets even bigger. Thus, a delay of multiple stages can occur. To overcome this problem, a space-saving encoding could
be implemented or another communication structure or channel could be used.

**Future Work**

First and foremost the $n$-pursuer $m$-evader PEGs is still a little examined topic in current research. In 1-pursuer $m$-evader PEGs a similar approach as discussed in chapter 5 could be applied, a cooperative evasion against a faster pursuer for instance. The evaders could have several behavioral strategies, e.g. “evade”, “hide” or “attract”. A conceivable strategy could be that one evader tries to attract the pursuer, such that the other evaders are able to escape or to hide. When it comes to $n$-pursuer $m$-evader PEGs the problem gets much more complex. The complexity increases because both teams are able to cooperate. Especially the pursuers have to decide which evader to pursue. A suggested approach could be by adding an additional level to the RNBC structure of the agents superordinate to the cooperative layer, namely the “Assignment Layer” as depicted on figure 9.1. Analogical to the cooperative layer, a static cooperative game could be defined to determine which pursuer combinations is the optimal one against each evader. The result of this cooperative game would be to determine optimal single-pursuer multiple-evader or multiple-pursuer single-evader combinations, considering all behavioral strategies on the lower layer, to maximize the outcome of the team. Of course, with this additional layer the total game becomes on the one hand applicable on $n$-pursuer $m$-evader PEGs, while on the other hand the time-complexity increases exponentially with the number of possible player combinations. Therefore, an accurate analyze has to be carried out. As a pre-step to the assignment game, an elimination of non-reasonable combinations could be carried out to minimize the combination space and thus the time-complexity of the solution process of the game.
Figure 9.1: Exemplary RNBC implementation for PEG UAV agents with player assignment.
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All remaining figures of the player’s trajectories for all experiments described in chapter 8 can be found below. Note, that the initial position of the actual UAV is always assumed to be the origin. Thus, the initial positions of the other players change respectively to maintain the relative positioning to each other.

\textbf{Figure A.1: Experiment 1: actual UAV pursuer 1.}
Figure A.2: Experiment 1: actual UAV pursuer 2.

Figure A.3: Experiment 2: actual UAV evader.
Figure A.4: Experiment 2: actual UAV pursuer 2.

Figure A.5: Experiment 3: actual UAV evader.
Figure A.6: Experiment 3: actual UAV pursuer 1.

Figure A.7: Experiment 4: actual UAV pursuer 1.
Figure A.8: Experiment 4: actual UAV pursuer 2.

Figure A.9: Experiment 5: actual UAV evader.
Figure A.10: Experiment 5: actual UAV pursuer 1.