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Ultrafast Excited State Dynamics and Functional Interfaces Probed by
Second Harmonic Generation
Understanding the ultrafast excited state dynamics in organic semiconductors after op-
tical excitation is a key requisite on the road towards efficient organic solar cells. Ad-
ditionally, the creation of functional interfaces built from organic molecular switches
and the read-out of the photochromic state are essential for molecular electronics. In
this thesis, static second harmonic generation (SHG) measurements were utilized to
investigate the photochromism of different indolylfulgimide derivatives immobilized on
silicon. During this, the influence of chemical modifications on the switching efficien-
cies (cross-sections) and the non-linear optical contrast between the switching states
were investigated. In the second part of this thesis, femtosecond time-resolved second
harmonic generation measurements were used to investigate the ultrafast decay mech-
anism of optically induced electronically excited states in organic semiconductors and
donor/acceptor systems. These led to observations of relaxation into dimer induced
states, charge trapping at native silicon oxide and ultrafast vibronic relaxation. For the
donor/acceptor configurations, depending on the molecular orientation at the interface
and the excitation energy, the creation of charge transfer states were investigated.

Ultraschnelle Dynamik von angeregten Zuständen und funktionalisierte
Grenzflächen untersucht mittels Frequenzverdopplung
Die Gewinnung eines tieferen Verständnisses der ultraschnellen Dynamiken von an-
geregten Zuständen ist von größter Wichtigkeit in der Entwicklung von effizienten or-
ganischen Solarzellen. Des Weiteren ist der Aufbau von funktionalisierten Grenzflächen,
bestehend aus organischen molekularen Schaltern, und das Auslesen des photochromen
Zustands unverzichtbar für die molekulare Elektronik. In dieser Arbeit wurden statische
Frequenzverdopplung (engl. second harmonic generation (SHG)) Experimente verwen-
det, um den Photochromism von verschiedenen Indolylfulgimidderivaten, die auf Silizium
immobilisiert wurden, zu untersuchen. Dabei wurde der Einfluss von chemischen Verän-
derungen auf die Effizienz (Wirkungquerschnitte) der involvierten Prozesse und der nicht
lineare optische Kontrast zwischen den Zuständen untersucht. Im zweiten Teil der Arbeit
wurden SHG Messungen mit einer Femtosekunden Zeitauflösung verwendet, um die ul-
traschnellen Zerfallskanäle von optisch angeregten elektronischen Anregungen in organ-
ischen Halbleitern und Donor/Acceptor Systemen zu untersuchen. Hierbei wurden die
Relaxation in von Dimeren erzeugten Zustände, das Einfangen von angeregten Ladungen
durch natürliches Siliziumdioxid und ultraschnelle Schwingungsabregung beobachtet. In
den Donor/Acceptor Systemen wurde die Bildung von Ladungstransferzuständen, ab-
hängig von der Orientierung der Moleküle an der Grenzfläche und der Anregungsenergie,
untersucht.
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1 Introduction

The interaction of light with molecular systems is an important process and provides
a broad variety of applications. It can be used to drive the photochromism of organic
switches and thereby provide a switchable system on the size level of molecules [1–3],
but also energy generation in organic photovoltaic devices [4–7] can be achieved, by
absorption of light of organic molecules. To further improve the properties of such
molecules, one needs a fundamental understanding of the involved elementary processes.
Time-resolved second harmonic generation (SHG) can, on the one hand provide the time
resolution to investigate the ultrafast sub-picosecond processes after the absorption of
light in molecular layers [8–10]. On the other hand, SHG provides the sensitivity to re-
solve the photochromism of sub-monolayers of molecules immobilized on surfaces, with
significant signal contrast [11–14]. Furthermore, processes at buried interfaces of stacks
of functional materials can be observed [9, 10, 15]. The high surface/interface sensitivity
of the SHG process is caused by the suppression of the SHG signal from centrosymmetric
materials and thereby the creation of the signal mostly at symmetry breaks created by
the surface/interface in the systems [11–14].

In the scope of today’s increasing demand for data storage, the top-down approach of
the conventional inorganic semiconductor devices reaches its limits in miniaturizing the
basic building units [16, 17]. One possible approach to solve this problem could lie
in the bottom-up approach of utilizing single molecules as fundamental data storage
units [17–19]. In addition, by combining single molecular switches with other organic
components, fully molecular electronics may become possible [3, 20, 21]. Combining
molecular electronic devices with molecular storage could lead to novel photonic and
optoelectronic devices. This makes completely new fields of applications available.
For these, an immobilization of organic molecules without hindrance of the photocromic
properties of the molecules is essential. The photochromism of a variety of molecules has
been well known since the 19th century [22, 23], but it is mostly investigated in solution,
where the molecules can freely move around [24, 25]. So far, experiments based on immo-
bilized organic switches have shown a large variety of challenges concerning the switching
ability of immobilized molecules. The main approaches range from physisorption [26],
Langmuir monolayers [27, 28], Langmuir-Blodgett-films [29], incorporation into polymer
matrices [18] to chemical attachment via self-assembled monolayers [30]. Despite the
large variety of approaches, there are usually two important challenges: The quenching
of the excited state due to the electronic coupling to the substrate. This is a problem es-
pecially in physisorbed systems. In these, the surface can suppress the photochromism
fully [31] or partly [32]. Furthermore, the thermal stability of different states can be
influenced by the surface, and even reversed [33]. It has been shown that the strong
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influence of the surface can be eliminated by the use of either bulky side groups [26, 34]
or linker groups [30]. The second effect is steric hindrance by either the surface, the
matrix or other functional molecules [35]. This can be overcome by carefully designing
the used molecular structures.

In the framework of this thesis, the aim is to investigate the practicability of a new
immobilization approach of different fulgimide molecules on a silicon surface. Especially
the quality of the decoupling approach of the fulgimides from the surface used here and
their switching efficiency are of great interest. Furthermore, the influence of chemical
variations of the fulgimide and the linker group are under investigation. In addition to
the investigations on the functionality of the switches, the second aim is to optimize
the system in regard to the non-linear optical (NLO) contrast induced by the switching
process.
For this, the photochromism of a sub-monolayer of 2- and 3-Indolylfulgimide molecules
attached to an alkyne linker on a silicon(111) surface were investigated by SHG. The
high interface-sensitivity of SHG has been utilized to observe the functionality of the
fulgimides. Fulgimides are a photochromic molecular species, which undergoes a ring
opening/closure reaction under illumination with UV and visible light respectively [36–
38]. Additionally, a cis-/trans-isomerization can be driven by UV light in the open-form
of the molecules [37, 38]. Based on the larger delocalized π-electron system of the closed-
form compared to the open-form, a significant change in the SHG signal is expected for
the switching process between the two forms [39]. Indeed NLO contrasts between the
two forms of around 20% were observed for all systems. For one sample a NLO contrast
of over 30% could even be observed for a well-chosen polarization combination of the
incoming and the outgoing light. For the ring opening/closure reaction cross-sections
in the order of 10−18 - 10−20 cm2 were measured. Based on polarization-resolved mea-
surements and calculations of the molecular first order hyperpolarizabilities with density
functional theory the orientations of the fulgimide molecules on the surface have been
determined. In addition to the expected switching process between the open- and closed-
form a reversible signal change induced by the probe beam with up to five orders of mag-
nitude lower cross-sections (around 10−23 cm2) than the ring opening/closure reaction
was observed. Furthermore the thermal stability of the closed-form was not given for all
samples and the cross-sections of some sample systems were only in the regime of 10−19 -
10−20 cm2 and not in the order of 10−18 cm2 as expected for decoupled indolylfulgimides.
All of these effects could be assigned to an interaction between a phenyl ring, which has
been introduced between the fulgimid and the linker group, and the fulgimide. All three
properties could be largely influenced by electronic decoupling of the phenyl ring from
the fulgimides.

Organic photovoltaic devices have gained a lot of attention in the last decade [4–7]. The
attention is due to the variety of possible applications of organic solar cells and the large
increase in energy usage in today’s society. Solar cells based on organic materials offer
the possibility to create ultrathin, low-weight devices [6]. It has furthermore been proven
that it is possible to build devices on flexible substrates, increasing the range of potential
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applications [40]. The key functionality of such devices is provided by the interfacial
interactions at the donor/acceptor interface [7]. This is where the high sensitivity of the
SHG process to symmetry breaks and thus the interface between donor and acceptor
material is used.
Two of the main challenges in the application of organic semiconductors in organic solar
cells are the degradation due to environmental influences and the understanding of the
ultrafast excited state dynamics directly after the optical excitation [7, 41]. The first
one can be overcome by either encapsulation of the functional layers [42] or design of
the molecules [6, 43, 44]. In the work of this thesis, two perylene derivatives, which are
environmentally stable were used [45–47]. To increase the efficiency of solar cells the
ultrafast processes on a femto- to picosecond timescale play a significant role [7, 41].
The key processes for an efficient solar cell operation are the creation of charge transfer
(CT) states at the interface of the donor and acceptor material, and the following charge
separation mediated by the interface [7]. Depending on the specific materials, the molec-
ular orientation at the interface and the morphology of the films, different additional
processes influence the CT generation [48]. For instance, the influence of the excess
energy in hot excited states is currently under discussion [9, 49]. The fastest process is
usually the vibronic relaxation of initial hot excitations on a femtosecond timescale [50].
Other processes like excimer formation can result in charge trapping [51, 52] and thus
can suppress charge separation.

The main purpose of this thesis is to investigate the ultrafast dynamics of optically
excited states and possible decay mechanisms to get a deeper understanding of the
fundamental processes in organic photovoltaic devices. In order to do so, the main
topics are the intrinsic decay mechanism of a single material layer, the influence of the
substrate, and the interactions at a donor/acceptor interface. To resolve the influence
of the excitation energy and especially for the donor/acceptor interface, the influence of
the molecular orientation at the interface with regard to charge-transfer generation is of
great importance in the scope of this thesis.
To investigate the aforementioned topics, a time-resolved SHG setup with a femtosec-
ond time resolution was used to shine light on the ultrafast excited state processes
in the two promising organic semiconductors diindenoperylene (DIP) and the perylene
derivate n,n’-bis-(2-ethylhexyl)-1,7-dicyanoperylene-3,4:9,10-bis(dicarboximide) (PDIR-
CN2). Differently prepared bilayers made of the two materials were also investigated.
In this context, the temporal resolution of better than 50 fs of the SHG setup is essential
for studying such processes. Both materials form neat films and have high resistances
against environmental influences [45–47]. For DIP an ultrafast relaxation into a dimer
induced state, which acts as an energetic trap and possibly suppresses the CT genera-
tion, was identified. In PDIR-CN2, the vibronic relaxation on a femtosecond timescale
for different excitation energies were observed. Combining the two materials, a few new
processes were identified. For the DIP/PDIR-CN2 bilayer, no interaction of the excited
states in either material with the interface could be detected. Changing the stacking
order of the materials to PDIR-CN2/DIP led to the observation of an energy transfer
from the PDIR-CN2 to an interfacial state. In the final step the molecular orientation
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of the DIP layer was influenced, which led to similar results for the pure DIP film, but
in interaction with the PDIR-CN2 the generation of CT-states could be observed.

Outline

The thesis is composed of three main chapters. Chapter 2 poses an introduction to the
principles of SHG and presents the setup used in this thesis is presented. It also gives a
characterization of the setup is given and explains the measurement approaches. Chap-
ter 3 discusses the results of the fulgimide functionalized surfaces. A brief introduction
into the concept of photocromism and the recent research of different immobilization
approaches are given. The sample preparation is addressed and a short investigation
of the linker molecules is presented. The main part of chapter 3 is composed of the
presentation of the SHG results of the fulgimide samples, and finished by a compari-
son with results based on DFT-simulations and a discussion of the observed features
and processes. In chapter 4, the TR-SHG measurements of organic semiconductors are
evaluated. The chapter begins with a brief introduction of optically excited states and
their dynamics in organic molecules. Afterwards the results of the different investigated
systems (DIP and PDIR-CN2) and their bilayers are presented. The chapter closes with
a discussion of all observed properties of the different systems. Finally, the results of
the thesis are summarized in chapter 5.
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2 Second Harmonic Generation

With second harmonic generation (SHG) the second-order susceptibility tensor χ(2),
which describes the second-order non-linear optical properties of a medium, is used to
probe a variety of processes in different materials and material systems. The SHG con-
cept was first proven shortly after the invention of the ruby laser in 1960 [53]. In 1961,
the first results from experiments in the Weinrich group at the University of Michigan
were published showing generation of light at the doubled frequency by a focused ruby
laser in a quartz crystal [54]. In 1967, the electric field enhanced second harmonic gener-
ation (EFISH) was discovered [55]. Starting with the discovery of surface-enhanced SHG
by Shen et al., SHG became a versatile method to investigate surface properties [11–14].
Nowadays, it has been used to investigate nearly all properties of surfaces, buried layers,
and sub-surface layers, like for example their charge [56–58], roughness [59, 60], electronic
state density [61, 62], adsorption [63–65], initial band bending [66, 67], orientation and
symmetry [68–70]. Because of the high interface/surface sensitivity [13–15] SHG got
attention as a probe technique for ultrafast processes, like for example excited state dy-
namics in organic semiconducting single layers, as well as in organic bilayers, where the
focus lies on the dynamics of the charge transfer (CT) [8–10]. Furthermore, it is possi-
ble to investigate changes of χ(2) even in sub-monolayers of photochromic molecules [12].

In the thesis at hand a femtosecond pulsed laser setup has been used to probe the non-
linear optical properties of two completely different material systems. Accordingly, two
different approaches have been used: (1) Quasi static experiments on fulgimide func-
tionalized silicon surfaces have been conducted, probing the change in the second order
susceptibility due to a ring opening/closure reaction driven by an external stimulus such
as light. (2) Ultrafast time resolved pump/probe experiments have been done using the
femtosecond resolution of the laser setup on organic semiconductors, probing the dy-
namics of optically induced excitations in organic layers. Additionally the influence of
various interfaces between two organic semiconductors (e.g. donor/acceptor interfaces)
as well as the influence of the substrate to the dynamics were investigated.

In this chapter, an introduction into SHG and its realization as a versatile surface/interface-
sensitive probing method is given. In section 2.1, the basic principles of SHG are ex-
plained. The realization of the SHG setup with a pulsed laser source used for this thesis
and its application to investigate the different samples is described in section 2.2.
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2.1 Second-order non-linear optics
When an electromagnetic wave travels through a dielectric medium, it invokes a dis-
placement of electrons with respect to the atomic cores. The displaced electrons become
the source of the ongoing electromagnetic field, which leads to an induced dielectric
polarization P(E). For weak electric fields E the polarization behaves linearly in E:

P = ϵ0χE (2.1)

where ϵ0 is the vacuum permittivity and χ is the susceptibility of the medium. In general,
E and P are three component vectors and χ is a 3 × 3 tensor. For high intensities of
the electric field, where the electric field strength is not negligible in comparison to the
the atomic Coulomb field, the displacement of the electrons becomes anharmonic and
the assumption of a linear behavior between the polarization and the electric field is not
longer valid. In this case, the polarization can be described by a power series expansion
of χ, which leads to:

P = ϵ0χE
= ϵ0(χ

(1)E + χ(2)E2 + χ(3)E3 + ...)

= P(1) + P(2) + P(3) + ...

(2.2)

where χ(2) and χ(3) denote the second- and third-order susceptibilities. This expansion
is only valid as long as χ(i) ≪ χ(j)for j > i. The second-order susceptibility in its
generalized form is a three-dimensional 3× 3× 3 tensor corresponding to the three wave
mixing. To calculate the effect of this expansion to the involved light, the simplest
approach is to take into account two different electric fields modeled by plain waves,
described as follows:

E = E1 ∗ e−iω1t + E2 ∗ e−iω2t + c.c. (2.3)

with the frequencies ω1 and ω2. c.c. stands for the complex conjugated. Calculating
the second order term of equation (2.2) for the plain waves of equation (2.3), the second
order term becomes:

P(2)/ϵ0χ
(2) = (E2

1e−i2ω1t + E2
2e−i2ω2t + c.c.)

+ 2(E1E2e−i(ω1+ω2)t + c.c.)

+ 2(E1E2e−i(ω1−ω2)t + c.c.)

+ 2(E2
1 + E2

2)

(2.4)

All four terms describe the second-order non-linear response of the medium. The first
term depends only on the doubled frequencies of the incoming electric fields and therefore
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describes the SHG process. The other three processes in the order of the terms are: sum
frequency generation (SFG), difference frequency generation (DFG) and electro-optical
rectification (EOR). For ω1 = ω2 these terms are reduced to the SHG process. The SFG
is normally used in SFG-spectroscopy by tuning the wavelength of one of the beams
involved in the SFG process. The DFG process is usually used in optical parametric
amplifiers (OPA) to tune the wavelength of a laser beam [71, 72].
The SHG process has two important properties. First of all it is highly surface/interface-
sensitive, which is due to the fact that the SHG vanishes for centrosymmetric systems
like the bulk of most materials [13–15]. This becomes clear when looking at the second
order dielectric polarization:

P(2) = ϵ0χ
(2)EE (2.5)

For systems with inversion symmetry the electric field and the polarization vectors have
to be invariant under the inversion of the coordinate systems. This means for a simul-
taneous change from E to −E and P(2) to −P(2) the relationship equation (2.5) still
has to be valid. For non-vanishing electric fields, this is only possible for a vanishing
χ(2). In consequence, the SHG is highly sensitive to symmetry breaks like surfaces and
interfaces, which can be used to investigate very thin layers of materials or even single
molecules on a surface.
Secondly, for I(2ω) ≪ I(ω) the intensity of the SHG beam depends quadratically on the
intensity of the incoming beam (I(ω)):

ISHG(2ω) ∝ |P(2)(2ω)|2

∝ |χ(2)E2(ω)|2

= |χ(2)|2I2(ω)
(2.6)

Additionally, light of the doubled frequency can also be created via the third order
susceptibility. In the presence of a static electric field (EDC) the four-wave-mixing effect
called electric field enhanced second harmonic generation (EFISH) takes place [55]. It
can be described as follows:

PNL(2ω) = P(2)(2ω) + PEFISH(2ω) (2.7)

which generates the second harmonic field:

E(2ω) = E(2) + EEFISH(2ω)

∝ χ(2)E2(ω) + χ(3)E2(ω)EDC(0)
(2.8)
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The intensity then becomes:

I(2ω) = |E(2)(2ω) + EEFISH(2ω)|2

≈ I(2ω,EDC = 0) + α[χ(2)∗χ(3) + χ(2)χ(3)∗]I2(ω)EDC (2.9)

where α is a constant, χ(i)∗ denotes the complex conjugated to χ(i) and the quadratic
term in χ(3) is neglected due to χ(3) << χ(2). equation (2.9) directly points to a linear
dependence of the SHG generated by EFISH from the static electric field. Normally, the
third-order effects are negligible compared to the second-order process, but for either
high static electric field intensities or a symmetry break due to the static electric field,
the third-order effect can reach the same order of magnitude as the second-order effect.
For charge transfer (CT) between molecules very high static electric fields are created
locally between molecules and therefore the EFISH process can be used as a very sensi-
tive probe for CT and decay processes even at buried interfaces [8–10].

Another important property for high conversion rates of light with the SHG process
is the so-called phase matching [71, 72]. It is of high importance for the process of
generating tunable pump light for pump/probe experiments. In the discussion above
the phase information of the waves was completely omitted. Introducing a phase in the
plain wave description leads to:

Eα = Eα · e−i(kαx+ωαt) + c.c. (2.10)

with the wave vector ||kα|| = ωα(ωα)/c, where n is the refractive index and c is the speed
of light. In a non-linear and non-centrosymmetric medium the wave generates waves
with kγ = kα + kβ at each point advancing through the medium. Most of the light is
annihilated due to the dispersion relation n = n(ωα). By using a birefringent crystal,
like β-phase barium borate (BBO), it is possible to avoid the destructive interference by
orienting the crystals in a way that the different polarized fundamental and the generated
second harmonic light experience the same velocities. As a result, high intensities of
second harmonic light can be generated.

2.2 Experimental setup

The following section gives a brief introduction into the laser setup and the data acquisi-
tion. For an extended description of the setup and the measurement chamber refer to the
PhD thesis of Michael Schulze [73]. Additionally, this chapter holds a characterization
of the current state of the setup, as well as a description of the extension of the setup
and of the software used for automating the measurements of molecular switches.

8



Ti:sapphire oscillator
Coherent
Mira 900B

Nd:YVO

Coherent
Verdi V18

4

Regenerative amplifier
Coherent

RegA 9050

Optical parametric
amplifier
Coherent
OPA 9850

Stretcher

Compressor

Prism compressor
assemblies

BBO assembly

Periscope

Auxiliary
beam pathDelay stage

Chamber focus
lenses

Half-wave
plates

Half-wave plate
+polarizer

Shutter

Beamsplitter

Monochromator
Princeton Instruments

Aceton 2155

Photo-multiplier tube
Hamamatsu

R7446

Discriminator
Hamamatsu

C9744

PCI counting device
National Instruments

NI 6624

PC with
Labview

Diode
control

cw-Diodes
365nm & 530nm

Chamber

Sample

Band-pass
filters

Long-pass
filter

Re-collimating
lens

Half-plate
wave

+polarizer

Monochromator
focus lens

Photodiode
+ OD-filter

Dichroic
mirror

Protection
against

room light

Figure 2.1: The right side shows a schematic of the the laser setup generating the probe (red) and
pump (orange) pulsed beam. On the left side, the beam path in the measurement compartment
and signal detection is visualized. For experiments on the molecular switching processes two
additional diodes were used inside the measurement compartment for illumination of the samples.

2.2.1 Laser setup

This section presents the laser setup. A schematic overview is shown in figure 2.1. The
setup can be roughly divided into three parts: (1) Light generation and light tuning, (2)
SHG generation and sample compartment, and (3) signal detection and data acquisition.

(1) Light generation and light tuning
The initial light is generated by a frequency-doubled Nd:YVO4 cw-laser (Coherent Verdi
V18), which is split up into two beam lines to pump a mode-locked Ti:sapphire oscillator
(Coherent Mira 900B) and a femtosecond regenerative amplifier (Coherent RegA 9050,
300 kHz, λ = 800nm), which is seeded by the Ti:sapphire oscillator. The RegA output
is split into two beam paths. The first one is used as the probe beam. For the time-
resolved pump probe experiments a variable temporal delay is introduced by a piezo
driven automatic stage (PI M-505.4DG). The probe beam line is then compressed by a
pair of highly dispersive prisms (Thorlabs AFS-SF10) which are calibrated by the SHG
signal from a GaAs sample. A variable power control is introduced by an Glan Thomson
polarizer (Thorlabs GTH10M-B) combined with an achromatic half-wave plate (Thor-
labs AHWP10M-980). The polarization of the probe beam can be varied with a second
achromatic half-wave plate (Thorlabs AHWP10M-980). The second beam path is used
in the time resolved measurements as pump beam. It pumps a tunable optical paramet-
ric amplifier (Coherent OPA 9850) whose output beam is frequency-doubled by a BBO
crystal creating visible light in the regime between 650 nm and 550 nm. The bandwidth
of the visible beam is approximately 25 nm. A compression of the visible beam is also
done by a prism pair, which is calibrated by an auxiliary beam path by driving a SHG
process of the visible light. The polarization of the visible beam is controlled by a half-
wave plate and the power is controlled by the beam focus in the BBO crystal behind the
optical parametric amplifier. The two beams are focused by lenses and can be blocked
by shutters, both of which are mounted in front of the sample compartment.
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(2) SHG generation and sample compartment
The sample compartment shields the entire sample chamber and the beam path behind
the sample from external light sources. In the sample compartment, both beams are
focused under an incident angle of 45◦ onto the sample. The spatial and temporal over-
lap is optimized by maximizing the SFG signal of the superposition of the two beam
paths. The resulting cross correlation is in the order of 70 fs, corresponding to a sin-
gle laser pulse below 50 fs. Environmental UV light is filtered by a longpass colored
glass filter (Thorlabs FGL495S) in front of the sample. Behind the sample the light
of the fundamental beam and generated SHG beam are separated by a beamsplitter
(Thorlabs DMLP567). The SHG beam is further filtered by an array of three bandpass
filters (Thorlabs FGB37S, FGB25S and FGS900S) and then focused on a monochroma-
tor (Princeton Instruments Aceton 2155). Two diodes (Thorlabs M530L2 and M365L2)
are mounted in the sample compartment in order to illuminate the whole sample equally
with light of a wavelength of either 530 nm or 365 nm. The diodes can be controlled
either manually or with the newly implemented expansion of the measurement software
described in section 2.2.4. The sample itself is mounted on a copper plate in the sample
chamber, which is kept under an inert gas atmosphere (nitrogen, purity ’5.0’). The light
is coupled in via CaF2 windows, which are transparent in the complete visible regime
and can withstand high laser intensities.

(3) Signal detection and data acquisition
The SHG photons are converted into an electric signal by an photomultiplier tube di-
rectly after the monochromator. The photomultiplier tube works linearly for count of
rates up to 20.000 counts/s. For higher count rates the response does not keep up and the
system leaves the linear dynamic counting rate. After the photomultiplier the electronic
signal is transferred through a discriminator to reduce background noise, and then to a
counting unit (Hamamatsu C9744), where the signal is converted to a digital signal level.
The converted signal is acquired by a PCI data acquisition card (National Instruments
NI 6624) and further handled by a personal computer.

2.2.2 Characterization of the experimental setup

The laser setup can be used for quasi static and for femtosecond time-resolved pump/probe
measurements. For both measurements, the destruction of the sample by high laser in-
tensities, and the linear dynamic regime of the photomultiplier limit possible count rates.
As discussed before, the SHG signal scales quadratically with the incoming light inten-
sity. A power dependent static SHG measurement to verify this behavior was done on
GaAs. The result is shown in figure 2.2a. As it can be clearly seen the SHG signal scales
perfectly quadratically for count rates below 20.000 counts/s and differs from this be-
havior for higher count rates due to the non-linearity of the photomultiplier tube. This
limit did not pose a limit for the measurements in this thesis, because for non-damaging
laser intensities only count rates below 2000 counts/s were reached.
The temporal trace of the pulses were measured via the SFG signal of the pump and
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Figure 2.2: (a) Up to 20.000 counts/s the SHG signal scales quadratically with the incoming
light as theoretically expected, which means that the signal processing behaves linearly (linear
regime). For higher count rates the linear behavior of the signal processing stops. (b) SFG
cross-correlation of the pump and probe beam. The FWHM of 55 fs means that the single beams
have a width of 39 fs. (c) Wavelength scan done with the monochromator to resolve the spectral
behavior of the SFG and SHG signal.

probe pulse. A typical cross correlation is shown in figure 2.2b. The cross correlation can
be perfectly modeled by a Gaussian distribution with full width half maximum (FWHM)
of 55±2 fs, which leads to single pulses below 50 fs.
By turning the monochromator, the wavelength of the SFG and SHG signal can be
scanned. The result is shown in figure 2.2c. The scan can be well-modeled by two
independent Gaussian distributions describing the SHG and SFG signal. Both features
are noticeable symmetric and the peaks lie at the expected wavelengths.
A time-resolved single scan on the organic samples has a low signal-to-noise ratio, which
is mainly due to the low SHG intensity. The ratio can be significantly improved by
measuring up to ten scans at the same spot (depending on a possible beam damage)
and then moving to a nearby spot and doing another up to ten measurements. By
repeating this approach, the quality of the data can be systematically improved and
inhomogeneities in the sample are mediated. The results are visualized in figure 2.3.
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Figure 2.3: (a) For static SHG, a scan with at least a 10 s measurement time corresponding to
50 data points were taken to determine one signal level. (b) Signal to noise ratio increases due
to 10 iterations at one spot and usage of multiple spots on one sample.

2.2.3 Measuring methods

The SHG signal changes were created either by changing the static second-order suscep-
tibility of the sample by switching photochromic molecules by light (illumination exper-
iment), or by introducing an optical excitation in a thin organic film by a pump beam
and measuring the dynamical changes in the second-order susceptibility (pump/probe
experiment). In both cases the relative changes of the SHG signal were detected.

Illumination experiments
In the case of the photochromic fulgimide molecules, the SHG signal changes are induced
by the ring-opening/ring-closure reaction, because only the closed-form has a delocal-
ized π-electron system, while the open-form does not. Thus a significant change of the
electronic structure is created by the switching process. The switching is triggered by
illumination with light at different wavelengths. In the experiment, the illumination is
realized via two diodes (λ = 530 nm and λ = 365 nm), which are mounted outside of
the sample chamber, but still inside of the sample compartment. From the laser setup,
only the fundamental beam for the SHG process is used. If needed, the full power from
the setup can be used to drive the SHG process at the sample. The light of the diodes
is coupled into the sample chamber perpendicular to the sample, using lenses directly
attached to the diodes in a way that the whole samples are homogeneously illuminated.
SHG measurements during illumination are not possible due to the high amount of scat-
tered light from the diodes. The polarization of the probe beam can be controlled in
front of and behind the sample. The general measurement scheme has been illumination
with small amounts of light by one diode, followed by a short SHG measurement and has
been repeated until a saturation of the SHG signal is reached. By this procedure, the ef-
fective cross-section for the switching process for this kind of treatment can be extracted,
as long as there is no fast thermal relaxation and no changing of the sample induced
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by the probe beam. Thermal stability of both photocromic states and no influence by
the probe beam were expected for the samples investigated in this thesis, but this did
not prove to be true. Especially a saturating signal change due to the probe beam was
detected. Therefore, the procedure was changed: (1) The samples were illuminated for
a fixed amount of time, to induce a change in a part of the molecules. (2) Directly
after the illumination, to avoid thermal relaxation, the SHG signal was measured until
the saturation of the changes introduced by the probe beam. (3) By illuminating the
samples with light corresponding to the opposite switching process of that in step 1, the
molecules were brought back into their initial state. (4) This procedure was repeated
with increasing illumination times in step 1 until no further change by the illumination
could be detected. Through this procedure the initial values of all measurements done
in step 2 trace the amount of switched molecules depending on the illumination time.
The initial signal amplitudes were determined by a single exponential fit of the mea-
surements done in step 2. By plotting the resulting data points against the illumination
time, the cross-sections of the switching process were determined. Another important
property for applications of the photochromic molecules is their thermal stability and the
reversibility of the switching process. For the thermal stability measurements the sam-
ples were illuminated until saturation and then stored for at least 12 hours, after which
the SHG signal level was measured again. The switching stability was determined by
fully switching the samples between the two states at least 10 times and always checking
the SHG signal level for both states in each cycle. A brief description of an automation
for all experiments described here can be found in section 2.2.4. It has been written in
LabView as part of the experimental work.

Polarization-resolved experiments
To determine the orientation of the photochromic molecules and the orientation of ex-
cited states in the organic semiconductors, polarization-resolved measurements were con-
ducted. In the experimental setup the polarization of the pump and probe beam can
be continuously controlled by λ/2-waveplates, which are normally set to p-polarization.
A polarization-resolved measurement of the SHG signal can be realized, too. In this
case a λ/2-waveplate in combination with a polarization filter is used to filter the po-
larization of the outgoing light. The p-polarized light has one component perpendicular
and one parallel component to the surface, whereas the s-polarized light only has a par-
allel component. A sketch of the beam and polarization geometries is shown in figure 2.4.

Power-dependent experiments
The intensity of the SHG light depends quadratically on the incoming beam intensity as
shown theoretically in section 2.1 and proven experimentally in section 2.2.2. Increases in
the amount of switched molecules or of excited states in a molecular layer scales linearly.
To differentiate between different effects, to find a balance between sample destruction
and high signal amplitudes, and to identify non-linear effects a power variation of the
pump and the probe beam was done.
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Energy-dependent experiments
In the case of the time-resolved pump/probe experiments spectroscopic investigations
are possible. With the OPA it is possible to change the wavelength of the pump beam,
which can be used to investigate different excitations in the organic thin films. Especially
the influence of excess energy above the initially needed energy and the influence of
excitation into higher lying excited states (e.g. S2) are of great interest.

2.2.4 Automation of the illumination experiments

An automation of the measurements of the illumination experiments was developed,
and the measurement program (written in LabView) was expanded. For a detailed
description of the basic measurement program refer to the PhD thesis of Michael Schulze
[73]. The current section of the thesis at hand explains the additional options that come
with the expansion.
The illumination experiments are usually done by illuminating the sample for a given
time and then measuring the change in the SHG signal level, both done repeatedly
until the signal saturates. This is performed to measure the amount of light needed to
switch the complete sample. Afterwards the effective cross section for this switching
process can be calculated. Another common procedure is to illuminate until saturation,
measure, illuminate with the other wavelength until saturation, measure, and repeat a
few times in order to investigate the stability and reversibility of the switching process.
Both kinds of measurements can be very time-consuming. The automation gives the
user the possibility to easily program the setup to do a full illumination series with
varying illumination times and both light sources. In figure 2.5 the user interface of
LabView is shown. In (1), up to two treatments can be chosen. The upper field defines
the general behavior (illumination or dark (no illumination)) and the lower one decides
the kind of illumination (UV or VIS) in case of illumination. The three available options
therefore are: no illumination, UV or VIS illumination. Other illuminations are possible
by exchanging the corresponding diodes. In (2) the times for treatment one can be set
individually for every iteration for up to 20 iterations. In each iteration, treatment one
is done for the time set in (2) for that iteration and then treatment two is done for the
time set in (3). A time of zero in (2) or (3) means that treatment is skipped. In (4) the
measurement time after treatment one and two is set. The measurement time is set for
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Figure 2.5: The user interface shown here of the expansion enables fully automated measure-
ments of illumination experiments. The marked areas are described in the text.

all iterations. For all times except the measurement time the laser beam is blocked by
a shutter in front of the measurement compartment. The cycle window in (4) is only
needed for calculating the approximated time for the full measurement and the progress
bar. The progress bar is for the full measurement and not the individual iterations.
When no cycle is set the measurement is done, but no progress is shown. In (5), the
shutter and the two diodes can be controlled manually. Using the manual controls during
a automated measurement can lead to errors. The intensity of the illumination has to
be set manually once, before the measurements starts. To use the automation the diode
control has to be set from cw to trigger, so it can be switched on and off by the computer.
For an efficient use of the automation a new arrangement of the diodes was built. In
the setup used before, only one diode could be mounted at the same time. By the
inclusion of a beam splitter (Thorlabs DMLP505) in front of the sample chamber, both
diodes can be used at the same time. With the beam splitter in place, the VIS diode
is mounted as before and the light passes through the beam splitter. The UV diode
is mounted perpendicular to the setup and the light is reflected by the beam splitter.
With this setup the samples can be illuminated by both light sources without changing
the illumination source, and the measurement time is only limited by the laser stability,
which lies in the range of several hours.
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3 Functional Interfaces
In this chapter the results of SHG investigations on the switching behavior of fulgimide
derivatives immobilized by an alkyne linker on a Si(111) surface are presented. Three
aspects are investigated by SHG generation measurements: (1) the thermal stability of
the different molecular states, (2) the switching ability and reversibility, and (3) the
cross-sections of the switching processes. Furthermore, the NLO contrast between the
different molecular states for various laser beam polarization combinations is combined
with the results of simulations to get information about the molecular alignment of the
molecules with respect to the surface. Based on a modification of the linker group and
on previous experiments by Michael Schulze [73, 74], the rise of a new molecular state
and the influence of a phenyl ring on the switching properties and thermal stabilities
of the different photochromic states of the fulgimides in the configuration used here are
discussed. This chapter begins with an introduction to the molecular class of fulgimides
and their photochromism (section 3.1), followed by a short description of the sample
preparation (section 3.2). Subsequently, the results of the three systems investigated
in this thesis are presented (section 3.3) and compared to results based on calculations
by Clemens Rietze of Prof. Peter Saalfrank’s group at the Institut für Chemie at the
Universität Potsdam (section 3.4). Finally, the results are discussed with a focus on the
newly discovered IR-state (section 3.5).

3.1 Introduction
The key property of fulgimides are their photochromic properties. Photochromism is
defined as the ”reversible transformation of a chemical species induced in one or both
directions by absorption of electromagnetic radiation between two forms, A and B, hav-
ing different absorption spectra” [75]. Thereby, the molecular form A is thermally sta-
ble and can be transformed into form B by irradiation with electromagnetic waves.
The back transfer from form B to form A can be driven thermally or photochemically.
In figure 3.1a the general concept of photochromism is visualized. Prominent exam-
ples of photochromism are the ring-opening/ring-closure reaction of fulgides [76–78] and
fulgimides [30, 36, 37, 78], furthermore spiropyrans [79] and diarylethenes [80, 81], as
well as the conformational trans/cis isomerization of azobenzene [23, 82, 83] and its
derivatives [84, 85].
Fulgimides are the imide derivative of the fulgides. Fulgides were synthesized, investi-
gated and named at the beginning of the 20th century by Stobbe [22, 76]. Based on
the fulgides, in 1957 the first imide derivatives named fulgimides were reported [36].
A highly efficient synthesis developed by Liang et al. opened the way for large-scale
production of indolylfulgimides [37, 38]. In solution the indolylfulgimides show a strong
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Figure 3.1: (a) Visualization of the general definition of photochromism. (b) Photochromism
of the 2-indolylfulgimide.

thermal stability of both switching states at room temperature and a very high fatigue
resistance of the switching process [38]. In general, fulgides and fulgimides in solution
show various properties facilitating commercial applications: (1) As mentioned before,
complete thermal stability. (2) High conversation between the open- and closed-form.
(3) High quantum efficiencies in both directions. (4) A good fatigue resistance. (5)
Suitable for large-scale synthesis [78]. Furthermore, the switching processes between the
open- and closed-form takes place on the timescale of a picosecond and without forma-
tion of intermediate meta-stable states [24, 77, 86, 87]. Thus the Woodward-Hoffmann
rules can be applied to the ring-opening/ring-closure reaction of this molecules [88–90].
Based on the these rules the photochemical process of the ring-closure reaction is a
conrotatory electrocyclization of the central hexatriene moiety, as highlighted in fig-
ure 3.1b. The ring-closure reaction is optically symmetry allowed and can therefore be
driven by UV light. Due to the almost planar four-ring conjugated π-electron system
formed in the closed-form (C-form) the absorbance is shifted to higher wavelengths, the
molecules become colored and the ring-opening reaction is driven by visible light [38].
Apart from of the ring-opening/ring-closure reaction the molecules can undergo a cis-
/trans-isomerization in the open-form. Here both directions of the process are driven by
UV light. The ring-closure reaction can only be accomplished coming from the trans-
form (E-form), while for the cis-form (Z-form) the ring-closure reaction is not possible,
due to the large distance between the indole and the methylene groups. In general the
cis-/trans-isomerization is regarded as an undesired process leading to a waste of en-
ergy [91]. Under UV illumination a photostationary state forms between the E- and the
Z-form. Due to the one-way ring-closure process under UV illumination the E-form is
depleted into the C-form and thereby the Z-form is depleted, too. For the illumination
with visible light the C-form is switched back into the E-form, a further transfer to the
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Z-form does not take place here. The combination of both processes leads to a small
amount of molecules in the Z-form. With substituents, which are not involved in the
electrocyclization, the ratio between the Z- and the E-form can be tuned [92, 93]. For
the 3-indolylfulgimide in benzoic solution, ratios of (Z/E/C) = 6/15/79 and 6/94/0 in
the photostationary state for UV- and visible illumination have been reported [30]. As
shown for the photostationary state under UV illumination for a similar indolylfulgimide
the ratio in solution also depends on the solvent used [94].
A large variety of applications of fulgide and fulgimide molecules have been demon-
strated. First of all the possibility of using the open- and closed-form as binary data
storage with a read-out in the IR-regime has been realized [95]. Liang et al. achieved
a full non-destructible readout molecular memory by attaching a molecular dye to the
fulgimide unit, thus making the fluorescence of the dye molecule dependent on the pho-
tochromatic state of the fulgimide. A proof of concept device was built by immobilizing
the dye-driver units in an PMMA matrix [18]. Furthermore, a 3-D data storage system
with full read, write, and erase capability based on fulgimides was achieved [19]. Apart
from the application in storage systems fulgides were used for re-writable holographic
films [96] and switchable energy transfer [20]. Regarding molecular opto-electronics full
molecular all-optical logic units based on fulgimide-porphyrin-dithienylethen [21] and
molecular transistors based on the switching state of a fulgimide [3] were realized.
For most of the applications mentioned above immobilization of the fulgimides is needed.
For example for data storage the same molecules have to be addressed in the read and
write cycles. The immobilization of organic switches, while conserving the functionality,
has proven to be challenging. Different approaches have been applied. One of the early
approaches used a fully controlled environment by evaporating molecular switches in
UHV onto noble metals. In many of these systems the interaction between the metal
and the molecular switch led to changes in the switching behavior ranging from fully
losing the functionality of the molecules (e.g. azobenzene on gold [31]) to one-way
processes (e.g. thienylcyclopentenes between gold contacts [32]) and to inversing the
thermal stability (e.g. nitrospiropyran [33]). Besides the reduction of functionality by
the coupling between molecules and metal surfaces the interaction can also increase
functionality by enabling effective switching due to a reduction of the transformation
barrier (e.g. in alkene derivatives on Cu(110) [97]).
Different coupling processes between the surface and the molecules have been discussed.
The most prominent are: (1) Steric hindrance of conformational changes induced by the
presence of the surface [35]. (2) The presence of ultrafast de-excitation channels intro-
duced by the surface [98]. (3) Strong reductions of the thermal barrier of physisorbed
molecules on surfaces [31]. To overcome and manage the interaction between the surface
and the photochromic molecules various strategies have been developed. One example
is the introduction of bulky side groups decoupling the functional parts of the molecules
from the surface [26, 34]. Another approach is to use a passivation layer [99]. For
the samples investigated in this work another approach has been used. The functional
molecules are attached to the surface by an SAM layer. Thereby, the adsorbate-substrate
as well as the adsorbate-adsorbate interaction can be tuned by the SAM molecules. This
can be achieved by varying the lengths of the anchoring group or by introducing spacer
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units [30, 100]. Usually thiole SAMs are used to connect functionalized molecules with
gold surfaces [101], or molecules are grafted directly on a silicon surface [30]. One major
problem for immobilized molecular switches can be steric hindrance either due to the
surface (including the SAMs) or due to other molecular switches in the molecular layer
[100, 102]. Beside steric hindrance also excitonic coupling between molecular switches
can play a role [103].
Investigating the switching behavior of sub-monolayers of photochromatic molecules is
rather difficult, especially in regard of the application as data storage, where a significant
and reproducible change is needed. Furthermore, the state of the molecules should not
be changed nor the molecules degraded by the measurement of the system. Probing
the second order NLO properties is a promising option. The SHG signal generation is
limited to symmetry breaking interfaces and therefore leads to a high ratio of the signal
from the molecular layer compared to the substrate [11–14]. Furthermore, in the case
of fulgimides the ring-closure reaction introduces a large closed π-electron system [37],
which is known to influence significantly the second order susceptibility and thereby
the SHG signal [39]. For the SHG generation a light source with a low photon energy
outside of the optical absorbance of any of the molecular states can be chosen and thus
an influence of the measurement to the molecular state can be avoided. With a focused
beam a spatial resolution of the measurement could be achieved. In summary SHG
measurements of a fulgimide system fulfill a necessary requirements for a method to
investigate such a system with high signal to noise ratios and high contrast between the
different molecular states. For the system of 3-indolylfulgimides attached with an amide
linker a second order NLO contrast of 20% has been reported [104]. In this work the
resulting systems of the immobilization approach of two indolylfulgimide derivatives via
a alkyne linker have been investigated with SHG.

3.2 Sample preparation

All fulgimide samples were prepared by Christoph Barta in the group of Prof. Karola
Rück-Braun at the Institut für Chemie at the Technische Universität Berlin. In the
first step the Si(111) surfaces were cleaned for 30min at 100 °C with piranha solution
(H2SO4/H2O2) and etched afterwards with 40% ammoniafluoride solution for 15min
at room temperature, leading to a fully H-terminated Si(111) surface. In the next step
the alkyne monolayer was grafted by the thermal reaction of the Si(111) surface with
1,8-Nonadiyne at 170 °C for 3 h under protective gas atmosphere (N2). The fulgimides
functionalized with a phenyl ring at the nitrogen of the succinimid part were attached to
the alkyne monolayer by a Sonogashira-reaction (5mM fulgimide, 10mol% Pd(PPh3)4
and 10mol% CuI in toulene, DMF, Et3N solution for 18 h at room temperature). Af-
terwards the samples were cleaned and stored under argon until the transfer into the
sample chamber, where they were stored and measured under nitrogen. X-ray reflectivity
(XRR) studies of the samples done by Christopher Weber in the group of Prof. Stefan
Kowarik at the Institut für Physik at the Humboldt-Universität zu Berlin revealed a sur-
face coverage of 68±5% coverage with alkyne linker molecules and a fulgimide coverage
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of every 7th alkyne chain with a fulgimide molecule. This results were confirmed by XPS
studies of Daniel Przyrembel in the group of Prof. Martin Weinelt at the Department
of Physics at the Freie Universität Berlin.

3.3 Experimental results
In this chapter the experimental results of SHG measurements on submonolayer of in-
dolylfulgimides immobilized on a silicon surface are presented. In section 3.3.1 the
preliminary experiments on the linker molecules without the fulgimide switch are briefly
shown. Starting with section 3.3.2 the results on three different indolylfulgimide systems
are presented. In section 3.3.2 the results from 2-indolylfulgimide are presented. Based
on the results of the 2-indolylfulgimide in section 3.3.3 the same fulgimide decoupled
from the phenyl ring by an CH2-spacer are shown. For direct comparison with pub-
lished results the investigations on a sample with a 3-indolylfulgimide immobilized in
the same way as the 2-indolylfulgimide are presented in section 3.3.4. A summary of all
systems investigated here is given in figure 3.2, in which sample (a) is only used as a
reference system, which has been investigated by Schulze et al. [74]. Samples (b) to (d)
are the samples presented and discussed in this thesis.
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Figure 3.2: Basic structures of the different fulgimide samples. Sample (a) is used as a reference
and discussed in ref. [74]. The results of samples (b) to (d) are discussed in this thesis. The
systems are: (a) 3-indolylfulgimide with an amide linker, (b) 2-indolylfulgimide with an alkyne
linker, (c) 3-indolylfulgimide with an alkyne linker and (d) 2-indolylfulgimide with an alkyne
linker and CH2 spacer group.

3.3.1 Linker molecules immobilized on Si(111)

Before investigating the behavior of the fulgimides attached to the silicon surface, the
influence of the linker molecules onto the SHG signal has been measured. The results
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with phenyl rings attached.

for an alkyne monolayer on H-terminated silicon and for a layer with some phenyl rings
attached to the alkyne monolayer are shown in figure 3.3.
Both samples were measured with SHG before any treatment with light, after illumina-
tion with green (530 nm) and with UV (365 nm) light, which were used to change the
photochromic state of the fulgimide molecules. As shown in figure 3.3, no change in
SHG signal could be invoked by the illuminations, and the SHG measurement with a
high intensity probe beam (800 nm) has no influence on the signal level. Due to the high
sensitivity of the SHG signal to symmetry breaks the signal origin is mostly assigned
to the molecular monolayer and the significantly higher signal level with phenyl rings is
due to the delocalized electron system. From the static signal it is concluded that no
destruction and no excited state of the sample were invoked by neither the illumination
nor the probe beam. All signal changes are therefore attributed to the fulgimides in the
following sections.

3.3.2 2-Indolylfulgimide
In figure 3.4a the results of the SHG measurements after illumination with visible light
(530 nm) and with UV light (365 nm) are shown. After both illuminations the SHG
signal shows a significant rise with measurement time, saturating independently of the
preceding illumination treatment, after approximately 150 s. A clear difference can be
seen in the SHG amplitudes at the beginning of the measurements. The signal after
illumination with visible light starts at a lower signal level than the signal after illumi-
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nation with UV light. Measuring for longer times as shown here does not change the
signal further. Waiting after the SHG measurement without any illumination leads to a
reduction of the SHG signal with a decay constant of 424±30 s back to the level measured
after illumination with visible light (see figure 3.4b). This process is independent of the
illumination of the sample before and can be repeated for at least 100 times without
any significant change. Based on these measurements it is assumed that the system can
be brought into three different states and that it is possible to switch between the three
states reversibly by illumination with visible light, UV light, and high intensity IR-light.
At least the state invoked by the illumination with IR-light is not thermally stable and
decays back into the state created by the visible light. Due to the photochromism of the
fulgimides (see section 3.1) the state created by visible light is assigned to the E/Z-form
(open-forms) and the state created by the UV light is assigned to the C-form (closed-
form). For now the IR-state is not assigned to a specific process. A detailed discussion
of the IR-state is given in section 3.5.
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First the reversibility of the switching process open ↔ closed and the stability of the
molecules during the switching cycles were tested by switching the molecules 10 times
between the two states. The signal level corresponding to the open- and the closed-form
have been calculated by fitting the SHG measurements by single exponential functions
and extracting the initial signal level. The result is shown in figure 3.4c. All measure-
ments have been normalized on the signal level of the IR-state. Based on the normaliza-
tion of the IR-level the closed-form has a signal level of 88±1% and the open-form has
a signal level of 71±1%. This leads to a NLO contrast of 20±1% between the open-
and the closed-form using the signal level of the closed-form as reference. No significant
NLO reduction has been detected for at least 10 switching cycles. During the course of
the deeper investigations discussed below the molecules have been switched for at least
100 times and even then no significant change in the signal levels of the three states or
in the reversibility was detected. Thus a reversible switching of the molecules has been
proven.
In the next step the thermal stability of all three states were investigated. As shown
before, the IR-state is not thermally stable and decays back into the open-form. To verify
the thermal stability of the open-form the sample was illuminated with visible light and
then stored for different times without illumination. As shown in figure 3.5a no signal
change could be detected for at least 20min. The same procedure was done with the
closed state (UV illumination). As it can be clearly seen in figure 3.5b the closed-form
is not thermally stable at room temperature and the signal level decays with a decay
time of 302±30 s into the level of the open-form. Furthermore, the level of the open-
form has always been measured in the first measurement after a night of storage. The
instability of the closed-form is highly unexpected for a fulgimide [38, 94, 105, 106].
In general both forms are thermally stable at room temperature in fulgimides and no
reaction between the two states is observed [38]. Nevertheless the open-form is the global
minimum in fulgimides [24, 77]. Therefore a possible explanation could be a lowering of
the barrier between the two photochromic states. It is well-known for various systems
that an electrically conductive surface can act as a quencher and thereby influence the
switching process [31, 33, 98]. This possibility can be most likely excluded here, because
the fulgimide molecules are decoupled by the isolating alkyne linker from the substrate.
Another possibility could be an interaction between the fulgimide and the phenyl ring,
which is directly attached to the fulgimide. This could explain the reduction of the
thermal stability of the closed-form. For a detailed discussion of the effect of the phenyl
ring on the fulgimide see section 3.5.
To shortly summarize the results so far: (1) The signal level of the 2-indolylfulgimide
shows three distinct levels and a reversible switching between the three levels is possi-
ble by illumination with visible, UV, and IR-light. (2) The two states invoked by the
illumination with visible and UV light are assigned to the open- and closed-form of the
fulgimide. (3) A clear attribution to the IR-state is not possible up to now. (4) Only
the open form is stable and both other forms decay into the open-form.
To get a better understanding of the processes involved the cross-sections of all six
switching processes between the three states were measured. This was done by illu-
minating the sample with the respective light to create the initial state and directly
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afterwards illuminating the sample for increasing times with the light corresponding to
the switching process into the final state. To determine the signal level the resulting
SHG curves were fitted by a single exponential function and based on the fits the initial
signal levels were extracted. These initial signal levels were plotted over the illumination
time and modeled by a single exponential fit. The resulting SHG signal curves for the
processes closed → open, open → closed, IR → open, and IR → closed are shown in
figure 3.5c-f. The times for the processes open → IR and closed → IR have been taken
from the measurements shown before in figure 3.4. Due to the thermal instability of the
IR-state and the closed-form the thermal decay has to be considered in the calculation
of the cross-sections. In the first step the measurement curves have been modeled by
single exponential fits and the decay times of the various processes have been taken
from the single exponential fits. In the second step the measured decay times have been
corrected by the thermal decay times by calculating the effective decay times by solving
the corresponding rate equations. For the case of two competing processes (thermal and
illumination) the cumulative time (measured under illumination) becomes:

1

τc
=

1

τi
± 1

τt
(3.1)

where τc denotes the cumulative decay under illumination, τt the thermal decay, and τi
the part introduced by the illumination. The ”+” is used for processes, in which the
thermal and the light-induced part drive the same process, and ”−” for the opposite
case. Solved for the illumination part, equation (3.1) becomes:

τi =
τc · τt
τt ∓ τc

(3.2)

Based on the effective decay times τ and the photon dose np on the sample surface per
time interval the cross-sections for all six processes have been calculated by:

σ =
1

τ · np
(3.3)

In the here discussed experiments a photon flux of fUV = 2.07 · 1016 photons/s cm2

has been used during the illumination with UV light, a photon flux of fV IS = 2.79 ·
1016 photons/s cm2 during the illumination with visible light and a photon flux of fIR
= 8.68 · 1021 photons/s cm2 during the measurements induced by the probe beam. The
resulting cross-sections are: σo→c = 3.4 ± 0.6 · 10−19 cm2 for open-form → closed-form,
σc→o = 4.2± 0.5 · 10−20 cm2 for closed-form → open-form, σo→IR = 3.0± 0.3 · 10−23 cm2

for open-form → IR-state, σc→IR = 5.6 ± 0.8 · 10−23 cm2 for closed-form → IR-state,
σIR→o = 1.5 ± 0.3 · 10−19 cm2 for IR-state → open-form, and σIR→c = 1.9 ± 0.3 ·
10−19 cm2 for IR-state → closed-form. A summary of all the processes, their cross-
sections, and their thermal properties is given in figure 3.6. Compared to published
results for similar fulgimides immobilized on silicon with cross-sections of σo→c = 2.3±
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Figure 3.6: Summary of all cross-sections and thermal decays of the system 2-indolylfulgimide
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0.3 · 10−18 cm2 and σc→o = 1.2 ± 0.3 · 10−18 cm2 the cross-sections for the switching
between the closed- and open-form are lowered by an order of magnitude [74]. Compared
to other systems the decoupling from the substrate can still be seen as a success. For
azobenzene physisorbed on Au(111) cross-sections for the cis/trans isomerie three orders
of magnitude lower have been reported [34]. By decoupling the azobenzene from the
gold surface a increase of the cross-sections to the range 10−18 - 10−19 cm2 could be
achieved [107]. Another example for coupled molecules is spiropyran on bismuth with
cross-sections in the range of 10−22 cm2 [108]. The here found cross-sections for the
ring opening/closure reaction are slightly lower than the cross-sections for the decoupled
azobenzene [107] and one order of magnitude lower than reported for a different linker
group [74], but still significantly larger than the cross-sections for molecules coupled
to a conductive substrates [34, 108]. Based on measurements of fulgimides in solution
a cross-section range of 10−17 - 10−18 cm2 would be expected for the non-influenced
fulgimide molecules [37]. Thus the results can be interpreted as successful decoupling
of the fulgimides from the surface, but there is a hindrance invoked by the here used
immobilization approach by the alkyne linker in comparison to the amide linker [74].
Interesting for the further interpretation is that the cross-sections for switching into the
IR-state are four orders of magnitude lower than the cross-sections for switching into
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the open- or closed-form.
To get a better understanding of the thermal decay one of the samples has been heated
during the thermal decay of the IR-state. The same procedure has been planned for the
thermal decay of closed state, but unfortunately all other samples on which the heating
procedure has been tried were destroyed during the heating and only results for the
thermal decay of the IR-state could be measured. The resulting decay curves are shown
in figure 3.7a and the corresponding Arrhenius plot to calculate the activation energy
of the process is shown in figure 3.7. Based on the linear fit in the Arrhenius plot a
activation energy of 440±160meV has been determined.
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Figure 3.7: Determination of the activation energy for the energy barrier of the thermal decay
of the IR-state. (a) Decay curves for different temperatures. (b) Corresponding Arrhenius plot.

Additionally, polarization-resolved measurements have been done to investigate the
molecular alignment at the interface. Hereby the incoming and the outgoing polarization
of the probe-beam has been changed to probe the different elements of the second order
susceptibility tensor. The results are shown in figure 3.8. All signal level are referenced
to the level of the IR-state for p-in/p-out polarization.
Five important observations can be made from the polarization-resolved measurements:
(1) All three signal level could be detected for all polarization combinations and they are
always in a similar NLO signal range. (2) For all polarization combinations the IR-state
has the highest NLO signal and can be clearly separated from the other two forms. (3)
The highest signal levels are not reached for the p-in/p-out combination, but for p-in/s-
out and for none of the polarization combinations the signals are largely suppressed. (4)
For the combination s-in/p-out the signal level of the closed- and the open-form switched
their order. (5) The smallest difference in the NLO contrast between the open- and the
closed-form is 5.2% and has been measured for s-in/s-out.
In general the polarization-resolved NLO signal depends on the orientation of the second
order susceptibility, which is coupled to the orientation and state of the molecule. Espe-
cially the delocalized π-system in the closed-form of the 2-indolylfulgimide gives a large
contribution to the NLO signal [39] and therefore the highest NLO signal is expected
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parallel to the long molecular axis, at least for the closed-form. Only with the p-in/p-out
combination the tensor component perpendicular to the surface is probed. The NLO
level of the closed-form is highest for the combination p-in/s-out and not for p-in/p-out,
which would be expected for a fully standing up configuration. Therefore a tilt of the
molecules towards the surface can be assumed. A lying configuration is excluded by the
fact that the s-in/s-out component is by a factor of two lower compared to the p-in/p-out
component. Furthermore, the NLO contrast between the open- and the closed-form is
the lowest for the s-in/s-out configuration, which means that the influence of the closed
π-system is negligible compared to the signal of the other parts of the molecules. This
is the case for measuring perpendicular to the π-system. In summary, the orientation
of the molecules is assumed to be mostly perpendicular to the surface with a slight tilt
towards the surface, which is reasonable for the molecular configuration used here.
Based on the similarity of the polarization-resolved behavior of the IR-state and the
behavior of the open- and closed-form it is assumed that the signal of the IR-state is
generated in the fulgimide or at the interface between the fulgimide and the phenyl ring.
This is supported by the observation that the signal from the linker (including the phenyl
ring) does not change during the measurements or illumination.
In summary three molecular states have been observed. Only two of the molecular
states have been expected and can be assigned to the closed- and the open-form of the
2-indolylfulgimide. The origin of the third state (labeled as IR-state) remains unclear
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for now and will be discussed in detail in section 3.5. It is possible to switch between
all three states leading to six different switching processes. Only the open-form of the
molecules is stable and both the IR-state and the closed-form decay into it at room
temperature. The instability of the closed-form is unexpected and could be due to an
influence of the phenyl linker. A deeper investigation of the influence of the phenyl
ring is given in the next section. From the polarization-resolved measurements a rough
determination of the orientation of the fulgimides on the surface has been made and the
origin of the IR-state has been attributed to the fulgimide or fulgimide/phenyl interface.

3.3.3 2-Indolylfulgimide + CH2 spacer

To investigate the influence of the phenyl ring on the stability of the 2-indolylfulgimide
a CH2 spacer was introduced (see figure 3.2d). Thereby, the influence of the π-electron
system on the fulgimide should be lowered and a change in the molecular orientation of
the molecules with respect to the surface is possibly introduced, too.
In figure 3.9a the influence of illumination with visible light (530 nm), UV light (365 nm),
and of the SHG measurements themselves is presented. A similar behavior as for the
2-indolylfulgimide (compare figure 3.4a) was measured for the 2-indolylfulgimide with
CH2 spacer unit. The SHG signal still increases during the measurement, while the
starting level depends on the before used illumination with visible or UV light (open- or
closed-form). Waiting after the measurement without illumination leads to a reduction
of the signal back to the signal level of the open-form on a mean timescale of 199±67 s.
Despite the slightly different decay times no significant difference between the decay
times dependent on the illumination used before the measurement could be detected
and the process is thereby assumed to be independent of the before used illumination
(see figure 3.9b). Again the process is fully reversible for at least 100 cycles. In the next
step the reproducibility of the switching between the open- and the closed-form was
measured. The results for switching between the open- and the closed-form 10 cycles
with the signal level referenced to the IR-state are presented in figure 3.9c. For the
closed-form a signal level of 79±1% and for the open-form a signal level of 62±1% of
the level of the IR-state were measured. A NLO contrast of 22±3% between the open-
and the closed-form referenced to the closed-form, which does not significantly change
for at least 10 cycles, was detected. Thus the NLO contrast between the open- and the
closed-form is not strongly influenced by the CH2 spacer unit, but the NLO contrast of
the signal of IR-state in comparison to both the signal of the open- and the closed-form
is increased by a factor of 1.5.
In the next step the thermal stability of the open- and closed-form was checked. There-
fore the samples were brought in a defined state (open or closed), were stored for at least
16 h without illumination at room temperature and then a measurement of the resulting
state was done. For both states, open and closed, no change could be detected, thus both
the open- and the closed-form are stable. So reducing the influence of the phenyl ring to
the fulgimide brought back the expected stability of both the open- and the closed-form
[25, 38].
Based on the results on the thermal stability the cross-sections for all six photoinduced
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Figure 3.9: Switching of the 2-indolylfulgimide with CH2 spacer unit. (a) Dependence of the
SHG signal on illumination and SHG measurement time. (b) Thermal decay after a measurement
in dependence of the before used illumination. (c) Reversible switching of the 2-indolylfulgimide
layer with spacer for 10 cycles.

processes between the three states were measured. The resulting curves for the processes
closed → open, open → closed, IR → open, and IR → open are presented in figure 3.10.
The cross-sections for open → IR and closed → IR were calculated from the measure-
ments shown in figure 3.9. Based on the used light intensities, the measured decay times
and including the thermal decay for the switching processes including the IR-state, as
discussed before in section 3.3.2, and the photon fluxes of fUV = 2.48 · 1016 photons/s
cm2, fV IS = 3.97 · 1016 photons/s cm2 and fIR = 4.34 · 1022 photons/s cm2 for the cor-
responding illumination experiments. The following cross-sections have been calculated:
σo→c = 2.0± 0.7 · 10−18 cm2 for open-form → closed-form, σc→o = 1.2± 0.5 · 10−19 cm2

for closed-form → open-form, σo→IR = 1.0 ± 0.3 · 10−24 cm2 for open-form → IR-state,
σc→IR = 8.9± 3.2 · 10−25 cm2 for closed-form → IR-state, σIR→o = 4.0± 0.5 · 10−19 cm2

for IR-state → open-form, and σIR→c = 1.4±0.2 ·10−18 cm2 for IR-state → closed-form.
A summary of the discussed processes including the measured cross-sections is given in
figure 3.11. In comparison to the cross-sections of the 2-indolylfulgimide without CH2
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Figure 3.10: Thermal stability and cross-section measurements of the three different states of
a 2-indolylfulgimide layer. (a)-(d) Determination of the cross-section of (a) the ring opening
reaction, (b) the ring closure reaction, (c) the ring opening reaction coming from the IR-state,
and (d) the ring closure reaction coming from the IR-state.

spacer the cross-sections with CH2 spacer changed significantly. The cross-sections of
the switching process into the open- and the closed-form increased by nearly an order of
magnitude and are thereby at the same order of magnitude as expected for decoupled
fulgimide molecules [37, 74], as discussed before in section 3.3.2. Thus the introduc-
tion of the CH2 spacer led to a proper decoupling of the fulgimides. Furthermore, the
cross-sections for the switching into the IR-state were reduced by nearly two orders of
magnitude. Combined with the faster thermal decay (half of the thermal decay time
without spacer) this can be interpreted as suppression of the process leading to the
IR-state by the spacer.
In figure 3.12 the results of the polarization-resolved measurements are presented. All
measured level intensities are again referenced to the IR-state for the p-in/p-out config-
uration. A few interesting observations can be made: (1) The IR-state has the highest
signal level for all polarization combinations and the NLO contrast to the next signal
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level is always rather large. (2) The highest NLO contrast between the signal level of
the open- and the closed-form has been measured for the p-in/p-out combination prob-
ing the perpendicular component of the molecules. (3) For the s-in/p-out combination
no significant NLO contrast between the signal of the closed- and open-form could be
measured, while the signal of the IR-state can still be separated from the others. (4)
Despite the highest NLO contrast the highest signal levels have not been measured for
the p-in/p-out combination, but for the p-in/s-out combination and with the s-in/s-out
as second largest.
Combining these observations with the results for the 2-indolylfulgimide without CH2

spacer a clear change in the orientation of the molecules has to be considered. Especially
considering the high signals for the s-in/s-out configuration do not support any standing
up configuration of the molecular core of the fulgimide. This is even more supported
by the low signal level of the p-in/p-out configuration compared to the p-in/s-out and
the s-in/s-out configuration. Under the assumption that these changes come from the
changed geometry of the fulgimide relative to the surface by the spacer unit, the position
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of the phenyl ring compared to the surface is still the same. Based on the observation
that the signal of the IR-state shifts in intensity like the open- and closed-form, the
origin of the IR-state has to be located at the fulgimide and not on the phenyl part.

Summarizing the results from the 2-indolylfulgimide with CH2 spacer the introduction
of the spacer unit has led to a suppression of the IR-state leading to cross-sections
of up to two orders of magnitude lower than without spacer and at the same time
increasing the cross-sections for the ring opening and closure reactions. Furthermore,
the closed-form became thermally stable, which is attributed to the decoupling of the
fulgimide from the phenyl ring. Despite the suppression the IR-state still influences
the photochromism of the fulgimides. It can still be measured, is thermally unstable,
and interacts with the switching state of the fulgimides. The IR-state seems to be an
additional excitation, which decays independent of the previous photochromic state of
the fulgimide always into the open-form. From the polarization-resolved measurements
follows a change of the orientation of the fulgimides with respect to the surface and the
interpretation that the IR-state is located at the fulgimide and not the phenyl ring or
alkyne linker is further proven. Additionally, a NLO contrast between the signal level
of the open- and the closed-form of above 30% could be achieved coming from only
a submonolayer of fulgimide molecules, showing the strength of SHG measurements to
detect ring opening/closure reactions.
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3.3.4 3-Indolylfulgimide
3-indolylfulgimide samples using the alkyne linker and the phenyl ring for attachment to
the linker were made (see figure 3.2c). The 3-indolylfulgimide immobilized with an amide
linker on a similar prepared silicon surface (see figure 3.2a) was already investigated with
SHG by Schulze et al [74]. For the 3-indolylfulgimide only the open- and the closed-form
were detected and it was proven that both forms are thermally stable for at least 24 h.
The aim of the investigations on the 3-indolylfulgimide with alkyne linker is two-fold:
(1) It is possible to check if the IR-state is a 2-indolylfulgimide specific feature, and (2)
the influence of the linker to the thermal stability, cross-sections and orientation of the
fulgimide can be directly compared.
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Figure 3.13: Switching of 3-indolylfulgimide. (a) Dependence of the SHG signal on illumination
and measurement time. (b) Thermal decay after a measurement. (c) Reversible switching of the
3-indolylfulgimide layer for 10 cycles.

The results of SHG measurements directly after illumination with visible light (530 nm)
and UV light (365 nm) are shown in figure 3.13a. As before for the 2-indolylfulgimide a
change of the SHG signal with SHG measurement time and an illumination-dependent
level at the beginning of the measurements was detected. Thus the 3-indolylfulgimide
with alkyne linker behaves more like the 2-indolylfulgimide with alkyne linker and not
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like the 3-indolylfulgimide with amide linker. In the next step the thermal stability of the
IR-state was checked (figure 3.13b). As before the IR-state is not thermally stable and
the signal decays back to the level of the open-form with a decay time of 96±18 s. This
decay is four times faster than for the 2-indolylfulgimide and the IR-state seems to be less
thermally stable. Again the reproducibility and NLO contrast of the switching between
the open- and the closed-form were measured. The result for 10 cycles is presented in
figure 3.13c. In the course of the switching a NLO contrast of 25±1% referenced to the
closed-form and no significant decay of the NLO contrast was observed. As expected a
reversible and non-destructive switching of the molecules is possible.
Again the thermal stability of the open- and closed-form was investigated. For the
open-form at four measurement days the sample was stored over night in the open-form
and the state of the sample was checked in the morning (see figure 3.14a). All four
measurements showed the signal level of the open-form. It is therefore assumed that the
open-form is thermally stable. For the closed-form a decay of the signal to the signal
level of the open-form on a timescale of 238±74 s was measured (see figure 3.14b), which
means that the closed-form is not thermally stable. The decay time is a little shorter
than for the 2-indolylfulgimide (302±31 s). Based on this observation it can be assumed
that the thermal instability of the closed-form is introduced by the different linker group
and not by the different fulgimide derivative.
To get a deeper understanding of the influence of the linker group and the IR-state
on the switching efficiency the cross-sections of the six switching processes between the
three states were measured. In figure 3.14c-f the results of these measurements are
presented. For the switching between the open- and the closed-form and into the IR-
state the cross-sections were calculated as in section 3.3.2 including the thermal decay
of the closed-form into the open-from and based on the photon fluxes of fUV = 2.50
· 1016 photons/s cm2, fV IS = 3.23 · 1016 photons/s cm2, fIR = 1.52 · 1023 photons/s
cm2. The cross-sections are σo→c = 7.1 ± 1.3 · 10−19 cm2 for switching process open-
form → closed-form, σc→o = 1.3 ± 1.3 · 10−19 cm2 for the switching process closed-
form → open-form, σo→IR = 5.9 ± 0.2 · 10−23 cm2 for the process open-form → IR-
state, and σc→IR = 7.7± 0.2 · 10−23 cm2 for the process closed-form → IR-state. These
cross-sections are at the same order of magnitude as for the 2-indolylfulgimide, but
one order of magnitude lower than for the 3-indolylfulgimide with the amide linker
(σo→c = 2.3 ± 0.3 · 10−18 cm2 open → closed and σc→o = 1.2 ± 0.3 · 10−18 cm2 closed
→ open) [74]. Thus the IR-effect could be coupled to lowering of the cross-sections
of the switching between the open- and the closed-form independent of the fulgimide
derivative. A detailed comparison and discussion of the cross-sections for the different
systems is given in section 3.5.
For the processes IR → open and IR → closed the determination of the cross-sections
under illumination was complicated. From figure 3.14e a decay time under illumination
with visible light for the IR-state into the open-form of 135±25 s was measured. In
comparison to the 96±18 s, which were measured without illumination, no lowering of
the transfer time due to the illumination could be detected. The measured transfer
time under illumination is even higher than for no illumination, but not significantly.
Thus no influence of the illumination on the decay process is assumed and an influence
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Figure 3.15: Summary of all cross-sections and thermal decays of the system 3-indolylfulgimide
on silicon.

of the illumination is neglected. Therefore no cross-section for the process IR → open
could be determined. For the process IR → closed the behavior becomes more complex.
The result is presented in figure 3.14f. Here a decay of the signal to a level below the
closed-form followed by a rise of the signal to the signal level of the closed-form was
detected. In contrast to both 2-indolylfulgimide systems it does not seem possible to
switch directly into the closed-form coming from the IR-state with UV light. To model
such a two-step process the signal trace was modeled with a two-step first-order kinetic
model assuming a transfer from the IR-state into the open-form followed by an switching
from the open-from into the closed-form. In contrast to the illumination with visible
light the illumination with UV light has an influence on the initial decay of the signal
describing the decay of the IR-state into the open-form. A decay time of 53±5 s, which
is significantly smaller than the 96±18 s for the thermal decay, was extracted by the
model. Based on the time measured under illumination and the thermal decay time a
cross-section of σdown = 6.2±0.8 ·10−19 cm2 for the signal lowering was determined. For
the signal increase a cross-section of σup = 3.7± 1.4 · 10−19 cm2 was calculated including
the thermal decay of the closed-form into the open-form. This cross-sections is lower
compared to the cross-section of σo→c = 7.1 ± 1.3 · 10−19 cm2 measured for the pure
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switching process between the open- and the closed-form. Based on this observations
it is assumed that there is a difference between the IR-state of the 3-indolylfulgimide
compared to the IR-state in the 2-indolylfulgimide. A discussion of the phenomenon will
be given in section 3.5. The results presented above are summarized in figure 3.15.
In the last step polarization-dependent SHG measurements of the level of the three
molecular states were done. The results of these measurements are presented in fig-
ure 3.16. For the 3-indolylfulgimide the following observations were made: (1) The
signal level of the IR-state scales with the signal levels of the open- and closed-form.
(2) The closed-form signal level is above the open-form signal level for all polarization
combinations. (3) The NLO contrast between all levels is similar for all polarizations.
(4) The signal is the highest for the p-in/p-out combination and more than one order of
magnitude lower for the s-in/s-out combination.
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Figure 3.16: SHG signal level of the three states for different polarization combinations. All
signal levels are referenced to the IR-level for p-in/p-out polarization.

Based on the observation that the highest signal level was measured for p-in/p-out and
the assumption that the main contribution of the SHG signal is generated by the delo-
calized π-electron systems, the conclusion can be drawn that the molecules are oriented
mainly perpendicular to the surface. The assumption of mainly standing molecules is
further supported by the very low signal level for the s-in/s-out combination. Despite
the large variance in the signal level for the different polarization combinations the NLO
contrast between the open- and closed-form is very similar for all combinations. In con-
trast to the differences in the switching behavior between the IR-state and the open-
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and closed-form, the IR-state still has the same polarization dependence as the open-
and closed-form, which supports the interpretation that the IR-state is located at the
fulgimide molecule.
In summary, for the 3-indolylfulgimide with alkyne linker three states (IR, open, closed)
were measured. As for the 2-indolylfulgimide only the open-form is thermally stable and
the two other forms decay thermally into the open-form. Thus the IR-state is not specific
to the 2-indolylfulgimide, but rather due to an interaction of the fulgimide with the new
phenyl linker. Compared to the same 3-indolylfulgimide immobilized by an amide linker
the cross-sections of the switching between the open- and closed-form are reduced by
up to one order of magnitude. Similar cross-sections have been measured for the 2-
indolylfulgimide with the alkyne linker. The orientation of the 3-indolylfulgimide seems
to be more upright than the 2-indolylfulgimide and similar to the 3-indolylfulgimide with
amide linker.

3.4 Comparison with simulations
To get a deeper understanding and to quantify the observations of the experimental
work DFT calculations of all systems discussed in this thesis were performed by Clemens
Rietze in the group of Prof. Peter Saalfrank at the Institut für Chemie at the Universität
Potsdam.
As a first step a structure optimization of the full system of the fulgimide including the
alkyne linker was done with hybrid-DFT based on the B3LYP/6-31G* level. The alkyne
linker was reduced to a C2H5 to reduce calculating time. It was shown before that the
influence of a longer alkin chain has only vanishing influence to aromatic systems [109].
To calculate the thermal transfer rates potential surfaces were scanned with locked de-
grees of freedom of the alkyne linker. For the E-/Z-isomerization the diederangle and
for the ring opening reaction (C-form to E-form) the C-C distance was scanned. The
resulting guess were used for the QST3-calculation. For the hyperpolarization of the op-
timized gas phase structures the 6-311++G** basis set was used as a foundation. The
basis set includes the polarization functions for all atoms and diffuse functions. The
hyperpolarization was calculated both with Hartree-Fock level (coupled perturbed HF)
and Møller-Plesset perturbation theory (MP2 level) with the GAUSSIAN09 program
package [110]. Due to high computational costs the dynamic (frequency dependent) hy-
perpolarizations βijk(−2ω;ω;ω) were calculated based on the static ones by the method
of Champagne [111, 112]. The frequency-dependent calculations were done with a fre-
quency of ω = c

2πλ with λ = 800 nm corresponding to the laser wavelength used in the
SHG experiments.

3.4.1 Thermal stability
For all three systems a thermodynamic analysis was done. Comparing the free enthalpy
of the different photochromic states of the molecules shows that the E-form is the sta-
blest form independent of the fulgimide or spacer (see table 3.1). Furthermore, only
a small difference between the energetic level of the two open-forms was observed. In
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Table 3.1: Energetic differences between the different photochromic forms of the fulgimide sam-
ples (calculations were performed by Clemens Rietze, in the group of Peter Saalfrank, Universität
Potsdam).

Sample ∆G(C-Z) [eV] ∆G(C-E) [eV] ∆G(Z-E) [eV]
2-indolylfulgimide 0.21 0.25 0.05
3-indolylfulgimide 0.16 0.21 0.05

2-indolylfulgimide + Spacer 0.24 0.27 0.02

addition to the free enthalpy the excitation energies of the different forms were calcu-
lated. The energetic barrier of the C-form is for all molecules around 1.6 eV. For the
2-indolylfulgimide a value of 1.57 eV, for the 3-indolylfulgimide a value of 1.64 eV, and
for the 2-indolylfulgimide with spacer a value of 1.60 eV has been calculated. Thus the
observed thermal instability of the C-form can not be explained by the simulations.
Furthermore, the stabilization of the C-form due to the spacer and the therefore large
influence of the spacer can not be verified by the simulations. Only the E-form as the
energetically stablest form is confirmed.

3.4.2 Molecular orientation and hyperpolarizations
To increase the understanding of the polarization-resolved measurements the first order
hyperpolarizability β, which corresponds to the second order susceptibility χ(2) on a
molecular level, was calculated. Based on the tensor elements βijk the hyperpolarizability
vector β̃ = (β̃x, β̃y, β̃z) was calculated by:

β̃i = βiii +
1

3

∑
j ̸=i

(βijj + βjij + βjji) (3.4)

From the hyperpolarizability vector the mean hyperpolarizability of the molecules was
calculated by:

β̃0 =
√

(β̃2
x + β̃2

y + β̃2
z ) (3.5)

Finally an asymmetry value a to compare the perpendicular component and the parallel
component of the hyperpolarizability vector in regard to the surface was calculated:

a =

∣∣∣∣∣ β̃zβ̃xy

∣∣∣∣∣with β̃xy =
1√
2

√
β̃2
x + β̃2

y (3.6)

The results of the simulations are summarized in table 3.2. Based on the calculations
an attribution of the polarization-resolved measurements could be done. Comparing the
calculated results with the measured SHG intensities a few conclusions can be drawn.
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Table 3.2: Dynamical hyperpolarization parameter for λ = 800 nm calculated on MP2-level.
All value are given in atomic units (calculations have been performed by Clemens Rietze, in the
group of Peter Saalfrank, Universität Potsdam).

Parameter C-form E-form Z-form

2-indolylfulgimide
β̃x -5281.28 1147.46 -16005.91
β̃y -4552.29 908.04 -14479.16
β̃z -23105.54 -3281.10 -17856.71
β0 24134.65 3592.61 28012.45
a 4.69 3.17 1.17

3-indolylfulgimide
β̃x -13115.57 7707.18 1446.58
β̃y -25746.71 -2125.57 -598.70
β̃z -63228.99 -1060.30 1147.02
β0 69518.46 8064.92 1940.79
a 3.09 0.19 1.04

2-indolylfulgimide + Spacer
β̃x 4571.26 -615.42 -17320.99
β̃y -4086.70 -4449.59 -4943.58
β̃z 1488.73 -6195.56 461.16
β0 6309.82 7652.62 18018.56
a 0.34 1.95 0.03

First of all the attribution of the higher SHG signal level induced by UV illumination to
the closed-form is confirmed by the simulations, which show significant higher hyperpo-
larizabilities for the C-form in comparison to the E-form. The higher hyperpolarizability
of the C-form in comparison to the E-form can be explained by the conjugated π-system
and therefore high delocalization of electrons, which is created by the ring-closure re-
action [38, 39]. For the 2-indolylfulgimide with spacer the hyperpolarizabilites for the
C- and E-form are similar. This can be explained by a large rotation of the molecule
due to the CH2 spacer leading to a orientation of the π-system mostly parallel to the
surface and thereby suppressing the high change in hyperpolarizability in z-direction.
Comparing the x- and y-components of the C-form with the E-form still results in a
higher hyperolarizability of the C-form compared to the E-form.
Secondly a comparison of the relative amplitude of the z-component compared to the x-
and y-components with the polarization-resolved measurements reveals a large consis-
tency. It can be assumed that with the p-in/p-out measurement mostly the z-component
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and with the s-in/s-out measurement mostly the x- and y-components are probed. While
the mixed polarization combinations probe mixtures of these components. Thus by com-
paring the simulated hyperpolarizabilities and the SHG signal levels a rough estimate
of the molecular orientation can be done. For the 3-indolylfulgimide the highest signal
levels were measured for p-in/p-out polarization with nearly 3 times more count rate
than for any other combination. Furthermore, the signal of the s-in/s-out combination is
largely suppressed (under 10% of the signal level of p-in/p-out). This result is mirrored
by the hyperpolarizations calculated for the C-form. Thus a orientation of the delocal-
ized π-electron system in the closed-form perpendicular to the surface as calculated by
the simulations can be confirmed. This result is similar to the results of Schulze for the
3-indolylfulgimide with amid linker [74]. Thus the change of the linker molecule did not
change the orientation of the molecules significantly. Going to the 2-indolylfulgimide
the orientation of the π-system changes. While the simulated hyperpolarizations for
the C-form show a similar behavior to the polarizations of the 3-indolylfulgimide in the
polarization-resolved SHG measurements slight differences can be observed. The signal
of the p-in/p-out combination is only a factor of two larger than the s-in/s-out combina-
tion and instead of the p-in/p-out combination the p-in/s-out combination is the largest
by roughly 20% of the p-in/p-out signal. It is therefore assumed that the delocalized
π-electron system and with it the fulgimide is tilted out of a fully perpendicular orien-
tation, but still the major contribution is perpendicular to the surface. Finally in the
simulations the spacer unit introduces a large tilt of the molecules to a nearly parallel
orientation. This can be confirmed by the SHG measurements, because here the s-in/s-
out combination showed more than two times the signal of the p-in/p-out combination,
while the dominant contribution has been measured for p-in/s-out. Thus the relation
between the perpendicular and the parallel component are is inversed compared to the
system without spacer.

3.5 Discussion

Three different systems based on fulgimide derivatives were investigated. In all three
systems the fulgimides were immobilized by an alkyne linker on a H-terminated silicon
surface. Two 2-indolylfulgimide samples were created by attaching the fulgimide to the
alkyne with a phenyl ring. In one of the samples a CH2 spacer was introduced to decouple
the two parts from each other. The third sample was made of a 3-indolylfulgimide
attached by a phenyl ring to the alkyne linker. For comparison the results measured by
Michael Schulze on the similarly prepared 3-indolylfulgimide immobilized by an amide
linker are used [73, 74]. The main results including thermal stabilities and cross-sections
are summarized in table 3.3.
All systems incorporating the phenyl ring and alkyne linker show three different signal
levels while two of the levels can be assigned to the open- and closed-form of the fulgimide
molecules, the third level, introduced by high intensity IR-light, is unexpected. Using
the amide linker does not lead to such a third level as shown on the 3-indolylfulgimide
[74]. Investigations on the surface with only the alkyne linker and with the phenyl ring
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attached to the alkyne linker did not show any IR-light dependence. Therefore it is
assumed that the origin of the IR-state lies in the interaction between the fulgimide and
the phenyl ring. From the polarization-resolved measurements a strong correlation of
the signal of the IR-state with the signals of the other two states was observed. Despite
the significantly different polarization behavior of the three systems the IR-state always
shows the same polarization-resolved behavior as the open- and closed-form, even for the
tilted 2-indolylfulgimide with CH2 spacer. It can therefore be assumed that the effect is
localized on the fulgimide and not on the phenyl ring, which should be orientated similar
for all investigated systems.
In the case of the direct attachment to the phenyl ring, independent of the fulgimide
derivative, only the open-form of the molecules were stable. This is highly unexpected
for fulgimide derivatives, because usually both the open- and the closed-form are highly
stable to thermal influences [38, 94, 105, 106]. Decoupling of the fulgimide from the
phenyl ring, as it was done with the CH2 spacer, brought the thermal stability of the
closed-form back. Comparing the fulgimide attached with the amide linker, where both
open- and closed-form are thermally stable, leads to the conclusion that the phenyl
ring with its π-electron system destabilizes the closed-form of the fulgimides. A general
destabilization of the switching states should result in molecules switching to the open-
form, which is globally the energetically lower lying level [24, 77]. This is supported by
the simulations, which also assign the global minimum to the open-form, but the lowered
barrier is not mirrored in the calculations.
Comparing the cross-sections for the different systems and processes three observations
are important for the further interpretation: (1) The cross-section to switch into the
IR-state are at the order of 10−23 cm2, while the cross-sections of the ring opening
and closure reaction are in the order of magnitude of 10−19 cm2, independent of the
fulgimide derivative. (2) The cross-sections of the switching process between the open-
and the closed-form are increased by an order of magnitude for the 2-indolylfulgimide
by introducing the spacer and for the 3-indolylfulgimide by changing the linker. So in
both cases reducing/removing the influence of the phenyl ring increased the switching
cross-section. Furthermore, in the case of the 2-indolylfulgimide the spacer reduced
the cross-sections for switching into the IR-state by over one order of magnitude. (3)
The thermal stability of the IR-state depends largely on the incorporated fulgimide and
the decay time has been reduced by a factor of two by introducing the spacer unit for
the same fulgimide. For comparison, the measured decay times of the IR-state are:
τIR = 424 ± 30 s for the 2-indolylfulgimide, τIR = 199 ± 67 s for the 2-indolylfulgimide
with spacer, and τIR = 96 ± 18 s for the 3-indolylfulgimide. While the thermal decay
time for the closed-form of the fulgimides is more similar: τc = 302 ± 31 s for the 2-
indolylfulgimide versus τc = 238± 74 s for the 3-indolylfulgimide.
Combining the above results a strong influence of the phenyl ring on the functionality
of the fulgimide has been observed. It seems to destabilizes the otherwise thermally
stable closed-form of the fulgimides and is most likely involved in the creation of the
new IR-state. A reduction of the influence of the phenyl ring to the fulgimide led to a
system were the IR-state is still created in a more destabilized form, while the thermal
stability of the closed-form is not destroyed.
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The nature of the IR-state is still unclear. From the measurements it is clear that it
overwrites the information of the open- and closed-form, because after switching into
the IR-state the systems decays back into the signal level of the open-form independent
of the before used illumination. Especially for the 2-indolylfulgimide with spacer unit,
where the closed-form is thermally stable, the influence of the molecular state before
switching into the IR-state to the decay of the IR-state was explicitly tested. For the
3-indolylfulgimide the switching from the IR-state directly to the closed-form seems to
be not possible, because the signal curve goes below the signal level of the closed-form
and then up again. This behavior could also be expected for the independent process
of thermal decay into the open-form and a much slower switching into the closed-form.
Even more for the 3-indolylfulgimide no influence of the illumination with UV or visible
light to the decay could be measured, while for both 2-indolylfulgimide setups the decay
of the IR-state has been significantly altered by the illumination. Therefore the IR-state
seems to depend on the molecular species (2- or 3-indolylfulgimide) and to interact with
the open- and closed-form. It seems not to be a superposition of the SHG signal to the
signal of the open- or closed-form. There are some noteworthy possibilities of processes,
which could be the reason for the IR-state.
One possible explanation could be the up to now neglected Z-form of the fulgimides.
Usually only a low amount of molecules are in the Z-form, because the illumination
wavelength for the switching processes between the two forms are similar and only the
E-form can be transfered to the C-form and back. Therefore under UV illumination
an equilibrium between the E- and Z-form is created, which is depopulated via the E-
form to the C-form, where the back process to the E-form is not driven by UV light.
Illumination with visible light switches the C-form only to the E-form leading to high
populations of E-form molecules. In the end in neither case the Z-form is populated
with a significant amount of molecules. Using polar solvents can shift the absorption
peaks of all forms, especially a shift of the peak maxima of the Z-form compared to the
E-form can be created. Assuming a different peak maximum for the Z-form compared
to the E-form induced by the electron donating phenyl group and a two photon process
of the IR-photons leading to an energy transfer corresponding to 400 nm, while the
illumination with the diode has been at 365 nm, could explain the switching into the
Z-form by the IR-light. This interpretation is supported by the low cross-sections for
the switching processes with IR-light, which are up to six orders of magnitude lower
than their counterparts with UV or visible light. Furthermore, the assignment of the
IR-state to the Z-form would explain why in all three samples the thermal decay of
the IR-state goes directly to the E-form, even coming from the C-form before. Strictly
against the interpretation of the IR-state as Z-form of the fulgimides are standing the
observed switching procedures and differences in the cross-sections for switching with
IR-light. With the interpretation of the IR-state as Z-form the illumination with visible
light should not have any influence to the fulgimides. This could only be verified for
the 3-indolylfulgimide for both 2-indolylfulgimide systems a significant increase in the
transfer time from the IR-state to the E-form has been measured. Furthermore, a
seemingly direct switching with UV light to the C-form has been observed for the 2-
indolylfulgimides. Comparing the cross-sections for the processes E-form to IR-state
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and C-form to IR-state for both the 2- and the 3-indolylfulgimide the cross-section for
the switching into the IR-state coming from the C-form is higher than for coming from
the E-form. This speaks against the interpretation of the IR-state as Z-form, because for
the switching process from the C-form to the Z-form the molecules must first brought
to the E-form and then to the Z-form, which is in direct contrast to the measured cross-
sections. Furthermore, the process C-form to E-form should not be driven by UV light
at all. Even considering the thermal decay of the C-form into the E-form and then a
switching of the E- to the Z-form can not be supported by the measured values. All
in all the assignment of the IR-state to the Z-form seems to be reasonable at the first
glance, but based on the measured processes and their cross-sections it can be definitely
excluded.
For the very similar species of fulgides the dependence of the switching process between
the E- and C-form in different solvents led to the assumption of a polar excited state
of the fulgides [25]. In the polar-form a positive charge accumulation takes places at
the nitrogen atom and a corresponding negative charge accumulation on the opposite
oxygen atom. Polar solvents stabilize this excited polar-form in fulgides and fulgimides,
which leads to a reduced quantum yield of the reactions [24, 25, 87]. Considering the
electron donating nature of the phenyl [113] ring located in close vicinity of the oxygen,
which is negatively charged in the polar-form, a stabilization of the negative charge can
be assumed. Based on these considerations an excited state with a high dipole moment
stabilized by the phenyl ring could be assumed and the IR-state could be attributed to
the polar-form. In this case most of the measured results could be explained. First of
all it would be possible to switch between all three forms (E-form, C-form, polar-form)
directly. Secondly the polar-form would overwrite the information of the previous state.
For both fulgimides the thermal decay channel is into the open-form. Thirdly the higher
stability of the polar-form of the 2-indolylfulgimide compared to the 3-indolylfulgimide
could be explained by the different molecular orientation, which favors the polar-form
for the 2-indolylfulgimide. Fourthly the lowered stability of the IR-form introduced
by the spacer could be explained by the lowered influence of the phenyl ring, which
stabilizes the polar-form. Finally the high NLO contrast for the IR-state would fit very
well, because the induced dipole would lead to a significant increase of the SHG signal.
Based on the low cross-sections for switching into the polar-form, it can be explained
either by the very low absorbance of the fulgimides at 800 nm or the switching process
is driven by a two photon process corresponding to an excitation of 400 nm. Against
this interpretation stands the usually ultrashort decay time (a few picoseconds) of the
intermediate states in the switching process of fulgimides [24, 87]. Increasing the decay
time by 12 orders of magnitude by introducing the phenyl ring has to be considered as
physically unrealistic. In comparison switching fulgides in polar solvents compared to
non-polar solvents has led to an increase by a factor of 2 [25].
Based on the considerations above a clear assignment of the IR-state is difficult. From
the comparison of the 3-indolylfulgimide with amide and alkyne linker the IR-state has
to be based on the interaction with the phenyl ring and fundamentally influences the
fulgimide. From a fundamental point of view an explanation of this effect and the
creation of a new state in the fulgimide system could lead to a greater understanding
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of the photo-physics, which could lead to new applications of such a system. For the
further application of fulgimides as photo-switchable surface layer the influence of the
anchor group has to be considered.
Independently of the IR-state and the influence of the phenyl ring SHG has been proven
to be a powerful tool to investigate sub-monolayer coverages of functional molecules.
Due to the high surface/interface sensitivity of the SHG method the fulgimide molecules
are the main signal origin and over 30% of the signal change of the total signal ampli-
tude could be achieved by switching between the open- and closed-form. Furthermore,
compared to other systems very high cross-sections in the range of 10−19 - 10−18 cm2

could be achieved. Compared to most of the experiments on fulgimides in our case they
have been immobilized on a silicon surface. In regard of a possible application for data
storage, spatially resolved sensory or for photo-reactive materials the immobilization of
full functional molecules is an important step towards the application. Combining two
laser beams even high 3-dimensional resolution based on SHG could be imagined.
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4 Ultrafast Excited State Dynamics in
Organic Thin Films

Understanding the ultrafast electronically excited state dynamics in organic semicon-
ductors after optical excitation is crucial for the optimization of organic optoelectronic
devices [7, 41]. For instance, in organic solar cells formation of charge transfer states and
the separation of charges is a key component for efficiency [7]. Competing relaxation
pathways can highly suppress the efficient charge separation. Ultrafast energy transfer
to self-trapping sates for example has been reported to occur on similar time scales as
charge transport [51, 52]. Therefore, investigations of the ultrafast dynamics in organic
thin films are important for the understanding of decay mechanisms and optimization
of the films.

This chapter presents, and then discusses the results of the ultrafast pump/probe experi-
ments on the two different organic semiconductors diindenoperylene (DIP) (structure see
figure 4.2) and n,n’-bis-(2-ethylhexyl)-1,7-dicyanoperylene-3,4:9,10-bis(dicarboximide)
(PDIR-CN2) (structure see figure 4.11). Possible electronically excited states at the
interface in a bilayer configuration are also examined.
After an overview over the dynamics of optically excited states, their decay mechanisms,
and their role in organic solar cells given in section 4.1, the preparation of the samples
is presented in section 4.2.
Section 4.3 poses a presentation and discussion of the results of the measurements on thin
DIP layers on sapphire and silicon. On sapphire, two different kinds of DIP films were
created by changing the substrate temperature during film preparation (see section 4.2).
The DIP film evaporated on a cold sapphire substrate is marked in this thesis as DIP
(LT). The intrinsic excited state dynamics in DIP were investigated on sapphire and
the influence of trap states at the interface on the dynamics were investigated on silicon
oxide in direct comparison to the results on sapphire.
In section 4.4 the results of the ultrafast TR-SHG investigations on thin PDIR-CN2 films
on sapphire are discussed. On all samples, especially on the pure PDIR-CN2 sample, it
was possible to resolve signal oscillations in the TR-SHG measurements. The discussion
of the origin of these oscillations can be found in section 4.6.
With the full understanding of the excited state dynamics of the single materials, bilayers
of DIP and PDIR-CN2 were studied to investigate the interaction of excited states at
the donor/acceptor interface with focus on the formation of CT-excitons. In the course
of this thesis, three differently prepared bilayer samples were investigated. The three
bilayers were PDIR-CN2 on DIP (PDIR-CN2/DIP), PDIR-CN2 on DIP (LT) (PDIR-
CN2/DIP (LT)), and DIP on PDIR-CN2 (DIP/PDIR-CN2). All bilayers were made on
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sapphire substrates under the same conditions as the single layers of DIP and PDIR-
CN2. The results are presented in section 4.5.1 for PDIR-CN2/DIP, in section 4.5.2 for
DIP/PDIR-CN2, and in section 4.5.3 for PDIR-CN2/DIP (LT).
The chapter is completed by a conclusion summarizing the results (section 4.7).

4.1 Excited states and their dynamics in organic
semiconducting molecules

The interaction of visible light and low energy UV light in the wavelength regime of
200-1000 nm with organic molecules usually leads to absorption of photons by the or-
ganic molecules, because the optical gaps of the organic molecules lie in this regime.
This section discusses the usual case of one photon absorbed by one molecule and the
electronically excited state processes most relevant for the present thesis. For a more
extensive description of the dynamics of excited states in organic molecules see Ref.
[50, 114, 115].
The absorption of the photon leads to an excited molecule. This is only possible when
the energy of the photon corresponds to the energetic difference between the initial and
the final state. In general two different excited forms depending on the overall spin
configuration are discussed: singlet and triplet state. In case of the singlet state, the
net angular momentum of the system is zero and in the triplet case, the total spin
is one. In the ground state the molecules are singlets and all electrons are coupled.
Energy transfer in the molecule depends on the transfer moment, which is composed
of the electronic transition moment, the spin overlap integral, and the overlap integral
of the initial and the final wave function of the nuclear vibrations. In case that any
one of the three parts is zero the transfer moment becomes zero and the transition is
called forbidden. Transitions with a transfer moment unequal to zero are called allowed.
Based on the transfer moment, three selection rules can be created: (1) The electronic
transition moment depends on the symmetry of the wave functions of the involved states.
In practice, symmetry forbidden transfers can also be observed due to vibronic coupling
between the electronic and the nuclear wave functions. (2) The spin overlap depends
on the spin multiplicity of the initial and the final state. Transitions without a change
of spin multiplicity are allowed and transitions with a change are forbidden. Therefore
transitions from singlet to singlet and triplet to triplet states are allowed and the direct
transitions between singlet and triplet states are forbidden. The spin selection rule can
be weakened by spin-orbit coupling, which scales with the fourth power of the atomic
number. It is therefore rarely observed in purely organic molecules. (3) The electronic
excitations appear on timescales which are fast in comparison to the nuclear motion
(Born-Oppenheimer approximation). Therefore only vertical transitions are allowed.
This approximation is called Franck-Condon principle. Based on the spin selection rule,
the absorption of light by a non-excited molecule leads to an excited singlet state, because
the ground state has a singlet character and the photon can not change the spin of the
electron. Furthermore, the excited state is usually not the vibronic ground state of the
excited electronic state, because the transition to the vibronic ground state is often not
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possible based on the Franck-Condon principle. This means a so-called ”hot” excited
state is created. An excited molecule can also absorb an additional photon and higher
electronic states can be populated. These spin-allowed processes are singlet → singlet
and triplet → triplet absorption.
Jablonski diagrams are used to visualize the possible interactions of light with molecules
and the resulting excited state dynamics. In a Jablonski diagram the electronic states
(singlet and triplet multiplicities) are drawn as thick horizontal lines and the vibronic
sub-level of the electronic states are drawn by thin horizontal lines. Light involved tran-
sitions are visualized as vertical (Franck-Condon principle) arrows and non-radiative
arrows are marked as wavy arrows. In figure 4.1 the processes in a single molecule
discussed here are visualized and a list of additional processes based on the interac-
tion between neighboring molecules is given. All processes mentioned in figure 4.1 are
discussed briefly below.
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Figure 4.1: Jablonski diagram of the excited state processes of a generic organic molecule
after light absorption. Further processes based on the interaction with a second molecule are
summarized on the right.

A few deexcitation and energy transfer processes can take place after absorption of a
photon. As mentioned before, the initial excitation by a photon usually leads to a hot
excitation. The first deexitation is thus the thermalization of the energy to the surround-
ing molecules called vibrational relaxation (v.r.). It takes place on a femto- to picosecond
timescale and is usually faster than any of the other transfer processes [50]. The other
processes usually start from the vibronic ground state. The influence of this vibronic
excess energy to other energy and charge transfer processes is still lively discussed. Be-
ginning with the vibronic ground state three cases are considered:
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Radiationless Deactivation
Radiationless deactivation takes place between two isoenergetic vibrational levels of dif-
ferent electronic states driven by an increase in entropy and followed by the ultrafast
vibrational relaxation. The radiationless deactivation is the dominant process inside the
singlet and triplet manifolds (Sn → S1 and Tn → T1) and usually takes place on a
picosecond timescale. For the final deexcitation of S1→ S0, the transition is hindered
by the symmetry selection rule and takes place on a nano- to microsecond timescale.
Inside one spin multiplicity, the radiationless deactivation is called internal conversion
(i.c.). Additionally, the spin forbidden radiationless deactivation between the singlet and
triplet multiplicities can take place. It is then called intersystem crossing (i.s.c.). The
intersystem deexcitation process T1 → S0 usually happens on a millisecond to second
timescale. Usually, the intersystem crossing is a forbidden process, but it is strongly
influenced by heavy atoms and the coupling between the involved states.

Radiative Deactivation
The deexcitation of the molecules can also take place under spontaneous emission of a
photon. Usually the radiative deactivation only takes place at the lowest excited state
of the corresponding multiplicity. The process is called fluorescence for spin-allowed and
phosphorescence for spin forbidden transitions. Fluorescence takes place on a nanosec-
ond timescale and phosphorescence can even occur on a timescale of seconds. Another
important process composed of intersystem crossing and fluorescence is called delayed
fluorescence. If the lowest excited singlet and triplet states are similar in energy, an
intersystem crossing to the triplet followed by a thermally-induced intersystem crossing
back to the singlet state can occur. The fluoresence of the singlet state is then delayed
and depends on the triplet population. This kind of delayed fluorescence is called E-type
delayed fluorescence.

Intermolecular Interactions
In the case of a solution or solid material composed of one molecular species or even
different species further deexcitation channels are created. First of all a second type of
delayed fluorescence (P-type) can occur. In this case, two excited molecules in the triplet
state with a total singlet character interact and form one molecule in the ground state
and one in an excited singlet state, followed by fluorescence of the excited molecule.
The process is also known as triplet-triplet annhiliation. Also, the reverse process called
singlet-fission can be observed in some systems. Here, one molecule in the excited sin-
glet state and one molecule in the ground state interact and form two triplet states with
total singlet character. Both processes can be ultrafast (femto- to picosecond timescale),
because despite the change of singlets and triplets both processes are spin-allowed. Fur-
thermore, the electron donating/accepting properties of excited molecules are increased
and they can act as electron donor or acceptor and a charge transfer takes places. In
addition to a charge transfer, excimers (excited dimer) for one molecular species and
exciplexes (excited complex) for different molecular species can be formed by energy
transfer between two neighboring molecules. Excimers and exciplexes are bimolecular
species and only exist in the excited form. In the non-excited state the molecules are not

52



coupled. By energy transfer to an already excited molecule upconversion can take place,
leading to a higher excited state of one molecule. Finally, by energy transfer (singlet
to singlet, or triplet to triplet) to a different molecular species without further interac-
tion, excited states can be quenched. This process often takes place at metallic interfaces.

In addition to the excited dynamics in organic molecules already discussed, a few quasi-
particles play an important role in the discussion of excited organic thin films. The
discussion of excited states in semiconducting materials presented here is based on the
book of Schowerer and Wolf [116]. Excitons are the species mainly discussed. They
are formed in a semiconducting film after optical excitation. An exciton is a neutral
quasiparticle made of an electron and the corresponding hole, which are bound by the
electrostatic coulomb force. An exciton can transport energy without transporting a net
electric charge. Excitons are of key importance in organic solar cells, because they are
the usual results of an excitation of the active material by light, and charge separation
into two independent charge carriers can produce an electric current. In general, the
two limiting cases of Wannier-Mott and Frenkel excitons are considered. Additionally,
textitcharge-transfer excitons play an important role in organic thin films and devices.

Wannier-Mott Exciton
The Wannier-Mott exciton describes the limiting case for large distances between elec-
tron and hole of an order of magnitude higher than the unit cell of the crystal. The
electron is treated as a delocalized electron cloud, which is around the hole. The coulomb
interaction is screened by the material between electron and hole, which leads to usually
very low binding energies in the order of 0.01 eV. This is the normal case in inorganic
semiconductors such as Si or GaAs.

Frenkel Exciton
Frenkel excitons describe the other limiting case of excitons in materials with small di-
electric constants. Here, the coulomb interaction between electron and hole is high and
the distance between electron and hole is in the order of the unit cell. In organic molec-
ular crystals both charges can be located on the same molecule. In this case they are
also called molecular excitons. Frenkel excitons have a much higher binding energy than
Wannier-Mott excitons, usually 0.1 eV to 1 eV.

Charge-Transfer Exciton:
The term charge-transfer exciton (CT-exciton) is used in organic molecular semicon-
ductors for neutral but polar excitations, which span over at least two molecules, but in
general are larger than the structural units. Their properties lie in between the Wannier-
Mott and the Frenkel exciton. They can be found in single material semiconductors as
well as in compounds made of different molecular species. In such multi-material com-
pounds they are usually the dominant lowest excitation and are of great importance for
organic devices [9, 117].
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In inorganic semiconductors, weakly bound Wannier-Mott excitons are formed, which
can be easily separated by a built-in electric field due to differently doped regions of the
semiconductor. In their organic counterparts, the excitons are strongly bound. Sepa-
rating the excitons usually needs two component solar cells with a donor and acceptor
compound. At the donor/acceptor-interface, the Frenkel excitons can relax into CT-
excitons, which can be separated into free charge carriers at the interface. A more
extensive description of the different excitations in organic materials and their applica-
tion in organic devices is given by Schowerer and Wolf [116]. For an efficient charge
separation, the CT-state formation and dissociation has to be fast compared to other
relaxation effects [7, 41]. Therefore, the ultrafast excited state dynamics in the single or-
ganic layers are of major importance for an efficient charge separation in bilayer systems
[51, 52].

4.2 Sample preparation

All samples investigated in this chapter were prepared by Valentina Belova in the group
of Prof. Dr. Frank Schreiber at the Institut für Angewandte Physik, Eberhard-Karls
Universität Tübingen, Germany. The samples were prepared by organic molecular beam
deposition [118, 119] in an ultrahigh vacuum (UHV) chamber on sapphire (CrysTec,
single crystal, (001) surface, both sides polished) and silicon (Si-Mat, doped with boron,
resistance: 17-23Ωcm, cut along (100) crystal plane) substrates. The silicon substrates
were covered with a native oxide layer of approximately 2 nm. All substrates were cleaned
in an ultra -sonic bath using acetone and isopropanol. They were heated to 650K in
the UHV chamber before deposition of the molecules and were kept at 297K during
evaporation of the organic molecules. Samples marked as ”(LT)” for low temperature
were evaporated on substrates held at 220±10K. The pressure during deposition was 1
x 10−9mbar. Deposition rates of 0.5 nm/min for DIP on silicon, 0.3 nm/min for DIP on
sapphire, and 0.3 nm/min for PDIR-CN2 on sapphire and during bilayer deposition were
used and controlled by a water-cooled quartz crystal microbalance calibrated by X-ray
reflectivity. The nominal thickness for each single layer was 20 nm, which led to 40 nm
(each layer 20 nm) for the bilayer films.
For the deposition method used here both DIP and PDIR-CN2 form well-defined poly-
crystalline films [120, 121]. For DIP, an upstanding structure with a herringbone-like
substructure parallel to the substrate is formed on both sapphire and SiO2 (see fig-
ure 4.2b) [120]. The homogeneity of the film structure was investigated by X-ray re-
flectivity (XRR) measurements on the DIP and PDIR-CN2 films by Valentina Belova.
No significant difference between the structures was found. Therefore any change in the
dynamics going from sapphire to silicon oxide is related to a change in the excited state
properties due to the silicon oxide and not to a different film structure. Additionally,
optical absorption data was provided by Valentina Belova. The results for the DIP layers
investigated in this thesis are shown in figure 4.2c, and for PDIR-CN2 in figure 4.11b.
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4.3 Diindenoperylene (DIP)
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Figure 4.2: (a) Molecular structure of diindenoperylene (DIP). (b) Crystal structure of DIP
on weakly interacting substrates. (c) Extinction curve of DIP (measured by Valentina Belova,
Universität Tübingen).

DIP is a well-studied organic semiconductor with many promising properties [122–125]:
(1) DIP forms highly ordered films on different substrates [120, 126–128], which enables a
polarization-resolved separation of different excited states due to their orientation. The
molecular structure and the thin film configuration on weakly interacting substrates is
shown in figure 4.2a and b. (2) DIP has a high resistivity to environmental influences
[45, 46] and can easily be handled outside of an ultrahigh vacuum environment, which
is important for applications in solar cells. (3) It has a high exciton diffusion length
[129], which is important for the transfer of the excited states to the donor/acceptor
interface. It was used in a variety of devices, like bilayer organic photovoltaic devices
(OPVs) [122, 130, 131] and organic field effect transistors [132, 133]. Recently, DIP has
been investigated with time-resolved photoluminescence and transient absorption to gain
insights into the fundamental decay dynamics in solution and thin films on a picosecond
to nanosecond timescale [125]. In DIP films, no indication for long-lived singlet exciton
states of singlet fission has been found, contrary to crystals with similar packing motifs
such as crystalline anthracene [134, 135], perylene [136, 137], tetracene [138], and pen-
tacene [139–141]. However, so far the dynamics on the ultrafast femtosecond timescale
are unresolved and the basic photophysics of DIP are not fully understood.
In the following, the excited state dynamics in DIP films adsorbed on the two different
substrates sapphire and SiO2 are investigated. The different substrates were chosen
for the following reasons: Sapphire generates nearly no SHG signal, no excitation and
therefore no signal change is introduced by the pump pulse and it does not interact
electronically with the DIP molecules. For SiO2 a large contribution to the SHG signal
from the symmetry breaks in and at the interfaces of the native silicon oxide layer
is expected. Additionally, interactions of excited states in DIP with the silicon oxide
can occur. Especially charge trapping in oxide traps at the silicon oxide surface is
energetically favorably [133, 142].
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4.3.1 DIP on sapphire
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Figure 4.3: TR-SHG measurement of DIP on sapphire. (a) TR-SHG results for a pump-probe
delay of up to 2 ps overlaid with the results of a three-step first-order kinetic model (see text).
(b) Enlarged view of the data below 500 fs, including the temporal width of the pump pulse to
visualize the delayed SHG signal increase.

The TR-SHG results of DIP on sapphire are presented in figure 4.3a and a detailed view
of the first 500 fs after optical excitation is given in figure 4.3b. Shortly delayed after
the pump pulse, a strong SHG signal increase of nearly 25% is observed. The signal
increase is composed of two components, a faster and a slower one (feature B and C). In
addition to the short delay, the rise of the pump pulse is much steeper than the signal
increase and the signal still increases after the pump pulse has passed (see figure 4.3b).
This observation clearly indicates that the rise of the signal does not come from the
initial excitation by the pump pulse. Thus the initial excitation does not lead to a signal
change. Moreover, the decay of the initially excited species (labeled as A) leads to the
generation of a second excited species (feature B), which is seen in the TR-SHG trace.
In the next step, the decay of B leads to the rise of a third species (feature C), which can
be traced by the slow component of the signal rise. A three-step process subsequently
describes the data very well. To model the data a three-step first-order kinetic model
(state A, B, C), which was convoluted with a Gaussian function to model the intensity
distribution of the excitation laser pulse, was used:

f(t) = A · e−kABx +B
kAB

kBC − kAB
(e−kABt − e−kBCt)

+C(1− kBC
kBC − kAB

e−kABt +
kAB

kBC − kAB
ekBCt)

(4.1)

A, B, and C are the TR-SHG signal changes due to the three involved species and kAB,
kBC are the transfer constants between the states. All later shown transfer times are
the inverse of the transfer constants. A decay of state C was not included in the model,
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due to the completely different timescale of the decay compared to the time window
of the measurements (compare figure 4.4a). During the fits all amplitudes were kept
independent and the amplitude of the initial excitation (state A) was held at zero. The
width of the Gaussian function was calculated from SFG cross-correlation measurements
on the sample (compare figure 2.2b). As can be seen in figure 4.3, the measured TR-SHG
trace is convincingly described by the model. From the fit, the times of 71±19 fs for the
transfer from A to B and 471±100 fs for the transfer B to C can be extracted.
To investigate the dynamics for longer time scales, a measurement of up to 40 ps was
performed. The result is shown in figure 4.4a. The data was modeled by an direct
excitation and a single exponential decay. It is to be noted that the ultrafast processes
could not be resolved in this measurement and are therefore ignored. From the single
exponential fit, a decay constant of 680±110 ps is obtained. Picosecond time-resolved
measurements on similar DIP films have identified a biexponential decay with the time
constants of 166 ps and 1.1 ns [125]. The value found here could be interpreted as a
superposition of these two time constants. Due to the comparably short time window, a
differentiation of these time constants is not possible from the TR-SHG measurements
and lies beyond the scope of these thesis.
To gain deeper insights into the ultrafast excited state dynamics of DIP films and the
underlying decay processes, pump pulse intensity- and energy-resolved as well as probe
pulse polarization-resolved measurements were conducted. The results are shown in
figure 4.4b-d. All this data can be accurately described by the three-step kinetic model,
introduced above.
The results of the pump pulse intensity-resolved measurements presented in figure 4.4b
show an increase of both amplitudes for low intensities up to approximately 50µJ/cm2.
For higher pump intensities, a saturation takes place. The amplitude of feature B sat-
urates at a higher level compared the amplitude of feature C. The variation in the
amplitudes after saturation can be explained by small inhomogeneities of the sample,
which causes laser spot dependent intensity changes. It is to be noted that the dynamics
determined above are not influenced by these variations i.e. transfer times do not change.
Despite the variations the difference in the NLO contrast between the amplitude of fea-
ture B and C does not change in the saturation regime. This can be taken as further
proof of a coupling between state B and C as proposed in the kinetic model. The initial
rise of the amplitudes is explained by an increased number of excited species, which
scales linearly with the pump intensity. The reason for the saturation after 50µJ/cm2 is
most likely due to exciton-exciton annihilation. An explanation for the higher saturation
level of feature B compared to C may be an incomplete transfer of state B to C.
As the next step, pump pulse energy-dependent measurements as shown in figure 4.4c
were performed. For these experiments the pump pulse wavelength was tuned to 610 nm,
580 nm, and 550 nm respectively, covering the first rise of the extinction spectrum with
the lowest one (550 nm) being resonant with the first excitation as shown in figure 4.2c
[123, 125]. All three measurements were done with a pump intensity of 135µJ/cm2

lying in the saturation regime (see figure 4.4b). The measurements basically show the
same behavior, a two component rise, as discussed before, but with an increase in am-
plitude for short delay times. Modeling the data with the three-step kinetic function
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Figure 4.4: (a) Single exponential decay for high pump-probe delays. (b) Amplitudes of features
B and C fitted from the kinetic model (see figure 4.3). (c) Dependence of the TR-SHG signal
on the excitation (pump) photon wavelength. (d) TR-SHG signal as a function of probe beam
polarization (s- or p-polarized beam, see figure 2.4).

makes it clear that the first transfer time becomes shorter for lower excitation wave-
lengths, while the transfer time from B to C does not change. The transfer times
for A to B extracted by the model are 140±60 fs at 610 nm, 71±19 fs at 580 nm, and
19±30 fs at 550 nm. This means for resonant excitation with 550 nm the relaxation
is the fastest and it gets slower for the off-resonant excitations. For similar aromatic
molecules, namely 3,4,9,10-perylenetetracarboxylic dianhydride (PTCDA) and N,N′-
dimethylperylene-3,4,9,10-dicarboximide (MePTCDI), similar decay times of 65 fs for
MePTCDI and 100 fs for PTCDA have been observed. They have been attributed to
excitonic intraband relaxation [143].
Changing the polarization of the probe beam from p- to s-polarization has a pronounced
impact on the SHG signal as can be seen in figure 4.4d. None of the dynamics, which are
resolved with p-polarized light, can be detected with s-polarized light. As described in
section 2.2.2, the s-polarized light only probes excitations parallel to the surface, while
with p-polarized light both parallel and perpendicular components are probed. Hence,
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the main component of the excitations behind feature B and C is oriented perpendicular
to the surface and can therefore only be probed by the p-polarized light. Detailed X-
ray diffraction measurements have revealed that DIP molecules adopt an adsorption
geometry in which the long axis of the molecules is aligned perpendicular to the surface
[120]. Based on these examinations, it can be concluded that the transition dipole
moment of both excitations B and C are oriented parallel to the long molecular axis.
Merging together all results discussed above, an assignment of the three excited states
and their dynamics can be done (see figure 4.5): The state labeled as A is most likely
attributed to delocalized (hot) excitons, which localize via intraband relaxation forming
molecular (Frenkel) excitons (state labeled as B). In case of the resonant excitation
(550 nm), the relaxation becomes much faster compared to the off-resonant excitations.
For the molecular exciton in DIP the transition dipole is oriented mostly parallel to the
long molecular axis [144], which clearly explains the disappearance of the SHG signal
change by the exciton for s-polarized light. Time-resolved measurements of similar DIP
films studying the excited state dynamics in the picosecond time regime proposed that
after 1 ps the main excitation is an excimer-like state [125, 145]. Following this proposal,
the state labeled with C is assigned to an excimer. Excimer formation is a common
property of perylene. Thus, the molecular exciton decays on a timescale of 471±100 fs
via a charge transfer between an excited molecule and a non-excited neighboring molecule
forming an excimer. Simulations have shown that a dimer formation of DIP is reasonable
on a timescale of 400-500 fs and that grain boundary or defects are needed to give the
DIP molecules enough freedom for reorganization [51]. The transition dipole moment of
this excimer state is mainly orientated perpendicular to the surface and is therefore not
detectable with s-polarized light [144]. Finally, it decays on a timescale of 680 ps back to
the ground state. As discussed above, this value could be the superposition of the time
constants of 166 ps and 1.1 ns as was observed with time-resolved photoluminescence
[125]. A schematic visualization of the results discussed above is given in figure 4.5. In
the scheme a second alternative assignment discussed below is shown for comparison.

A B C GS

19±30 fs
71±19 fs

140±60 fs 471 fs±100 680±110 ps

Delocalized
exciton

Relaxation

Molecular
exciton

Charge
transfer

Excimer
(CT like)

Decay
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Delocalized

exciton
Exciton

(localized
on dimer)
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Figure 4.5: Electronically excited state dynamics in DIP films on sapphire after optical excita-
tion. The different relaxation times for the delocalized exciton correspond to varying excitation
energies (see figure 4.4(c) and text). (a) and (b) slightly different assignments based on two
different simulation approaches discussed in the text.
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Based on recent simulations in the groups of Engels and Engel, a slightly different as-
signment of the excited state dynamics has to be considered. In their simulations on
DIP dimers in the gas phase, the lowest energetic state does not have CT-character, but
is Frenkel-like [146]. Additional simulations on the similar PTCDI [147] and PTCDA
[148] showed that the surrounding molecules stabilize the Frenkel state even more than
the CT-states. The difference in the results compared to earlier simulations by Gisslén
et al. [144], which resulted in the CT-state as the state with the lowest energy, is caused
by the simulation approach used. In the approach of Gisslén et al. [144], the charges of
the CT-states of the dimer were calculated as localized on the single molecules, which
leads to strong dipole moments, that are stabilized by a polarizable environment. The
CT-state is further stabilized by the electrostatic attraction between the two monomers.
The dimer approach of Engels et al [149] results in a suppression of this localization by
the high symmetry of the system. In this, the dipole moment of the CT-state nearly
diminishes due to the delocalization of the CT-state over the full dimer, which results in
a lower stabilization and thus the Frenkel-like excitation of the dimer becomes the lowest
excited state. Additionally, the simulations showed that the first step after optical exci-
tation is a relaxation to the CT-state of the dimer on an ultrafast timescale. Applying
these new calculations to the measured TR-SHG data, state A can still be assigned to
the delocalized exciton, which then relaxes onto a exciton localized on a DIP dimer (B)
and finally relaxes via a conical intersection into a Frenkel-like excited dimer state (C).
The timescales according to the simulations are 200 fs for the first step and 400-500 fs
for the second step. In the experiment, the first step is significantly faster (19-140 fs),
but the second transfer time of 471±100 fs concurs perfectly with the predicted relax-
ation time. A direct relaxation of the initial excitation to the lowest Frenkel-like excited
dimer state is forbidden according to the simulations, because a deformation of the DIP
molecules is needed, which is supported by the three-step model needed to describe the
experimental data.
The difference between the two interpretations lies in the character (Frenkel vs. CT) of
the lowest excited state in DIP crystals, which depends on the involved model used for
the simulations. In both cases, an excited dimer formation is the key process leading to
a relaxation of the initially excited state into a lower-lying state, which has excimer char-
acter. Independent of the assignment, the ultrafast relaxation of the optical excitation
of DIP is supported by the TR-SHG measurements.

4.3.2 DIP on silicon

Based on the understanding of the intrinsic excited state dynamics in DIP on sapphire,
the influence of the silicon substrate with a native oxide layer (SiO2) on the dynamics is
investigated. Compared to sapphire, the silicon substrates have an additional source of
SHG intensity coming from the symmetry breaks in a silicon oxide and at the interface to
the bulk silicon. This leads to an increase of background signal, which reduces the relative
signal changes by the DIP layer and thereby the signal to noise ratio. Furthermore,
interactions between optically excited DIP molecules and trap states at the silicon oxide
surface were determined in organic field effect transistors [133]. However so far, no
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investigations on the ultrafast timescales of the charge trapping at the DIP SiO2 interface
have been done.
Compared to the TR-SHG measurements on DIP/sapphire (see figure 4.3), the results on
DIP/SiO2 (see figure 4.6a) show a different behavior. First, the relative signal change
is largely reduced to only 5% compared to the 25% for DIP/sapphire, which leads
to a highly reduced signal to noise ratio. This reduction is attributed to the higher
background signal from the SiO2 substrate, as mentioned before. Second, an additional
very short-lived component (labeled as D) arises, which is directly populated by the
pump pulse. The decay of feature D is obviously faster than the rise of the next feature
(B). A direct population of B from D can therefore be excluded. This is confirmed by the
pump pulse intensity-dependent measurements shown in figure 4.6b. In the saturation
regime above 50µJ/cm2, the difference between the NLO contrast of D and B or C
changes significantly for different pump intensities, while B and C possess the same
behavior. Additionally, the amplitude of D rises much more steeply compared to the
amplitudes of B and C.
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Figure 4.6: TR-SHG of DIP on SiO2. (a) TR-SHG signal for time delays of up to 2 ps. The
result of a three-step fit with an additional independent component (labeled as D) is included
(see text). (b) Pump laser intensity-dependence of the amplitudes of the features B, C, and D
of the fit of (a).

In order to describe the TR-SHG data (figure 4.6a), the fit model from DIP/sapphire
was modified by an additional directly populated excited state (feature D), which decays
independently of the three-step dynamics of A, B, and C. No influence of D to the
dynamics of the other three states was implemented. The model gives a decay constant
of 22±14 fs for the new feature D and transfer times of 157±80 fs for A to B and 207±95 fs
for B to C.
To gain further information on the involved excited states leading to the TR-SHG sig-
nal changes, polarization-resolved measurements were performed. The results of these
measurements are shown in direct comparison to the results on DIP/sapphire, scaled to
the same relative signal changes to highlight the different dynamics (figure 4.7). For
DIP on SiO2, the relative amplitude of feature C compared to the amplitude of B
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Figure 4.7: Polarization-resolved TR-SHG traces of DIP on SiO2. (a) Comparison of the traces
of DIP on the two substrates for the p-polarized probe pulse and (b) for the s-polarized probe
pulse.

is reduced compared to the amplitudes on DIP/sapphire in the p-polarized measure-
ment. In the case of s-polarized light, for which no pump pulse induced SHG changes
were found on DIP/sapphire, a clear signal coming from feature C could be resolved
here. Thus the behavior of feature C changes drastically for DIP on SiO2 compared to
DIP/sapphire. Assuming a similar orientation and ordering of the DIP films on both
substrates [120, 127, 128], the corresponding transition dipole moment of the electroni-
cally excited state is obviously not oriented parallel to the long molecular axis anymore
as found for DIP/sapphire. In contrast, the orientation of feature B did not change.
Comparing the results on the excited state dynamics on DIP/SiO2 with DIP/sapphire a
clear influence of the substrate is found. Apart from a new short-lived feature (D) with a
lifetime of 22±14 fs, particularly the properties of feature C are different on SiO2. Gener-
ally, the following processes influencing the excited states dynamics may be considered:
(1) Independent of the DIP, electrons could be excited in SiO2 by multi-photon processes
due to the high pump pulse intensities, which then undergo self-trapping [150, 151]. (2)
SiO2 has a high density of trap states at the surface, which are energetically favorable
for excited electrons in DIP [133, 142]. (3) An optically induced electron transfer from
native oxide to the DIP molecules could be relevant. (4) Momentum relaxation due
to scattering processes can take place on ultrashort timescales in silicon (32 fs) [152].
Most likely the latter can be associated with feature D, which has no influence in the
excited states dynamics in the DIP film. It is assumed that the initial excitation still
leads to delocalized excitons (feature A) in the DIP film, followed by a localization of a
time scale of 157±80 fs (intraband relaxation), which leads to the generation of localized
excitons (feature B) as suggested for DIP/sapphire. Contrary to the DIP/sapphire sys-
tem, the polarization-resolved measurement clearly indicates that the following excimer
formation is suppressed by a faster process leading to a different excited species. As
mentioned above, SiO2 possesses a high density of energetically favorable trap states at
the interface. Therefore, feature C may be attributed to the trap states on SiO2 and
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the transfer time of 207±95 fs from feature B to feature C describes the charge trapping
at the DIP/SiO2 interface, which is more than two times faster than the formation of
excimer states in DIP on sapphire (471±100 fs). Figure 4.8 summarizes the assignments
described here.

A B C
157±80 fs 207±95 fs

Delocalized
exciton

Relaxation

Localized
exciton

Energy
transfer

Trap state
(substrate-mediated)

D GS
+

22±14 fs

Substrate-mediated

Figure 4.8: Proposed processes in DIP on SiO2 after optical excitation at 580 nm (see text).

4.3.3 DIP (LT) on sapphire
Another DIP layer was prepared by the evaporation of DIP on a cold sapphire substrate
at 220±10K (see section 4.2). The aim of this procedure was to create a more lying
structure of the DIP molecules [120], to increase the orbital overlap between DIP and
PDIR-CN2 in the bilayer configuration (see below). It is to be noted that a substrate
temperature of around 220K is not low enough to create a fully lying structure and
therefore large areas of standing DIP are still expected [120]. Figure 4.9 shows the
TR-SHG results.
The TR-SHG trace of DIP (LT) (figure 4.9a) looks very similar to the trace of DIP. The
only apparent difference are oscillations, which are modeled by a damped sine oscillator
and are discussed separately in section 4.6. To describe the dynamics, the same three-
step first-order kinetic model in equation (4.1) with an additional damped oscillator
was used to model the data. The model describes the measurement accurately and the
following times were calculated: 26±8 fs for the transfer from A to B and 350±105 fs
for the transfer from B to C. In figure 4.9b, the decay of the signal for the picosecond
timescale is shown. Here, the behavior of the thin DIP (LT) film is again very similar to
the DIP film and a single exponential decay was used to describe the decay. From the
single exponential decay a decay time of 600±112 ps was extracted. In figure 4.9c, the
dependence of the TR-SHG trace on the wavelength of the pump beam is presented. As
before on the DIP film, the curves get steeper with increasing pump energy. Comparing
DIP and DIP (LT), the only obvious difference can be seen in the s-polarized probe
beam measurements (figure 4.9d). Here, no signal change could be detected for DIP,
but on DIP (LT) a clear decrease of the signal can be seen. Because of the assumption
that the structure of the DIP (LT) film is similar to the DIP film, but has some lying
areas, the model developed for the p-polarized measurements was used for the s-polarized
measurements. Due to the low signal to noise ratio of the s-polarized measurements, the
transfer times of the p-polarized fits were used as fixed parameters during the fitting
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Figure 4.9: TR-SHG measurement of DIP evaporated on cold sapphire. (a) TR-SHG results for
a pump-probe delay of up to 2 ps overlaid with the results of a three-step first-order kinetic model
with an additional oscillating term. (b) Result for a pump-probe delay of up to 40 ps overlaid
with a single exponential decay. (c) Pump wavelength dependence of the TR-SHG trace. (d)
Measurement with s-polarized probe beam. The measurement was modeled with the three-step
first-order kinetic model used for p-polarized probe beam (see (a)).

routine and only the amplitudes of the different features were kept free. As can be seen
in figure 4.9, the model describes the data very well and the fit converged perfectly.
Based on the high similarities between the results on DIP and DIP (LT) and the as-
sumption that the structure of the thin films is similar, the interpretation of the results
is the same as for DIP (see section 4.3.1), with the exception that there are crystal areas
where the molecules are lying flat instead of standing up [120]. Therefore the assignment
of the different features is that in the DIP (LT) film, the initial excitation of delocalized
excitons (A, not visible) relaxes on an ultrafast time-scale dependent on the excitation
wavelength into the molecular exciton. For a resonant excitation, this process is the
fastest. Afterwards, the molecular excitons form excimer states between two adjacent
molecules independent of the excitation wavelength and finally the excimers decay in a
few hundred picoseconds back to the ground state. The difference here is that, because
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Figure 4.10: Proposed model for the excited state dynamics of DIP (LT) on sapphire after
optical excitation. (a) and (b) slightly different assignments based on two different simulation
approaches discussed in section 4.3.1.

of some lying DIP molecules, the signal of the molecular exciton and of the excimer have
a component parallel to the surface. As will be discussed later, these lying areas are an
important finding and have a large influence on the interaction between DIP and PDIR-
CN2 at their interface. With the slightly different structure, the excimer formation is
faster. It can be explained by the higher disorder in the DIP (LT) film, which leads
to an increased number of grain boundaries and defects in the DIP film and therefore
lowers the barriers hindering the dimer formation [51]. As it was for DIP the alternative
simulation approach of Engel and Engels has to be considered. Based on the alternative
approach the assignment is: (A) to (B) localization of the initially delocalized exciton on
a dimer unit followed by the relaxation into a lower-lying Frenkel-like excitation of the
dimer (C). Similar to the approach discussed above, the faster transfer from (B) to (C)
in DIP (LT) compared to DIP can be explained by the higher amount of disorder in the
DIP (LT). The resulting assignments of both approaches are presented in figure 4.10.
For a detailed discussion of the two approaches and the corresponding assignments see
section 4.3.1.

4.4 The perylene diimide derivative PDIR-CN2 on sapphire

PDIR-CN2 (n,n’-bis-(2-ethylhexyl)-1,7-dicyanoperylene-3,4:9,10-bis(dicarboximide)) be-
longs to the class of perylene diimides (PDIs), which are well-known organic molecules.
The structure of the PDIR-CN2 molecules is shown in figure 4.11. PDIs are commonly
known for their use as high performance pigments and dyes [153]. In the recent years,
they have gained additional attention as acceptor materials [44, 154], because, like DIP,
they have very promising properties for the application in solar cells. They have high
chemical, thermal, and photochemical stabilities [47], which is what already made them
common as pigments and dyes [153]. Furthermore, they exhibit a high absorption in the
visible regime, which gives them an advantage over the usually used fullerenes [44, 154].
In addition, their optical properties can be easily modified to match the desired absorp-
tion regime, by adding functional side groups at the bay positions of the perylene core
[47, 121, 155, 156]. By introducing side chains at the imide positions, the molecules can
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Figure 4.11: (a) Molecular structure of PDIR-CN2. (b) Extinction curve of a thin PDIR-CN2

film (measured by Valentina Belova, Universität Tübingen).

be made solvable and the crystalline structure in thin films can be tailored [157]. In
recent years organic solar cells with reasonable efficiencies [156, 158, 159] and ambient
stable field effect transistors have been realized with PDIR-CN2 [160]. Despite the suc-
cessful use in organic devices, the fundamental electronically excited state dynamics of
PDIR-CN2 have not been investigated so far.
The TR-SHG results for PDIR-CN2 on sapphire are shown in figure 4.12a. With the
arrival of the pump pulse, a steep increase of the signal which perfectly fits to the
broadness of the excitation pump pulse can be seen. This means, in contrast to DIP
on sapphire as discussed above, the initial excitation by the pump pulse is visible in the
TR-SHG trace. In addition to the initial rise, a second slower increase of the signal for
around 800 fs was detected. After 800 fs no further signal change was detected on the
ultrafast timescale. The TR-SHG signal is overlaid by an oscillation which starts with
the excitation. For pump probe delays in the picosecond regime (figure 4.12b), a decay
of the signal back to the non excited level can be seen.
To model the ultrafast data a two-step first-order kinetic model (feature A and B) was
chosen:

f(t) = A · e−kABx +B(1− e−kABx) (4.2)

A and B are the amplitudes of the two features and kAB is the transfer time between the
two states. As before, the model was convoluted with a Gaussian function to describe
the intensity distribution of the pump pulse. The width of the excitation pulse was de-
termined by SFG cross-correlation measurements between pump and probe pulse on the
sample. The TR-SHG trace is overlaid by an oscillation, which is excited by the excita-
tion pulse. The oscillations were modeled by an sine oscillator with exponential damping,
which is independent of the two step model. An additional short-lived component (C)
is needed to describe the short-lived feature directly decaying after the excitation, oth-
erwise the initial peak is not described by the model. This additional feature is not
part of the oscillations and can not be described with the two step model, because it
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Figure 4.12: TR-SHG results of PDIR-CN2 on sapphire. (a) TR-SHG results for a pump-probe
delay up to 1 ps overlaid with the results of a two-step first-order kinetic model expanded by
an additional independent decay (see text). (b) Decay of the excitations on a 40 ps timescale
overlaid with a single exponential decay.

decays faster than the rise of the other components. The separation is supported by the
measurements shown below. Including all features the model becomes:

f(t) = A · e−kABx +B(1− e−kABx) + C · e−kCx +O · e−kOx · sin(ωx) (4.3)

where A and B denote the two step model, C and kC describe the additional feature,
and O, kO and ω describe the oscillations including an exponential damping. With the
model, the following dynamics were determined: Feature A is directly excited by the
pump pulse and the transfer time to B is 131±25 fs. Feature C is directly excited by
the pump pulse and decays in 20±10 fs. The oscillations have a period of 271±2 fs,
which corresponds to a frequency of 123±1 cm−1 and are damped with a decay time of
1500±500 fs. For this, the damping was calculated from fits to TR-SHG data measured
for up to 2 ps. A detailed discussion of the origin of the oscillations can be found in
section 4.6.
The decay of feature B can be described by a single exponential decay, excluding the
ultrafast processes, which are not resolved in the long time window measurement. From
the single exponential fit of the TR-SHG measurement of the picosecond time window
the decay time of 62.4±1.8 ps was extracted (see figure 4.13b).
To get a deeper understanding of the excitation behavior of the PDIR-CN2 film and the
processes behind the model, pump energy-, pump intensity-, and probe polarization-
resolved measurements, which are discussed below, were performed.
The results of the pump energy-resolved measurements are shown in figure 4.13a. A
clear increase of the initial signal change going from the excitation wavelength of 610 nm
to 556 nm can be seen. In the inset of figure 4.13a the difference between the measure-
ments at 556 nm and 610 nm is shown. The difference can be perfectly described by a
directly excited state, which decays with a single exponential decay, with a decay time
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Figure 4.13: (a) Dependence of the TR-SHG trace on the pump wavelength. Insert: Difference
between the TR-SHG response for a pump wavelength of 556 nm and 610 nm. (b) TR-SHG trace
for 556 nm overlaid with an expanded fit model (see text). (c) Pump intensity dependence of the
amplitudes of feature B and C. (d) Dependence of the TR-SHG trace on the pump wavelength
for s-polarized probe light.

of 369±25 fs. This new decay channel has a different decay time compared to all of the
species considered in the model used for the excitation with 610 nm. Therefore a new
component was added to the model. From the extinction measurement (see figure 4.11b),
it can be concluded that the additional feature most likely results from excitation of a
vibronic transition. Thus the model is expanded by an excited state, which is directly
pumped by the pump pulse and relaxes into state B. The expanded model is described
by:

f(t) = A1 · e−kA1Bx +A2 · e−kA2Bx +B(1− A1

A1 +A2
e−kA1Bx − A2

A1 +A2
e−kA2Bx)

+ C · e−kCx +O · e−kOx · sin(ωx)
(4.4)

With A1 denoting the old feature A and A2 describing the additional excited feature for
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higher excitation energies. The new expanded model was used to fit the TR-SHG traces
for an excitation wavelength of 556 nm. The result is shown in figure 4.13b. As can be
clearly seen, the data is described very well by the expanded model.
As the next step, the influence of the pump intensity on different features was investi-
gated. Figure 4.13c presents the amplitudes of features B and C as a function of the
pump intensity. For better clarity, the amplitudes of A1 and A2 are not shown, because
they exhibited the same behavior as feature B. Feature B shows a linear increase with
increasing pump intensity up to 80µJ/cm2 and saturates afterwards at a NLO signal
change of roughly 30%. The amplitude of feature C increases linearly as well, but the
increase is steeper and the saturation takes place at a higher level (near 100% NLO
contrast) for a higher pump intensity (120µJ/cm2). Despite the large changes in the
excitation amplitudes, no change of the involved time dynamics was detected. This
leads to the assumption that feature C belongs to a process, which is independent of the
process involving features A and B.
Finally, s-polarized probe beam measurements were conducted for all three excitation
wavelengths (figure 4.13d). The excitation by light with a wavelength of 610 nm led to a
small decrease of the signal. The data was fitted by a single exponential decay convoluted
with the Gaussian excitation. Because of the small signal change and the corresponding
low signal to noise ratio, it makes no sense to fit a more complex function to the data. In
the exponential decay function, the decay time was fixed at 62 ps corresponding to the
decay time measured with p-polarized light. For the 580 nm excitation, an additional
feature with a positive amplitude and a decay time of 20 fs can be seen. It has the same
decay time as feature C, which was needed to describe the p-polarized data fully. For
the excitation with 556 nm, the amplitude of this feature is strongly reduced compared
to the excitation with 580 nm.
Based on the results described above, an assignment of the features is discussed. Feature
A1 is assigned to the initial excitation by the pump pulse, which relaxes to the vibrational
ground state of the first excited state (S1). The additional feature A2 is introduced by the
excitation of a higher vibrational level than A1 within the first excited state (S1). This
can also be seen in the extinction spectra (figure 4.11b). The lowest excitation energy
only has an overlap with the first feature in the extinction spectra, whereas the higher
excitation energies show an overlap with the next vibronic feature. This interpretation
is supported by the relative increase of the amplitude of A2 with increasing pump energy
(figure 4.13a). The decay time of 369±25 fs of the higher excitation of S1 is approximately
three times higher than the relaxation time of the lower one (131±25 fs). This can be
explained on the one side by a lower overlap of the wave functions of the two involved
states and on the other side by the higher amount of energy, which has to be released
to the surrounding material. The measurements with s-polarized light only showed very
small signal changes. For PDI molecules, it has been shown that the singlet excitons
are oriented along the molecular axis [154]. Similar PDIs to PDIR-CN2 form ordered
films with a layer by layer structure perpendicular to the surface on weak interacting
substrates like sapphire and silicon oxide [121]. In these structures, the PDI cores are
slightly turned out of the plane perpendicular to the surface. This can explain the low
decrease of the TR-SHG signal. The additional ultrafast process (C) could be separated
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from the other excitation dynamics by pump intensity and probe polarization-resolved
measurements. Its SHG response still increases after saturation of the excitonic species
(A+B) is reached. Additionally, for s-polarized light it shows a large increase for a
resonant excitation of the lower vibronic level (see figure 4.11b and figure 4.13d). Even
though it can be seen for all excitation energies in the p-polarized measurements, the
highest amplitude of feature C was measured for the excitation with 580 nm. Therefore
it seems to be coupled to this excitation. It might be a polarization change of the
molecules due to the resonant excitation into the vibronic state, which decays ultrafast
on a timescale of 20 fs after excitation. The decay of the TR-SHG signal of 62.4±1.8 ps
is attributed to the electronical decay from the excitonic state to the ground state of
the molecules. A summary of the assignment of the TR-SHG results discussed above is
presented in figure 4.14.

A1 B GS
131±25 fs 62.4±1.8 ps
Relaxation

Molecular
exciton

Decay

A2

C GS
20±10 fs

369±25 fs

Decay

Figure 4.14: Proposed model for the excited state dynamics of PDIR-CN2 on sapphire after
excitation by 556 nm.

4.5 Bilayers
Based on the electric levels of DIP and PDIR-CN2, the formation of CT-states is favor-
able [121, 161] and working solar cells based on theses molecules in combination with
other molecules have already been built [122, 156]. DIP in this case, is the donor mate-
rial and PDIR-CN2 is the acceptor material due to its high electron affinity of roughly
4.3 eV [121]. This chapter discussed the TR-SHG results from three different bilayer
configurations of DIP and PDIR-CN2 on sapphire. The three samples are PDIR-CN2

evaporated on DIP (PIDR-CN2/DIP), DIP evaporated on PDIR-CN2 (DIP/PDIR-CN2),
and PDIR-CN2 evaporated on DIP (LT) (PDIR-CN2/DIP (LT)). From the XRD mea-
surements done by Valentina Belova (Universität Tübingen), only a very small change
for the structure of the film compared to the single layer films were found. In all cases
the top layer adapted to the structure of the bottom layer increasing the order of PDIR-
CN2 on DIP compared to the pure PDIR-CN2 layer and decreasing the order of the DIP
layer on PDIR-CN2 compared to pure DIP film. Therefore all changes in the TR-SHG
signal compared to the superposition of the two single layers discussed above might be
assigned to interfacial effects interaction between the two layers.
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4.5.1 PDIR-CN2 on DIP
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Figure 4.15: Direct comparison of the TR-SHG trace of the bilayer (PDIR-CN2/DIP) with
the single layers of DIP and PDIR-CN2. (a)-(c) Comparison for a pump-probe delay up to 1 ps
and different excitations wavelengths. (d) Comparison for 580 nm for a pump-probe delay up to
40 ps.

A direct comparison of the TR-SHG measurements for the bilayer and both single layers
of DIP and PDIR-CN2 for different excitations are shown in figure 4.15. For an excitation
with 610 nm (figure 4.15a) the signal of the bilayer shows similar behavior to the signal
of the single DIP film. The signal of the bilayer is a little steeper than the signal of the
DIP film, but lower in intensity than the trace of the PDIR-CN2 film. Based on these
observations, the bilayer trace can be described by an superposition of the single layers,
with a higher impact of the DIP layer. No new contribution to the SHG signal could
be found, which could be attributed to an interaction between the two layers. For an
excitation with 580 nm (figure 4.15b), the influence of the PDIR-CN2 to the TR-SHG
signal increases and the ultrafast feature C of the pure PDIR-CN2 is clearly visible,
whereas the higher vibronical excitation (A2) of PDIR-CN2 seems to be suppressed in
the bilayer trace. This suppression can be seen more clearly in the TR-SHG trace for
an excitation of 556 nm (figure 4.15c), where the TR-SHG trace of the bilayer looks like
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the superposition of DIP and PDIR-CN2 without the higher vibronic excitation A2 in
PDIR-CN2.
For longer decay times (figure 4.15d), the decay of the TR-SHG trace follows the behavior
of the pure DIP film and no influence of the PDIR-CN2 could be detected, independent
of the excitation energy. Here, the picture of a superposition of the two single layers
used before breaks down, because in the picture of the aforementioned superposition
of the signals of the two single layers, a decay of the signal somewhere in-between the
decays of the single layers was expected for the bilayer. The measured decay is similar to
the decay of the single layer of DIP. Therefore no influence of the PDIR-CN2 would be
the only possible explanation in the superposition model, that is contrary to the before
mentioned PDIR-CN2 features, which have been detected in the data up to 1 ps.
To get a deeper understanding of the bilayer behavior and especially look for an inter-
action between the two layers as it is needed for an efficient use in solar cells, further
probe polarization-, pump wavelength- and pump intensity-resolved measurements were
done.
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Figure 4.16: Comparison of the TR-SHG traces of the PDIR-CN2/DIP bilayer for the different
excitations and polarizations. (a) P-polarized measurements overlaid with kinetic model. (b)
S-Polarized measurements.

The result of the pump wavelength-resolved measurements are shown in figure 4.16a.
They are fitted by a two-step first-order kinetic model as was used for PDIR-CN2 (see
equation (4.4)), where an additional independent contribution labeled as C, was only
used for an excitation by 580 nm. A more complex model (e.g. a superposition of
the DIP and the PDIR-CN2 model) was neglected, because the data can be described
fully by this model. A direct comparison of fit parameters for the bilayer with the
single layers is therefore not constructive. A comparison of the different bilayer curves
clearly shows that the ultrafast component (C), which shows a similar behavior to the
ultrafast component (C) of PDIR-CN2, is pronounced for an excitation of 580 nm and is
suppressed for 556 nm. Again, oscillations of the signal after excitation can be seen which
are discussed in section 4.6. The ultrafast feature can be assigned to the pure PDIR-CN2

layer, while the oscillations can be assigned to a superposition of both materials.
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In figure 4.16b, the results of the wavelength-resolved measurements done with an s-
polarized probe beam are presented. As expected from the s-polarized measurements
from the single layer, only very small changes of the signal are visible. As described
above, the pure DIP film did not show any signal change and the PDIR-CN2 layer
only showed a very small signal decrease and an ultrashort feature for an excitation by
580 nm. Still, a diminutive signal reduction and a very small ultrashort peak for the
excitation by 580 nm can be seen, but both changes are in the range of the noise. This
behavior fits the observations above that the signal of the bilayer can be described as
the superposition of the two single layers.
The pump intensity-resolved measurements for an excitation wavelength of 580 nm are
presented in figure 4.17. An excitation wavelength of 580 nm was chosen for the pump
intensity-resolved measurements, because the ultrafast feature (C) is only visible for
580 nm. Figure 4.17a-c again gives a direct comparison of the measurements of the
single layers and the bilayer for different pump intensities is given. At first glance, the
bilayer could be described by a superposition of the two single layers again, but looking
more into details, some interesting changes were discovered, which speaks against a
pure signal superposition and led to the assumption of an interaction between the two
materials. For low pump intensities the bilayer signal did not show an influence of
the PDIR-CN2 layer. With increasing pump intensity, the influence of the PDIR-CN2

increased and for high pump intensities the signal was dominated by the PDIR-CN2.
Especially for high intensities the aforementioned suppression of the higher vibronic
excitation (A2) in PDIR-CN2 could be seen. This suppression led to a much clearer
distinction of the ultrafast species (C). To get a deeper insight into the exact changes in
the dynamics of the bilayer for increasing pump intensities, the signal difference of the
traces of high and low pump intensities were created. To see differences in the dynamic
behavior, the intensity of the signal for the low pump intensity was scaled to match the
signal intensity for the high pump intensity. Therefore only the changes on dynamics
and not in excitation amplitude are presented in the difference, shown in figure 4.17d.
The difference shows a steep signal increase that goes along with the pump pulse, which
means that the additional feature is directly excited by the pump pulse. For higher
delay times the excitation decays and a biexponential function is needed to describe the
decay. From the fit, the decay times of 22±17 fs and 198±45 fs can be determined. The
ultrafast component fits very well to the 20±10 fs, which was measured on pure PDIR-
CN2 and the longer time constant describes the change of the bilayer trace going from
a more pronounced influence of DIP to a higher influence of PDIR-CN2 with increasing
pump intensity. All measurements were modeled by a two step kinetic model expanded
by an independently decaying directly excited state (C). In figure 4.17e, the result of
a measurement with an high pump power overlaid with the model and in figure 4.17f
the amplitudes of all three features calculated by the model are shown. For low pump
intensities, the amplitude of C has to be kept at zero to enable a clean fitting process
and only for pump intensities above approximately 100µJ/cm2 the model was fitted
with all parameters kept free. As in the single layers, the signal of the main features
increases linearly for low intensities and saturates afterwards. The additional feature
C rises beyond the saturation value of the main feature for high pump intensities. For
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Figure 4.17: Pump intensity-resolved measurements for 580 nm excitation. (a)-(c) Direct com-
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lower pump intensities, it is not distinguishable in the measurements and therefore the
power dependence for lower pump intensities could not be evaluated.
Merging together all results described above, some conclusions can be drawn about
the interactions in the bilayer. At first sight, the results of the bilayer seem to only
show a superposition of the signals of the two single layers, which would mean that no
detectable interaction takes place between the two materials. A closer look shows a few
signal variations, which do not fit into the picture of no interaction between the two
molecular layers. First of all, the signal decrease for long timescales is far too low for the
bilayer compared to the single layer of PDIR-CN2. For the case of no interaction and the
assumption that the signal is composed of the signals of the non-interacting single layer,
the decay of the signal for large timescales should lie between the decays for the single
layers and not mirror the decay curve of the pure DIP layer. This can be interpreted
either by an energy transfer from PDIR-CN2 to DIP or a charge trapping at the interface
in interfacial states. Secondly, the higher vibronic feature of the PDIR-CN2 is suppressed
in the bilayer, while the ultrafast excitations are still seen. This suppression can be
interpreted as ultrafast energy transfer to the interface, which would fit to an ultrafast
build-up of a charge transfer state between DIP and PDIR-CN2 molecules. Furthermore,
it would suggest an activation energy for the charge transfer generation. Finally, it was
observed that the composition of the signal of the bilayer depends on the pump intensity.
With increasing pump intensity the signal part coming from the PDIR-CN2 increases in
comparison to the signal from the DIP layer. Additionally, for high pump intensities,
the ultrafast feature of the PDIR-CN2 (labeled C) gets enhanced. Especially the direct
excitation in PDIR-CN2 is not visible for low pump intensities. This excitation should be
clearly visible, because DIP does not give a noteworthy signal contribution for ultrashort
excitation times, due to the non-detectable initial state. For higher pump intensities this
feature gets visible in the bilayer measurements. This transfer, from similar to DIP, to
similar to PDIR-CN2 with increasing pump intensity is characterized by the longer decay
time (198±45 fs), which was calculated above from the difference between the TR-SHG
trace for high and low pump intensities. A possible interpretation could be a resonant
energy transfer from the PDIR-CN2 layer to the DIP layer, which is partly suppressed
for higher pump intensities, because of the charge saturation in DIP. In the saturation
regime of the DIP layer, the signal of the bilayer shifts towards the behavior of PDIR-
CN2, because the excitation partly stays in the PDIR-CN2 layer. A possible explanation
for the low interaction between the two films could be the low overlap between the
delocalized π-systems in the configuration used here, where the molecules in both layers
have an upright orientation [48].
All these changes are attributed to changes in the excited state dynamics due to the
interface between DIP and PDIR-CN2, because XRD measurements by Valentina Belova
have not shown a change in the crystal structure of the films due to the formation of the
bilayer. Furthermore, the s-polarized measurements have shown a superposition of the
single layers and no new effects from for example tilted molecules.
Two more interesting observations from the bilayer could help understanding the pure
PDIR-CN2 film better. First, the oscillations of the bilayer have a higher amplitude than
the oscillations of the pure DIP film and their frequency can not be clearly assigned to
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one of the single layers. Therefore it is assumed that there is a contribution of the PDIR-
CN2 film on DIP. Thus, their origin has to be an intrinsic property of the organic thin
films and not an interface effect between the organic film and the sapphire. They can
also be taken as further proof that the PDIR-CN2 film has not changed fundamentally
going from sapphire to DIP as underlying material. Secondly, the ultrafast feature can
still be resolved and behaves the way it does in PDIR-CN2, while for example the higher
vibronic excitation is suppressed.

4.5.2 DIP on PDIR-CN2

An overview of the results from the bilayer with reversed stacking direction (DIP evap-
orated on PDIR-CN2 on sapphire) is given below.
Figure 4.18 compares the results of the TR-SHG measurements with an excitation wave-
length of 610 nm of the bilayer to the results from the single layers of DIP and PDIR-CN2.
For both, the ultrafast timescale of 1 ps as well as for the longer time scale of 40 ps, the
signal of the bilayer behaves exactly like the superposition of the two single materials and
therefore no interfacial effects between the two films are assumed for the excitation with
610 nm. In comparison to the bilayer of PDIR-CN2/DIP discussed in section 4.5.1, here
the decay of the TR-SHG signal fits the ”non-interacting” picture and lies in-between the
decays of DIP and PDIR-CN2. This was not the case for the PDIR-CN2/DIP bilayer,
where the signal decay was missing the PDIR-CN2 part of the decay.
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Figure 4.18: Comparison of the TR-SHG measurement of the bilayer DIP/PDIR-CN2 with the
traces of the single layer. (a) Results for a pump-probe delay of up to 1 ps. (b) Results for a
pump-probe delay of up to 40 ps.

For higher excitation energies, a new feature arises in the bilayer measurements, which
can not be explained by the single layers. Figure 4.19a shows the dependence of the
bilayer signal to the pump wavelength. The rise of a feature with an NLO contrast of
more than 150% for the excitation at 550 nm was detected. For decreasing excitation
energies, the intensity of the feature decreases. From the direct comparison of the three
TR-SHG curves of the three excitation wavelengths, it can also be seen that the feature
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Figure 4.19: Detailed measurements of the bilayer DIP on PDIR-CN2. (a) Rise of the resonant
feature dependent on the excitation wavelength. (b) Pump and probe dependence of the TR-
SHG trace. (c) Rise of the resonant feature with increasing pump intensity. (d) Comparison
between two fit models for the resonant feature.

shifts the signal rise to lower pump/probe delay times. To investigate the behavior of this
new feature, further pump and probe polarization-resolved, as well as pump intensity-
resolved measurements were conducted (see figure 4.19b+c). The polarization-resolved
measurements show a strong dependence of the feature on the combination of the two
polarizations of pump and probe beam. Only when they have the same polarization
the new feature has a high amplitude, whereas its amplitude is much lower for the
combination of p- and s-polarized light. The intensity seems to depend solely on the
combination of the polarizations of the pump and probe pulse and not on the respective
single pulse polarizations. As before, the excited state dynamics except for the new
feature are only visible for p-polarized probe light. Therefore a fundamental change of
the film morphology is not expected. The pump power dependent measurement shows
a strong dependence of the new feature on the pump intensity. The signal increase is
non-linear and does not show a saturation for a pump intensity of up to 90µJ/cm2, while
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the other signal part already saturates at 54µJ/cm2. To investigate the position and
structure of the new feature in detail, the TR-SHG trace for the excitation with 550 nm
and both pump and probe beam s-polarized was modeled with two different models (see
figure 4.19d). The first model is a single Gaussian distribution as was used for the x-
correlation of probe and pump beam (compare figure 2.2b). A single Gaussian describes
an excitation, which is instantaneously created by the overlap of the two pulses and only
present while both pulses are overlapped on the sample. The second model includes
a single exponential decay and is therefore the easiest model for an excitation by the
pump pulse and the decay of the excited feature afterwards. The rise of the signal is
described very well by both models, but the decay of the signal is only modeled by the
pure Gaussian distribution, whereas the decay model overshots for pump-probe delays
of roughly 100 fs and can not describe the highly symmetric behavior of the measured
curve. Based on the results of the modeling and the results from the polarization-resolved
measurements, it is assumed that the new feature is a coherent wave mixing of pump and
probe beam meditated by the sample. Similar ”coherent artifacts” have been seen and
discussed since ultrashort light pulse were used in various pump-probe setups [162–167].
To summarize, the DIP/PDIR-CN2 bilayer did not show a sign of a charge transfer
between the two single layers. For low excitation energies, the TR-SHG trace looks
exactly like a superposition of the single layers. For higher excitation energies, a coherent
artifact based on the polarizations of pump and probe beam mediated by the sample
was detected. Further investigations with other ultrafast time-resolved methods and
morphology investigations could be used to shine light on this new interaction between
the two laser pulses and the sample.

4.5.3 PDIR-CN2 on DIP (LT)

Based on the DIP sample with DIP evaporated on a cooled sapphire substrate (compare
section 4.3.3) a bilayer in the same configuration as discussed in section 4.5.1 with
PDIR-CN2 evaporated on top of the DIP layer was created and investigated. The aim
of these investigations was to increase the interaction between DIP and PDIR-CN2 by
increasing the orbital overlap between the two molecular species at the interface, due to
DIP molecules in a more lying configuration. Based on the results for similar systems,
a CT-formation should then be possible [48].
Figure 4.20 showsthe bilayer PIDR-CN2/DIP (LT) in comparison to the single layers.
Like the bilayer of PDIR-CN2 on DIP (see section 4.5.1), the TR-SHG trace looks for
short timescales like a superposition of the two single layers, but for long delay times
the decay of the PDIR-CN2 trace is missing and therefore an interaction of the two
materials has to take place. In contrast to the PDIR-CN2/DIP bilayer, here the trace
of the bilayer is much more similar to PDIR-CN2 even for low excitation energies and
low pump intensities. Furthermore, the higher vibronic feature of PDIR-CN2 is not
suppressed in the bilayer.
To get a deeper understanding of the interaction of the two materials, further investi-
gations were conducted, by changing the pump wavelength and the pump and probe
polarizations. The dependency of the bilayer trace of the pump wavelength is presented
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Figure 4.20: Comparison of the TR-SHG measurement of the bilayer PDIR-CN2/DIP (LT) with
the traces of the single layer for an excitation wavelength of 610 fs. (a) Results for a pump-probe
delay of up to 1 ps. (b) Results for a pump-probe delay of up to 40 ps.

in figure 4.21a for short and in figure 4.21b for long timescales. A strong increase of
the signal amplitude with increasing pump energy accompanied by a significant increase
of the oscillations amplitude can be seen. For the 550 nm excitation wavelength, an
additional shoulder can be seen in the steep signal increase. In the measurements with
longer decay times, the strong increase of the initial NLO is also present and a decay
of the additional part for the higher excitation energies compared to the measurement
with 610 nm, which show no significant decay, could be detected. From a fit with two
independent exponential decay functions convoluted with the Gaussian excitation, the
following timescales were extracted: For 610 nm only one exponential function with a
decay time of 700±200 ps, which is similar to the decay time of the pure DIP film of
680±110 ps, was used. For 580 nm, the additional feature starts to rise and in addition
to the 700±200 ps a second decay is needed. The decay time is 7530±670 fs. For 550 nm
the additional decay time becomes 5310±210 fs. The long decay time can be observed
for all excitations and its amplitude stays at similar signal levels.
For the excitation with 550 nm, not only the rise of the initial NLO signal change takes
place, but a new ultrashort feature was also detected with s-polarized measurements
(see figure 4.21c). For the other excitations this feature is not visible and the s-polarized
measurements look exactly like a superposition of the two single films. In comparison
to the high intensity feature on DIP/PDIR-CN2 discussed in section 4.5.2, it clearly
shows a dependence on the polarization of the probe beam and not on the mixture of
pump and probe polarization. Furthermore, it is asymmetric and has a decay time of
45±4 fs (compare figure 4.21d and figure 4.19d). Therefore it is assumed to be based on
an excitation of the bilayer and not a coherent wave mixing of pump and probe beam.
Combining the results from the PDIR-CN2/DIP (LT) bilayer, it could be possible that
for this configuration, the CT-exciton formation and a decay (maybe separation) of the
excitons can be seen. The high signal increase with increasing pump energy mirrors the
increase of the higher vibronic feature detected in the single PDIR-CN2 layer (compare
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Figure 4.21: Detailed measurements of the bilayer PDIR-CN2 on DIP (LT). (a)+(b) TR-SHG
trace dependence of the pump wavelength for a pump-probe delay of up to 1 ps (a) and of up to
40 ps (b). (c) Signal dependence on pump and probe polarization. (d) Fit of the high intensity
feature for both beams s-polarized and 550 nm excitation wavelength.

section 4.4), but with a much higher NLO contrast and longer decay times. The higher
NLO contrast could be explained by the coherent formation of CT states at the interface,
which could increase the NLO by such a large amount due to the EFISH process (see
section 2.1). The decay of the signal on a picosecond timescale is attributed to the
charge separation of the CT-states. A decrease of the separation time of CT-states can
be explained by the higher amount of excess energy for the higher excitation energy,
which supports the charge separation and therefore decreases the separation time [117].
The underlying step is attributed to the charge trapping due to excimer formation as
discussed in section 4.3, which still takes place in the DIP film. The ultrafast decay,
which is highly visible in the s-polarized measurements and slightly visible in the p-
polarized measurements can then be attributed to initial CT-formation process. The
final CT-exciton is in this case not visible in the s-polarized measurements, because
the electric field, which is the basis of the high amplitude increase, is assumed to be
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perpendicular to the interface, because the CT-exciton formation is between a DIP and
PDIR-CN2. To summarize, it is possible to describe the measured data with the ultrafast
(45±4 fs) creation of CT-excitons at the interface between DIP and PIDR-CN2. The CT-
formation is based on the higher vibronic excitation of PDIR-CN2. Neither an influence
of the lowest optical excitation of PDIR-CN2 nor an influence of the excitations in the
DIP film could be detected.
In addition to the excited state dynamics and CT-formation, the coherent molecular vi-
brations are clearly visible for the bilayer (see figure 4.21a) discussed here. Especially the
increase with increasing excitation energy as discussed in section 4.6 is very prominent
here.

4.6 Oscillations

In the measurements of the PDIR-CN2 films, an oscillating part of the signal was detected
(see figure 4.12). Additionally, a deeper investigation in regard of an oscillating behavior
of the measurements of DIP showed a very small oscillating part, which is in the order of
magnitude of the noise and therefore not significant. Nevertheless the fit with the three-
step model expanded by an oscillation was successful and an oscillation frequency could
be extracted. In contrast to the DIP film, a significant oscillations amplitude could be
observed on DIP (LT). An important side note for the interpretation of the oscillations
given later is that during the measurements of the DIP (LT) film, the laser pulses were
shorter compared to the pulses used for investigating the DIP film. The FWHM of a
single pulse was 55±3 fs for the measurements on DIP and 39±2 fs for the measurements
on DIP (LT). In addition to the single layer, the oscillations were measured on all three
bilayer configurations. The bilayer PDIR-CN2/DIP is discussed here as a representative
for the bilayer films. Figure 4.22 shows the oscillations on PDIR-CN2, on the bilayer,
and on the two DIP films for all excitation energies. The resulting oscillation periods
and corresponding frequencies and energies are summarized in table 4.1.
For PDIR-CN2 the oscillations have a period of 271±2 fs, which corresponds to an oscil-
lation frequency of 123±1 cm-1 and for DIP (independent of the preparation) the period
is 247±3 fs, which corresponds to an oscillation frequency of 135±2 cm-1. For the bilayer
a separation of the two different oscillation periods coming from PDIR-CN2 and DIP
could not be done, because of the low amplitude of oscillations, the low signal to noise
ratio and the low difference between the two oscillation periods of the two single materi-

Table 4.1: Measured oscillation periods and corresponding frequencies and energies of the molec-
ular vibrations determined by fitting the TR-SHG data.

Sample Period [fs] Frequency [cm−1] Energy [meV]
DIP 247±3 135±2 16.7±0.2

PDIR-CN2 271±2 123±1 15.3±0.1
PDIR-CN2/DIP 263±15 127±8 15.7±1
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Figure 4.22: Overview over all spectroscopic TR-SHG measurements overlaid with the corre-
sponding models including oscillations for the four systems: (a) DIP, (b) DIP (LT), (c) PDIR-
CN2, and (d) PDIR-CN2/DIP bilayer

als. A fit with one oscillating component led to an oscillation period of 263±15 fs and an
oscillation frequency of 127±8 cm-1. This value can be interpreted as the superposition
of the two values from the single layers, which is created by modeling the results with
only one oscillation.
To get deeper insights into the physical nature of the oscillations, the dependence of
the oscillations on the pump energy and the pump intensity was investigated. For
the single materials, no significant dependence on the oscillation period by the pump
wavelength could be detected. Therefore, it is assumed that the oscillations period
is independent of the pump energies used here. For the bilayer, a high deviation is
created by the different excitation energies. The oscillation period shifts from 246±3 fs
for the excitation at 610 nm to 269±3 fs for the excitation at 550 nm. This shift can
be explained by the shift from a dominant DIP-like behavior for low excitation energies
to a PDIR-CN2-like behavior for high excitation energies as discussed in section 4.5.1.
An assignment to the period of the oscillations measured on the bilayer is therefore not
reasonable. Furthermore, no change of the period of the oscillations dependent on the
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Figure 4.23: Dependence of the amplitude of the oscillations on pump intensity and pump
wavelength. (a) Pump intensity dependence for the example of PDIR-CN2 pumped with 580 nm.
(b) Excitation wavelength dependence for the four systems

pump intensity was detected for any of the samples.
In contrast to the period of the oscillations, the amplitude shows a strong dependence
on the excitation energy and on the pump intensity. Figure 4.23 depicts the dependence
of the oscillation amplitude on PDIR-CN2 on the pump intensity at 580 nm and the
connection between the excitation wavelength and the oscillation amplitude for all four
samples. First of all, the amplitude of the oscillations scales linearly with increasing
pump intensity. Here, the amplitudes were calculated from the normalized TR-SHG
measurements and set in correlation to the signal amplitudes. Therefore the shown
linear increase is independent of the amplitude behavior of the signal amplitude of the
different feature discussed in section 4.4. For the electronic excitations, a saturation
of the signal amplitude was detected, this is not the case for the oscillation amplitude
of the TR-SHG signal of PDIR-CN2. Increasing the excitation energy and thereby the
absorption cross-section of the samples (see figure 4.11b) investigated here has also led to
an increase of the oscillation amplitudes (see figure 4.23b). Because of the non-existent
change in the oscillation period, the amplitude increase due to the higher excitation
energies is assigned to the higher absorption cross-section and therefore interpreted as
the same effect as the increase due to the higher pump intensity.
One more important information is the damping of the oscillations with pump-probe
delay. In the time-resolved measurements for a time window of 1 ps, no significant
damping could be detected. For longer time windows the resolution of the measurements
is not ideal to resolve the oscillations. For PDIR-CN2 the measurements for higher pump
intensities and pump-probe delays of 2.2 ps were summed up and fitted. From this fit a
damping of 1200±600 fs was calculated. For the other samples, fits with similar damping
times describe the measured TR-SHG curves very well. Therefore a damping of roughly
1200 fs is reasonable for all samples and was used in the models to calculate the oscillation
periods and amplitudes above.
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(a)

(b) (c)

Figure 4.24: Visualization of the low-frequency vibrational modes calculated with DFT using
the B3LYP functionals and the 6-311G basis set of DIP and PDIR-CN2. (a) Short axis buckling
mode of DIP at 137 cm−1. (b) Long axis buckling mode of PDIR-CN2 at 113 cm−1. (c) Twisting
motion around molecular center of PDIR-CN2 at 121 cm−1.

Based on the observations above, the oscillations can be explained by an coherent excited-
state wave packet motion of the molecular core of the molecules [168–171]. There are two
limitations to the spectral range of the measured coherent oscillations. The first one is
that it is in principle only possible to excite an oscillation coherently with a pulse, which
is shorter than the period of the oscillation [170]. Secondly, the oscillation amplitudes
of high frequency oscillations are attenuated significantly by the limited time resolution
[171], which reduces the measured amplitudes. Therefore it is not possible to measure
oscillations with high frequencies with the setup used here with a pump and probe time
limitation of roughly 40 fs. As mentioned before, the DIP (LT) sample was investigated
with a higher time resolution than the DIP sample and it is assumed that the film struc-
ture of the two films is very similar, but on DIP (LT) much higher oscillation amplitudes
were measured. For a coherent molecular oscillation, this difference in amplitude could
be explained by the higher time resolution reducing the signal attenuation and leading
to higher coherence during the excitation. The higher amplitudes on PDIR-CN2 could
be explained by the higher extinction coefficient of PDIR-CN2 compared to DIP in the
investigated excitation regime and by a different cross-section to excite the oscillation
as well as a different sensibility of the second order susceptibility to the oscillations.
Gas phase density functional calculations (DFT) of energetically relaxed single molecules
of DIP and PDIR-CN2 were done with the Gaussian 09 program package [172]. For the
calculations, the functional B3LYP and the 6-311G basis set were used. Based on these
calculations, a rudimentary attribution of the oscillations to vibrational modes of single
molecules were done. The oscillation of the TR-SHG signal of DIP with the frequency
of 135±2 cm−1 is attributed to the short axis buckling mode (DFT: 137 cm−1), which
is the dominant mode in that frequency domain. For PDIR-CN2 two major oscillations
were found by the calculations in the range of the signal oscillation of 123±1 cm−1: The
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first one is the long axis buckling mode (DFT: 113 cm−1) which is mostly generated by
the perylene core. The second one is a kind of twisting motion around the molecular
center (DFT: 121 cm−1) which corresponds very well to the measured oscillation, but
involves a large displacement of the side chains, which could be a hindrances in the crystal
structure. Figure 4.24 visualizes all mentioned vibrational modes based on the results of
the DFT calculations. For a more precise attribution, further calculations incorporating
the crystal structure and neighboring molecules are necessary. For similar molecules it
has been shown that it is possible to resolve such low-lying stretching motions of the
C-C bonds with ultrafast time-resolved broadband pump/probe spectroscopy [170].

4.7 Discussion

In summary, the high sensitivity to electronic excitations and the femtosecond time res-
olution of TR-SHG were used to investigate the optically induced electronically excited
state dynamics of the two organic semiconductors, namely DIP and PDIR-CN2, as well
as the interactions between DIP and silicon oxide. Furthermore, the interactions at
the interface between DIP and PDIR-CN2 in three different bilayer configurations were
analyzed. Polarization-resolved measurements were utilized to separate different signal
contributions and enabled the assignment of different processes, especially in DIP on
silicon oxide compared to intrinsic processes in DIP. A clear separation of an ultrafast
feature in PDIR-CN2 was achieved by pump intensity-resolved measurements. In addi-
tion, spectroscopic measurements were used to identify different excited species in both
materials.

For the investigations of DIP two different substrates were used: sapphire and silicon
oxide. It is assumed that DIP exhibits very similar films on both substrates [120]. On
sapphire, the intrinsic excited state dynamics after optical excitation were investigated,
whereas on silicon oxide the focus of the investigations lay on the interaction between
DIP and the substrate. Especially the influence of trap states in the silicon oxide, which
lie in the energetic range of the first electronically excited state of DIP [133, 142], were of
significance. The ultrafast excited state dynamics on a sub picosecond timescale for DIP
had not been investigated before. The conclusion drawn based on the investigations is
that in DIP the initial excitation is highly delocalized and can only be detected indirectly
by the TR-SHG measurements because it leads to no detectable change in the second-
order susceptibility. Afterwards the relaxation of the initial excitation into molecular
excitons in the vibronical ground state takes place on a timescale of 140±60 fs for off-
resonant excitations. The relaxation time can be largely reduced to 19±30 fs using a
resonant excitation energy. On a timescale of 471±100 fs, excimer states are formed
and dimers are created in the DIP film. This result very well-matches those of earlier
investigations with time-resolved transient absorption measurements, which have set
an upper limit of 1 ps for the excimer formation [125]. However, a slightly different
assignment based on recent simulations with a different approach in the calculations has
to be considered. In these the initial relaxation (A to B) is already into a CT-state,
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delocalized over a dimer of DIP molecules, and the second transfer is into a lower-
lying excited dimer state with Frenkel character. A clear attribution to one of the two
models can not be given based on the TR-SHG results. After the initial relaxation,
the excimer states (independent of CT or Frenkel character) decay in a few hundred
picoseconds back to non-excited single molecules. Both effects, the reduction of the
relaxation time and the excimer build up time are important, as both effects could
limit the CT-state formation at the interface to acceptor molecules. Cooling the sample
during evaporation and therefore introducing more disorder into the DIP thin film, does
not fundamentally change the ultrafast dynamics. The excimer formation time is even
slightly reduced compared to the more ordered film. Introducing trap states through
a silicon oxide interface leads to a suppression of the excimer formation, by trapping
the excited electrons on a timescale of 207±95 fs which is even faster than the excimer
formation. Afterwards, no decay of the trapped species could be detected. Furthermore,
an additional ultrafast feature was found for DIP on silicon oxide, that is probably due
to an excitation in the silicon film, which undergoes momentum relaxation on a timescale
of roughly 30 fs [152] and is therefore independent of the excited state dynamics in the
DIP layer.
For the application of DIP in organic electronics, two important conclusions can be
drawn from the results discussed above. First, the influence of silicon oxide to the DIP
layer in particular and organic thin films in general has to be taken into account for the
excited state dynamics, even if silicon oxide is treated as a non-interacting substrate for
the non-excited molecules. This thesis showed that the charge transfer to trap states
in silicon oxide takes place on a timescale of 200 fs, which is on the timescale of charge
transport processes in organic semi-conducting films. This can explain the efficient sup-
pression of charge transport in organic field effect transistors with silicon oxide as the
gate dielectric [133]. Second, the ultrafast formation of excimer species in the DIP film
on a timescale of 500 fs has to be considered in the application of DIP as an active
material in solar cells, because the excimer formation can act as charge trapping and
therefore reduce the efficiency. It also reduces the energy stored in the excitation and
thus lowers the overall efficiency of the device. Because of this, it is possible that, due
to the excimer formation, the CT-exciton generation becomes energetically unfavorable.
The excimer formation is intrinsic to the organic thin film and depends on the morphol-
ogy of the film. Therefore any introduced change in the morphology, which hinders the
dimer formation, could suppress the excimer formation and improve the functionality of
DIP as an active material in a photovoltaic device.

The intrinsic properties of a PDIR-CN2 film were examined. In contrast to DIP, on
PDIR-CN2, the initial excitation could be measured with TR-SHG. For higher excitation
energies, a second higher vibronic excitation of S1 was excited and the dynamics were
measured. Both vibronic excitations decay to the relaxed molecular exciton, the lower
one on a timescale of 131±25 fs and the higher one in 369±25 fs. Afterwards a decay
back to the non-excited state on a timescale of 62.4±1.8 ps was detected. Furthermore,
an ultrafast component, which showed the largest signal contribution for the resonant
excitation with 580 nm and a decay time of 20±10 fs, was measured. This excitation is
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attributed to a polarization of the molecules due to the resonant excitation at 580 nm.
Despite having the same molecular perylene core, the excited state differs completely
from that of DIP. No excimer formation takes place due to the large side groups, which
changes the structure of the thin films and hinders a rearrangement of the molecules to
dimers. In contrast to DIP the deexcitation is one order of magnitude faster.
In regard to the application in organic devices the deexcitation time is still reasonably
long compared to the ultrafast process of charge transfer at the donor/acceptor inter-
face. The relaxation times of the initial vibronic excitations are more important because
based on recent experiments [173] a high influence on the CT-exciton formation at the
donor/acceptor interface is attributed to the vibronically excited states. It is even dis-
cussed that an efficient charge separation depends largely on the excess energy of the
hot excitonic states [117]. Here, the relaxation times of 131±25 fs and 369±25 fs have to
be considered in the efficiency discussion using PDIR-CN2 as active material in photo-
voltaic devices. Except for the initial relaxation of the vibronical excitations, no further
relaxations were detected. The work for the present thesis observed the timescales of
these relaxation pathways for the first time.

The aim of the investigations of the bilayer systems was to investigate the dynamics
of the CT-excimer generation and separation at the interface between DIP and PDIR-
CN2 by exploiting the high interface sensitivity of the SHG signal. Unfortunately, no
clear sign of a CT-formation was detected for the PDIR-CN2/DIP bilayer, but based
on deeper investigations, some conclusions about possible interactions between DIP and
PDIR-CN2 after optical excitation can be drawn. First of all, the prominent decay of
the TR-SHG signal of the PDIR-CN2 film is missing in the signal of the bilayer, only
the decay behavior of the TR-SHG signal of the DIP film could be detected, which can
be taken as a hint of a charge transfer to the DIP layer. Furthermore, the signal of
the higher vibronic excitation of PDIR-CN2 for higher excitation energies is suppressed,
while the signal of the ultrafast polarization effect of PDIR-CN2 is still detected. This
could be taken as a hint of a resonant charge transfer from PDIR-CN2 to DIP for high
enough excitation energies, which is not possible for lower excitation energies. Finally,
the behavior of the bilayer signal looks like DIP for low pump intensities and like PDIR-
CN2 for high pump intensities, which can again be explained by a charge transfer to the
DIP layer until saturation for high pump intensities is reached and then the excitations
partly stay in the PDIR-CN2 layer. Taking these observations into account and assuming
a charge transfer from PDIR-CN2 to the DIP layer or a CT-state at the interface, the
new time constant of 198±45 fs, arising from the difference between low and high pump
intensities of the TR-SHG traces of the bilayer, can be interpreted as the transfer time
for the non-resonant case. The full picture would then be that a energy transfer from
PDIR-CN2 to DIP takes place on 198±45 fs and gets resonant for the higher vibronic
excitation. What argues against this interpretation is that usually a large influence to
the SHG signal of CT-states at an interface is expected, which was not detected. An
explanation could be that due to the standing configuration of both layers, the creation
of CT-states is suppressed, because the overlap of the delocalized π-electron systems at
the interface is diminutive [48]. Nevertheless an interaction of the excited states of DIP
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and PDIR-CN2 is needed to describe the measured data.

Taking into account the results from the PDIR-CN2/DIP (LT) bilayer, where a large
signal increase was measured for high enough excitation energies, a CT-state genera-
tion leading to the build-up of an electric field at the interface becomes a reasonable
explanation. In both bilayer films with PDIR-CN2 on top of DIP, the long decay con-
stant of the excimer species formed in the pure DIP film is present and is not influenced
by the bilayer formation, while there was no relaxation of PDIR-CN2 to be detected.
Increasing the excitation energy to the second vibronic feature in PDIR-CN2 leads to
additional effects in both bilayers. On the one hand for the PDIR-CN2/DIP bilayer an
excitation of the second vibronic feature of PDIR-CN2 is suppressed and for high pump
intensities, compared to lower ones, a new time constant of 198±45 fs arises, which is
attributed to the transfer of the exciton energy of PDIR-CN2 to the interface or the DIP
film. One the other hand for the PDIR-CN2/DIP (LT) bilayer the initial signal change
increases to more than the doubled amplitude of the expected signal with a decay time
of 5310±210 fs accompanied by an intense (up to 130% NLO contrast) ultrafast decay
in the s-polarized measurements on a timescale of 45±4 fs. An explanation for the high
signal amplitudes in PDIR-CN2/DIP (LT) could be the EFISH signal generation by a
static electric field at the interface between DIP and PDIR-CN2, due to CT-state for-
mation. The timescale of 45±4 fs very well fits the CT-state build-up times of 30-45 fs
measured on various systems [4, 174–176]. The decay of the signal back to the signal
level of pure DIP on a timescale of 5310±210 fs could then be interpreted as the CT-
state separation, which became faster for higher excitation energies. In this case, the
formation of the CT-states would depend on the excess energy of the higher vibronic
excitation in PDIR-CN2, because the effect is only accomplished for excitation energies
where the second excitation is visible in the pure PDIR-CN2 film. In addition to the
excitation energy, the full CT-generation process only takes place on the sample cooled
during evaporation, which means that somehow the more lying configuration induced
by this procedure is necessary for the CT-state build up. This could for example be due
to an increased overlap of the delocalized π-electron system of lying DIP molecules with
the PDIR-CN2 molecules [48]. For the PDIR-CN2/DIP film this component seems to be
missing and instead only a trapping of the excitations of the PDIR-CN2 at the interface
or a transfer to the DIP takes place.

Changing the stacking order of DIP and PDIR-CN2 results in a full suppression of any
interactions between the two films in regard to the excited state dynamics. All spectra
could be explained by a superposition of the two single layers. Only as long as both
pump and probe pulses overlap in the material system, an additional SHG response was
detected, which perfectly mirrors the cross-correlation of the two pulses. The intensity
of the additional SHG response strongly depends on the polarization relation between
the two pulses. It is therefore assumed that for an unexplained reason, the two waves
mediated by the bilayer interact with each other creating a coherent artifact.
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For all three systems, the trace of the pure DIP layer seems to be the basis of the bilayer
trace, and for long decay times in all systems, the step introduced by the long decay time
of the excimer species in DIP remains. Based on this observation, it is assumed that the
excitation of DIP does not take part (or at least only to a diminishing degree) in the
CT-state formation at the interface to PDIR-CN2. This effect can be explained one the
one hand by the measurements of the pure DIP layer, which showed ultrafast relaxation
times for the vibronical excited state, and on the other hand by the excimer formation
in DIP. Especially the excimer formation could act as highly efficient charge trapping
in regard to the CT-state formation. Figure 4.25 summarizes all proposed excited state
dynamics discussed in this thesis.

In regard of an application in solar cells, the system DIP and PDIR-CN2 empathizes
the importance of the interface geometry for efficient solar cells, because a build-up of
CT-states at the interface could be only detected in one case. The measurements even
showed no influence at all of the interface to the excited state dynamics in the case of DIP
on PDIR-CN2, which could be explained by unfortunate alignment of the side groups of
PDIR-CN2 in this configuration. In addition to the strong geometric influence, the ex-
citation energy seems to play an important role, too. In both films of PDIR-CN2 on top
of DIP, significant interface mediated effects only took place for high enough excitation
energies leading to the excitation of a second higher vibronic excitation. Therefore the
influence of excess energy on the efficient CT build-up and charge separation has to be
kept in mind when choosing donor and acceptor materials.

Independent of the excited electronic state dynamics and interfacial effects oscillations
of the TR-SHG signal were detected. Based on the dependence on the pump-pulse in-
tensity and energy of the amplitude and period of these oscillations, an assignment to
coherent excited-state wave packet motion of the molecular cores could be done. Fur-
thermore, the measured oscillations could be correlated with vibrational modes of the
corresponding molecules calculated by DFT simulations. For DIP an oscillation fre-
quency of 135±2 cm−1 was measured and attributed to the short axis buckling mode
(DFT: 137 cm−1). For PDIR-CN2 a oscillation frequency of 123±1 cm−1 was measured.
DFT simulations identified two different modes: the long axis buckling mode (DFT:
113 cm−1) and a twisting motion around the molecular center (DFT: 121 cm−1). Con-
cerning the bilayers, no clear separation of the oscillations of the single layers could be
done.

89



SHG

trapping

CT
trapping

coherent
artifact

GS

SHG

SHG

EFISH

PDIR-CN /DIP2

PDIR-CN /DIP (LT)2

DIP/PDIR-CN2(a)

(b)

(c)

A1 B GS
131±25 fs 62.4±1.8 ps
Relaxation

Molecular
exciton

Decay

A2
369±25 fs

Coherent
Artifact

A1 B

Trap

131±25 fs

Relaxation
Molecular

exciton

A2
198±45 fs

Energy
Transfer

<50 fs

A1 B

Trap

131±25 fs

Relaxation
Molecular

exciton

A2
45±4 fs

CT

A B C GS

19±30 fs
71±19 fs

140±60 fs 471 fs±100 680±110 ps

Delocalized
exciton

Relaxation

Localized
Exciton

Charge
transfer

Excimer

Decay

Relaxation

Relaxation
660±122 fs

PDIR-CN2

Interface

DIP

Energy
Transfer

PDIR-CN2

Interface

DIP
A B C GS

19±30 fs
71±19 fs

140±60 fs 471 fs±100 680±110 ps

Delocalized
exciton

Relaxation

Localized
Exciton

Charge
transfer

Excimer

Decay

A B C GS

18±6 fs
26±8 fs

150±95 fs 350±105 fs 600±112 ps

Delocalized
exciton

Relaxation

Localized
Exciton

Charge
transfer

Excimer

Decay

PDIR-CN2

Interface

DIP

Figure 4.25: Summary of the proposed ultrafast excited state dynamics at the interfaces of the
three DIP and PDIR-CN2 bilayers as discussed in the text
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5 Conclusion and Outlook

In the framework of this thesis, two major topics were of interest. The first topic was to
evaluate the quality of a new immobilization approach of molecular switches on silicon
and the optimization of the non-linear contrast created by the switching process. The
other topic was getting a deeper understanding of the ultrafast excited state dynamics of
optically excited organic semiconductors. Especially understanding the influence of the
excitation energy, the substrate, and interfacial effects at the donor/acceptor interface
were of great importance. SHG measurements were used to cover all of these topics. The
inherent surface/interface sensitivity of the SHG process and the high influence of delo-
calized π-electron systems to the SHG process was used to investigate the light-driven
ring-opening/ring-closure reaction of a sub-monolayer of fulgimide molecules immobi-
lized on a silicon surface. Furthermore the femtosecond time resolution of the setup
combined with the high surface/interface sensitivity was used to investigate the excited
state dynamics in organic semiconductors and at donor/acceptor interfaces.

The first topic of the thesis was the investigation of the photochromism of different
fulgimide derivatives immobilized by an alkyne linker on the Si(111) surface. This showed
the reversible switching between the open- and closed-form for all samples with NLO
contrasts of 20-25%. It even achieved a 33% NLO contrast for the sample with CH2

spacer and p-polarized light. Here, the approach of using SHG to distinguish the dif-
ferent molecular states has proven to be very effective. In addition to the closed- and
open-form, a third thermally metastable state induced by the high intensity IR-light of
the probe beam was observed. All three states could be switched reversibly into each
other without any significant signal losses. Based on the polarization resolved measure-
ments and the structures of the different samples, the third state could be assigned to
the interaction between the electron donating phenyl ring attached to the fulgimide and
the fulgimide itself. This process is independent of the fulgimide derivative and can be
suppressed by a CH2 spacer between the two groups. Furthermore, the thermal sta-
bility of the closed-form is decreased by the interaction. Without the CH2 spacer, the
cross-sections of the ring opening/closure reactions are lowered by one order magnitude
to 10−19-10−20 cm2 compared to the molecules in solution or in fully decoupled config-
urations. In this case, the switching processes into the IR-state have a cross-section
of 10−23 cm2. Using the CH2 spacer regains the thermal stability of the closed-form
and increases the cross-sections of the ring-opening/ring-closure reaction by one order of
magnitude to 10−18 cm2, corresponding to the level of the decoupled fulgimide molecules.
Additionally, the cross-sections for the IR-state are reduced by to two orders of magni-
tude. A possible assignment of the IR-state is the dipole-form of the molecules, which
is stabilized by the electron-donating nature of the phenyl ring directly attached to the
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fulgimides. Looking at the thermal decay times of the IR-state supports this inter-
pretation. For the 2-Indolylfulgimide a decay time of 424 s at room temperature was
observed. With the CH2 spacer, the decay time is reduced to 192 s. In the final step,
the polarization-dependent NLO contrasts were measured and compared with DFT cal-
culations of the hyperpolarizability of the fulgimides. Based on these comparisons the
orientation of the fulgimides on the surface could be determined. Without the CH2

spacer the long axis of the fulgimides is mostly oriented perpendicular to the surface.
Introducing the CH2 spacer leads to a higher degree of freedom of the orientation of the
fulgimides and they rotate to a nearly parallel configuration.

Applying these results to the further development of new photonic devices leads to sev-
eral conclusions. First of all, SHG has proven to be a method which can deliver high
contrast between the photochromic states, especially when the electronic structure is
changed by the switching process like it is in fulgimides. A further increase of the NLO
contrast might be achieved by reducing the background signal coming from the linker
group and the substrate. An alternative coupling unit for the phenyl ring without a de-
localized electron system could be helpful for increasing the NLO contrast significantly.
Secondly, the thesis at hand showed that an electron-donating linker group is unfavor-
able for the immobilization of the fulgimides. Based on that observation, there needs to
be caution in designing the linker group in a way that the functionality of the fulgimides
is not influenced. Another possibility could be that the third state is used to increase
the range of applications of the fulgimides. For this a three level storage with added
functionality is imaginable, if all three states could be made thermally stable by the
molecular design.

The second major topic of this thesis was the investigation of the ultrafast dynamics
of optical excited electronic states in organic semiconductors and at donor/acceptor
interfaces. This made use of the time resolution of the setup of better than 50 fs and the
high sensitivity to surfaces/interfaces.
The organic semiconductor diindenoperylene (DIP) was investigated on two substrates:
sapphire and silicon oxide. On sapphire, two DIP films prepared with different substrate
temperatures during evaporation were examined. In the DIP films on sapphire, an
ultrafast localization of the initially delocalized excited states on a timescale of 20-140 fs,
depending on the excitation energy, were observed. For more resonant excitation energies
the localization time gets shorter. After localization, dimer generation accompanied by a
charge transfer into a excimer like state was discovered. From a theoretical point of view,
the nature of this dimer-induced state is presently under lively discussion. Therefore both
cases of charge-transfer or Frenkel-like behaviour were considered. Finally, the excited
molecules relax into their non-excited form on a timescale of roughly 700 ps. The general
process is independent of the substrate temperature during evaporation of the DIP, only
the charge transfer time into the dimer state is reduced due to the increased disorder
in the film evaporated on a cold substrate. Using silicon with a native oxide layer as a
substrate significantly changes the excited state dynamics. The silicon oxide has a high
amount of trap states at the surface, which energetically lie below the excited states in
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DIP, which leads to an ultrafast charge trapping on a timescale of 200 fs. This process
suppresses the dimer formation observed in DIP on sapphire. Furthermore, there was
an additional substrate-mediated ultrafast decaying excitation, which is accredited to
momentum relaxation in the substrate.
The case of the perylene derivative n,n’-bis-(2-ethylhexyl)-1,7-dicyanoperylene-3,4:9,10-
bis(dicarboximide) (PDIR-CN2) dependent on the excitation energy showed the exci-
tation of two different vibrational sub-levels of the first electronic excitation and their
relaxation times into the vibronic ground state. According to the measurements, the
lower excitation led to a relaxation time of 130 fs, and the higher excitation to one of
370 fs. Afterwards the molecules relax into the ground state in 62 ps. Furthermore, a
polarization of the PDIR-CN2 could be observed. The polarization is resonantly excited
with 580 nm and decays on a timescale of 20 fs.
Combining DIP and PDIR-CN2 in different bilayer configurations with the aim to in-
vestigate the CT formation at the interface in regard to possible applications in organic
solar cells led to the observation of additional effects. For the stack DIP/PDIR-CN2,
no interaction of the excited states of DIP and PDIR-CN2 was noticeable. Changing
the stacking order and thereby increasing the disorder of the system led to a trapping
of the excited states of PDIR-CN2 at the interface. A dependence of the process on the
excitation energy could be observed. For the higher excitation energy, the process is
nearly coherent with the excitation and directly driven from the hot excited state, while
for the lower excitation the relaxation into the vibronic ground state takes place first,
followed by the transfer into the surface-induced state on a timescale of 200 fs takes place.
Finally by increasing the disorder at the interface even more due to evaporation of DIP
on a cold substrate and then evaporating PDIR-CN2 on top, the build-up of CT-states
at the interface could be achieved. The CT-generation is in this context depends on a
high enough excitation energy, driven by the PDIR-CN2 and takes place on a timescale
of 45 fs. Lower excitation energies still showed a trapping at the interface. All bilayer
systems exhibited no interaction of the excitation of the DIP film with the PDIR-CN2

layer. Here, the ultrafast relaxation combined with the trapping into dimer states could
be a reason for the suppression of any interaction with PDIR-CN2.
In all systems, independent of single materials or bilayer systems, the coherent excita-
tion of vibrational modes of the molecular cores could be achieved. In DIP the short
axis buckling mode (137 cm−1) could be observed and PDIR-CN2 probably showed a
mixture of the long axis buckling mode (113 cm−1) and a twisting motion around the
molecular center (121 cm−1). It was determined that the amplitude of the oscillations of
the TR-SHG signal depends on the excitation energy and on the time resolution of the
pump-pulse. Higher excitation energies and shorter pump-pulses lead to higher oscilla-
tion signals.

Regarding future applications the results allow for a few conclusions to be drawn. Based
on the results of the DIP films, the possibility of dimer formation as a relaxation channel
was experimentally shown on ultrafast timescales. The dimer formation can act as
trapping of the charge carriers in this and suppress further processes like charge transport
or CT-formation. For applications in organic devices with DIP as a functional layer, a
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suppression of the dimer formation by side groups could lead to a significant increase
in efficiency and dimer formation has to be considered in general for similar molecules.
The ultrafast excited state trapping in the silicon oxide is of significant importance in
organic field effect transistors, where silicon oxide is usually used as gate electrode. For
this, an isolation between the excited DIP layer and the silicon oxide is needed. The
results of the bilayer systems show the importance of the molecular orientation at the
interface. It is not enough to align the energetic level of the two materials, because the
overlap of the delocalized π-electron systems at the interface is of high importance, too.
It was shown in this context that for the simple case of stacking DIP and PDIR-CN2

onto each other no CT-generation could be achieved, due to the inappropriate molecular
orientation of the molecules in regard to CT-formation. The necessity of creating lying
areas of molecules in order to allow a measurable amount of CT-generation was proven.
Furthermore, the thesis led to the observation of a dependence of the CT-generation on
the excess energy of the excited states in PDIR-CN2, which has to be considered when
designing solar cells.
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