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Abstract

The Quark-Gluon Plasma (QGP), a strongly interacting state of matter in which quarks and gluons are
deconfined, is hypothesized to have existed merely a few micro-seconds after the Big Bang. This state can
be studied experimentally in heavy ion collisions at the current high-energy particle accelerators, like the
Large Hadron Collider (LHC). However, recently the size of the collision system, which is required to create
a QGP has been been put into question and many measurements suggests that this might even be possible in
high multiplicity pp or p—Pb collisions. The research carried out in this thesis focuses on the study of direct
photons and neutral mesons in pp collisions at /s = 2.76 TeV and p-Pb collisions at /sxy = 5.02 TeV
with the ALICE detector at the LHC. The neutral pion and 7 meson have been reconstructed in their two
photon decay channels. For that up to four different reconstruction methods have been pursued within this
thesis, out of which two are entirely new within ALICE, exploiting the full photon detection capabilities
of ALICE. Like this the neutral pion spectra could be measured up to transverse momenta of 40 GeV/c
in pp collision and a new level of precision could be reached for identified particle measurements in p—Pb
collisions at /sy = 5.02 TeV. For pp collisions new high precision inputs for the determination of the
fragmentation functions for neutral pions and 7 mesons are provided and the current models are compared
to the obtained results. For p—Pb collisions a small suppression can be observed beyond 4 GeV /¢ with respect
to an interpolated pp reference at the same center-of-mass energy. It is investigated further through the
comparison with various models and results from other identified particles, in order to test whether another
ansatz, taking into account only cold nuclear matter effects, would yield a similar suppression. For the direct
photons three partially independent reconstruction techniques are presented, two of which are entirely new
in ALICE, as well as, their combined results for in minimum bias pp and p—Pb collisions. The combination of
the results yields a significant direct photon excess in p—Pb collisions beyond 6 GeV /¢, which is in agreement
with the predicted excess from prompt photons in this collision system. Below these momenta and for pp
collision at /s = 2.76 TeV upper limits on the possible direct photon production can be provided. In this
region a possible thermal photon signal of 2 — 3% cannot be excluded within the current uncertainties.

Zusammenfassung

Es wird vermutet, dass wenige Mikrosekunden nach dem Urknall ein Quark-Gluon-Plasma (QGP) existiert
hat. Dieses ist ein Zustand der Materie in dem Quarks und Gluonen frei bewegen und interagieren kénnen.
Experimentell kann dieser Zustand in Schwerionenkollisionen an den derzeitigen Hochenergie Beschleunigern
untersucht werden, wie zum Beispiel dem Large Hadron Collider (LHC). Allerdings wird in letzter Zeit hin-
terfragt, wie gross das Kollisionssystem sein muss um ausreichend Teilchen und Energie zu enthalten um ein
QGP kreieren zu konnen. Einige Messungen weisen darauf hin, dass ein solcher Zustand bereits in pp oder
pPb Kollisionen, in denen viele Teilchen erzeugt wurden, vorherrschen konnte. Diese Dissertation befasst
sich vorranging mit der Untersuchung der Produktion von Photon und neutralen Mesonen in pp Kollisionen
bei /s = 2.76 TeV und p-Pb Kollisionen bei /syny = 5.02 TeV mit Hilfe des ALICE Detektors am LHC. Die
neutralen Pionen und 1 Mesonen wurden in ihrem Zwei-Photonen Zerfallkanal rekonstruiert. Dafiir wurden
bis zu vier verschiedene Rekonstruktionsmethoden verfolgt, von denen zwei zum ersten Mal innerhalb von
ALICE benutzt wurden. Damit wird das gesamte Potential zur Rekonstruktion von Photonen in ALICE
ausgeschopft. Dies erlaubt die neutralen Pionen Spektren in pp Kollisionen bis zu transversalen Impulsen
von 40 GeV /c zu extrahieren. Desweiteren konnte eine neue Stufe der Prézession fiir die Messung von identi-
fizierten Teilchen in p—Pb Kollisionen bei einer Schwerpunktsenergie von /sy = 5.02 TeV erreicht werden.
Diese neu erlangten, sehr prizisen, Daten bezueglich der 7% und 1 Produktion in pp und p-Pb Kollisionen
werden helfen, den Parameterraum der Fragmentationsfunktionen besser einzuschrénken. Innerhalb dieser
Arbeit wurden sie zu den neuesten theoretischen Berechnungen und Modellen verglichen. Dariiber hinaus
kann in p—Pb Kollisionen oberhalb von 4 GeV /c eine leichte Unterdriickung der Produktion von neutralen Pi-
onen im Vergleich den erwarteten Werten in pp Kollisionen festgestellt werden. Dafiir wurden die pp Spektren
bei der gleichen Schwerpunktsenergie tiber eine Interpolation der gemessenen Spektren bei anderen Schw-
erpunktenergien berechnet. Die Unterdriickung wurde weitergehend untersucht um zu verstehen, ob auch
andere Modelle ohne Erzeugung eines Quark-Gluon-Plasmas die erhaltenen Werte reproduzieren konnten.
Zur Extraktion der direkten Photonen in pp und p—Pb Kollisionen wurden drei teilweise unabhangige Meth-
oden prasentiert, wovon zwei innerhalb von ALICE vollkommen neuartig waren. Des weiteren wurde die
Kombination dieser Techniken erldutert. Die kombinierten Ergebnisse erlauben die Extraktion eines direkten
Photonenspektrums oberhalb von 6 GeV/c in p—Pb Kollisionen. Bei diesen transversalen Impulsen stimmen
die Vorhersagen zur Produktion von prompten Photonen mit den gemessenen Daten iiberein. Unterhalb
dieser transversalen Impulse konnten nur Obergrenzen fiir die direkte Photonen Produktion ermittelt wer-
den. Gleiches gilt auch fiir pp Kollisionen. Allerdings kann in dieser Region ein direktes Photonen Signal,
in der Grossenordnung von 2-3%, auf Grund der Fehler nicht ausgeschlossen werden.
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1. Introduction

"In science, too, it is impossible to open up new territory unless one is pre-
pared to leave the save anchorage of established doctrine and run the risk of
a hazardous leap forward.”

Werner Heisenberg (1971), “Physics and Beyond: Encounters and Conversations” (p.70),
New York, Evanston & London: Harper & Row, Publishers Inc.

" Wirkliches Neuland in einer Wissenschaft kann wohl nur gewonnen werden,
wenn man an einer entscheidenden Stelle bereit ist, den Grund zu verlassen,
auf dem die bisherige Wissenschaft ruht, und gewissermaflen ins Leere zu
springen.”

Werner Heisenberg (1972), “Der Teil und das Ganze” (S. 101), Miinchen, Piper.

When we are children, the world around is full of wonders and every day we are amazed by what
nature can do. What machines make possible and how our parents can understand all these things.
When we grow older we realize, however, that many of the things, which our parents explained so
confidently, are actually not as simple as they let it seem. Thus we learn to understand, that the
simplest explanation is not always the correct one and that there are many levels of understanding
the truth. Everyone of us then chooses to which level we want to understand the world around us
and its different aspects. For many people the answers provided by our teachers and parents are
sufficient and thus they stop asking questions.

A few people, however, never loose their curiosity and hunger for knowledge. These are the people,
who become scientists. They leap into the unknown to advance their respective fields and try to
reestablish solid ground, where non existed before. These are the people whom I admire, because
they have the courage, not only to ask the difficult questions, but also to make an attempt of
answering them. Similar to ships of famous explorers of the 15" and 16" century, experiments
serve as the vessels to fill the blank spots in the maps of science.

The Large Hadron Collider (LHC), has been build to fill in some of the blanks, which remain for
particle physicists, like:

e How our universe has been created and how it evolved afterwards to the miraculous world
we see all around us.

e What our world is made of and how these building blocks interact with each other.

Even though, these questions are located at opposite ends of the observation horizon, both can be
studied in the experiments carried out at the LHC. For that purpose, within the LHC different
particles can be brought to collision with center-of-mass energies of up to 14 TeV for pp and up
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to y/snn = 5.5 TeV per nucleon pair for heavy ions. These conditions offer new possibilities to
test the current theoretical concepts. Among them the production mechanisms of the Higgs boson
or searches for other unknown or unexpected particles. In addition, to these rather well defined
states, which we hope to observe in pp collisions, it is expected that a strongly coupled state of
matter is created in heavy ion collision, the quark-gluon plasma. This plasma should have existed
shortly after the big bang, as well, and thus will allow us to study the evolution of matter shortly
after the big bang in the LHC experiments.

One of these experiments is the ALICE (A Large Ion Collider Experiment) experiment, at which
this thesis has been carried out. The focus of the design of the experimental apparatus has been
the capability to handle large charged-particle densities. Furthermore, it is of utmost importance,
that these particles can also be identified down to very low momenta. Which allows us to study the
produced medium in all its aspects. The production of a quark-gluon plasma can not be claimed
based on one observation alone, but it requires a coincidence of many different observations all
pointing towards its existence. Among them, is the possibility to change its size and maybe even
switch it off completely. Thus within ALICE not only Pb—PDb collisions are studied in great detail,
but also smaller collision systems are investigated, like pp and p—PDb collisions. Ideally those would
serve as control probes for the Pb—Pb measurements. It has been shown recently, however, that
even in these systems a quark-gluon plasma might be created.

This thesis will try to advance the understanding of the smaller systems in that aspect, using the
direct photons, neutral pions and eta mesons as probes of a possible quark-gluon plasma produc-
tion in pp collisions at /s = 2.76 TeV or p-Pb collisions at /sxy = 5.02 TeV. In order to do
this the full capabilities of ALICE to reconstruct photons have been exploited and the photons are
either reconstruction within the electro-magnetic calorimeters or via the photon conversion recon-
struction (PCM). The neutral pions and 1 mesons will be reconstructed in their two-photon decay
channels using a maximum of four different reconstruction techniques using different combinations
of photons from the three different photon detection techniques. The structure of the thesis is as
follows: After this short introduction, a theoretical overview together with the current state of
knowledge from the experimental point of view will be presented (Chapter 2). Afterwards, a short
overview of the experimental setup is given (Chapter 3). It is followed by the description of the
data sets and selection criteria for the photons entering the different analyses (Chapter 4). Then
the reconstruction of the neutral mesons in the two considered collision systems will be explained in
detail (Chapter 5). The results on the direct photon reconstruction will be described in Chapter 6
together with an overview of the reconstruction methods. The thesis is concluded by a summary.



2. Theoretical Background and Current State
of Knowledge

This chapter is dedicated to a brief overview of the theoretical background and the current the-
oretical understanding of high multiplicity pp, p—A and A—A collisions. The focus will lie on the
results obtained from the LHC experiments and their implications for the physics under investiga-
tion later on in this thesis. As such only a small subset of the possible Quark-Gluon Plasma (QGP)
signatures are discussed. Where appropriate the history of these measurements and the parallel
developments at RHIC will be outlined, however.

2.1. The Standard Model and Quantum Chromodynamics

In the late 1960s S. L. Glashow [1], A. Salam [2,3] and S. Weinberg [4] conceived the Standard
Model (SM) of particle physics, a gauge Quantum Field Theory (QFT) combining the quantum
field theories of the electro-weak and strong interactions. The model describes the constituents
of matter as well as their interactions. Its fundamental particles are the quarks (u, d, ¢, s, t, b)
and leptons (e, ve, @, vy, T, v7), each organized in three generations, and the four gauge bosons
mediating the fundamental forces (v, g, Z°, W*). This work was awarded with the Nobel Prize in
Physics in 1979 after tremendous success in predicting the formation of by then unknown particles,
with their properties.

The electro-weak (EW) theory on its own offers a unified description of the electro-magnetic and
weak interaction among particles, formulated on their own in Quantum Electrodynamics (QED)
and Quantum Flavordynamics (QFD), respectively. It explains how a quark can change into
another quark or lepton into another lepton (flavor changes). Its force carriers are the photon (7)
for the electro-magnetic and the Z° and W+ boson for the weak force.

Quantum Chromodynamics (QCD) characterizes the strong interaction, the fundamental force
describing the interaction between quarks and gluons (g), its mediators. According to QCD, the
quantum number of color plays the role that the charge plays in the electromagnetic interaction.
Contrary to the other forces, the mediators carry color charge themselves and as such can interact
with each other. All bound states of quarks and gluons have to be colorless. The combinations,
which have been observed in experiments are: 3 quarks with different colors (baryons), 3 anti-
quarks with different anti-colors (anti-baryons) or one quark and one anti-quark carrying color
and anti-color (mesons). Additional combinations have been predicted [5] and are currently being
searched for in various experiments [6, 7], however no convincing evidence has been presented for
their existence up to now. Further information can be found in various reviews [8-12].

The Lagrange density of QCD is given by

A . )\a —_ 1 v
L= Z wq’}"u(lap’ — gsAg?)wq - quwqwq - Z Z FO{L Fuy,a. (21)
q q a

The 1), represents the quark field, g5 is the effective strong charge and Af is a gluon field, while
the A, are the Gell-Mann matrices. The gluon field strength tensor F." can be expressed as:

FIY = 0 AY — 0 Al + igs fane AL AS (2.2)
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Figure 2.1.: Latest results on a; from various sources including the recent measurements on the jet prop-
erties from CMS [13,15,16].

The last term represents the gluon self interaction.

For massless particles the QCD Lagrangian is invariant under the exchange of left- and right-
handed components of the quark spinor, which is called chiral symmetry. As the quarks have
masses, this symmetry is explicitly broken. However, even for massless quarks, the strong force
would give rise to a so-called chiral condensate, which is not invariant under exchange of right- and
left-handed fermions. Thus, the chiral symmetry of the QCD Lagrangian is spontaneously broken.
This leads to the existence of massless Goldstone bosons, which can be identified with the octet of
the lightest mesons (70, 7%, K+, K°, i’
explicit breaking of chiral symmetry.
The coupling strength g, of QCD can be expressed as o = g2/4m. The value of o, cannot be
predicted by QCD but needs to be determined from experiments. It is much larger than the
coupling constant in QED (cem =~ ﬁ) and varies as a function of momentum transfer (Q).
Therefore, it is often referred to as the running coupling constant of QCD. The dependence of ay
on () in leading order can be expressed by

, ). These mesons on their own acquire mass due to the

127
as(Q?) ~ . 2.3
@) (33— 2N;)In % (23)

where Ny is the number of quark flavors and A is the QCD scaling parameter, which was experi-
mentally determined to be about 200 MeV. Equation 2.3 does not hold if Q2 ~ A2,

The current reference value of ay at the Z pole mass is as(m%) = 0.1186 + 0.0013 [13,14], which
corresponds to a relative uncertainty of ~ 1%, making it the least precisely known fundamental
constant in nature by several orders in magnitude. Figure 2.1 [13,15,16] shows two compilations
of world data on «; as a function of the momentum transfer. The left plot shows the compilation
currently used for the world average based on 6 different techniques. The right plot includes recent
measurements from the CMS collaboration on various jet and top properties, leading to a factor
two improvement in the accuracy of ag in the world average. However, to measure as with much
better accuracy (< 0.01%) high precision future eTe™ colliders with very large Z and W samples
will be needed.

The phenomenological potential between a quark and its anti-quark can be approximated by:

Vi=——4+k 2.4
s 5, Tk (2.4)

where r is the radial distance between the quarks. At small radii the first term is dominant and
equivalent to a Coulomb-like interaction. With increasing r the potential grows linearly, thus at
some point it is energetically more favorable to create a new quark-anti-quark pair (a meson) from
a vacuum. As a consequence of this behavior at long-distances no single quark has been observed
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in nature, which is called confinement. In the limit of high momentum transfer, on the other hand,
the coupling strength decreases and particles behave as if they were free. This is called asymptotic
freedom of QCD at short distances and high energies.

Collisions of highly energetic hadrons can be classified in two categories:

(i) Elastic collisions, without a modification of the initial state particles beyond their momentum,

(ii) Inelastic collisions, where the hadrons are either exited or even broken up and the freed
energy is used to create new particles.

The latter can be further subdivided into soft, low momentum transfer, and hard, high momentum
transfer, interactions. As already described, hadrons are non static composite objects, thus it is
necessary to take their substructure and its time dependence into account when calculating scat-
tering cross sections. However, it has been found that for hard processes the interaction time scale
(1/Q) is much smaller than the characteristic time scale on which fluctuations occur. Meaning
that the hard probe takes an instantaneous snapshot of the hadrons structure at a characteris-
tic resolution, given by ~ 1/Q. Thus, the internal structure of the hadrons (or long-wavelength
structure) is independent of the hard interaction itself and the terms can be calculated indepen-
dently, which is known as factorization theorem [17,18]. Using this, the interaction cross section
can be written as a convolution of a non-perturbative Parton Distribution Function (PDF) and
the perturbatively calculable partonic scattering cross section, with the factorization scale (up) as
"user-defined’ devision line between the two processes. The parton density functions (f;/,(, 153)
for a certain parton ¢ in a hadron of type h reflect the effective density of that parton at a mo-
mentum fraction x; of the hadrons momentum, probed at the respective factorization scale ug.
These non-perturbative functions cannot be calculated from first principles. They can, however,
for instance be derived from Deep Inelastic Scattering (DIS) [19-21] or Drell-Yan data [22, 23]
assuming the aforementioned factorization scheme and that the cross section is independent of the
choice of pup. This is formalized in the DGLAP?! equation [24-26], which can be used to evolve the
respective PDF from one perturbative resolution scale to another.

Perturbative QCD (pQCD) calculations can describe the interactions with high momentum trans-
fer together with the initial and final state radiation rather well. These calculation are mostly
done to Leading Order (LO) with the inclusion of corrections due to single gluon emission, called
Next-to-Leading Order (NLO). To describe the data even better most calculations by now include
second or even third order corrections, referred to as NNLO/N2LO and N3LO, as it can be seen for
the calculation of g in [13]. In addition to these hard interactions among the quarks and gluons
of the initial hadron, low momentum particles can be produced in these collisions, which build the
so-called underlying event.

Regardless of the scattering process, all final-state partons undergo a non-perturbative hadroniza-
tion process to form the colorless particles observed in nature. The high momentum partons
hadronize in a spray of lower momentum particles, so-called jets. This process is called fragmen-
tation and includes final-state radiation of the parton as well as the hadronization process itself.
Similar to the PDFs the fragmentation process can be considered independent from the actual
scattering process and factorizes as well. The Fragmentation Functions (FF) (D) for a hadron f
has the same non-perturbative nature as the PDFs and needs to be determined from data for each
final state hadron and initial parton pair.

Although the Standard Model is a renormalizable theory and the predictions extracted from this
theory are self-consistent and well reproduced by experimental data, it still leaves some unex-
plained phenomena. These are mainly related to energies and distances, where the gravitational
force, which can be described by general relativity, plays a role and gravitons, the force carriers of
that force, should emerge. Therefore, it is seen as an effective field theory in the context of modern

'Dokshitzer-Gribov-Lipatov-Altarelli-Parisi
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field theories. For high energy physics, however, these gravitational effects are rather small and
therefore they can be neglected in the calculations. Not all particles included in the Standard
Model were known when it was invented. The significant successes for the predictions made by
the model were:

1973: the observation of neutral currents [27]
1974: the observation of the J/1 [28,29]

1983: the discovery of the W+ and Z° bosons [30]
1994: the observation of the top quark [31,32]
2000: the observation of the 7 neutrino [33]
2012: the observation of the Higgs boson [34, 35]

The existence of the last missing piece, a scalar particle called Standard Model Higgs boson, has
been experimentally verified in 2012 by the ATLAS? and CMS? experiment at the LHC?. It is a
manifestation of the mechanism [36-41] that breaks electroweak symmetry in the SM and gives
mass to all massive elementary particles. During the past two centuries limits on the Higgs boson
mass had been set indirectly by global fits to electroweak results [42] and directly by searches at
the LEP® [43], the Tevatron [44-47] and the LHC [48], leaving a very narrow mass window for
a low-mass Higgs between 116 GeV/c? and 127 GeV/c?. In July 2012 the two big experimental
collaborations at the LHC finally announced the discovery of a new neutral boson with a mass
of 126 GeV/c?, which is consistent with a Standard Model Higgs boson. The main focus of
the experimental collaborations researching the standard model Higgs boson since then has been
precise determination of the properties of the observed scalar, such as its precise mass [49], its
couplings to other bosons and ferminons [50] and its spin [51-53]. All of which have been found
to be consistent with the standard model predictions.

2.2. The Quark-Gluon Plasma

An interesting consequence of the idea of asymptotic freedom in QCD is that at very high energies
and baryon densities hadronic matter dissolves into its constituents. This deconfined state of
matter is referred to as QGP, and is expected to have existed from about 10 picoseconds to 10
microseconds after the Big Bang. In this state, both gluons and quarks ideally behave like free
particles.

It has been shown theoretically, that for non-vanishing quark masses (0 < m4 < 0o0) and a vanishing
baryo-chemical potential (up = 0), the phase-transition from normal matter into a quark gluon
plasma can be characterized as a rapid cross over, rather than a first order phase-transition [54].
Nonetheless it is possible to define a common crossover point T, by looking at the order parameters
L(T), corresponding to the deconfinement measure derived from the Polyakov-loop [55-57], and
(p)(T), the effective quark mass, and their susceptibilities xz and yas. Both order parameters
show a sharp temperature variation for all quark masses around a common T, defining the pseudo-
critical temperature of the system [58]. For up > 0, meaning an excess of baryons over antibaryons,
first calculations show that the phase transition remains a rapid cross over until y; of a tricritical
point and then turn into a first order phase transition [59-61]. A schematic view of the QCD phase
diagram of hadronic matter including the QGP can be seen in Figure 2.2. However, to be able to

2A Toroidal LHC Apparatus (ATLAS)
3Compact Muon Solenoid experiment (CMS)
“Large Hadron Collider (LHC)

SLarge Electron Positron Collider (LEP)
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Figure 2.2.: Schematic QCD phase diagram in the T — up plane, taken from [64]. At low T and up
nuclear matter shows confinement and hadrons determine the number of degrees of freedom. On the other
hand, at higher T" a phase transition to a deconfined quark-gluon plasma with restored chiral symmetry is
predicted by lattice QCD. The phase diagram might exhibit a critical point at about ug ~ 700 MeV. At
higher densities more exotic phases can be reached, e.g. states in very dense neutron stars. In this figure
the chemical freeze-out conditions for RHIC, SPS and AGS are indicated as well. The LHC will contribute
to measurements at low pp, but very high temperatures. The blue arrow illustrates how matter is supposed
to have evolved after the Big Bang and before chemical freeze-out at LHC.

talk about temperatures and phases the system needs to consist of a large number of degrees of
freedom. Moreover, it has to reach local equilibrium, so that quantities like pressure, temperature,
energy and entropy density can be defined and their relations be studied. A consequence of these
requirements is that the lifetime of the system has to be significantly larger than the inverse
rate of interactions, to allow enough interactions among particles to drive the system towards an
equilibrium state [62,63].

Already in the 1960s, Rolf Hagedorn discovered, by detailed investigations of hadronic matter,
that there is a limiting temperature of 140 MeV for hadronic systems. The advances in Lattice
QCD (LQCD) calculations, which are non-perturbative calculations of QCD on a space-time lattice
allowing to calculate the interactions in the region of low momentum transfer, lead to more precise
values of T, ~ 150 — 160 MeV at vanishing baryon chemical potential up ~ 0 [65-68]. Depending
on the number of included quarks, their respective masses, their interaction potentials as well
as the spacing of the lattice in LQCD calculations the critical temperature and other calculated
properties of the system vary. Figure 2.3 shows the results of two groups [67,68] for the energy
density (¢) divided by T* as a function of the temperature. Both groups find similar values
for T, of (152 £5) MeV and (154 +9) MeV, respectively. In the left plot of Figure 2.3 the
results for different lattice spacings are shown in addition, which are in good agreement and allow
for an extrapolation to the continuum as shown and done for the right plot of the same figure.
Furthermore, the calculations remain below the Stefan-Boltzmann limit of a non interacting gas
of massless quarks and gluons. In addition to the normalized energy density /T, the normalized
pressure (3p/T*) and entropy density (3s/472) are also shown on the right and found to be
consistent with calculations from the Statistical Hadronisation Model (SHM), which successfully
describes the hadronic equation of state at low temperatures [69], in their region of validity.

In general it is believed that the majority of collisions of protons or electrons do not produce high
enough particle densities to create a quark-gluon plasma. Heavy-ion collisions, on the other hand,
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Figure 2.3.: Left: Normalized Energy density as a function of the temperature calculated with lattice
QCD for different compositions for different lattice spacings [67]. Right: The normalized energy density (€),
pressure (p) and entropy density (s) from LQCD in the continuum limit [68] compared to the calculations
from the SHM models [69].

seem to be a good candidate for the production of a QGP state, at least if the energy of the colliding
nuclei is large enough. The first calculations considering a QGP were, however, performed in order
to explain an excess in the di-lepton spectrum at intermediate invariant masses in pp collisions at
ISRS energies and performed rather well [70].

Since 1986, high energy heavy-ion collisions have been produced in different laboratories, starting
with the AGS” at BNL?® and the SPS? at CERN'?. These experiments started with rather low
energies of /syy = 4.6 and 17.2 GeV per colliding nucleon pair. Figure 2.2 shows that at the
SPS at least an intermediate state between the hadron gas and the quark-gluon plasma had been
reached already. Continuing with this research, the Relativistic Heavy Ion Collider (RHIC) was
built at BNL, which reached /sxy = 200 GeV GeV per nucleon pair, giving very clear indications
for the creation of a quark-gluon plasma. The LHC at CERN provides energies that are up to a
factor 30 larger than RHIC energies. The fireball is then expected to contain tens of thousands
of gluons and quarks and should exceed the critical temperature for the phase transition several
times. Both facilities do not only offer to collide heavy nuclei (Pb, Au), but also smaller systems
like pp, p—Pb, d—Au and lighter nuclei, like Al and Cu for instance, in order to provide rigorous
testing of the system size dependence of the formation of a QGP.

To measure signatures of the QGP, one first has to define event classes for heavy-ion (A-A)
collisions. One of the criteria to define such classes is the collision centrality: an event selection
related to the impact parameter b (the distance between the colliding nuclei perpendicular to the
beam axis). However, this parameter is experimentally not accessible, but it can be determined
via multiplicity measurements and model fits to these distributions. In very central events (e.g.
0 — 5% of the nuclear inelastic cross-section) two ions collide head-on and the QGP is expected to
be formed. Going to more peripheral events (e.g. > 70% centrality), on the other hand, the quark-
gluon plasma phase either only lasts very shortly and in a small volume or is non existent and thus
the collisions look more like a superposition of multiple pp collisions. Quantitative estimates of the
collision centrality are given by the number of participating nucleons N,,,;, binary nucleon-nucleon
collisions N, or spectators N,pe. = 24 — N,... (where A is the mass number of the initial nuclei).
These quantities can be related to the impact parameter via Glauber Model calculations [71]. For
instance, the mean number of collisions (N,,) can be derived from the nuclear overlap function

SIntersecting Storage Rings (ISR) at European Organization for Nuclear Research (CERN), Geneva, Switzerland
" Alternating Gradient Synchrotron (AGS)

8Brockhaven National Laboratory (BNL), Brookhaven, United States

9Super Proton Synchrotron (SPS)

YFuropean Organization for Nuclear Research (CERN), Geneva, Switzerland

10



2.3. Selected Signatures of the Quark-Gluon Plasma

T4 and the inelastic cross section of nucleon nucleon collisions O'K,L%I

(Neon) = (Tan)) olx" (2.5)

While this classification is rather intuitive for A—A collisions, it is less obvious in case of pp or
p—A collisions and can be rather understood as subdivision of the observed events according to
their number of successive quark pair interactions. Meaning that a proton traversing the center
of Pb-ion for instance has a larger probability to interact with the partons of the Pb-ion, leading
to a larger number of participating partons and thus a larger probability to create a quark gluon
plasma. Similar to A—A collisions the classification is done using particle multiplicities in different
detectors, however, for the smaller systems correlations induced by the hadronization process
itself and their fluctuations play a larger role and thus the distinction is not as clear [72]. This
introduces a strong dependence on the experimental setup and the multiplicity measure used for
the classification, which needs to be modeled in the theory calculations.

2.3. Selected Signatures of the Quark-Gluon Plasma

The equilibrium state of the QGP cannot be observed directly in heavy-ion collisions, as it has a
lifetime of the order of 107235 [62]. However, several distinctive signatures can be observed in the
experiment, a selection of these is given here [54,62,64, 73].

2.3.1. Global Event Properties

By investigating the characteristics of the majority of the particles at low momentum (pr below
a few GeV/c), often referred to as “soft particles”, we can access the global event properties,
which allow insights into the state and dynamical evolution of the bulk matter created in A-A
and p—A collisions. These global event properties include multiplicity distributions, yields and
transverse-momentum spectra of unidentified and identified particles.

Multiplicity Distributions

The basic first global observable to be discussed is the average multiplicity of charged particles per
unit (pseudo)rapidity dN,,/dy (dN../dn). It can be measured with a limited amount of statistics
and is thus usually the first publication at a new center of mass energy. In addition, this variable
is needed to constrain the model predictions and large extrapolations versus /s are normally
challenging as many different effects have to be considered. During the design phase of the LHC
the predictions for the particle density ranged from 1000 to above 8000 particles per unit in
rapidity, due to the large extrapolation which was necessary from Sulphur beams at /s = 20 GeV
to Pb-Pb beams at \/syy = 5.5 TeV at the LHC. The uncertainties of the predictions were
reduced by including the measured data from RHIC to dN.,/dn = 1500-4000 [74]. The final value,
measured by the three LHC experiments taking part in the heavy-ion program, in very central
Pb-Pb collisions (0-5%) at \/sxy = 2.76 TeV is dN.,/dn ~ 1600 [73,75-77], while it increases
to ~ 1950 at /sxy = 5.02 TeV in the same centrality class [78]. The evolution of dN,,/dn

"The rapidity y of a particle is defined as

1 E+p.
y_QIH(E—pz)’ (2.6)

where E is the energy of the particle and p, the longitudinal momentum relative to the beam axis. In high energy
collisions the rapidity is often replaced by the pseudo-rapidity 7 in the limit, where p > m:

= fn (2)] = (22) =, o)

where 6 is the polar angle relative to the beam axis.

11



2. Theoretical Background and Current State of Knowledge

- 14 !|T|| T TI!!!H' T ||f||\|‘ T T T TTTTT T _ | T T T T T T T T T T T T T T |

& | pp(p).INEL  AA, central 1 & | <05 ]

§ 0 O ALICE m ALICE B 5 10l F*_

2 0 CMS ¢ CMS 1 2 i L m |
S Ly ums e ATLAS 1 2 u

“%io% PHOBOS 4 PHOBOS SN L 1

af_e A ISR A PHENIX 1 N2 T (i 1

Z v BRAHMS of o« s¢'597 | g 3 .

8 PA(dA),NSD « STAR ] I . ]

" = ALICE x NA50 ] I ]

[+ PHOBOS ] . ]

C A = ﬁ .

A L - ALICE ]

Y ¥ T 0103 ] L m Pb-Pb, s, = 5.02 TeV ]

C ] . + p-Pb, {5y, = 5.02 TeV ]

2 e 7 45"+‘ O Pb-Pb, Sy = 2.76 TeV (x1.2) |

L X 7l <0.5 1 L % PP, (S = 2.76 TeV (x1.13) |

!Illl 1 ll!lllll 1 II\IIJIJ 1 ll\\l\l 1 | L L 1 ‘ 1 1 1 1 | 1 L 1 1 J 1 1 1 1 |

0 e e 10° 0 100 200 300 400

VSan (GEV) (Npart>

Figure 2.4.: Left: Average charged particle pseudo-rapidity density per participant pair as a function of
/Snnfor central A—A, p—A and pp collisions [78]. The dependence of the center of mass energy (s) of the

heavier systems can be described by a function proportional to Nt (solid line), while the minimum

bias results of the lighter systems fall on a common function proportional to o108 (dashed line). The
shaded bands reflect the uncertainty of the power-law dependence.

versus the center-of-mass energy per participant pair is shown in Figure 2.4. In this representation
central A—A clearly follow a common dependence of the center of mass energy, while p—A and pp
collisions follow a different one. Comparing the same quantity as a function of the average number
of participants for different collisions systems and energies shows a close to linear increase for
(N,yare) > 60 and a strong drop below that. Suggesting the onset of a different particle production
mechanism in the regime below (N,...) = 60, which comes to a saturation above that value.

The average particle density can be related to a rough estimate of the initial energy density € by
the Bjorken formula [79]

dNg/dn

e dE;/dn
TomR2

> ol = 8/2(E )

(2.8)
where 79 is the formation time of the system, R is the nuclear radius and E;/N ~ 1 GeV is the
transverse energy per emitted particle. The value for dN,,/dn measured by the LHC experiments
therefore leads (at 7o = 1 fm/c) to an initial energy density of about 12.5—15 GeV /fm? for central
Pb-Pb collisions at /sxy = 2.76 TeV, which can also be derived from the measured transverse
energy distributions [80,81]. This is roughly three times higher than at top RHIC energy [82-85].

Identified Particle Spectra

The particle production at low transverse momenta as explained earlier is a non-perturbative pro-
cess, which cannot be calculated directly from first principles in QCD, thus the particle spectra
and ratios in event generators are adjusted to the data of pp and eTe™ collisions using a large
number of parameters. In heavy-ion collisions, on the other hand, can be described by statisti-
cal/thermal [69,86-88] and hydrodynamical models [74,89,90]. These models derive their particle
composition from the hadronization at the QGP phase boundary (“chemical freeze-out”), or close
to it. While the spectral shape reflects the conditions at the later “kinematic freeze-out” [73].

The particle production of a single species in pp or eTe™ collisions at low transverse momentum
(pr < few GeV/c) can be described by an exponentially decreasing function, similar to black body
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radiation at a certain temperature. At higher pr, however, it follows a power-law like behavior,
reflecting the dominance of hard QCD scattering and fragmentation processes. In A—A collisions,
on the other hand, there seems to be an ordered motion amongst the emitted hadrons in the soft
part of the momentum spectrum [91,92], which is referred to as collective flow. In contrast to pp
collisions the particles do not follow a random thermal motion anymore but a strong correlation
between the position of a particle and its transverse momentum can be observed. This flow arises
in a strongly interacting medium in the presence of local pressure gradients [73]. Recently similar
effects have been seen in very high multiplicity pp or central p—A collisions and are under investi-
gation from the theory side as well.

As the flow pattern depends on the initial conditions of the collisions, it is classified in terms
of the azimuthal angle ¢ with respect to the reaction plane. The uniform (i.e. ¢-independent)
component is called radial flow. It can be extracted by fitting the transverse-momentum spectra
with a “Blast-wave” fit [93]; however, the fit values need to be taken with caution as they highly
depend on the particle types which have been included as well as the momentum range in which
they have been fitted.

Preliminary transverse-momentum spectra for identified 7+, KT, p, = and Q for central Pb-Pb
collisions can be seen in Figure 2.5(left) [73,94] compared to a boost-invariant hydrodynamic model
with and without rescattering in the hadronic phase [89]. The published results for pions, protons,
kaons and cascades can be found in [95,100] and [96], respectively. The spectral shape differs
significantly from the pp results as seen in [95]. For protons, the characteristic mass-dependent
blue-shift, generated by the radial flow, leads to a flattening of the spectrum between 0.5 and
1.5 GeV/c and to a harder spectrum at high pr, leading to p/m ~ 0.9 at 3 GeV/c in central Pb—Pb
collisions. The hydrodynamical calculations are each normalized to the particle species, to be able
to compare the shapes, as the absolute particle yields and ratios are an external input to the hydro-
dynamical models discussed here. The pure hydrodynamical model (full line) can be improved by
the inclusion of final-state rescattering (dashed line), calculated by the URQMD [101,102] trans-
port code, coming closer to the data due to the higher radial flow. Both models, however, fail to
describe the spectral shape above 2 GeV /¢ for pions, kaons, and protons indicating a progressive
decoupling of high momentum particles from the thermalized bulk [73]. Whereas they describe
spectra of the cascades to much higher pr, indicating the mass ordering of the radial flow and later
decoupling of these particles from the thermalized bulk.

The right plot of Figure 2.5 shows the measured spectra for the same particles species [97,98] in
0—5% central p-Pb collisions at \/sxy = 5.02 TeV together with the K¢ and A measurements [99)]
within the same centrality class. In addition the global Blast-wave fit shown, which describes the
spectra well at low transverse momenta for all particle species, also indicates a common radial flow
in central p—Pb collisions.

The results of simultaneous Blast-wave fits to the transverse-momentum spectra of 7 and
p/p for different centralities and collisions systems are shown in Figure 2.6. It can be seen that
the two parameters Ty, (kinetic freeze-out temperature) and () (average radial flow velocity)
are strongly correlated in all collision systems. Contrasting the pp and p—Pb results with the ones
from Pb—Pb collisions reveals a higher kinetic freeze-out temperature but a similar average radial
flow velocity as in peripheral Pb—Pb collision. These together with the possibility to describe the
spectra with hydrodynamic calculations [103,104], are strong indicators for a collective motion
in central p—Pb collisions and very high multiplicity pp collisions, which could be caused by the
formation of small QGP droplets and their successive hadronization in the respective collision
systems [103].

+
, K

Integrated Identified Particle Yields

While the transverse-momentum spectra of identified particles contain the information about the
collective expansion of the fireball, the integrated yields carry the information about the process of
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Figure 2.5.: Left: Comparison of the preliminary results on identified transverse-momentum spectra for
central Pb-Pb collision at /sxy = 2.76 TeV measured by the ALICE collaboration [73,94-96] and scaled
results from a boost-invariant hydrodynamic model with (VISHNU, dashed lines) and without (VISH2+1,
full lines) rescattering in the hadronic phase [89]. Right: Invariant transverse momentum spectra for
various identified particles measured by ALICE compared to their global Blast-wave fit in 0-5% central
p—PDb collisions at /syny = 5.02 TeV [97-99].
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Figure 2.6.: Results from a simultaneous “Blast-wave”-fit to the identified spectra (7 K, p) for different
centralities in Pb—Pb, p—Pb and pp collisions measured by ALICE.

hadron production itself. Figure 2.7 shows the particle ratios obtained at different center of mass
energies and collisions systems from pp collisions at the highest RHIC energy to most central Pb-Pb
collisions at \/syxy = 2.76 TeV measured by ALICE. When integrating the transverse momentum
spectra of the respective particles, an extrapolation to 0 pr and infinite pr has to be performed
according to some reasonable functional shape. For the results presented here Blast-wave fits were
used at low transverse momenta in the heavier systems and Levy-Tsallis fits for pp collisions and
high transverse momenta. While the unmeasured region at high pr can be neglected in general the
contribution at low pr can reach up to 20-30%, leading to larger systematic error for the spectra
covering a smaller transverse momentum reach due to detection limitations.

The left plot of Figure 2.7 indicates that there is no strong energy dependence of the particle ratios
in pp at the respective energies, except for the multi-strange baryons and the p/m, all of which have
large systematic or statistical error bars at the lower center of mass energies. Changing the collision
system from pp to p—Pb and Pb—PDb, as shown in the right plot, there seems to be an enhancement
in the production of particles containing strange quarks, which is emphasized strongest for the
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Figure 2.8.: Integrated identified particle yields in 0-10% central Pb—Pb collisions at /syy = 2.76 TeV
measured by ALICE [105] compared to a thermal model fit [69], THERMUS 2.3 [106] fit and a SHARE
3 [107] fit.

multi-strange baryons with respect to the charged pions. Additionally, the production of the
nuclei compared to the proton is enhanced with respect to pp collisions.

The particle production in heavy-ion collisions at lower \/syn(2 — 200 GeV) is well described by
SHM models [69, 86, 87,106, 107]. These models assume that all particle species are created in
thermal (and/or chemical) equilibrium. The only free parameters being: the chemical freeze-out
temperature T,,, the baryon potential up, and the volume V. The inclusion of additional free
parameters, like the strangeness suppression factor s to account for the difference to the grand-
canonical thermal expression, allows the description of lighter collision systems as well [108,109].
In order to extract these four free parameters a thermal fit to the integrated yield at midrapidty
dN/dy in central Pb—Pb or pp collisions has been performed. The results are shown in Figure 2.8.
While the fit to lower energy data yielded a temperature between 160 — 170 MeV, with a value of
164 MeV predicted for LHC, the best fit to the data for central Pb—Pb collisions gives a temperature
of 156 +2 MeV. However, none of the two can describe all particle ratios simultaneously. Excluding
the proton yield from the fit increases the temperature to about 160 MeV but leads to an even
larger tension for the protons. This tension could have been there at lower energies already, if the
larger relative errors at RHIC are taken into account for the comparisons. A possible explanation
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for the significant deviation might be the interactions in the hadronic phase with a particularly
large cross-section for antibaryon-baryon annihilation [110].

Similar fits to earlier pp data at /s = 7 TeV show that 7, decreases from 0.9 — 1 in A-A to
0.5 — 0.6 in pp collisions, while the temperature range stays constant, ranging from 154 MeV to
170 MeV [111,112]. However again the model cannot reproduce the proton yields with 170 MeV
regardless of the volume, while for 154 MeV the multi-strange ratios are underestimated.

2.3.2. Anisotropic Flow

As nuclei are composed out of partons clustered in protons a collision of two nuclei cannot have an
isotropic shape perpendicular to the beam axis. To first order this overlap region has an almond
like shape, where its size and excentricity changes depending on the impact parameter. This
spatial asymmetry translates into anisotropic pressure gradients in the created medium, leading
to an anisotropic expansion of the medium, called flow [113]. The flow pattern can be quantified
by analyzing the particle production in the transverse plane with respect to the reaction plane,
which is defined by the shorter axis of the almond. The asymmetry in this distribution can be
decomposed into Fourier components [114]

BN 1 d:N =
E = — 142 Vp cos n(p — U, , 2.9

where FE is the energy of the particle, p(ry its (transverse) momentum, y the rapidity, ¢ the
azimuthal angle of the particle and ¥,, the azimuthal orientation of the reaction plane. Within the
colliding nuclei, however, the partons are inhomogeneously distributed, which causes large density
fluctuations in the overlap region, dissolving the idealized almond shape. The resulting different
geometrical shapes give rise to higher order Fourier (or flow) coefficients (v,). They are pr, y and
centrality dependent and can be calculated using Equation 2.10.

Vn(pr) = (cos [n(p — Wy )]). (2.10)

The v, provide insights into the hydrodynamic evolution of the plasma and allow estimates on the
shear viscosity 7/s of the produced medium. The first harmonic v; is called directed flow, which
is largest close to beam rapidity [115]. Before 2005 mainly the largest remaining component vy,
referred to as elliptic flow, was considered, as it can be directly linked to the almond shape of the
initial spatial geometry. With the higher precision data available from the experiments at RHIC
and LHC the extraction of the higher order flow coefficients and combinations of these are getting
more and more important to distinguish effects caused by the initial conditions and the evolution
or properties of the plasma. The sensitivity to these variables varies depending on the order n.
Several experimental methods are available for the measurement of the v, as well as the symmetry
plane angles, detailed discussions can be found in [91,92,116-121].

Bounds on the shear viscosity can be extracted either by comparing the momentum dependent
flow parameters to results of viscous hydrodynamical calculations with different 7/s or by fitting
the centrality dependence of the pr-integrated value of these flow coefficients. The accuracy of
this can be improved by taking into account as many Fourier coefficients as possible as well as
their correlations [120]. Results from SPS and RHIC [91,92] showed that the vy increases with
increasing /sy, reaching at top RHIC energy a value, which is compatible with the prediction by
hydrodynamics for an almost “perfect fluid” [82-85,132].

The latest results on the harmonic decomposition of two-particle correlations measured by the
ALICE collaboration [122] can be seen in Figure 2.9, similar results where obtained by the other
LHC [117,119,133-135] and RHIC experiments [136]. While the elliptic flow as a function of py is
very similar to the one measured at RHIC, the momentum-integrated flow increases by 30%, sup-
porting the hydrodynamical prediction that the transport properties do not change significantly
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Figure 2.9.: 15, 13, 14, U5 as a function of transverse momentum for 30-40% central Pb—Pb events at LHC
measured by ALICE compared to hydrodynamical calculations with different shear viscosities (n/s) [122].
The full and open symbols are for An > 0.2 and An > 1.0, respectively.
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Figure 2.10.: Left: v as a function of transverse momentum for low momentum 7, K, p, = and Q to-
gether with the corresponding hydrodynamical calculation [123,124]. Right: 15 as a function of transverse
momentum for various D-mesons [125] together with various theoretical calculations [126-131].

between RHIC and LHC energies. Moreover, the access to higher harmonics allows to constrain
the shear viscosity to 47n/s < 2 [90], regardless of the initial conditions. Nevertheless, none of the
currently used initial-state models can describe all experimental flow observations simultaneously.
Similar conclusions have been drawn from the latest RHIC results [137,138]. Exploiting in ad-
dition to the v, the correlations between event-by-event fluctuations of amplitudes of anisotropic
flow harmonics allow to gain excess to the temperature dependence of 1/s as well as distinguish
different initial conditions [120].

While correlations in general can be explained by many different effects, like the hadronization
process itself for instance, a splitting of all flow coefficients according to the mass of the particles
would indicate a collective motion. Thus, the measurement of identified-particle flow is one of
the most stringent tests of the collective-flow interpretation of the azimuthal anisotropies. In Fig-
ure 2.10 the latest results from ALICE are shown for light particles [123] and for D-mesons [125]
together with different hydrodynamical calculations. The mass splitting, which is also seen for
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higher order v,,’s, can be understood taking into account that the collective radial flow does not
equalize the particle momenta, but their velocities. Thus, the flow asymmetry for higher-mass
particles manifests itself at higher momenta. This effect can be well reproduced by hydrodynamic
models up to intermediate transverse momenta. For pr above 1.5 GeV/c the pion and kaon pre-
dictions deviate from the data, while the hydrodynamical curves follow the data for baryons up
to 3 GeV/c. This different behavior for mesons and baryons, also seen at RHIC [82-85,132], has
been attributed to quark recombination or coalescence [139-143]. An alternate explanation is that
the low momentum flow is dominated by the contribution from single quarks and as such scales
with the number of valence quarks. While this assumption has been confirmed by the RHIC data,
it does not seem to hold for LHC energies.

The result of s for prompt D-mesons is consistent with the unidentified charged particle v5 at high
pr. This can be explained by either elliptic flow or the path length dependence of heavy-quark
energy loss, which will be explained in the next section.

Recently the same techniques used to extract v, in heavy ion collisions have been applied to smaller
collision systems (pp, p-Pb, d-Au, p-Au, 3He-Au) in various multiplicity classes. Surprisingly
nonzero v, and v3 can be extracted for most of the multiplicity classes [144,145], as it can be seen
in Figure 2.11(left) measured by CMS for unidentified charged hadrons. The magnitude of vy at
the same average track density decreases going from Pb—Pb to pp collision but rises going from low
multiplicity to high multiplicity events. As these measurements are based on two particle correla-
tions they could be interpreted as correlations due to the initial hard collision, however a similar
magnitude in v is seen for 4,6 and even 8 particle correlations using the cumulants technique [144],
indicating that they really originate from a common motion of many particles and with that most
likely a common source. While the 14 is different between Pb—Pb and p—Pb collisions at the same
average multiplicity the ® seems to be consist among these two systems, only the high statistics
results from pp collisions at /s = 13 TeV, which can be explained by its dependence on the initial
conditions, which are dominated by the presence of the Pb-nuclei in the heavier systems.

The transverse momentum dependence follows the characteristic patterns seen also in A—A, as it
can be seen in Figure 2.11(right, top) for the results from PHENIX versus transverse momentum
for p-Au, d-Au and 3He-Au [146] compared to Super hybrid mOdel simulatioN for relativistic
heavy-Ion Collisions (SONIC) [147]. Furthermore, recent hydro calculations can reproduce this
behavior assuming a small QGP droplet in the smaller systems [147,149], establishing the inter-
pretation of the existence of a short-lived and small medium in pp and p—A collisions as well.

In addition it has been found that similar to A—A the v, exhibits the characteristic mass splitting,
further strengthening the assumption of the existence of a quark gluon plasma in high multiplicity
pp and p—A collisions. Figure 2.11(right, bottom) shows the ratio of v, in central and peripheral
p—Pb collisions at /syx = 5.02 TeV for charged hadron, pions, kaons and protons [148]. Within
this representation the effect of the mass splitting is enhanced as the strength of vo for the var-
ious particles depends on multiplicity, getting stronger in central p—Pb collisions with respect to
peripheral collisions. Similar results were obtained for pp collisions at /s = 13 TeV by the CMS
collaboration for K and A [144].

2.3.3. Suppression of Particle Production and Nuclear Suppression Factor
(Ran and R,,)

A key observable for the QGP is the nuclear suppression factor Ry, or R,, for A-A and p-A
collisions, respectively, which quantifies the modification of particle yields due to medium effects.
If heavy-ion collisions could be interpreted as a superposition of many binary collisions of the
individual nucleons the value for R,, would be equal to unity at high pr (pr > 2 GeV/c). This is
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Figure 2.11.: Left: Average multiplicity dependence of v, and v3 in Pb—Pb, p—Pb and pp collisions at
various collisions energies at the LHC measured by CMS using two particle charged hadron correlations
with the sub-event technique [144]. Right top: Elliptical flow (1) as a function of py for different collisions
system at \/syn = 200 GeV measured by the PHENIX experiment [146] and compared to hydro calculations
using SONIC [147]. Right bottom: Ratio of v5 in central and peripheral p—Pb collisions at /syx = 5.02
TeV for charged hadron, pions, kaons and protons [148].

called binary scaling. The R,, is defined as
Sy N (pr) /s

<Ncoll> WdQNPp/dnde ’

Raa (pT> =

(2.11)

where N**, with zz = AA or pp, is the number of events and d2 N** /dndp, is the double differential
yield of a certain particle type in heavy-ion and pp collisions respectively. (N.) = (Ths)oi¢ was
defined in Equation 2.5. The same holds for the R,, exchanging the respective A-A yields and
(Txa) by the ones measured and calculated for the p-A system.

However, binary scaling is not only broken due to final state effects occurring in A—A collisions
which are related to collisional or radiative energy loss of partons. It can be broken by initial-state
effects as well, like the Cronin effect, radial flow or the modification of the nuclear PDFs with
respect to nucleon PDFs. Until recently it was assumed that only the initial-state, or cold-nuclear
matter, effects should be seen in p—A collisions, taking into account the previously discussed
observations this might not be true. The magnitude of the final state effects, on the other hand,
should be larger in the heavier system and in more central p—A collision.
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The increase of transverse momentum (k1) for the incident partons due to multiple scattering on
their path through the nucleus A is referred to as Cronin effect [150]. It can be understood as
the projectile partons acquiring an extra transverse momentum (k1) while traveling through the
nucleus, which contributes to an increase of the transverse momentum of the produced hadron.
Consequently the R, increases at low transverse momenta, while for higher p; this extra kr
broadening becomes a negligible fraction of the measured p; and therefore the R,, will approach
unity again. The Cronin effect can be quark mass and number dependent, thus can look different
for different particle species.

An additional cold nuclear matter effect is the modification of the parton density distributions in
nuclei with respect to those in the free nucleon. These nuclear modifications depend on the fraction
x of the hadron momentum carried by the parton, the momentum scale Q?, and the mass number
of the nucleus. The PDF's of heavy nuclei (nPDFs) can be related to the ones for the proton via:

(2, Q%) = Ri(A,2,Q%) fP(x,Q?) (2.12)

where R; is a functional representation of the modification with respect to the parton distribution
for the proton f’. These functions vary for valence quarks, sea quarks and gluons [151]. Depending
on the collision energy, a different region of 2 and Q? is probed and one speaks of shadowing or
anti-shadowing, a depletion or enhancement respectively of the parton densities with respect to
the free parton. These effects lead to a different shape of the R, as well as of the R, at different
energies, not necessarily allowing any statement on the existence of final state effects.
The final state effects can be categorized in two main contributions: the energy loss due to scatter-
ing on other partons and the radiation of gluons in the medium. The first one is called collisional
energy loss and dominates at low energies, whereas the latter represents gluon bremsstrahlung,
which is dominating at high energies. Both mechanisms lead to the reduction of the parton energy
when traversing a strongly interacting medium. Which translates into a reduction in the average
momentum of the produced hadron and therefore into a reduction of the yield at high p, with
respect to pp-collisions. Owing to the power-law shape of the initial p; spectrum for pr > 3 GeV/c,
a modest reduction in the parton energy leads to a significant decrease in the hadron yield. A
simple model for describing the radiative energy loss due to gluon radiation is the BDMPS ap-
proach [152,153]. In this approach the mean energy loss depends only on the Casimir factor Cg,
the length L of the particle traveling through the medium and the transport coefficient §. It can
be described by:

(AE) < ag Cp § L* (2.13)

By introducing a dependence on L? the non-abelian structure of QCD is taken into account as
well as quantum interference effects. Depending on the exact model the power of L can vary,
however. The Casimir factor reflects the different weightings for the interaction vertices: 3 for a
gluon-gluon interaction and 4/3 for a quark-gluon interaction. Finally, the transport coefficient
q, which describes the average transverse momentum transfer per path length, is related to the
medium properties and the gluon density, allowing an indirect measurement of the medium energy
density.

It is necessary to disentangle the final and initial state effects to quantify the influence of the QGP
on the measured particles. This might be realized by a measurement of p—A collisions at the same
energy as the A—A collisions in order ascertain the magnitude of the initial-state effects to first
order. The current results on the charged hadron R, for p—Pb collisions at \/sxy = 5.02 TeV
measured by ALICE [154] are shown in the left plot of Figure 2.12. It shows no suppression for
high momenta (pr > 2 GeV/c), which indicates that the strong suppression in Pb—Pb collisions at
the LHC is mainly due to intial-state effects. Similar results have been obtained by the other LHC
experiments [155,156]. Looking at the R,, more differentially versus charged particle multiplic-
ity [72], reveals a strong dependence on the different multiplicity estimators due to fluctuations and
other correlations. This complicates the interpretation of the R,, using these multiplicity classes.

20



2.3. Selected Signatures of the Quark-Gluon Plasma

o 27‘“\"“\‘“‘\“"\‘4“‘\‘“‘\““\““\““\““7 T T T T T T T T T T T ]
S [ wt PoPb(ALICE) @ MM PPb Sy =5.02TeV,NSD (ALICE) | ALICE \/SNN =2.76 TeV cent. 0-5%, |y | < 0.5 ]
Q:“ 1.8 4 b Pb-Pb (GMS) _; * Y PD-Pb {5, = 2.76 TeV, 0-10% (CMS) | .. ]
216 S =276 TeV, 0-5% | | & WF Po-Pb 5y, = 2.76 TeV, 0-10% (CMS)] L nl<0.8 E]q’ (prel.)
or 0 _ 109 ] _ - — ]
m& V¥ Z', Pb-Pb VTW—2.76T8V,O1OA>(CMS): E]TC " TE+ HK + K+ E]p + p
1.4 B ]

+|Z + E (prel.) cent. 0-10%
HQ + O (prel.) cent. 0-10%

s b b b b e b b by eyl
0 10 20 30 40 50 60 70 80 90 100

P, (GeV/c) or mass (GeV/c?) P, (GeV/c)

Figure 2.12.: Left: Comparison of the charged hadron nuclear modification factor Raa (R,a) for Pb-Pb
collisions at /sy = 2.76 TeV [157,158] and p-Pb collisions at /sy = 5.02 TeV [154]. In addition the
nuclear modification factors for isolated photons [159], the Z° [160] and the W* [161] are shown. Right:
Nuclear modification factor Raa as a function of pr for a variety of particle species [95,162-164].

Currently no uniform definition of centrality has been agreed upon by the different experiments,
requiring the theorist to model the centrality selection criteria applied by the different experiments.
The nuclear suppression factor is a general quantity and can be built for all particle types, giving
access to different properties of the medium. The fastest measurement for new collision energies
is usually the charged hadron R,, since it does not require particle identification and only the pr
reach is statistically limited. For Pb-Pb collisions at /sxy = 2.76 TeV the ALICE collaboration
was the first of the LHC experiments to publish this measurement after only few days of data
taking in 2010 [165]. If no pp-reference is available at the respective center of mass energy it is
usually interpolated or extrapolated from the measurements available at the energies closest to the
desired s using simple power-law scaling. This procedure is not optimal and can introduce biases,
which are non negligible, thus it is desired to take data at the same center of mass energy as the
Pb—Pb or p—Pb run. While for the first publication no such reference was available, an updated
result has been released including the measured reference [157]. Additionally, the other LHC ex-
periments participating in the Pb—Pb running have published their results [158,166], confirming
the ones initially obtained by ALICE but extending the transverse momentum range by about a
factor 10.

A partial compilation of the Ry, and R, results from LHC is shown in the left plot of Figure 2.12.
The rise in the R, for most central Pb—Pb collisions for pp > 7 GeV /¢ was never observed in such a
significant way, although there were indications from the 7° data measured by PHENIX [167]. The
CMS measurement extends the pp reach up to 100 GeV/c with charged hadrons and 300 GeV/c
with jets, giving a better chance to differentiate between the different theoretical predictions. The
R4 is lower by a factor 2 for /sy = 2.76 TeV than for the measured charged-particle spectrum
at RHIC, though the shape agrees. Increasing the center of mass energy by another factor 2 at
the LHC shows a similar transverse momentum dependence as well as a similar suppression [155].
Within the QGP the strong force dominates over the electro-weak interaction, due to the smaller
coupling strength of the electo-weak interaction. Therefore, any particle traversing the plasma will
mainly experience the strong force. Direct photons or the gauge bosons (W*, Z°), however, will
not be influenced by the plasma to first order, therefore their yields should fulfill binary scaling at
high transverse momenta. They provide an ideal control probe and should show an R,, of unity
at high pr. The direct photons have been measured at RHIC and yielded the expected result [168],
although latest results show a slight deviation from unity [169] for the highest p; bins. The first
attempts to measure the control probes at LHC were presented by the CMS [159-161] and ATLAS
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Figure 2.13.: Nuclear modification factor R s versus transverse momentum for identified light particles
and cascades (left) [97,154,162], as well as D-mesons (right) [199] measured by the ALICE experiment at
VSnn = 5.02 TeV p—Pb collisions at the LHC.

collaborations [170-172]. A selection of these are shown alongside the charged hadron measure-
ments in the left plot of Figure 2.12. The measurements agree with unity within the error bars.
These are the first measurements of the Z° and W-bosons in Pb-Pb collisions and their respective
suppression factor [160].

Although the charged-particle spectra allow to distinguish between different models, identified par-
ticles and jets need to be measured in addition as they probe different properties of the medium.
They give access to the energy density and the quark content or the quark multiplicity. Measure-
ments exist for a variety of identified particles: light particles [95,163,173,174], cascades [162],
heavy flavor particles [164, 175], quarkonia [176-183] and jets [184-187]. Some of the first mea-
surements on identified particle R,, are shown in right plot of Figure 2.12. Surprisingly, even the
heavier quarks, as shown by the R,, of prompt D mesons, are almost as strongly suppressed as
the inclusive charged particles. This seems contrary to the prediction that gluons, which are the
main source of inclusive charged particles at LHC, should suffer twice as much energy loss as light
quarks. Moreover, their energy loss should be less due to the mass dependence of radiation (“dead-
cone” effect [188]). From the data it seems that the mass dependence is weaker than expected
from radiative energy loss, and above pp ~ 8 GeV/c the suppression is universal for all particles.
In order to further distinguish the initial and final state effects, the identified particle R,, has
been measured for NSD p-Pb collisions at y/sxy = 5.02 TeV for light flavor particles [97,99,189],
cascades [162], heavy flavor mesons [190], quarkonia [191-195] and jets [196-198]. A selection of
identified particle R, results from ALICE is shown in Figure 2.13. The light flavor particles, as
well as the D-mesons agree with unity for pr. > 6 GeV/c, the cascades however exhibit a strong
enhancement at low transverse momenta, and it is unclear whether their R, will agree with unity
when going to higher momenta. The same enhancement is seen for the spectra and particle ratios,
as discussed earlier.

2.3.4. Photon Signals

As discussed earlier, the dominant force in the QGP is the strong interaction, meaning photons,
only interacting electromagnetically, can leave the plasma nearly unmodified. As such, they carry
the information about the conditions of their production outside of the plasma, being much less
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affected by the medium and the following stages of the collisions than hadronic probes.

In heavy-ion collisions photons can be produced at different stages of the collisions. For pp col-
lisions, on the other hand, the photon production is traditionally separated in three different
categories: direct photons, fragmentation photons and photons, which are produced by decays
subsequent to the collision. As the distinction between direct photons and fragmentation photons
is rather arbitrary, they are often summarized as prompt photons. Their production is dominated
by the 2 — 2 processes, like ¢+ 9 = g+, ¢+ ¢ = g + v, which can be calculated using pQCD
at next-to-leading order with sufficient precision above pr = 3 — 4 GeV/c.

For these interaction the produced quark or gluon will most likely hadronize inform of a jet. While
this jet subsequently loses some of its energy in the medium the + will leave it unchanged, thus
providing a measure for the initial energy of the partonic collision. Using these kind of events,
it is possible to probe the PDF as well as obtain a direct measurement of jet quenching. The
magnitude of the modification to the jet will depend not only on the transport coefficient, but on
the path length of the jet in the QGP as well. Thus, measurements of the correlation function of
direct photons and jets, as well as their energy imbalance, should lead to a better understanding of
the properties of the medium. Recently the first measurements on these observables from the LHC
have been presented [159,170,200], showing a significant decrease in the number of jets produced in
coincidence with a vy with pr > 60 GeV /¢, with respect to the same measurement in pp collisions.
However, no significant broadening of the azimuthal correlation of the photon and the jet can be
observed.

For A—A collisions, however, there are additional sources of photons: the medium contributions
which are discussed in detail in [201]. These contributions include:

e Jet-Photon Conversion
This source of photons is similar to the initial hard scattering, being induced by jets crossing
the hot medium and undergoing annihilation or QCD Compton scattering. Thus, their pr
distribution should be very similar to the one of hard processes. As a result of the larger
gluon density in the QGP it will, however, be dominated by the gluon-channel (Compton
scattering). Additionally, the high p; photons will preferably be emitted at the early stages
of the QGP phase when the density and temperature are largest.

e Bremsstrahlung Photons
Annihilation and Compton radiation are not the only processes producing photons in the
medium, they can also be produced by bremsstrahlung while scattering on the quarks and
gluons forming the medium. While this process has a larger cross-section than the jet-
photon conversion, the photons normally only carry a small fraction of the initial jet energy.
Therefore, jet-conversion dominates the in medium production if folded with the steeply
falling jet spectrum.

e Thermal Photons

Similar to black-body radiation these photons are emitted from a thermally equilibrated
phase, which can be the QGP phase or the hot hadronic phase following the QGP in heavy
ion collisions. Their production rate and shape is governed by the temperature at which the
photon was emitted. Therefore the photons which are produced by the quark-gluon plasma
carry information on the thermodynamical state of the medium at the moment of their
production. As the QGP is expanding after the initial collision and cooling while doing so,
thermal photons are emitted at various temperatures and it is experimentally not possible to
extract the initial temperature of the QGP directly. Only an effective temperature, deduced
from an exponential fit can be reported, which includes this blue-shift. Thermal photons
should dominate the photon spectrum below a transverse momentum of about 3 GeV/c,
depending on the initial collision energy.

23



2. Theoretical Background and Current State of Knowledge

A1025~~w~w~~““\““\“‘;&'\10'4 LA B B \
N E
- - Pb-Pb 0-20% Sum —— 1% g _ o
> e 76 TeV Thermal —-—--— i 3 Pb-Pb collisions
O .4l Prompt == 1 © 105 Vs= 55TeV |
~ 10% ¢ Non-Cockail TE RS T =845GeV
o [ ] Q roNee .
=] r 18 -67 \ y=0
= ol 12 107
% 10 © \\
5 107 N
S 10t¢ E
a 10°8¢ \ I
F \ - — . prompt ]
10-2 - ] - \ —— jet-photon conversion A
] 109¢ \ jet fragmentation
i N g \\ - - - jet-bremstrahlung 3
1'3“““‘“““““““““““ 07 \ \ \ \—Tthe‘rmal‘ \ \ ]
0% 05 1 15 2 25 1019 1g" 15 20 25 30
pr (GeV) pr (GeV)

Figure 2.14.: Sources of photons in central Pb-Pb collisions at /sxy = 2.76 TeV (left) and /sxy = 5.5 TeV
(right) at the LHC at midrapidity. The different contributions at low transverse momenta (left) are the
thermal photons (red dashed line), the prompt photons (black solid line) and photons which are not included
in the experimental electromagnetic cocktails (grey solid line). For higher momenta (right) the prompt
contribution is further split into jet-photon conversions (grey solid line) and photons originating from the
initial nucleus-nucleus collision (black dashed-dotted line). Additionally, the jet fragmentation and jet
bremstahlungs photons are show (orange lines), as well as the thermal photon component (red dashed line)
at this center of mass energy. The plots adapted from [202] and [201], respectively.

The expected yield versus transverse momentum for the different sources is shown in Figure 2.14
for Pb—Pb collisions at /syx = 2.76 TeV [202] (left) and /sxn = 5.5 TeV [201] (right). At
high transverse momentum, shown here for /syy = 5.5 TeV, the direct photon spectrum will be
dominated by prompt photons and those from jet-photon conversions. As the detailed separation
of the two contributions depends on an arbitrary length scale, recent calculations sum them as
prompt photons, as shown here for the calculation at |/sxy = 2.76 TeV. For RHIC energies even
the jet-photon conversion component would be sub-dominant above pp = 4 GeV/c and only below
that the modification of the spectral shape due to the presence of a QGP can be seen. Photon
production via jet bremsstrahlung or fragmentation in the plasma turns out to be weak, it is
approximately a factor 3 below the jet-photon conversion contribution. Consequently, the efforts
of calculating this contribution within the currently applied frameworks have subsided.

The thermal contribution on the other hand is small at high transverse momenta but rises strongly
towards very low momenta, becoming the dominant source below pr = 3 GeV/c. Similar results
have been obtained by various theoretical collaborations for collisions at LHC and RHIC [64,202—
206]. However, each of them is using slightly different photon production rates and mechanisms
in the QGP and the hot hadron gas phase, leading to differences in the predicted yields of factors
of up to 10.

The thermal photons at low momentum are of particular interest, as they could give a hint about
the temperatures in the plasma. Experimentally in order to obtain the direct-photon spectrum
the background from meson decays needs to be subtracted. One of the most promising methods
for measuring the thermal photons is the measurement of the direct-photons via the subtraction
method in combination with the double ratio method [207]. In this case the direct-photon signal
(7Vair) is extracted by subtracting the meson-decay photon spectrum (74..), which is dominated
by the photons originating from 7% and 7 decays, from the inclusive photon spectrum (i),
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Equation 2.14.

’Ydir == ’Yinc - fydec - (1 - ?;166) X ’Yinc (214)

The expected photon decay spectrum is obtained from a electromagnetic cocktail simulation, which
is based on the yield parametrization of mesons with photon decay branches. Where the dominant
sources are the 7 (~ 80 —85%) and the 1 (~ 10 — 15%). As input for the calculation all available
measured identified particle spectra are used and the unknown particle yields are obtained by
mr-scaling [208]. In order to reduce the systematic uncertainties, the ratio 222 is calculated as:

inc

R,y _ ’}/mc _ meC/ﬂ— (215)

- - 0
fydecay ’ydeCay/ﬂ—param

By using the same sample of photon candidates to create the meson spectra and the inclusive
photon spectra further uncertainties cancel out [207,209]. The first measurements of the direct-
photons at low pp in Pb—Pb collisions at LHC were presented at Quark Matter 2012 [210,211] for
0—40% central events. As this measurement is very sensitive to small variations in the neutral pion
yield, the publication of the more differential results versus centrality was only possible after having
been confirmed by an independent measurement using another photon detection technique within
ALICE, as well as the publication of the neutral pion yields themselves [173]. The final results
from ALICE [212], as shown in Figure 2.15, are a combination of two fully independent results
using different photons detection techniques, increasing the precision even further. The double
ratio shows a centrality dependent enhancement for low momenta (pr < 3 GeV/c) going from
about 5% in peripheral to ~ 13% in most central collisions. While the enhancement in peripheral
collisions is compatible with 1, the significance of the direct photon signal for 0.9 < p; < 2.1
GeV/c in central Pb—Pb collisions is 2.60. At high transverse momenta the measurements are in
agreement with the expectations from N, scaled pQCD NLO predictions [213,214] in all centrality
classes, in particular when using the nuclear Parton Density Functionss (nPDFs) as input to the
JETPHOX calculations [215]. Exponential fits to the resulting direct photon spectra in 0-20%
and 20-40% Pb-Pb collisions yield effective temperatures of T.q = (297 4 125*=* + 41==* MeV and
Tog = (410 £ 84 +1407") MeV, respectively. Comparing the measurements to the various theory
calculations shows that these tend to underestimate the most probable value of the yield in almost
all transverse momentum bins for 0-20% central Pb-Pb collisions by about a factor 1.5-2, while
most of them are still in agreement within the given 1o systematic errors.

A similar analysis at RHIC yielded T,grme = 221 + 19 4+ 192" MeV for 0-20% central Au-
Au-collisions at /sxy = 200 GeV [168,217], which indicated by comparison to a hydrodynamic
calculation an initial temperature of the QGP that exceeds the critical temperature T.. However,
recent theory calculations fail to describe those excess yields for different centralities to better than
a factor two [202-205,216,218-222]. Furthermore, recent measurements at the same ,/sxx by the
STAR collaboration report a smaller excess yield [223], which is in agreement with the theoretical
expectations within about 1o.

While the photon spectra carry a lot of information about the initial temperatures of the QGP, they
do not provide insight to the evolution of medium. To gain access to this information the Fourier
coefficients of the direct photons have to be measured. This is done using a similar Ansatz as for
the direct photon spectra: By measuring the inclusive photon v,, and subtracting the expected v,
from decay photons taking into account their relative abundances through the R,, according to
Equation 2.16.

o dir _ R7V27 inc V;’ dec

2 R,—1
The first measurements of vy and vg for direct photons by the PHENIX collaboration [224, 225]
report a similar magnitude in both quantities as seen for the charged hadrons and pions. Having

(2.16)
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Figure 2.15.: The left plot shows the direct-photon double ratio and the right plot the direct-photon
invariant yield in Pb-Pb collisions at \/sxy = 2.76 TeV for 0-20%, 20-40% and 40-80% central events
[212]. The results are compared to theoretical expectations from NLO pQCD, JETPHOX and a variety of
thermal photon predictions [204-206,216]. While the data follow the expectations above pr > 5 GeV/c, the
central value below that is underestimated by the calculations including thermal photons by about 50-100%
depending on transverse momentum and the respective calculation.

in mind the effective temperatures obtained from the spectra at the same center of mass energy,
the two results seemingly contradict each other and lead to the so called ’direct photon puzzle’

Theoretically it does not seem possible to model at the same time the large excess yield at
low transverse momenta, requiring large temperatures and early production times, while still
reproducing the v, results pointing to a later production time, as the v, needs to develop
first [204, 206].

A possible solution for this contradiction is the introduction of a long and hot hadronic gas phase
and fairly high photon emission rates at the cross over temperature between the hadronic and QGP
phase [202,205,216]. Other possible contributions could be a strongly anisotropic distribution
of primordial photons, strong magnetic fields or strongly fluctuating initial conditions [219]. A
similar result was obtained measuring the v of direct photons for 0-40% Pb-Pb collisions at the
LHC [226,227]. Due to the larger statistical and systematic errors, however, no strong tension
between the experimental results and the theoretical calculations can be observed.

If a thermal photon signal could be measured for the smaller collision systems (high multiplicity pp,
p-A) as well this would strongly support the interpretation of the origin of the observed collective
being a QGP droplet. Thus, the strength of such possible signals was calculated recently with the
free parameters of the hydro calculation adjusted to match the observed hadronic yields and Fourier
coefficients for unidentified and identified particles [103]. Their results are depicted in Figure 2.16.
The effect is quantified with respect to minimum bias pp collisions as the R,, and shows a strong
enhancement for ppr < 2 GeV/c and central p—A collisions. While this enhancement offers exciting
prospects, the extraction of the direct photons in p—A collisions proves to be challenging. As the
double ratio (R,) according to the same predictions will not exceed 2-3%, which is very close to
the sensitivity limit of the current photon extraction techniques.
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2.3. Selected Signatures of the Quark-Gluon Plasma
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Figure 2.16.: Left: Predictions of the direct photon nuclear suppression factor (R,,) for different collision
systems and centralities. Additionally, the Rgs, of direct photons for minimum bias d—Au collisions at
VSnn = 200 GeV [228] is shown in the appropriate panel. Right: Corresponding v» (top panels) and v
(bottom panels) for central collisions (0-5% and 0-20%) of the respective p—A system. The plots are adapted
from [103].

Nonetheless the PHENIX collaboration managed to extract a direct photon signal for minimum
bias d-Au collisions at \/sxx = 200 GeV [228], which is in agreement with the predictions as shown
in Figure 2.16(left).

From the same hydrodynamical calculations the Fourier coefficients (v2 and v3) could be extracted
yielding about half the strength of the respective quantities as seen for the charged hadrons. Studies
within this framework showed that in particular the direct photon 1o has a larger sensitivity to
the choice of the thermalization time 7y which cannot be determined precisely with the current
measurements.
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3. Experimental Setup

This chapter will give an overview of the experimental setup used for the analyses presented in this
thesis. Before describing the ALICE detector system, a short overview of the accelerator complex
at CERN is given. In the consecutive sections the subdetectors of ALICE with a particular
focus on the central barrel detectors and their particle identification capabilities will be presented.
Afterwards the triggering setup as well as the track and vertex reconstruction are described.

3.1. The Large Hadron Collider

To date the LHC, located at CERN, near Geneva, Switzerland, is the largest and most powerful
man-made particle accelerator. Its design was optimized to collide protons up to a center-of-mass
energy of /s = 14 TeV and heavy ions (eg. Pb, Ar, Si) up to an energy of \/sxy = 5.5 TeV per
nucleon-nucleon pair [229]. The design luminosity of the LHC is £ = 103* cm~2s~! for colliding
protons and £ = 10%” ecm~2s~! for lead ions. These values were optimized to be able find the Higgs-
boson in the suspected mass region of 115 — 145 GeV/c and explore its properties. Furthermore,
the prospects for new physics searches were taken into consideration.

The LHC has been constructed in the existing tunnel of LEP, which was in operation until 2000.
It is subdivided in eight main sectors and consists out of 4 major components:

(i) dipole magnets bending the beam on its orbit with a maximum magnetic field of 8.33T,

)
(ii) quadrupole, sextupole, octupole and decapole magnets focusing the beams,
(iii) acceleration cavities increasing the beam energy and
(iv) two beam pipes with an ultra-high vacuum containing the two beams.
The magnetic field in the dipoles is provided by superconducting magnets which are filled with
liquid helium (7" = 4.5 K) and then cooled to 1.9 K to reach the super-fluid state of helium. To
reduce the number of interactions of the beam with the environment, an ultra-high vacuum is kept
in the beam pipes reaching a quality of ~ 10713 atm on a total volume of 150 m? [229].
As it is not feasible to reach the maximum beam energy of 7 TeV per beam within one single
accelerator, it is necessary to accelerate the particles in several steps. Therefore the previous
accelerators at CERN were partially upgraded and are used as preaccelerators for the LHC. A
schematic overview of the CERN accelerator complex is given in Figure 3.1, together with the
accelerator chains used for protons and ions, respectively.
In 2009 the LHC delivered the first collisions of proton beams at injection energy (1/s = 0.9 TeV).
A year earlier a major incident happened, when first attempting to operate the accelerator, which
destroyed the magnets of 1/8 of the LHC, and delayed the full startup of the LHC by one year.
Due to this accident, and the consecutive discovery of some faulty connections within the magnets,
the LHC management decided to only run up to center-of-mass energies of /s = 8 TeV until the
first long shutdown (LS) in 2013/14 instead of ramping the LHC to its full energy. During which
those connections could be repaired. One year after the first collisions at /s = 0.9 TeV and the
following ramp up to /s = 7 TeV a few months later, in November 2010, the LHC experiments
reported the successful collection of the first Pb—Pb events produced by the LHC at a center of
mass energy of /syy = 2.76 TeV. Although the design considerations did not explicitly foresee

29



3. Experimental Setup

proton accelerator chain cms ion accelerator chain
7 TeV 2.56 TeV/u
LHC North Area
LHC Py LHC
450 GeV 177 GeVlu
SPS
SPS m SPS
o AWAKE
26 GeV W/{/ 5.9 GeV/u
T | .
Ps ik ISOLDE PS
300STE 1992 |
1.4 GeV G ; mgs REXHIE 72 MeV/u
— [~ 2001/2015 | fastArea
— LEIR
\ S N S—
— / — e
50 MeV UNAC2 S A 4.2 MeV/u
- LINAC 3 LEIR N -
Linac 2 lons Linac 3
proton source lon source

) ions P RIBs (Radioactive lon Beams) ) n (neutrons) ) P (antiprotons) ) e (electrons) - Jantiproton conversion - /RIB conversion

LHC Large Hadron Collider  SPS  Super Proton Synchrotron  PSProton Synchrotron AD Antiproton Decelerator  CTF3 ¢ t Fac
AWAKE Advanced WAKefield Experiment  ISOLDE Isotope Separator Online REX/HIE Radioactive EXperiment/High Intensity and Energy ISOLDE

LEIR Low Energy lon Ring  LINAC LINear ACcelerator n-ToF Neutrons Time Of Flight  HiRadMat High-Radiation to Materials

Figure 3.1.: Overview of the CERN accelerator complex and the injection chains used for the LHC with
their respective top energies for protons and ions after the respective accelerator. Adapted from [232].

operations as a p—A or A-B collider, their feasibility has been studied [230,231]. To explore the
full potential of the LHC for the heavy ion community a first attempt to operate the LHC as a
p—Pb collider has been made in 2012, with an overwhelming success, reflecting the versatility of
the accelerator.

The LHC has eight possible interactions points, four of them are equipped with large detector
systems as shown in Figure 3.1. ALICE is the only dedicated heavy-ion experiment, it will be
described in the next section. The detectors systems of ATLAS (A Toroidal LHC Apparatus)
and CMS (Compact Muon Solenoid experiment) where designed as complementary general pur-
pose detectors primarily for pp collisions. Both collaborations focused their physics program for
pp collisions on the search for the Higgs-boson and its properties. Additionally their programs
include precision measurements of the Standard Model particles and searches for physics beyond
the Standard Model, e.g. extra dimensions or super-symmetric (SUSY) particles. Driven by these
goals the detector design aimed at the detection of particles with large momenta with a variety
of detector techniques as well as a hermetic coverage around the interaction point in order to col-
lect all particles produced in the collisions. Therefore, they installed silicon detectors, transition
radiation detectors, large electromagnetic and hadronic calorimeters, as well as large muon detec-
tion arrays, covering the full azimuth and nearly the full pseudorapidity range. Although both
detectors have not been optimized for heavy-ion collisions, they contribute extensively to the high
transverse momentum (pr) analysis in Pb—Pb collisions profiting from their large pseudorapidity
coverage as well as their excellent high-rate capabilities and high momentum resolution.

The LHCb (LHC beauty) experiment dedicated its research program to the search for CP-violation
in the B-meson system, as well as precision measurements in the charm and beauty quark sector.
Both of which will help in the understanding of the asymmetric distribution of matter and anti-
matter in our universe. As the mesons with open and hidden charm or beauty are highly boosted,
the detector has been designed as a one-sided forward detector with an excellent primary vertex
resolution, to separate the primary vertex from the decay vertex of the B/D-meson. Furthermore,
excellent particle identification is provided by the Ring Imaging Cherenkov detectors (RICHs), the
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Figure 3.2.: Layout of the ALICE detector system with an insert zooming into the detectors closest to the
beam pipe [233] for the Run 2 of the LHC.

electromagnetic and hadronic calorimeters. The tracking, on the other hand, is mainly done using
silicon detectors and the muon system. Due to the high occupancy in the detectors initially the
LHCDb experiment did not take part in Pb—Pb runs. However after their participation in the p—Pb
runs in 2012 and 2013, they reevaluated their limits and joined the Pb—Pb campaign in 2015 as well.

3.2. A Large lon Collider Experiment

The ALICE detector system [234] has been designed as the general-purpose heavy-ion experiment
at the LHC. As such the detectors were optimized to handle charged-particle densities up to
dN/dy =~ 8000 at midrapidity. Within ALICE two main detector regions are distinguished:

e the central barrel, measuring hadrons, electrons, positrons and photons, and

e the forward muon spectrometer, consisting of the muon tracker (MCH) and muon trigger
(MTR), focusing on the muon detection.

Furthermore, ALICE is equipped with a cosmic ray detector (ALICE cosmic ray detector (ACORDE))
mounted on top of the central barrel. As all analyses presented in this thesis are photon related the
muon spectrometer as well as ACORDE will not be discussed any further. A schematic overview
of the full experiment in its current state can be found in Figure 3.2.

3.2.1. The Detectors

The unique feature of the ALICE detector system is its focus on particle identification (PID)
down to very low pp at midrapidity. As such, the central barrel is equipped with detectors which
can provide tracking and PID information for the reconstruction of primary charged particles
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Table 3.1.: Resolution and detector coverage for the central barrel detectors [234-237]. For energy depen-
dent resolution parameters the energy should be given in GeV.

over a large transverse momentum range (0.1 GeV/c - 100 GeV/c). Each of the subdetectors is
designed to distinguish different particle species in different transverse momentum regions and
their capabilities are matched such that the combination of all signals complements each other and
allows to distinguish electrons, pions, kaons, protons and heavier nuclei from 0.05 GeV/c up to
20 GeV/ec.

The central barrel detectors are embedded in the large L3 solenoid magnet, which ALICE inherited
from the L3 experiment at LEP, providing a magnetic field of up to 0.5 T. From inside out the
detectors are arranged as follows:

e four cylindrical detectors with full azimuthal overage: an Inner Tracking System (ITS), a
Time Projection Chamber (TPC), a Transition Radiation Detector (TRD), a Time-Of-Flight
detector (TOF),

e an High Momentum Particle Identification Detector (HMPID) with limited azimuthal cov-
erage and

o three electromagnetic calorimeters: EMCal, Photon Spectrometer (PHOS) and Di-jet Calorime-
ter (DCal), where the latter was installed during the first long shutdown in 2013/14.

The following section gives a brief description of their performance and the respective detector
techniques. The resolution parameters for the different subdetectors within the central barrel are
given in Table 3.1, as well as their azimuthal and n coverage.

Inner Tracking System (ITS)

The ITS [238,239] is built out of six cylindrical layers of silicon detectors using three different
techniques: silicon pixel (SPD), silicon drift (SDD) and silicon double-sided micro strip
(SSD). Each technology is used for two layers of the ITS. Its primary design goal was
to localize the primary vertex of the interaction and to separate it from secondary vertices,
coming from the decays of short lived particles such as B and D mesons. Thus, the number of
channels, the position of the layers, as well as their segmentation are optimized for efficient
track finding and high resolution, having in mind the anticipated track density of up to
dN/dy = 8000 at midrapidity. The innermost radius is determined by the smallest possible
distance from the beam pipe (Rpp = 2.94 cm), while the outermost radius was optimized
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Figure 3.3.: Energy loss measurement (dE/dx) performed in the outer layers of the ALICE ITS versus
momentum measured by the combined tracking of ITS and TPC [235]. The separation of the different
particles species (electrons, pions, kaons, protons) can be clearly seen, the black line indicates the theoretical
Bethe-Bloch-curves Equation 3.1.

to have the best possible track matching with the TPC. To allow for particle identification
in addition to the tracking the four outer layers are equipped with analogue readout, with a
dynamic range large enough to provide a dE/dx measurement for low-momentum particles.
This can help to distinguish electrons, pions, kaons and protons up to p = 1.5 GeV/c, as it
can be seen in Figure 3.3. The full track reconstruction in the central barrel is a combined
ITS, TPC and optionally TRD tracking. In addition to the vertex reconstruction and PID,
the ITS can be used for standalone tracking, offering the possibility to fill the dead areas
of the TPC. It allows the TPC to track charged particles down to pr ~ 100 MeV/c. The
coverage in 1 and ¢ as well as the resolution in r¢ and z, are given in Table 3.1.

Time Projection Chamber (TPC)

The main tracking detector in the central barrel is the TPC [240,241]. It consists of two
main components: the field cage and the read-out chambers located at the end-plates.

A uniform electrostatic field in the gas volume with a total volume of approximately 90 m?
is provided by a cylindrical field cage. Its active volume spans a radial distance from R =
84.8 cm up to R = 246.6 cm and covers the full azimuthal angle in a pseudorapidity range
of |n| < 0.9 for full radial track length and |p| < 1.5 requiring 1/3 of radial track length.
The foreseen gas admixture was 85.7% Ne/ 9.5% COqy / 4.8% Ng, which had been optimized
concerning radiation length (low multiple scattering), low electron diffusion, high drift speed
and operational stability. After a year of data taking the nitrogen was removed from the gas
mixture for the 2011 data taking campaign, as it did not have the desired impact of more
stable operations, leaving a gas mixture of 90% Ne/10% COg for the remainder of the first
LHC running period. Electrons emitted close to the central electrode at Z = 0 m, have
to travel about 2.5 m in Z to the readout chambers at the end of the TPC. The central
electrode is operated at 100kV, leading to an electron drift time of about 90 us using this
gas admixture. For the signal readout multi-wire proportional chambers at the end plates
are used. The TPC readout is segmented in 18 sectors in ¢ and 2 chambers per @-sector
in R, which are further split into small pads. Their size is tuned to cope with the expected
maximum track density depending on their radial position. It reaches from 4 x 7.5 mm? up to
6 x 15 mm?. For the reconstruction of 3D-track points the measured drift time (z-direction)
(up to t ~ 90 us) and the position on the cathode pads (x-,y-direction) of the induced signal
are used.

Taking into account these 3D-dimensional track points the path of a particle through the
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Figure 3.4.: Energy loss measurement dE/dx versus momentum p (left) and versus rigidity p/Z, for data
taken in pp collisions at /s = 13 TeV [13] and Pb-Pb collisions at /sxny = 2.76 TeV [235], respectively.
Additionally, the theoretical Bethe-Bloch-Curves according to Equation 3.1 (black lines) for the different
particle species are plotted.
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detector can be reconstructed and the transverse momentum can be determined based on the
curvature of the track. Primary charged particles can be reconstructed within the TPC with
a reasonable momentum resolution, if their transverse momentum is larger than 100 MeV/c
and smaller than 100 GeV /c. Primary particles with lower momenta will most likely not reach
the TPC due to the bending in the magnetic field or do not traverse more than 1/3 of the
radial length of the TPC, which is required during the tracking for a reliable reconstruction
of the particles. For particles with momenta higher than 100 GeV/c the curvature within the
TPC is to small to determine their momenta with enough precision. For secondary particles,
which can be produced at larger radii, the low-momentum reach is mainly determined by the
accuracy of the tracking algorithm. The current limit for secondary electrons is 50 MeV /c.

In addition to the track reconstruction, the TPC provides particle identification for each track
through energy loss measurements in the gas. Each particle looses energy while traversing
matter through inelastic collions with the electrons bound in the atoms of the material. This
energy loss is usually small compared to the total energy of the particle, resulting in the
possibility of many such interactions until the particle is stopped. In general two different
classes of energy loss can be distinguished:

(i) soft collisions, in which only enough energy is transferred to excite the atom in the
target material and

(ii) hard collisions, in which the atoms are ionized.

If the electrons, which are freed by the hard collision, are energetic enough to cause ioniza-
tion themselves, they are often referred to as d-electrons. Additionally, particles can loose
energy by other mechanisms, like Cherenkov radiation, nuclear interactions, bremsstrahlung
or transition radiation, however their magnitude is negligible compared to the previously
mentioned processes. The mean energy loss per path length (dF/dz) for elastic scatterings
can be described by the Bethe-Bloch-formula:

dE 9 9 oZ 11
_%:AMNAremecp Z@ [2111(

2meczﬁz,y2Tmax> g ﬂ _ (3.1)

12

The path length z in the material is usually given in g cm ™2 or kg m~2 and corresponds to the
amount of matter transversed. The other parameters are the charge (z) and the velocity (v)
of the transversing particle, Avogadro’s number (N4) and the effective ionization potential
(I) of the atom species of the medium (roughly I = 10Z eV). Furthermore, Z and A are the
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atomic mass numbers of the atoms in the medium.

Figure 3.4(left) shows the dE/dx measurement in the TPC for pp collisions at /s = 13 TeV
versus momentum, taken at B = 0.2 T [13]. By reducing the magnetic field primary particles
can be reconstructed down to 0.05 GeV/c and electrons, muons and pions can be clearly
separated below 0.15 GeV/c. As shown by the black lines, depicting the expected Bethe-
Block curves for the different species, it is possible to distinguish kaons, proton, deuterons
and tritons at higher momenta from the electron and pion expectations. Above 3 —4 GeV/c,
however, the lighter particles start to merge into one band and they can only be identified
using statistical methods. The right plot of Figure 3.4 shows the dE/dx distribution in
Pb-Pb collisions at /sxy = 2.76 TeV versus rigidity (p/Z), highlighting also sample of
nuclei produced in those collisions. The first observation of the production of *He in heavy
ion collisions was reported by the STAR collaboration in 2011 [242], and shortly after that
confirmed by the ALICE collaboration in Pb-Pb collisions at /sy = 2.76 TeV [235].

The dE/dx resolution of the TPC for tracks with 160 clusters (dE/dz measurements) is
~ 5% [241]. Detailed information on the coverage of the TPC as well as its resolution
parameters can be found in Table 3.1.

Transition Radiation Detector (TRD)

Situated outside the TPC the TRD [243] completes the ALICE tracking system in the central
barrel. It consists of 6 layers of radiators and multi-wire-proportional chambers (MWPCs)
and was designed to improve the tracking at high pr as well as to provide electron iden-
tification in the transverse-momentum range of 1 GeV/c to 100 GeV/ec. Due to the com-
plex structure of hundreds of surfaces with different dielectrical constants in the radiator,
transition radiation (TR) can be emitted in form of X-rays, if a charged particle is traversing
the detector with a Lorentz factor () larger than 1000. As the electron is much lighter than
any other particle it is more likely to produce a TR-signal, which can then be observed in
the high-Z-gas mixture (85% Xe, 15% CO2) of the MWPCs. In case an X-ray was emitted
it is detected on top of the dE/dx measurement for that particle, which can be extracted
in every MWPC it traverses. Therefore, the TRD is not only capable of separating high-pr
pions from electrons but can also provide six additional dF/dz-measurements for the tracks.
Moreover, it is used as trigger detector for high-momentum particles, heavier nuclei as well
as jets. For that, the Global Tracking Unit (GTU) evaluates track segments (tracklets) from
the TRD online regarding various criteria and returns an L1-trigger signal [235].

Time of Flight Detetector (TOF)

The TOF [244] allows the separation of pions and kaons in the momentum range of 0.5 —
3.0 GeV/c, proton identification for 0.5—4.0 GeV /c and electron identification in pp collisions
from 0.3 — 0.5 GeV/e, by measuring the time a particle needs to fly from the primary
interaction point to the detector. This complements the information accumulated in the
TPC and ITS in the momentum regions, where the Bethe-Bloch curves for different particles
intersect, and thus only an approximate identification can be made otherwise. The time of
flight is measured using Multigap Resistive Plate Chambers (MRPCs) allowing a theoretical
time resolution of down to 70 ps. Like the previously discussed inner barrel detectors the
TOF covers the full azimuthal angle and a pseudorapidity of |n| < 0.9. In order to reduce
the material budget in front of PHOS, the TOF and TRD sectors infront of the PHOS
modules have been removed. In Figure 3.5 the time of flight versus momentum can be seen
for particles produced in p-Pb collisions [235] at /sxx = 5.02 TeV. It demonstrates the
separation power of the TOF for light particles at low momentum and for heavier particles
in the full momentum range. Additionally, the achieved time resolution versus the average
number of reconstructed tracks is reported, which is 10 ps larger than the one acchieved
during the test beam campaign.
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Figure 3.5.: Measured 3 = ¢ in the ALICE TOF detector versus momentum for data taken in p-Pb
collisions in 2013 [235] (left) and achieved time resolution versus average track multiplicity in this data set
(right). This measurement can provide an e/m separation between 0.3 GeV/c and 0.5 GeV/c as well as
separation of pions and kaon up to ~ 3 GeV/c and kaons and proton up to ~ 4 GeV/c. Even deuterons
can be seen and separated by this measurement from 1 GeV/c up to 5 GeV/ec.
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High Momentum Particle Identification Detector (HMPID)

The HMPID [245] is a Ring Imaging Cherenkov detector (RICH) consisting of 7 modules,
which enhances the already described PID capabilities of ALICE by discriminating 7/K
and K/p on a track-by-track basis up to 3 GeV/c and 5 GeV/c, respectively. Each of the
modules is equipped with a chamber filled with liquid CgF14, an MWPC filled with CH4 and
pad cathodes covered with a thin photo-sensitive Csl film. Due to a lack of space within the
L3-magnet as well as funding limitations it covers only a small pseudorapidity area (|n| < 0.6)
and azimuthal range, reaching from 1.2° to 58.8° in ¢.

Photon spectrometer (PHOS)

The PHOS [246, 247] is a high-resolution electromagnetic spectrometer covering a limited
pseudorapidity and azimuthal area (see Table 3.1), which is optimized to observe low-pr
photons. This requires a fast response as well as very good position and energy resolution at
low pr. It is comprised out of five modules, each equipped with 3584 lead-tungsten crystals
(PbWOy) of 20 X with a granularity of the order of the Moliére radius. For the first data
taking campaigns from 2009-2013, however, only 3 out of the 5 modules were installed. As
it aims at measuring low p; photons the material budget in front of the detector has been
kept to a minimum. The required timing resolution is achieved by using fast scintillators
and preamplifiers, leading to a time resolution of 2 ns. To efficiently distinguish between
charged and neutral particles hitting the calorimeter the installation of a Charged-Particle-
Veto (CPV) directly in front of the PHOS is foreseen in the future. It is supposed to consist of
MWPCs filled with 80% Ar and 20% CO» with a cathode-pad readout. The first CPV module
was installed during the first long shutdown, together with an additional PHOS module and
is currently being tested. It is supposed to have a charged particle detection efficiency of
better than 99%, with an impact point resolution of o, = 1.54 mm and o,y = 1.38 mm.

Electromagnetic Calorimeter (EMCal) and Di-jet Calorimeter (DCal)

Contrary to the PHOS, the EMCal was designed mainly for the measurement of high p;
objects, allowing ALICE to better reconstruct the neutral components of jets within the
acceptance of EMCal. As such, it requires a larger azimuthal and pseudorapidity coverage,
compared to the PHOS. It was proposed as a layered lead-scintillator sampling calorimeter
with wavelength shifting fibers for light collection, in 2008 [248], covering 107° in azimuth
and |n| < 0.7 in pseudorapidity. In order to enable di-jet studies using full jets in ALICE
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Figure 3.6.: Invariant two-photon mass measured with EMCal (left) and the PHOS (right) [235]. These
invariant-mass plots are shown for data taken in pp collisions at 1/s = 7 TeV in one transverse-momentum
bin (EMCal 5.0 < pr < 7.0 GeV/c and PHOS 1.0 < pr < 2.0 GeV/c). The black histograms represent
the measured signal and background distributions, the red data point are obtained by subtracting the
combinatorial background, calculated using mixed events. The red line represents a Gaussian fit, together
with a linear component to account for possible remaining background, to the signal distribution.

as well the project was extended in 2010 to also include the DCal [237], being situated
approximately opposite in ¢, using the same technology and readout as well as triggering
infrastructure. The detectors consist of 12288 and 5376 towers(cells) with a size of about twice
the effective Moliére radius An x Ap = 0.0143 x 0.0143 for EMCal and DCal, respectively.
Each of the towers can be read out separately and has a depth of 24.6 cm, corresponding
to approximately 20 radiation lengths. A physical module is comprised out of 2x2 cells,
which in turn are arranged in 10 full-sized (12 x 24 modules) and 2 one-thirds sized (4 x 24
modules) supermodules to form the full EMCal. As the DCal is installed around the PHOS
its six supermodules will be 1/3 shorter than the EMCal ones, to allow for the PHOS hole
at || < 0.15. Furthermore, two one third sized supermodules are installed above the PHOS.
The supermodules are installed with a radial distance to the nominal collision vertex of 4.28 m
at their closest point. The wavelength shifting fibers are bundled such that the scintillation
light from each cell is read out by an 5 x 5 mm? active-area avalanche photodiode. The
relative energy resolution of the calorimeter is optimized for high momentum particles and
improves with increasing incident energy of the particles, it can be parametrized as given
in Table 3.1 [236]. Due to the emphasis on high-p, particles, as well as the larger coverage
in 7 and ¢ the intrinsic energy resolution of EMCal and DCal is worse than the one of
PHOS, which is demonstrated in Figure 3.6 showing the 7¥ invariant-mass peaks measured
by EMCal (left) and PHOS (right).

Forward Detectors

The forward detectors do not only provide fast level-0 trigger signals based on the charged
or neutral particle multiplicity detected in the detectors, but can also help to determine the
centrality in p—Pb and Pb—Pb collisions as well as extend the measurement of the particle
multiplicities beyond the coverage of the central barrel detectors. These detectors are :

The VO detector (VZERO) [234], consisting out of two arrays of scintillation counters
covering large pseudorapidity ranges (VZERO-A 2.8 < n < 5.1 and VZERO-C -3.7 < n <
—1.7). These detectors usually provide an interaction trigger, as well as a very fast multi-
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plicity measurement. As such they can be used for the generation of a minimum bias trigger
as well as a centrality trigger. Additionally, they are used for the luminosity measurement
during the van-der-Meer scans. Furthermore, they often provide reference particle measure-
ments for correlation studies as well as the reaction plane angle in Pb—Pb collisions.

The second forward detector is the Timing and Trigger detector at ALICE (TZERO)
[234], which provides a detailed primary vertex position measurement as well as the start
time for TOF and a wake-up signal for the TRD. In addition its signals can serve as alternate
minimum bias triggers. It consists of 24 Cherenkov counters in two arrays, which are placed
73 cm away from the interaction point on the C-side and at 375 cm on the A-side.

An additional charged-particle multiplicity measurement can be supplied by the Forward
Multiplicity Detector (FMD) [234]. A silicon strip detector covering a pseudorapidity
range from —3.4 < n < —1.7 and 1.7 < n < 5. While similar to the VZERO detectors the
FMD detectors can be used to estimate the reaction plane angle as well as the centrality, its
slower readout does not allow for it to be used as L0 trigger detector.

The photon multiplicities at forward rapidity can be measured by the Photon Multiplic-
ity Detector (PMD) in the pseudorapidity region of 2.3 > n > 3.7 [234]. Additionally,
this detector can be used to estimate the transverse electromagnetic energy and the reaction
plane on an event-by-event basis.

The Zero Degree Calorimeter (ZDC) [234], which is designed to measure the centrality
in heavy-ion collisions based on the measurement of the number of spectators, consist of three
detectors: the Zero Degree Neutron Calorimeter (ZN) for neutrons, the Zero Degree Proton
Calorimeter (ZP) for protons and the Zero Degree Electromagnetic Calorimeter (ZEM) for
measuring the energy of particles emitted at forward rapidity 4.8 < n < 6.7.

3.2.2. The Trigger System

The ALICE detector system was primarily designed to cope with central Pb—Pb collisions, which
occur with low rates but very high multiplicities. Driven by these concerns mainly gaseous detec-
tors have been chosen for the detector layout, which leads to a lower maximum interaction rate,
which can be inspected in the ALICE detector system. While ATLAS and CMS were designed
to cope with approximately 40 MHz collision rates delivered by the LHC in pp collisions, ALICE
initially should only be able to handle about 200 kHz of pp collisions [249,250]. As the different
subdetectors have different readout times the ALICE Trigger System (TRG) consists of three trig-
ger levels, the Level 0 (LO) after 1.2 us after the collision, the Level 1 (L1) after 6.5 us and the Level
2 (L2) after 88 us. Such a structure allows for an optimal usage of the available luminosity based
on detectors, which can provide a fast decision after a short inspection of the event concerning a
specific property.

In order to create the various trigger signals the fast detectors (i.e VZERO, TZERO) provide
logical signals depending on a specific measurement (e.g. multiplicity) to the Central Trigger
Processor (CTP). There these logical signals are combined by logical operations inside a Field
Programmable Gate Array (FPGA) to form the different physics triggers (e.g. minimum bias, cen-
trality) at LO. Afterwards the calculated outputs are propagated to the Local Trigger Units (LTUs)
of the different detectors, where they are processed and then forwarded to the Front End Electron-
ics (FEE). As some of the detectors have a relatively long readout time, the LO-trigger signal is
needed to initiate the read-out of these detectors. Without it the data of that particular detector
is not processed any further. The second trigger level (L1) is introduced to allow detectors with
a longer data processing time to provide a trigger signal as well. Additionally, it allows for more
complicated operations within the LTUs depending on inputs from other fast detectors or different
sectors of the same detector. The third step, the L2 decision, waits for the end of the TPC drift
time and the readout of the detector electronics to the optical data links is only initiated, if a
positive L2 signal has been received by all detectors.
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Figure 3.7.: Trigger efficiency for pp and Pb—Pb collisions under the detector conditions for data taken
in 2010 [251]. The three different triggers use the VZERO and the SPD as inputs. For the top figure a
coincidence of 2 out of the 3 detectors has to be present. This trigger measures the largest fraction of the
total cross section. The central plot is a coincidence of V0-A and VO-C (MBanp.), which comes closest
to the having NSD events. The last class is the coincidence of all 3 detectors this measures the smallest
fraction of the total cross section. All of these classes have very similar efficiencies for heavy-ion collisions
and pp collisions as seen by different histograms shown in the panels.

In addition to the aforementioned trigger levels, a very fast interaction trigger can be derived
from the interaction masks provided by the LHC together with the multiplicities registered in the
TZERO or VZERO. This so called “pretrigger” can also serve as a wakeup signal for the TRD as
it arrives less than 100 ns after the interaction.

The data from the detector front end cards is streamed in parallel to the Data Acquisition (DAQ)
and the High Level Trigger (HLT), after having received the L2-accept signal. Within the software-
based HLT the data volume can be reduced by applying additional trigger conditions or by com-
pressing the complete or partial event information of the subdetectors. This can be achieved by
using a farm of up to 1000 multiprocessor computer systems performing an on-line analysis of the
collected data. The compressed information from the HLT can replace the information, which was
streamed to the DAQ from the detectors, which otherwise would be sent to the storage elements.
With increasing interaction rates the data compression and subsequent storage reduction, even for
pp collisions became more and more important, thus since 2011 the HLT data compression for the
TPC clusters is used by default to reduce the data volume of the raw events.

When the ALICE experiment was conceived the heavy-ion community was mainly interested in
so-called minimum bias physics. As indicated by the name, such events should be taken with
smallest requirements possible, while avoiding to record empty events. As such they are often
based on fast multiplicity detectors, like the VZERO or SPD in case of ALICE, or a coincidence
of their signals. Figure 3.7 shows the trigger efficiency for Pb—Pb and pp collisions for different
minimum bias trigger conditions depending on the signal registered in the VZERO detectors. The
three different trigger classes sample different physics. While the MBog (2-out-of-3) is closest to
having Inelastic (INEL) events, the MB,xp (VOAND) measures mainly NSD events, which are bi-
ased event further towards non diffractive events when requiring the coincidence of both VZERO
detectors and the SPD (3-out-of-3). These minimum bias triggers can be provided very fast and
serve as basis for all other triggers. Within the level 0 time frame also the calorimeters and the
muon trigger are capable of providing a first trigger response based on the energy deposited in
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subsections of the detectors or the coincidence of several sectors of the muon arm. More complex
trigger decisions, however, involving the hole sub-detector and various properties of the detected
particles are taken at level 1, like the jet triggers in the EMCal and TRD. Such triggers can also
be based on rough PID estimates. Examples for these triggers are the y-jet triggers in the EMCal
and DCal, di-electron or nuclei triggers in the TRD or di-muon triggers provided by the MTR.

3.2.3. The ALICE Reconstruction and Analysis Framework

In order to effectively process the data collected by the ALICE detector system a software package
has been designed, providing the necessary tools for simulation, reconstruction and physics anal-
ysis of the events collected by the ALICE detectors. This framework is split in two components
AliRoot [252] and AliPhysics [253]. Both packages are build on top of ROOT [254], a C++ based
object-oriented programming tool for physics analysis, maintained and developed at CERN. Each
of these packages is subject to different development cycles to adapt to the challenges provided by
the physics analysis or detectors.

Within the AliRoot framework various Monte Carlo (MC) generators can be used to simulate
full-events or single particles, such as PYTHIA [255-257], PHOJET [258], DPMJET [259], HI-
JING [260] or AMPT [261], while other can be interfaced using the HepMC format [262]. These
generators can create full event records including the kinematic information of every particle which
is produced in the interaction, as well as subsequent strong decay products and their relationship to
each other. Afterwards the created particles are passed to transport programs like GEANT3 [263],
GEANT4 [264] or FLUKA [265], to simulate a realistic detector response based on the detector
layout implemented within AliRoot. Within these programs the particles are propagated through
the detectors according to their interaction probabilities, taking into account the energy loss due
to the interactions with the sensitive and insensitive detector materials. Each interaction within
the sensitive detector materials, like the SPD sensors for instance, is stored with its particular time
and position as a so-called hit. The hits are later converted into digits taking into account the
approximate sensitivity of the electronic read-out, trying to reproduce the actual detector response
as closely as possible.

The next steps in the reconstruction, are the same, regardless whether the original data has been
collected using the actual detector or simulated. During the first reconstruction step neighboring
digits are combined into so-called clusters, assuming they originated from the same particle travers-
ing the detector. In a subsequent step the tracking combines these clusters to the most probable
path of the particle through the detectors, which is further described in Section 3.2.4. The full
information from the tracks and other reconstruction objects is stored in the Event Summary
Data (ESD) output format, which can be further compressed into Analysis Object Data (AOD).

Both formats serve as inputs for further physics analysis, which should be implemented within
the daily-build AliPhysics-package to guarantee efficient data processing on the world wide LHC
computing grid [266,267].

3.2.4. Track and Vertex Reconstruction
Primary Vertex Reconstruction

The collision vertex, also referred to as primary vertex, is reconstructed within ALICE based on
the information provided by the SPD [234]. As a first step reconstructed points in the 2 layers
of the SPD, which are close in azimuthal and transverse direction, are paired. Based on their
z-coordinates an estimate of the position in z of the primary vertex is calculated using linear
extrapolation. The same procedure is repeated in the transverse plane. The resolution in the x
and y coordinates is worse than for the z coordinate, as the tracks are bend in the transverse plain
due to the magnetic field. Due to the proximity of the two SPD layers their precision suffices,
however, to improve the initial estimate of the z coordinate using this information. In case the
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System: p-p
Energy: 2.76 TeV
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\
Figure 3.8.: Fully reconstructed event recorded during the pp data taking campaign at /s = 2.76 TeV,
triggered by the EMCal level 1 gamma trigger. The full three dimensional view of the event is shown on
the left, while the projections to the X —Y and R — Z planes are shown on the right in the upper and lower
panel respectively. Solid gray lines represent primary charged particles, while the dashed gray lines indicate
neutral primary particles and their subsequent decays. Highlighted in particular are photon conversion
candidates with the photons displayed as green dashed lines and the conversion products as red and blue
solid lines. The information accumulated by the EMCal is shown orange towers, reflecting the energy which
could be reconstructed in the respective calorimeter tower.

beam is well focused the estimate of the transverse position can be improved by averaging over
several events.

The precision of this measurement strong depends on the number of particles emitted during the
collision and thus the charged-particle density at mid-rapidity. Its functional dependence on this
quantity can be expressed as

A
Oolay) = 5 @ B. (3.2)

(\/ chh/dU)ﬁ

Typically values for A are 290(300) pm for the longitudinal (z) and transverse (xy) direction,
respectively, with B ~ 40 ym and § ~ 1.4 [234]. As a consequence the z-vertex resolution in pp
collisions is limited to about 150 pum, while in Pb—Pb collisions down to 10 pum are feasible. If the
remaining misalignment between the SPD layers is reduced, which is reflected in the parameter B.
Using the full information of the reconstructed tracks the initial estimates for the primary vertex
can be improved even further, in particular in the transverse plane. Therefore, for pp collisions
the transverse resolution can be improved to 70 ym and the z-resolution to 110 pm.

An example of a fully reconstructed and visualized event from the 2013 pp data taking period at
/s = 2.76 TeV can be found in Figure 3.8. The reconstructed primary vertex together with the
primary charged (gray solid lines) and neutral (gray and green dashed lines) particles originating
from it can be found in the lower right part of the event display. The two innermost ITS layers
are indicated as red lines in this view R — Z-view of the event.
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Track Reconstruction

The track reconstruction in ALICE is performed as a multi-step process by finding and fitting the
tracks using Kalman filtering [234,268]. Initially space points close to the end of the TPC are used
as seeds for the Kalman filter. For low multiplicity environments those space points are calculated
by the center-of-gravity method in the directions of the pad row as well as the time direction.
For higher charge densities, however, this method cannot be employed any longer as the clusters
start to overlap. Thus, they need to be unfolded in both dimensions to determine their original
position. As only a fraction of the particles detected in the experiment come from the collision
vertex, the seeding is done twice: once under the assumption that the particle comes from the
primary vertex and once assuming that it originated somewhere else within the detector and is
hence called secondary particle. In the next step the seeds, starting in the outermost pad-rows of
the TPC, are combined with nearby clusters into tracks going inwards to the collision vertex. This
procedure is repeated until the innermost pad row of the TPC is reached, each time considering
pad rows closer to the primary vertex. A space point is assigned to the respective track if it is
close to its trajectory and afterwards the covariance matrix is recalculated. The same procedure
is performed assuming the track corresponds to a primary or secondary particle (track), using the
previously reconstructed primary vertex as an additional constraint or not.

After having reached the inner boundary of the TPC, the tracks are propagated to the outermost
SSD layer using both sets of parameters. Starting from the highest momentum particles the tracks
are matched to hits in this outermost layer of the ITS and the same procedure as in the TPC is
performed for the five lower layers of the ITS. Due to the larger gaps between the active layers of
the ITS compared to the TPC pad rows, it is possible to assign multiple space points to the same
track coming from the TPC. In those cases each possibility is calculated separately and the most
probable track is stored based on the summed x? values along the track.

Following the combined ITS and TPC fit the Kalman filtering is inverted and the procedure re-
peated starting from the primary vertex outwards using the already reconstructed tracks as seeds.
During this process each cluster track association in the I'TS and TPC is revisited and improperly
assigned points are removed, while the ones which were missed in the first iteration are added.
Then the tracking follows the track beyond the TPC and assigns space points in the TRD, TOF,
HMPID and calorimeter towers in the EMCal or PHOS. While most of the outer detectors do not
contribute to the momentum fit, the TRD track points can be taken into account if they improve
the momentum resolution. Due to the limited acceptance of the TRD this feature has not been
used for the data collected during the first LHC run from 2009-2013.

In the final step the Kalman filter is inverted once more and the final track parameters are again
calculated twice, assuming the track to be from a primary or secondary particle. Both sets of
parameters are stored and the second on can be used for subsequent studies of short-lived particle
decays as well as photon conversion.

In order to recover tracks, which went through dead areas of the TPC, all I'TS hits which have been
attached to a track already can be removed and the remaining space points can be used as input
for another iteration of the Kalman filter based solely on I'TS information, providing so called ITS
standalone tracks.

Figure 3.9 shows the primary track finding efficiency for different detector combinations in pp
collisions [234] on the left and for different collisions systems [235] on the right. The track finding
efficiency is mainly determined by dead areas of the different detectors. As such it drops from
~ 95% at 2 GeV/c for the TPC only reconstruction to =~ 90% for the combined TPC-ITS recon-
struction. It reduces even further when requiring the TRD. The transverse momentum resolution
on the other hand follows the opposite trend, improving significantly with the inclusion of addi-
tional detectors [234]. For high momentum tracks, which bend less within the magnetic field, this
inclusion is of particular importance, as in those cases additional track points within the TPC
would not help any longer to reliably determine the momentum. Extending the track towards
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Figure 3.9.: Left: Track finding efficiency for different combinations of tracking detector for pp collisions
at low transverse momenta [234]. Right: Track finding efficiency within the TPC for different collision
systems using Monte Carlo simulations adjusted to reproduce the data [235].
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Figure 3.10.: Left: Impact parameter resolution in pp at /s = 7 TeV for different particle species as a
function of pr. Right: Dependence of the impact parameter resolution on the collision system for unidentified
charged particles [235].

the ITS and TRD on the other hand allows to sample a larger fraction of the arc the particle is
following, and thus allows to calculate its curvature to a better precision. As seen in the right
part of Figure 3.9 the track finding efficiency within the TPC does not significantly depend on the
charged particle density within the event. It varies by less than 4% going from pp collisions with
an average track density of 7 tracks at midrapidity to central Pb—Pb collisions with about 1600
charged particles at midrapidity.

One of the main parameters to determine the performance of such track finding algorithms in
the data is the impact parameter resolution. The impact parameter in this case is defined as the
distance between the primary vertex and the track prolongation to the point of closest approach
to the primary vertex, as shown by b; and b2 in Figure 3.11. This resolution does not only depend
on the accuracy of the track parameters but also on the primary vertex position resolution as well.
It can be studied using Monte Carlo simulations and measured data. The results as a function of
transverse momentum for different particle species are shown in Figure 3.10(left). Furthermore,
the impact parameter resolution for different collision systems for unidentified hadrons is compared
in Figure 3.10(right). As it can be seen the impact parameter resolution depends on the particle
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Figure 3.11.: Sketch of the reconstruction of a generic secondary vertex as well as a cascade decay, adapted
from [235].

species as well as the transverse momentum and both dependencies are well reproduced within
the simulation. The influence of the primary vertex resolution can be deduced from the collision
system dependence, which improves for systems with larger multiplicities. In general, however,
the impact parameter resolution above 1 GeV/c is better than 80 pum, regardless of the particle
species or collision system.

Secondary Vertex Finding

As described earlier not only particles originating from the primary collision leave signals in the
detectors. Additional particles can be created by primary particles decaying after a certain distance
or via interactions of the primary particle with the detector material itself. The latter are referred
to as hadronic interactions.

In particular decays of neutral particles follow a distinct V-topology, shown in Figure 3.11, with
the tip of the “V” being the decay vertex (or secondary vertex). Thus, neutral particles decaying
into 2 charged particles are often referred to as Unknown Particles (V%). Which particles can
be reconstructed using this topology depends on the impact parameter resolution of the detector.
Most commonly it is used, however, for strange particle decays of K% and A, as well as photon
conversions into an electron-positron pair in the vicinity of a nucleus.

In general the VO-finding algorithm uses as input the secondary track sample obtained during the
full reconstruction, pairing tracks of opposite charge. In a second step the impact parameter of
the track (b1, b2) with respect to the primary vertex is calculated, as seen in Figure 3.11. Tracks
which would have similar impact parameters as primary tracks are removed from the secondary
track sample and the procedure is restarted. Afterwards the distance of closest approach (DCA) of
the two secondary tracks is calculated. If this DCA value is above a certain threshold, depending
on the distance to the primary vertex and its resolution, the track pair is rejected. In general
only secondary track pairs with a DCA< 1 cm are considered further. The remaining track pairs
form candidate Vs, with their point of closest approach (PCA) being the secondary vertex. On
these candidates further selection criteria can be applied, like a minimum and maximum radial

44



3.2. A Large Ion Collider Experiment

distance of the secondary vertex to the primary vertex ( 0.5 cm< R, < 220 cm). Afterwards the
momentum of the unknown particle is reconstructed by extrapolating the momenta of both tracks
to the PCA and calculating their vector sum at this point. Particles for which the momentum
vector (py.i:) does not point towards the primary vertex, which can be quantified by cosf < 0.85,
are rejected from the sample in addition.

In ALICE it is possible to reconstruct Vs using two different V°-finding algorithms, the On-the-
fly and the Offline V° finder. In case of the On-the-fly V° finder the reconstruction algorithm is
running during the reconstruction, which allows the tracks to be refitted taking into account the
secondary vertex as their origin. During this refitting procedure the full cluster information which
is attached the respective secondary tracks is reevaluated and clusters might be added or removed
accordingly. Afterwards the updated covariance matrix and parameter set for the track pair is
stored. The inclusion of the secondary vertex in the Kalman filter allows to improve the position
and momentum resolution compared to the Offline V° finder, which does the vertex finding after
the full tracking is finished. The Offline VO finder, however, allows to redo the secondary vertex
finding on ESD data without a new reconstruction pass of the full data set.

By modifying slightly the parameters of the VO finding algorithm it is possible to reconstruct
secondary hadronic vertices as well. In those cases more than two particles can be emitted from
the secondary vertex, their charge does not need to cancel and neither does their momentum vector
need to point to the primary vertex. Furthermore, a primary charged particle can terminate in
this secondary vertex. Within ALICE secondary hadronic vertices are only reconstructed during
the analysis if at all.
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4. Data Sets and Photon Detection in ALICE

Within this chapter, the different data sets and Monte Carlo simulations are introduced, which have
been used for the neutral meson and direct photon analyses presented in this thesis. Furthermore, a
general overview of the photon reconstruction within ALICE using the Photon Conversion Method
(PCM) and EMCal is given. These reconstructed photons can be combined in the neutral pion and
eta meson analysis to derive the invariant yield of those particles. If the neutral mesons have been
reconstructed using one photon from each reconstruction technique, the analysis is referred to as
PCM-EMC or hybrid analysis, whereas if both have been reconstructed with the same technique
the analysis is called PCM or EMC meson analysis, respectively. In addition, the combined residual
energy and alignment calibration is described for the photons measured with the EMCal using the
neutral pions reconstructed with one photon being reconstructed using PCM. For pp collisions
at /s = 2.76 TeV the criteria for the merged EMCal cluster (mEMC) analysis are provided, in
addition to the cluster selection parameters for the photon analysis, as they largely overlap.

4.1. Data Sets and Monte Carlo Simulations

ALICE has collected data from pp collisions at six different center-of-mass-energies, reaching from
Vs = 0.9 - 13 TeV. In addition, it recorded p—Pb at /sxy = 5.02 and 8.16 TeV as well as Pb-Pb
collisions at /syny = 2.76 and 5.02 TeV. As the detector is not symmetric, the beam direction was
inverted for each p—Pb energy once, allowing in particular the forward detectors to investigate the
production of particles in the p and Pb going direction to be able to compare the results. The data
taking is split in LHC runs (Run 1: 2009-2013, Run 2: 2015-2018) and so-called periods, during
which neither the detector, trigger nor beam conditions are changing rapidly. A further splitting
into runs within ALICE is applied in addition, as the life time of the beams in the LHC is shorter
than our periods and even during one fill of the LHC we might want to change the read-out or
trigger configuration of our detector system.

This thesis focuses on the reference measurements in the smaller collisions systems (pp, p—Pb) for
the respective spectra measured at the same center-of-mass-energy in Pb—Pb collisions. Only data
taken during Run 1 of the LHC are considered in the presented analysis. As such, only pp collisions
with /s = 2.76 TeV and p-Pb collisions with \/sxx = 5.02 TeV will be discussed further in the
course of the next chapters. The pp data were collected in March 2011 (LHC11a) and February
2013 (LHC13g), whereas the p—Pb data were taken in January 2013 (LHC13[b-c]).

An offline event selection was applied to reject events, which did not fulfill the central barrel
trigger conditions or which were not of physics type (e.g. calibrations events). Furthermore,
events assigned to noise or beam-gas interactions were rejected. This selection is called Physics
Selection (PS). Moreover, the events entering in the analysis have to have a reconstructed primary
vertex within |zy,;| < 10 cm from the center of ALICE. This vertex can be reconstructed either
with global tracks or with SPD tracklets. However, it has to have at least one contributing track
or tracklet to the vertex.
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trigger function typical patch size

level-0 (L0) enhances number of events with large energy deposit 4x4 towers (in 1 TRU)
in the EMCal

level-1 (L1) EGA  enhances number of collected events with large 4x4 towers (accross TRU boundaries)
energy deposit in the EMCal

level-1 (L1) EJE  enhances the probability of events with large 16x16 towers (accross TRU boundaries)
jet contribution on the EMCal surface 32x32 towers (accross TRU boundaries)

Table 4.1.: Different EMCal subtriggers and their functions [269].

4.1.1. Event and Trigger Selection for pp Collisions at /s = 2.76 TeV

For pp collisions at /s = 2.76 TeV, the neutral pion and eta meson have been reconstructed using
four different techniques, employing different combinations of the photons reconstructed with the
EMCal or PCM. Each of these can require a different subset of detectors and triggers. As such, all
analyses involving mesons reconstructed partially within the EMCal are considering a total of six
different trigger conditions: the minimum bias (VOOR/INT1, VOAND/INT7) and EMCal trigger
conditions (EMC1, EMC7, EG2, EG1). The analyses solely relying on photons reconstructed with
PCM, however, only consider the minimum bias sample collected in 2011. Furthermore, in order
to maximize the read-out rate ALICE collected data with and without the SDD in the read-out
in 2011. In this configuration the calorimeters were only considered for the data stream with the
SDD. As the exclusion of the SDD mainly changes the track resolution the full data set (LHC11a)
was reconstructed once with the SDD input considered and once without that. So that analyses,
which can afford a slightly deteriorated resolution, can take advantage of the improved statistics.
Consequently, the analysis purely based on conversion photons uses the reconstruction pass with-
out the SDD and the corresponding Monte Carlo Simulations. The statistics available for the
different triggers and reconstruction passes can be found in Table 4.2.

The VOOR (INT1) trigger requires a hit in either SPD or one of the two VZERO detectors, whereas
the VOAND (INT7) requires a coincidence of hits in both VZERO detectors. As described in Sec-
tion 3.2.2 ALICE has two main trigger levels, L0 and L1. At each of these levels the EMCal can
provide trigger signals requiring a certain amount of energy deposited in a specific area of the
EMCal. Their purpose is described in Table 4.1 [269,270]. The EMCal level-0 trigger fires about
1.2 us after the interaction if the energy summed over a sliding window of 4x4 towers (2x2 FastOR)
is higher than a threshold above the background noise. The 4x4 towers are required to be inside
one Trigger Region Unit (TRU) which corresponds to 8x48 towers (4x24 FastOR) and each full
supermodule consists of three TRUs. In order to trigger the readout, it has to be in coincidence
with one of the minimum bias triggers. It is referred to as EMC1, EMC7 or EMCS8, depending on
the underlying minimum bias trigger. The EMCal level-1 triggers fire about 6.2 us after the inter-
action. Similar to the LO trigger, the L1 photon trigger (EGA) compares the energy summed over
a sliding window of 4x4 towers to a given threshold, which can be made multiplicity dependent for
instance based on the VZERO information. For this L1 trigger, the 4x4 towers can also cross the
border to another TRU which increases the effective surface by about one third. The jet trigger
(EJE) sums the energy over a patch consisting of 3x3 subregions while one subregion is defined
as 8x8 towers and compares it to a threshold, which again can be made multiplicity dependent.
Each of these two L1 triggers can run with 2 different fixed thresholds or functions dependent on
the multiplicity (EG1, EG2 or EJ1, EJ2) and they can be requesting a coincidence with different
minimum bias triggers. For the data considered in this thesis no multiplicity dependent thresholds
were used and the triggers were required to fire in coincidence with the INT7 trigger.

Since its start in 2009, the LHC has been constantly increasing the delivered instantaneous lu-
minosity for all experiments. As ALICE can only take data at low interactions rates due to the
read-out time of the TPC, both beams at the ALICE interaction point were displaced to reduce
the intensity in the crossing region. This setup does not guarantee, however, that only one event
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Figure 4.1.: Number of SPD clusters vs. number of SPD tracklets for LHC11a data (left) and Pythia 8
(right). The dotted red line displays the applied cut from Equation 4.1.

is seen at a time in our detectors. Thus, a pile-up rejection, based on the number of reconstructed
vertices in the SPD, was included in the analysis. It allows us to reject events which had at least
two primary vertices which were more than 0.8 cm apart and could be reconstructed using only
tracklets in the SPD. This condition removes more than 75% of the events which contained more
than one vertex registered in the same bunch crossing. The fraction of events rejected by this se-
lection criterion depends highly on the beam conditions: the higher the luminosity or the smaller
the beam diamond, the larger the fraction of rejected events due to pile up in the SPD.
To further reject background events, an additional cut has been applied to the correlation of SPD
tracklets and SPD clusters. If the number of SPD clusters is disproportionally larger than the
number of SPD tracklets within an event, it is being regarded as “background event“ and as such
discarded from the analysis.

Netusters > 4 X Neyackters + 60 (4.1)

This additional condition leads to a total efficiency to reject events containing more than one pri-
mary vertex of 92-98% for the periods considered in this analysis. Figure 4.1 shows that correlation
for data and Pythia 8 simulations, respectively, the applied cut condition is also displayed using a
dotted red line. This condition can be released for the EMCal triggered data, as it is very unlikely
to have two events, which would fulfill the trigger conditions in the same bunch crossing. As the
SPD showed a particularly large number of unresponsive channels in front of the EMCal for the
data taking in 2013, no pile-up rejection was applied for the EMCal triggered data. The small
fraction of same-bunch pile-up is later corrected for by the normalization with the trigger rejection
factor Ryig for that part of the data.

We normalize our spectra with the following number of events, where Y corresponds to the respec-
tive trigger class:

NY,Vtx,‘thz ‘ <10cm

Nnorm,evt = NY,Vtx,|thz\<10cm + N. NY,no Vix+ (42)

Y, Vix,|2ota ]| <10 em T Ny, Viz, | zpre|>10cm
To convert the invariant yield to an invariant cross-section, the measured Lorentz invariant yield
needs to be multiplied with the total cross-section for the trigger condition. However, the cross-
section for the VOOR cannot be measured directly. First, the total inelastic cross-section and
hence the luminosity needs to be measured. Therefore, several van der Meer scans [271], with the
VOAND as trigger condition, were performed to study the geometry of the beam interaction region
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norm. Evt. Trig. Evt. Aq Ay As Ay
Nevt NY
pp Vs = 2.76 TeV, Data
LHC11a, w/o SDD, pass 4
INT1 (VOOR) 5.32e+07  6.67e+07 0.80 0.11  0.09 0.007
LHC11a, w/ SDD, pass 4
INT1 (VOOR) 2.64e+07  3.29e+07 0.80 0.10 0.08 0.006
EMC1 6.17e+05
LHC13g, pass 1
INT7 (VOAND) 1.56e+07 1.97e+07 0.79 0.076 0.017 0.11
EMCT7 4.49e+05
EG2 1.69e+-05
EG1 2.93e+05
pp Vs = 2.76 TeV, MC simulation
anchored to LHC11a w/o SDD, pass 4
Pythia 8 LHC12f1a 2.09e+07  2.55e4+07 0.82 0.063 0.095 0
Pythia 8 + GA sig. LHC12i3 1.10e+07  1.19e+07  0.93 0.072  0.00 0
Phojet LHC12f1b 2.52e+07  3.07e4+07 0.82 0.064 0.094 0
anchored to LHC11a w/ SDD, pass 4
Pythia 8 LHC12f1a 2.09e+07  2.55e4+07  0.82 0.063 0.095 0
Phojet LHC12f1b 2.52e4+07  3.07e+07  0.82 0.064 0.094 0
Pythia 8, Jet-Jet LHC15gla 3.48e+07  3.15e4+07  0.90 0.1 0 0
anchored to LHC13g, pass 1
Pythia 8 LHC15g2 4.1e+07  5.28e+07 0.78 0.077 0.14 0
Pythia 8, Jet-Jet LHC15a3a + 3.57e4+07  3.93e+07 0.91 0.093 0 0
LHC15a3a_plus
p—Pb /syn = 5.02 TeV, Data
LHC13b, pass 3
INT7 (VOAND) 2.57e+07  2.95e4+07 0.874 0.121 0.005 0.006
LHC13c, pass 2
INT7 (VOAND) 8.00e+07  9.12e+07 0.879 0.116 0.005 0.005
p—Pb /spun = 5.02 TeV, MC simulation
anchored to LHC13]b,c|, pass 2/3)
DPMJet LHC13b2_efix_p[1-4] 1.13e4+08  1.30e+08 0.877 0.120 0.013 <0.001
HIJING 4+ GA sig. LHC13e7 0.43e+08  0.49e+08 0.881 0.118 0.001 0.002

Table 4.2.: Number of events used in the analysis for the normalization for each data taking period and

the corresponding Monte Carlo simulations. In addition, the number of triggers by a certain condition (Y)

and the fractions for A; = YFVotlzum|<10 = 4 Y4Vo+Zuw[>10 0 40 Ydno Vex apgq A, — YiPilewp o0
Y ? Y ’ Y Y

given.
in ALICE [272]. The rate ¥ can then be determined by

dN
E - A X OINEL X ﬁ, (4.3)

where A is the acceptance and efficiency for the trigger condition, owg;, the inelastic cross-section
for pp collisions and £ the luminosity. The luminosity for a single proton bunch pair colliding with

50



4.1. Data Sets and Monte Carlo Simulations

\/g (TeV) JMBAND (mb) MBAND/MBOR UMBOR (mb) UMBINEL (mb)
measured  simulated
2.76 47.73  0.8613 £ 0.0006 0.86370:92 55.42  62.873 0% (model) + 1.2% (lumi)
5.02 51.17 67.6 +2.5%

Table 4.3.: Cross sections for the different triggers and the ratio of the trigger efficiencies for VOOR and
VOAND [272-274], if they were available.

Year Trigger name Approx.  Sim. threshold (Fipn, sim) Trigger rejection  Lipg

threshold  juyig OTrig factor (Rrtvyig) (nb_l)
2011 INT1 0 - - 1 0.524 +0.010
EMC1 3.4 GeV  3.43 GeV 0.7 GeV 1217 + 67 13.8 +0.806
2013 INT7 0 - - 1 0.335+=0.013
EMCT7 2.0 GeV 2.01 GeV 0.1 GeV 126.0 + 4.3 1.19 £+ 0.062
EG2 3.9GeV 3.9 GeV 0.2 GeV 1959 + 131 6.98 £ 0.542
EG1 6.0 GeV 6.0 GeV 0.4 GeV 7743 4+ 685 47.1 £4.57

Table 4.4.: Approximate trigger threshold and corresponding trigger rejection factor for EMCal triggers,
as well as integrated luminosity for minimum bias and various EMCal triggers. In addition, the settings for
the trigger mimicking in the full detector simulation are given. The simulated trigger threshold (Einy, sim) is
drawn from a Gaussian distribution with the mean given by gy and the width by o1vig on an event-by-event
basis.

zero crossing angle can be determined from the beam-profile using
L = fN1Ny/hyhy, (4.4)

where f is the revolution frequency for the accelerator (11245.5 Hz for the LHC), Nj, N the
number of protons in each bunch, and h;, h, the effective transverse width of the beam in the
interaction region.

Combining this measurement with the trigger efficiency for the VOAND, which can be obtained
from Monte Carlo simulations, we arrive at the final inelastic cross section in pp collisions at
/s = 2.76. To derive the cross-section for the VOOR, we need to simulate or measure in addition
the ratio of the different triggers to each other. The resulting cross-sections and ratios are shown
in Table 4.3.

For the normalization of the triggered data sets, the enhancement factor resulting from the triggers
has to be calculated in addition. This factor is referred to as trigger rejection factor (Rmig). In
2011, only the LO trigger was used with one threshold (EMC1), while in 2013, one L0 (EMC7)
and two L1 triggers (EG1, EG2) with different thresholds were used, as summarized in Table 4.4.
The lower L1 trigger threshold in 2013 was set to approximately match the L0 threshold in 2011
for consistency. In case an event was associated with several triggers, the trigger with the lowest
threshold was retained. As the thresholds are configured in the hardware via analog values, their
transformation into energy values directly depends on the energy calibration of the detector and as
such can have slightly different values for different trigger channels. The scaling with Ry, takes
into account a combination of the efficiency, acceptance and the downscaling of the respective
triggers. In the presented analyses, it is obtained from the ratio R of the number of clusters
reconstructed in EMCal triggered events to those in minimum bias events at high cluster energy
E, where R should be approximately constant (plateau region). This implicitly assumes that the
trigger does not affect the cluster reconstruction efficiency, but only the overall rate of clusters.
The description of the EMCal clustering algorithm can be found in Section 4.3, together with
the respective selection criteria applied for the different data sets. As the reach in energy is
naturally limited for the lower threshold trigger and in particular for the minimum bias trigger the
normalization for the higher threshold triggers was done with respect to the next lower threshold
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Figure 4.2.: Left: Energy dependence of ratios between cluster spectra for EMC1/INT1, EMC7/INT7,
EG2/EMCT and EG1/EG2. The trigger names INT1 and INT7 denote the minimum bias triggers MBogr
and MBanp respectively. The trigger names EMC1, EMC7, EG2 and EG1 denote the EMCal triggers
at L0 in 2011 and 2013, and the EMCal triggers at L1 in 2013 with increasing threshold. The individual
trigger rejection factors and their respective fit ranges in the plateau region are indicated as well. The final
rejection factors with respect to the minimum bias trigger are given in Table 4.4. Right: Comparison of
energy dependence of the measured EMC1/INT1 cluster spectra ratio and the same quantity obtained with
simple trigger emulation on the respective Monte Carlo sample, scaled to the plateau value of the data
versus transverse momentum.

in the EMCal or the respective minimum bias trigger if no lower EMCal trigger was available.
These individual rejection factors were then multiplied consecutively up to the minimum bias
trigger and the final Ryjg to the minimum bias trigger is obtained. This procedure significantly
reduces the statistical errors associated with the trigger rejection factor and allows for a more
precise measurement of the integrated luminosity sampled by the various triggers, which can be
calculated by:

N .
Lint = s Rtrig ) (4'5)
OMB

where onp refers to ompgy for 2011 and omB,y, for 2013. The energy dependence of the ra-
tios between cluster spectra of the relevant trigger combinations (EMC1/INT1, EMC7/INT7,
EG2/EMC7 and EG1/EG2) are shown in Figure 4.2. The ratio shows a minimum at low E for
EG2/EMC7 and EG1/EG2 at approximately the trigger threshold of the higher energy trigger,
while at high F there is a pronounced plateau for every trigger combination. The fitting range
for the respective trigger rejection factors is indicated in the plot and the final Rrye is shown
as dashed line, surrounded by its systematic uncertainty band, which is obtained by varying the
fitting range for the fit to the plateau region. Finally, the values for the average trigger rejection
factors above the threshold with respect to the corresponding minimum bias triggers are given in
Table 4.4, with their respective uncertainties and the calculated integrated luminosities resulting
from these. The statistical uncertainties on Rtyig have been treated as systematic uncertainties on
the integrated luminosity.

In order to obtain the correction factors for this collision system different Monte Carlo event
generators have been used as input for the full detector simulation: Phojet [258,275] and Pythia
6.4, 8.1/2 [255-257]. All of these are general purpose generators for pp collisions and have been
tuned based on lower energy experiments or, as for Pythia 8.2, on part of the early data collected
by the LHC experiments.

Pythia
In ALICE two different versions of the Pythia library are used, which mainly differ in their

implementation language and the level of tuning to the available data. While Pythia 6.4 is
still written in Fortran 77, Pythia 8 is implemented in C++. As Pythia 8.1 was supposed to
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be used for comparisons with the first LHC data, yp and ~~ physics are not yet addressed
in this version and some intended processes still remain to be implemented.
The event generation in Pythia is optimized for leading order 2 — 1 and 2 — 2 hard
scattering processes, which by default take the initial states from the CTEQ 5L PDFs [276].
To reproduce the observed low momentum physics also diffractive processes based on Regge
Field Theory [277] have been implemented. Furthermore, it is possible to import process
level information (or events) via the Les Houches Accord (LHA) and Les Houches Event
Files (LHEF) libraries. Both libraries can automatically generate matrix-element code and
sample the respective phase space for various processes. As a consequence, the focus of
Pythia 8 has shifted towards a good description of the subsequent steps such as the initial
and final state parton showers, multiple parton-parton interactions, string fragmentation and
decays. For the initial and final state algorithms Pythia relies on a p -ordered evolution and
the hadronization is simulated based on the LUND String Model [278]. Unstable particles
are decayed according to the information on the decay properties summarized by the particle
data group [279)].
Similar to nature, Pythia combines a lot of different processes. As such, it has many tunable
parameters with significant influence on the generated distributions. This is reflected espe-
cially in the low momentum transfer processes. One of these parameters is the connection
between low and high momentum processes, which is given by a minimum momentum trans-
fer (prcuron) of 2 GeV /c. The authors of Pythia provide various sets of parameters, so-called
tunes, which are optimized to reproduce different measurements at various energies. The
most commonly used tunes at LHC energies for Pythia 6 are Perugia 0 or 2011, while Tune
4C or Monash 2013 are preferred for Pythia 8. The latter two were optimized to describe
the early LHC measurements as well as lower energy data.
An additional feature of Pythia is the possibility to run it with cuts on the parton momen-
tum (pr hard). This allows to generate samples with larger statistics for higher transverse
momenta without adding particles arbitrarily. Instead, they follow the original compositions
and energy distributions but enhance the processes with the respective transverse momen-
tum of the initial hard collision. Those productions need to be weighted in order to correctly
describe the spectrum and should not be used below a certain threshold in momentum. The
respective weight (w;;) can be calculated according to Equation 4.6, using the number of gen-
erated events N, zen, the number of trials necessary to obtain an event with the respective
PT hard (Vi) and the average cross section for those events according to Pythia (... ).
Oevt.

(4.6)

Wy =
N,

rialS/NevL gen.

The productions are called Jet-Jet productions within ALICE and are produced in several
DT hard-bins varying in width to sample the full particle production spectrum. As the weights
have to be applied on an event-by-event basis, the resulting particle spectra, which are
represented by the weighted sum of all pt harg-bins, can show strong fluctuations depending
on the statistics generated in the different bins. Thus, all events which have a single particle
DT, pars > 1.DPT hard OF a jet with a pr jeo > 3PT hard are rejected. Those events are very rare
and represent most likely a very odd configuration on the generator level.

Phojet

Phojet is a Monte Carlo event generator, which combines the ideas of the Dual Parton Model
(DPM) [280] with perturbative QCD to give an almost complete picture of hadron-hadron,
photon-hadron and photon-photon interactions at high energies [275]. The Dual Parton
Model dominantly describes the soft scattering regime and allows to simultaneously calculate
the elastic (i.e. cross sections) and inelastic processes (i.e. multi-particle production) within
the same event. As such, the model directly relates the free parameters necessary to describe
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Figure 4.3.: Uncorrected pr integrated charged track multiplicity for the minimum bias (left) and EMCal
LO (right) triggered data collected in 2011 compared to distributions obtained from the corresponding
minimum bias and Jet-Jet Monte Carlo simulations. All distributions have been respectively scaled by the
number of accepted events.

the cross sections to the multi-particle production.
As for Pythia, the parton showers are governed by the DGLAP evolution equations [281] and
the hadronization process follows the LUND fragmentation model.

To judge whether a certain simulation can be used to correct the data, various quantities are
compared between the output of the full detector simulation and the data. Many of these, like the
PID performance or the EMCal detector response, are mainly driven by the GEANT3 and Aliroot
implementation of the respective processes or detector material and are generator independent.
Some of them, however, are directly linked to the capability of the generators to reproduced the
basic features of the data. The latter are used to exclude certain generators or tunes, when
deciding from which Monte Carlo sample the correction factors should be derived. One of the
crucial quantities is the pr integrated charged track multiplicity per event, as this quantity is
directly linked to the primary and secondary vertex resolution. This is of particular importance
for the analysis involving photons reconstructed using the conversion method. It can be found in
Figure 4.3 for two different triggers compared to the respective distribution in the reconstructed
simulation data. For the minimum bias trigger, the agreement between data and simulations for
the pure minimum bias generators is reasonable and the remaining difference can be corrected for
by applying event weights to the simulation. The Jet-Jet simulation, on the other hand, shows a
very different multiplicity distribution, as by construction events with higher average multiplicity
are preferred in these simulations. Thus, it should not be used to correct the minimum bias data,
whereas it can be used to correct for instance the EMCal triggered data. For the latter, a similar
bias in multiplicity is introduced through the trigger condition.

Even after adjusting the average multiplicity, none of the available generators with their respective
tunes can describe simultaneously the soft and hard part of the neutral meson or photon spectrum
but all of them can reproduce the spectral shape in a limited transverse momentum range. Conse-
quently, none of them should be preferred over the other and all of the Monte Carlo productions
can be used and the resulting correction factors should be compared.

As the detector conditions can change from run to run within ALICE, for instance due to prob-
lems in the electronics or different pressures in the gaseous detectors, the key parameters of the
detectors to reproduce these features are stored in a central data base. These detector conditions
are afterwards emulated in the simulations by using this data base as input for the full detector
simulation. Such productions are referred to as anchored Monte Carlo productions, taking into
account the statistics in the respective runs in addition. This guarantees the compatibility of data
and simulations even if the statistics of several runs or periods is combined. The generation of
such anchored full detector simulations is computationally expensive, thus all available full de-
tector simulations with the mentioned generators as input were used and their correction factors
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averaged. An overview of the simulations considered for the various data sets, together with their
respective statistics can be found in Table 4.2.

Due to the constantly changing detector conditions a detailed multi variable quality assurance (QA)
on a run-by-run basis has been performed. During which it was checked whether the performance
trends seen in the data for the number of reconstructed conversion photons or calorimeter clusters,
number of primary tracks per event and many others were followed by the same run-by run behav-
ior in the simulated data. If the analysis depended on that detector and the run-by-run dependence
in simulated and reconstructed data was not the same the affected runs were discarded for the
respective analysis. This lead to slightly different set of runs accepted in the different analysis
streams.

The reconstruction efficiency of the neutral pion and eta meson in the two photon decay channel
depends on various parameters. For instance with which detector the photons have been recon-
structed, but also where in that detector the photons are reconstructed and how the energy is
shared among the two daughter photons (a.). Triggering with the EMCal can enhance the prob-
ability to reconstruct mesons with a certain decay kinematics as they are not measured directly but
reconstructed via their decay products. Thus, the trigger conditions have to be simulated as well.
In order to do that a simple algorithm to mimic the triggers based on the reconstructed EMCal
clusters in the fully anchored detector simulations has been implemented. This algorithm tags an
event as triggered if at least one of the reconstructed clusters in the simulated event exceeds the
energy Eipy sim- This threshold energy is randomly chosen from a Gaussian distribution on an
event-by-event basis. The mean of this distribution can be identified with the average minimum
trigger energy in the respective triggered data set and the width with the average spread from
TRU to TRU in the same data set. The two parameters have been optimized to reproduce the
different trigger turn on curves in the data and their exact values for the different triggers can be
found in Table 4.4. This algorithm cannot reproduce a possible remaining ¢ or n dependence of
the triggers, which could be introduced by imperfections in the trigger time alignment. However,
it reproduces the py differential distribution with a sufficient accuracy, as it can be seen in the
right plot of Figure 4.2.

4.1.2. Event and Trigger Selection for p—Pb Collisions at /sy, = 5.02 TeV

The event selection for the p—Pb analysis to a large extent coincides with the minimum bias event
selection for pp collisions at /s = 2.76 TeV. For example, only events triggered by the coincidence
of the VZERO detectors have been taken into account. Furthermore, the interaction rates for the
periods, which are considered in this analysis, were high enough that an in-bunch pile-up rejection
based on the SPD primary vertex separation as well as the hit to tracklet correlation was necessary
as well. The in-bunch pile-up conditions rejected about 0.6% of the collected events and had a
similar efficiency as for pp collisions. To obtain the invariant yield for the mesons and photons the
same event normalization as for pp collisions (Equation 4.2) has been applied. The final numbers
are given in Table 4.2 for the respective periods.

The event sample selected by the above-mentioned criteria mainly consists of non single-diffractive
(NSD) collisions. However, a small fraction of those NSD collisions is lost due to the limited
trigger and primary vertex efficiency. To recover those, the number of collected minimum bias
events is divided by the correction factor 96.4% =+ 3.1% [97,282]. This correction factor has been
obtained from a combination of several Monte Carlo generators to correctly describe not only
the non single-diffractive processes but also the single-diffractive (SD) and electromagnetic (EM)
interactions with their respective efficiencies [282].

In order to obtain the pr-differential correction factors for the neutral meson and photon analyses
two different minimum bias p—Pb event generators were used. The generated events were processed
using GEANT3 and reconstructed with the same software version of AliRoot as the data, anchored
to the two minimum bias periods of the p-Pb data taking campaign (LHC13[b,c]) in statistics and
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detector conditions. The two multipurpose generators utilized for p—Pb collisions are DPMJet

ITI [259] and HIJING [260].

DPMJet III

DPMJet I1I represents the merger of all features of the event generators DPMJet 11 [283,284]
and DTUNUC-2 [285,286] into one single code system. As such it is based to a large extend
on Phojet, which has been described in Section 4.1.1, and the Dual Parton Model [287].
For the modeling of the high-energy nuclear collisions, DPMJet relies on the Gribov-Glauber
multiple scattering formalism as implemented in [288]. This allows to calculate the total,
elastic, quasi-elastic and production cross sections for any high-energy nuclear collisions,
while the parameters entering the hadron-nucleon scattering amplitude are determined using
Phojet.

When simulating inelastic collisions, the afore-mentioned algorithm samples the number of
”wounded” nucleons, the impact parameter and the interaction configuration of the wounded
nucleon, assuming realistic nuclear densities as well as radii for light nuclei and Wood-Saxon
densities otherwise. Phojet on the other hand is used to simulate the subsequent individual
hadron(photon,nucleon)-nucleon interactions. Afterwards, the hadronization of the color
neutral strings follows the LUND fragmentation model as implemented in Pythia 6.

HIJING

This event generator combines perturbative QCD (pQCD) inspired models for multiple jet
production with low pr multistring phenomenology implemented along the lines of the LUND
FRITIOF [289,290] model and the Dual Parton Model [280]. As such it allows to study multi-
particle production in pp, p—A and A—A collisions. Moreover, the model includes descriptions
for multiple minijet production with initial and final state radiation using the Pythia rou-
tines and nuclear shadowing of parton distribution functions. For the simulation of multiple
collisions in p—A and A—A collisions the Glauber model [71] is used. To study the energy
loss in a hot and dense environment a simple jet quenching model has been implemented
for heavy ion collisions, where the strength of the suppression can be tuned to reproduce
the features seen in the data. This parameter is not the only free parameter and, similar to
Pythia, many of the parameters have to be adjusted for every new collision system and en-
ergy. In particular the total charged-particle multiplicity needs to be tuned to the measured
quantity to correctly reproduce the data.

In the p—Pb analysis DPMJet serves as default generator for ALICE for the anchored Monte Carlo
simulations and as such the largest statistics has been generated for this setup. To be able to
crosscheck the obtained correction factors, however, a HIJING production has been generated cor-
responding to about half of the statistics collected in the experiment.

In order to reach higher momenta for the neutral pion and eta meson analysis for the correction
factors in the HIJING production, those particles have been embedded following a flat pr distri-
bution on top of the original minimum bias event. To correctly take into account the resolution
effects of the detectors, those added signals have been weighted in the analysis to match the fully
corrected spectrum. This process has been done iteratively, as the correction factors will change
depending on the initial transverse momentum distribution. Additionally, the pure minimum bias
part of the simulations was weighted to follow the same transverse momentum distribution. The
agreement between the data and the simulations converged within 3-4 iterations. Unfortunately,
the added signals and the underlying minimum bias event cannot be fully separated in the EMCal
related analysis at the moment, due to the granularity of the EMCal and its software implementa-
tion. As such the use of this HIJING simulation for analysis involving the photon reconstruction
within EMCal is limited and it should only be used as a cross check or to ascertain a possible
systematic uncertainty related to the correction factors obtained using DPMJet.

In addition to the already mentioned criteria, a detailed quality assurance on the detector as well
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Figure 4.4.: Left: Pseudorapidity density of charged particles measured in NSD p—Pb collisions at
VSnn = 5.02 TeV, compared to various generators and their respective tunes [282]. Right: Uncorrected
pr integrated charged track multiplicity for the minimum bias triggered data at the same collision energy
compared to distributions obtained from the corresponding minimum bias simulations. All distributions
have been respectively scaled by the number of accepted events.

as run level has been performed, similar to the one described for pp collisions. The runs for which
a mismatch in the behavior between real and simulated data was observed were excluded from the
analysis. The same run list was used by all p—Pb analyses presented in this thesis.

While the average charged-particle multiplicity is well reproduced by the DPMJet and HIJING as
seen in Figure 4.4(left), the uncorrected py integrated charged track multiplicity per event (Fig-
ure 4.4(right)) cannot be reproduced within a sufficient accuracy. Consequently, these have been
reweighted on an event-by-event basis in the simulations to remove possible biases on the photon
reconstruction efficiencies.
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4.2. Photon Reconstruction using the Photon Conversion
Method (PCM)

pp, Vs = 2.76 TeV p—Pb, /snn = 5.02 TeV

Track selection

Track quality selection pp > 0.05 GeV/c
NTPC Cluster/Nreconstructible clusters ~> 0.6

Inl < 0.9
Electron selection
PCM: —4 < noe <5
PCM-EMC: —4 < noe<H
Pion rejection
PCM: nor < 1for 0.4 <p<35GeV/e, nor <1forp>04GeV/c
noy < 0.5 for p > 3.5 GeV/c
PCM-EMC: no, < 1 for p>0.4 GeV/c

Photon selection criteria

Conversion point |myol < 0.9
5cm < R,y < 180 cm
| Z conv| < 240 cm
0< |§Oconv| <27
cos(Opoint) > 0.85

Photon quality ’wpair’ < wpair, max — ngedv

chd, max

with wpair, max = 0.1 and X?ed, max 30

Armenteros-Podolanski  ¢1 < ¢T,max \/@ )

with ¢7 max = 0.05 GeV/c and amax = 0.95

Table 4.5.: Criteria for photon candidate selection for PCM. If different cuts are applied for the two
different collision systems, they are mentioned in both columns. Otherwise, they are only displayed in the
column for pp collisions at /s = 2.76 TeV. If the selection criteria in the meson or photon analysis were
chosen differently for different analysis streams (PCM, PCM-EMC), it is mentioned explicitly in different
TOWS.

Many photons convert within the active and inactive detector material of ALICE. If they converted
before having passed more than half of the the TPC (R..,, < 180 cm), they can be reconstructed
using a secondary vertex finder. Within ALICE two of these algorithms have been implemented,
as described in Section 3.2.4. While both can be used for the photon reconstruction, the on-the-
fly VO-finder is better suited as it provides a larger efficiency for the photons in particular at
low transverse momentum. Regardless of the employed V°-finder, in the current reconstruction
algorithm no assumption on the mass of the daughter particles is made when reconstruction a
V0. Therefore, no additional geometrical considerations can be applied either. For the analyses
presented in this thesis, however, the precision of the reconstructed photon conversion point has
been improved by recalculating the position of the secondary vertex under the assumption that the
momenta of the decay products are parallel at the point of their creation. This assumption is only
valid when attempting to reconstruct photons, as they have no mass. The recalculation procedure
is explained in detail in [291,292] and the resulting spatial resolution in all spatial dimensions can
be found in [293].

For the reconstruction of photons with this technique, only tracks from secondary vertices without
kinks with a minimum momentum of 0.05 GeV/c were taken into account. Additionally, these
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Figure 4.5.: dE/dz distribution in the TPC as a function of momentum for all secondary tracks, normalized
to the number of events, after the basic track and Vselection cuts (left), after the particle identification
cuts (middle) and after all photon selection criteria have been applied in addition (right) for pp collisions
at \/syn = 2.76 TeV. The PID and photon selection criteria correspond to the once chosen for the direct
photon and meson analysis based on PCM in combination with the photons reconstructed in EMCal.

tracks had to be reconstructed within the fiducial acceptance of the TPC and ITS and with at
least 60% of the reconstructible track points in the TPC. The amount of reconstructible clusters
in the TPC varies depending on the position of the conversion point. Thus, no rejection based
on a fixed minimum for the number of clusters within the TPC has been applied. On average,
more than 100 track points have been associated to each of the legs of the photon, leading to an
excellent spatial and kinematics resolution for the electrons. Consequently, the photon momentum
resolution is better than 1.5% at low pr, which is driven by the precise determination of the track
momenta within the TPC.

In order to further select photons among the remaining V9’s, the associated energy loss measured in
the TPC for each track was required to be within —4(—3) < no. < 5 of the electron expectation,
where nox = (dE/dx — (dE/dzx))/ox with (dE/dxx) and ox the average energy loss and
resolution for particle X, respectively. The contamination from charged pions was suppressed
by excluding all track candidates within a certain no, of the pion expectation. These cuts differ
slightly for different analysis streams involving photons reconstructed with PCM as they have been
optimized either with respect to efficiency or purity of the resulting photon sample. The detailed
selection criteria for the different analysis streams in pp and p—Pb collisions for the pion rejection
can be found in Table 4.5. Comparing the left and middle plot of Figure 4.5 shows the effects of the
applied PID selection criteria on the secondary track sample for the TPC dE/dx. The enhancement
of the electrons is clearly visible. The remaining contamination could be partially removed by using
the PID capabilities of other detectors like the ITS, TOF or TRD in their applicable kinematic
regions. For the analysis presented in this thesis, however, no other PID method has been chosen
as it would significantly reduce the reconstruction efficiency of the photons. Leaving the photon
sample with a purity of approximately 80% after the secondary track and PID selection has been
applied.

To remove combinatorial background from primary electron candidate pairs or Dalitz decays of the
70 and 7, only conversions, which were pointing to the primary vertex and could be reconstructed
with a conversion point with 5 < R.,,, < 180 cm within the acceptance of the ITS and TPC were
considered (|n| < 0.9). The photon 7 is calculated based on the angle between the beam axis
and the momentum vector of the particle in the ZR plane without requiring this vector to point
to the nominal center of the detector (X,Y,Z) = (0,0,0). To remove photons which would be
displaced in Z but comply with the 1 cut mentioned in Table 4.5, a geometrical i cut is defined
with respect to the center of the detector in addition. Accordingly, for every V° candidate the
following condition has to be satisfied:

Rconv > ’Zconv‘ X ZRSlope - ZO’ (47)
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where Z Rgp. = tan (2 x arctan(exp(—7new))), Zo = 7 cm and the coordinates of the secondary
vertices (i.e. Reonvy Zeonv) are determined with respect to the nominal center of the detector. For
these calculations the spread of the primary vertex position is taken into account through Zy only
and no additional smearing is applied.

Compared to previous PCM standalone measurements [173], the photon candidate selection criteria
were optimized in order to suppress the combinatorial background even further. In particular, a
two dimensional selection on the reduced x? of the photon conversion fit and the angle between
the plane defined by the conversion pair and the magnetic field (|¢/pair|) was introduced to reduce
random eTe~ pairs. Those two variables (X?ed & Ypair) span a plane in which the background
and the signal can be easily distinguished. While the combinatorial background is distributed
randomly in the whole plane, the signal is concentrated at x?/ndf & |¥pair| close to 0. Those
distributions can be seen in Figure 4.6 for the Monte Carlo background on the left and the true
photons on the right for Pythia 8 simulations for pp collisions at /s = 2.76 TeV. In order to
remove most of the combinatorial background, while still keeping most of the signal, a triangular
cut is applied. To avoid errors in the efficiency calculation due to these cuts, it has been verified
that the distributions can be reproduced by Monte Carlo simulations. The comparison between
data and Monte Carlo for both variables can be seen in Figure 4.7. The distributions are peaked
at zero and can be reproduced by the Monte Carlo simulation within reasonable uncertainties.
However, they are not matched in the tails, which probably stems from the underestimation of the
secondaries in Pythia compared to the data and the out-of-bunch pile-up contribution of photons
in the data, which should show up predominantly at large x?ed.

The remaining Kg, A and A can be removed from the sample using an elliptical cut in the
Armenteros-Podolanski variables [294]: g1 = p X sin Oother-daughter a0 @ = (pz -p)/ (pJLr +p;)-
In the Armenteros-Podolanski plot, the projection of the momentum of the daughter particle with
respect to the mother particle in the transverse direction (gr) versus the longitudinal momentum
asymmetry («) is shown. The photon daughter particles, due to the negligible mass of the photon,
will follow the direction of the mother in the laboratory frame. Thus, the g of the real photons is
close to zero. Heavier mother particles, however, will have larger gr which is correlated with their
larger opening angle and mass. The symmetry around a = 0 depends on the mass difference of
the decay products, as such the « distributions of v and K(S) decays are symmetric, while the once
for the A and A are asymmetric.

Figure 4.8(left) shows the Armenteros-Podolanski-Plot for all V® candidates after the basic track
cuts. Four different distributions are clearly visible: the symmetric distributions of the photons
with a g close to 0 GeV/c and the Kg’s with a g ranging from 0.1 — 0.23 GeV /c. Moreover, the
asymmetric distributions representing the A and A can be identified around o = £0.7. The right
plot of Figure 4.8 shows the distribution after all photon selection criteria have been applied. The
elliptical sharp line with the maxima at ¢gr = 0.05 GeV/c and |a] = 0.95 is caused by the two
dimensional g7 cut itself. It can be seen, that only very few A and A survive our cuts below this
sharp ¢t cut, leading to a high purity photon sample. The high purity of the the photon sample is
also reflected in the dE/dx distribution of the electrons after all cuts, as seen in Figure 4.5(right).
By applying the tight photon selection criteria, the otherwise visible 7w, K, p contamination is
removed and the photon sample reaches a purity of at least 98%.
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Figure 4.6.: Distribution of the x2 ; versus ¢p,i, for the combinatorial background (left) and true photons
(right) with all cuts applied (except the respective cuts shown) summed over all momenta. The distributions
correspond to simulated data using Pythia 8 as generator for pp collisions at /s = 2.76 TeV anchored to
the data taken in 2011 at the same energy.
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Figure 4.7.: Comparison of the distribution of the x2, (right) and t¢pa; (left) of the photon candidates
for pp collisions at /s = 2.76 TeV and the corresponding Pythia 8 Monte Carlo simulation.
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4.3. Photon Reconstruction using EMCal

ppP; Vs = 2.76 TeV p—Pb, \/syn = 5.02 TeV
Cluster reconstruction
Minimum cell energy E.q1 > 0.1 GeV
Minimum leading cell energy  FEgeeq > 0.5 GeV
Cluster energy correction CCMF CCRF
Cluster selection
Selection in 7 In| < 0.67
Selection in ¢ 1.40rad < ¢ < 3.15rad
Minimum cluster energy Eus > 0.7 GeV
Minimum number of cells Neolls = 2
Cluster-shape parameter
PCM-EMC 0.1 < o, <05
EMC 0.1 < o, <0.7 0.1< o, <05
EMC' ~qir 0.1 < o, < 0.32
mEMC Tiong > 0-27
Cluster time |teius| < 50 ns (2011) [telus| < 50 ns
—35 ns < teus < 30 ns (2013)
Cluster—track matching |An| < 0.010 + (pr 4 4.07) 27

|Ap| < 0.015 + (pr + 3.65) >

Table 4.6.: Criteria for photon candidate selection for the EMCal-based methods. If different cuts are
applied for the two different collision systems, they are mentioned in both columns. Otherwise, they are
only displayed in the column for pp collisions at /s = 2.76 TeV. If the selection criteria in the meson
or photon analysis were chosen differently for different analysis streams (PCM-EMC, EMC, mEMC), it is
mentioned explicitly in different rows.

Clusters in the EMCal were reconstructed by aggregating cells with E.e; > 0.1 GeV to a leading
cell energy with at least Fgeeq > 0.5 GeV, and were required to have only one local maximum. A
new cluster is started if during the aggregation the energy of a neighboring cell is larger than that
of the already aggregated cell. Within one event, the clustering algorithm always starts with the
highest cell energy and afterwards continues with the next highest which has not been used in a
cluster yet.

The transfer function from ADC counts for a certain cell to the exact energy in GeV in this cell
is obtained from a cell-by-cell 7° mass calibration combined with the general knowledge of the
response of the electronics. For this cell-by-cell calibration clusters with cell A as leading cell are
paired with all other clusters in the same event. From the resulting invariant mass distribution,
the neutral pion mass peak position was extracted and the transfer function for tower A has been
calculated to fix the reconstructed 7° mass to its nominal mass of 0.134976 GeV/c?. In this
procedure only pairs with a minimum momentum of 2 GeV/c¢ were taken into account and the
algorithm was repeated for every channel of the EMCal. While this procedure allows for an average
absolute calibration of the detector, it cannot provide an energy depended correction factor. The
latter is obtained by adjusting the full GEANT3 simulations to match the data in their response,
which is further described in Section 4.3.1.

Calorimeter clusters can be identified with the response of the calorimeter to one or more particles
hitting the same area in the calorimeter. In pp collisions a cluster contains on average energy from
only 1 particle, while for Pb—Pb at least 2 particles contribute energy to the cluster on average.
The probability for those clusters to originate from photons was enhanced by requiring a cluster
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Figure 4.9.: By combining photons from EMCal and PCM, the shown invariant mass histograms are
obtained on true Monte Carlo (DPMJET) level. The left and right plots show the invariant masses of the
two photons for different transverse momentum ranges: 1.6< pr., <1.8 GeV/cand 4.0< pr 4, <5.0 GeV/c.
The black distributions represent invariant masses of true meson candidates (7° and 7, decaying into )
where one photon is measured with EMCal while the other photon converts and is being reconstructed with
PCM. Both photons stem from the same mother particle. The red distribution shows the invariant mass
spectrum for combinations of one PCM photon with an EMCal photon candidate, which could be matched
using the track matching procedure to one of electron legs of the PCM photon.

energy of 0.7 GeV to ensure acceptable timing and energy resolution and to remove contamination
from minimum-ionizing (§ 300 MeV) and low-energy hadrons. Furthermore, a cluster had to
contain at least two cells to ensure a minimum cluster size and to remove single cell electronic
noise fluctuations. Clusters, which could be matched to a track propagated to the average shower
depth in the EMCal (at 440 cm) within certain |An| and |A¢p| criteria that depend on track pr
as given in Table 4.6, were rejected to further reduce contamination by charged particles. The
track-to-cluster matching efficiency amounts to about 97% for primary charged hadrons at cluster
energies of E.us > 0.7 GeV, decreasing slowly to 92% for clusters of 50 GeV. The removal of
matched tracks is particularly important for the PCM-EMC method, as otherwise a severe auto-
correlation between the clusters originating from one of the conversion electrons and the conversion
photon would be introduced. Figure 4.9 shows the two photon invariant mass distribution obtained
from DPMJet simulations for different transverse momentum slices in the mother momentum. The
black distribution reflects the invariant mass distribution of real photons originating from a meson
candidate (7° or 7) and as such it excludes the combinatorial background from random photon
pairs. For all candidates, one of the photons is reconstructed using PCM and one is reconstructed in
the EMCal. The auto-correlated pairs strongly distort the shape of the invariant mass distribution
between the 7° and 7 mass peak region. The red distribution in the same plot reflects the meson
candidates, where one photon was reconstructed with PCM and the EMCal photon candidate could
be matched using the track matching procedure to one of electron legs of that same PCM photon.
That means that the PCM photon is being combined with an EMCal cluster which originated
from one of the conversion electron, but was assumed to stem from the primary vertex. The
importance of this auto-correlation rises with increasing transverse momentum. Thus, in order
to obtain clean invariant mass spectra for the combination of photons reconstructed in PCM and
EMCal, the cluster — VO-track matching procedure is mandatory and implies to be an important
step, especially for higher momenta. The standard track matching applied to each conversion leg
allowed for the removal of these auto-correlation pairs with an efficiency of more than 99% since
the corresponding track was already found.

An additional distinction between clusters from mainly photons, electrons and neutrons is based
on their shower shape. The shower shape can be characterized by the larger eigenvalue squared of
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the cluster’s energy decomposition in the EMCal n—¢ plane. It is expressed as

aﬁmg =0.5 <03990 + 0727,7 + \/(U?w —02,)? + 40;‘;77) (4.8)

where 02, = (z2) — (z) (2) and (z) = wtlot > wjz; are weighted over all cells associated with the
cluster in the ¢ or n direction. The weights w; logarithmically depend on the ratio of the energy
of a given cell to the cluster energy, as w; = max (0,4.5 + log E;/E), and wier = Y w; [295].
Nuclear interactions, in particular from neutrons, can create an abnormal signal when hitting
the corresponding avalanche photodiodes for the readout of the scintillation light. This signal is
localized in one high-energy cell. However, within one read-out card of the EMCal cross-talk can
lead to a small signal in the surrounding cells as well. During the clustering algorithm these cells
might then be paired and a cluster with more than 95% of the energy contained in 1 cell can be
created. By requiring 0120ng > 0.1, most of these abnormal clusters can be removed from the sample
and with them a large fraction of the contamination from neutrons.

The energy response of electro-magnetic calorimeters to electrons and photons tends to be very
similar. Thus, the only distinguishing point among them, if no track could be matched to the
cluster, is their elongation, as most of the low-p electrons will hit the EMCal surface at an angle
due to the bending in the magnetic field. The electro-magnetic shower of pure photons, on the
other hand, does not follow a preferred direction and as such the clusters will appear round and
most of them will be reconstructed with aﬁmg ~ 0.25. Only late conversions can lead to showers

which are elongated beyond this value. Thus, rejecting clusters with aﬁmg > 0.7 (0.5) for EMC
(PCM-EMC) rejects the contamination from late conversion electrons significantly for pp collisions
at /s = 2.76 TeV. For p—Pb collisions, the shower shape cut was tightened for the mesons analysis
purely based on EMCal to only accept clusters with 0120ng < 0.5 in order to suppress clusters
originating from multiple particles in addition. At very high transverse momenta (> 10 GeV/c),
it also rejects part of the contamination from neutral pions for which both photons have been
reconstructed within a single cluster. For the direct photon analysis with the EMC reconstruction
technique the leong was restricted even more to Jfong < 0.32 in order to increase the purity at lower
momenta.

This elongation of the clusters is exploited in the merged cluster analysis, for which only cluster
with a Ulzong > 0.27 are accepted to enhance the probability of having both photons contributing
to the same cluster. The merged cluster analysis is, however, only applicable for cluster momenta
beyond E. = 12 — 15 GeV. Those candidate clusters for the mEMC analysis are referred to as
neutral pion candidates and not photon candidates, like for the other analysis streams.
Contributions of clusters from different bunch crossings were suppressed by a suitable selection of
clusters within a certain time window around the main bunch crossing. The selected time window
depends on the time between bunch crossings and is thus dependent on the data taking period.
Finally, some regions of the EMCal were rejected in the analysis to exclude faulty cells from the
analysis. A summary of the selection criteria for EMCal photon and neutral pion candidates can
be found in Table 4.6.

As an example, the resulting cluster distribution in  — ¢ is shown in Figure 4.10 for real and
simulated data in p—Pb collisions at /sxyx = 5.02 TeV. The distributions are individually scaled
to the number of events as well as the average cluster density per cell. As such the distributions
can be compared between real and simulated data to validate that both the detector acceptance as
well as the local occupancy are well reproduced by the anchored simulations. The n — ¢ map also
shows that the photon reconstruction efficiency in different ¢ slices can be very different due to
the material in front of the detector. For instance for the data taking in 2011 only 4 EMCal super
modules, located at ¢ > 2.45, had the TRD installed in front of them. While by 2013 an additional
two super modules (2.1 < ¢ < 2.4) were covered by TRD super modules. The material added
by the installation of the TRD reduces the probability to reconstruct low momentum photons, as
approximately half of them will convert within the TRD material and the resulting electrons might
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Figure 4.10.: n-¢ distributions of EMCal clusters for data collected in p—Pb collisions at \/syn = 5.02 TeV
(left) and the corresponding DPMJet simulations (right). The distributions are normalized per event and
divided by the average cluster density per cell.

not be reconstructible with the chosen analysis cuts. Consequently, the average cluster density per
cell is lower in the region of the EMCal, where TRD modules had been installed in the respective
data taking period. Furthermore, it can be seen that the cluster densities increase for higher |7|,
which is well reproduced by the simulations and coincides with the 1 dependence of the conversion
photons in the material up to the outer radius of the TPC.

4.3.1. EMCal Cluster Energy Correction

Instead of using a classical non-linearity correction based on test-beam data, in this analyses an
energy calibration based on the measured 7° peak position in the PCM-EMC analysis channel has
been chosen. This technique exploits the good momentum resolution of the PCM photon to derive
an improved correction for the relative energy scale, while at the same point correcting for the
residual misalignment of the EMCal in the data, which was not included in the simulation.

If only the calibration obtained from the 2010 test beam data would have been used, as for [296],
a reasonably good calibration of the energy response of the detector would have been achieved.
However, further fine tuning would have been necessary due to slightly modified readout and
running conditions of the detector in the analyzed data taking periods compared to the test
beam data. Hence, instead of applying two corrections in a row, an independent calibration
was developed in the course of this thesis that includes the overall calibration as well as the non-
linearity correction, based on the aforementioned comparison of the 70 peak position in data and
Monte Carlo simulations.

The invariant masses of the neutral pion and 7 meson can be calculated from the energy of their
decay photons (E,, ,,) and their respective opening angle (612) in the laboratory frame via

My = \J2E,, B, (1~ cosbra). (4.9)
The 7% and 7 mesons are reconstructed as excess yield, visible at their respective rest mass,
0.135 GeV/c? for the 7 and 0.548 GeV/c? for the n meson. Due to miscalibrations in terms of
energy or position of the involved detectors those peaks can, however, be displaced in invariant
mass.

To illustrate the initial mismatch between the simulated and real data for EMCal after the chan-
nel by channel equilibration the neutral pion mass position reconstructed with the PCM-EMC
reconstruction is show in Figure 4.11. The 7" mass obtained from different fit functions is plotted
for the different transverse momentum intervals for p—Pb data and the respective Monte Carlo
simulation using DPMJet as event generator. Furthermore, the corresponding ratios of the mass
positions in data and Monte Carlo are shown in the same figure. The mismatch is of the order of
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Figure 4.11.: Left: Reconstructed 7° masses for data, Monte Carlo and validated reconstructed neutral
pions in the simulation for p—Pb collisions at /syy = 5.02 TeV. The meson peaks were fitted using an
Gaussian convoluted with an exponential tail on the left side (black, red) or a pure Gaussian distribution
(gray, green). Right: Mass ratios for the various fitting options.

1.5%, which corresponds to a 1 — 2 MeV displacement of the neutral pion peak. It increases with
increasing momentum. A similar behavior was observed for pp collisions at /s = 2.76 TeV and
for the neutral meson reconstruction involving only photons reconstructed with the EMCal. For
the latter the mismatch is however approximately twice as large as it affects both photons.

To obtain the correction function from the PCM-EMC method, the 7° mass position is obtained in
slices of the EMCal cluster energy for data and simulation and its ratio parametrized afterwards.
The latter can either be done by directly fitting the ratio of the peak positions in simulated and
real data or by fitting the mass positions in data and simulation independently and calculating the
ratio thereafter. If the ratio was fitted directly, the correction procedure is referred to as Conv-Calo
ratio fit (CCRF), while the correction using directly the mass positions is called Conv-Calo mass
fit (CCMF). Prior to the fitting of the peak positions the combinatorial 7y below the neutral pion
peak was subtracted using mixed event background subtraction binned in the same energy. This
was necessary to take out biases on the peak position arising from slightly different slopes of the
background in real and simulated data. Details on the event mixing procedure can be found in
Section 5.1.1.

The mass position versus energy was fitted either with a power-law like function (m;) or with an
exponential (mg) function.

mi(Ea) = po+pEY (4.10)
ma(Eq) = po—exp(—pi1Ea + p2) (4.11)

For the fit of the ratio of the mass positions in simulated and real data an exponential function
(fo) was used as functional form. Alternatively, the ratio of the functions my; 2} pata and mp g, pc
was calculated, where the functional form (mj; o)) was chosen such, that it reproduces the data as
closely as possible in the different data sets.

CCRF: fo(Ea) = po+exp(p1+p2Ea) (4.12)
ata EPQ
COMP: fi(Eq) = MuData _ PO D1l (4.13)

miymc P+ paEY

— exp (—p1E
h(Ey) = M2, Data _ Po — €Xp (=p1Ea + pa) (4.14)
moyc  P3 — exp (—paFa + ps)

The obtained correction factor is afterwards applied to the energy of the simulated clusters without
modifying the energy of the clusters in the real data. As the relation between the photon energy
and the invariant mass is not linear, this procedure has to be repeated until it converges. This is
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Figure 4.12.: Top: Normalized reconstructed mass positions for the PCM-EMC (left) and EMC (right)
reconstruction methods versus the cluster energy (Eciuster) used to obtain the Monte Carlo fine tuning
functions in the first iteration for the p—Pb data and the respective DPMJet simulation. The black and
red points display the real and simulated data, respectively. The black/red lines show the fits according
to Equation 4.10 & 4.11 to the mass positions for data and simulation, from which the CCMF and CMF
are derived, respectively. Bottom: Ratio of the mass positions in simulation and data together with the

exponential fit (red) to the ratio and the resulting correction functions from the ratio of the mass fits (green
& blue).

normally reached after 1-2 iterations and the accuracy of the calibration thereafter is only limited
by the conversion photon momentum resolution. If the statistics in the simulation in particular at
high transverse momenta is insufficient the correction using CCMF is more reliable, while otherwise
the direct ratio fitting is preferred due to the reduced number of parameters. As such the default
correction of the Monte Carlo energies for p—Pb collisions was chosen to be the CCRF, while for
pp collisions at /s = 2.76 TeV the CCMF was selected as standard correction method.

Due to the finite energy resolution, the exact functional form of the correction in addition depends
on the spectral shape of the respective input spectrum of the neutral pion. Thus, it has to be
determined independently for simulations using different event generators.

Alternatively, the correction functions can be obtained using symmetric decays of the neutral
pion solely reconstructed with the EMCal. This approach can be referred to as Symmetric Decay
Method (SDM) and exploits that for small asymmetries

|pv1 - pw2|
6 = —"=<0.1 4.15
= T (4.15)

the relation between the invariant mass and the single photon energy reduces to Mgo = 2E§(1 —
cos 1 2), leaving the cluster energy as reference parameter again. Consequently, the same proce-
dures can be applied as for the PCM-EMC calibration. The obtained corrections functions can
be referred to as Calo ratio fit (CRF) and Calo mass fit (CMF), fitting either the ratio of the
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Figure 4.13.: Reconstructed 7° masses for data, Monte Carlo and validated reconstructed neutral pions
in the simulation for p—Pb collisions at /sxny = 5.02 TeV using the PCM-EMC (top left) or EMC (bottom
left) reconstruction methods after the CCRF has been applied. The meson peaks were fitted using an
Gaussian convoluted with an exponential tail on the left side (black, red) or a pure Gaussian distribution
(gray, green). Additionally, the ratios of these mass positions between data and simulation are shown on
the right for the different fit options and reconstruction methods.

mass positions or their energy dependence directly. Due to the onset of cluster merging at high
transverse momenta (pp o > 6 GeV/c) and the reduced signal-to-noise ratio at low momenta, the
SDM correction procedures are only constrained in a limited energy regime. Therefore, they only
serve as alternates to understand the systematic uncertainty which needs to be associated to the
Monte-Carlo fine tuning correction.
In Figure 4.12 the starting point of the four different correction methods is shown for p—Pb colli-
sions at /sxy = 5.02 TeV and the corresponding Monte Carlo simulation with DPMJet as event
generator. In the upper plots of this figure, the average neutral pion mass position versus cluster
energy is displayed for those pions which could be reconstructed in the PCM-EMC (left) and the
EMC analysis streams (right). To illustrate the absolute miscalibration of the EMCal, these mass
positions are normalized to the rest mass of the neutral pion. The disadvantage of the SDM correc-
tion procedure is clearly visible. Even though all available triggers were used for this method, the
correction functions could not be constrained beyond E. = 6 GeV. The PCM-EMC corrections on
the other hand could be validated up to cluster energies of 25 GeV in the data. For the PCM-EMC
method, the most stringent limit on the precision is represented by the available statistics in the
simulation. The ratio of the mass positions in simulation and data for the different methods is
shown in the lower part of Figure 4.12 together with the respective correction functions. While the
correction functions show a similar behavior in the regions where they are constrained by the data,
their extrapolation to lower and higher cluster energies can lead to very different final correction
factors. The latter is partially compensated for by the subsequent iterations as described in the
previous paragraphs.
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Figure 4.14.: Summary of the obtained Monte Carlo fine tuning correction functions for the simulation
using DPMJet (left) and (HIJING) as event generators versus the cluster energy measured in the EMCal.
The different corrections functions introduced in this thesis are compared to the one obtained from the test
beam and its corresponding simulation shown in orange.

To obtain a more complete picture of the EMCal detector performance, all four final correction
functions have been validated using the neutral pions and eta mesons reconstructed with either the
PCM-EMC and EMC analysis methods. In Figure 4.13, part of this validation can be found for the
p—Pb data set and the corresponding DPMJET simulation using the CCRF correction functions.
As it can be seen in the lower plots of that figure, the agreement of the mass positions in data
and simulation after the CCRF correction has been applied is better than 0.1%, if both photons
have been reconstructed in the EMCal. If one of the photons has been reconstructed using the
conversion method, on the other hand, the agreement is slightly worse, as it can be seen in the
upper part of the same figure. This is due to a small mismatch in the conversion photon resolution
between simulated and real data for that particular data set. By validating all correction functions
with both analysis streams for the neutral meson reconstruction, the risk of introducing biases due
to mismatches in the tracking resolution is significantly reduced, while still allowing to use the full
energy range for the calibration.

The full set of correction factors for the p—Pb data set can be found in Figure 4.14 for the DPMJet
(left) and HIJING (right) Monte Carlo simulation. They are compared to the correction function
obtained from the test beam campaign in 2010 and its corresponding simulation shown in orange.
The correction functions mainly differ in their total magnitude at high cluster energies, while their
low energy values are rather well defined, but different from the test beam correction. For DPMJet
as well as for pp collisions at /s = 2.76 TeV, the correction functions derived from the PCM-EMC
method have proven to be more reliable. Consequently, they have been chosen as default Monte
Carlo fine tuning functions, while the remaining functions were used to determine the systematic
uncertainties.

Comparing these correction factors between HIJING and DPMJet shows the influence of the
reduced statistics in the simulation as well as the effect of the different transverse momentum
distribution of the original neutral pion spectrum.
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5. Neutral Meson Analysis

This chapter is dedicated to the neutral meson analyses in pp collisions at /s = 2.76 TeV and
p—Pb collisions at /syy = 5.02 TeV.

The new measurement of the 7° production cross section in pp collisions at /s = 2.76 TeV is the
result of five analyses using data from various ALICE detector systems and different identification
techniques. As explained in the previous chapters, decay photons are either measured directly in
the EMCal, the PHOS or via the photon conversion method. The 7° is reconstructed statistically
using the invariant mass technique. At high pr, where the decay photons are too close together to
be resolved individually, the 7° can still be measured via the characteristic shape of their energy
deposition in the EMCal. Within an earlier publication [173], based partially on the results from
my master thesis [293], only the PCM and PHOS were employed to reconstruct photons and hence
neutral pions. During the course of this thesis the analysis using the conversion technique has been
refined. Additionally, three analyses involving either photons or pions reconstructed within the
EMCal have been developed. These statistically independent analyses where (i) both photons are
individually resolved in the EMCal (EMC), (i) one photon is identified in the EMCal and one is
reconstructed via its conversion to eTe™ (PCM-EMC), and (%) the photon pair’s energy is merged
in the EMCal (mEMC) were combined with the already existing two analysis using (iv) PHOS
and (v) PCM. The photon reconstruction technique for the PCM and EMC has been explained
with the respective selection criteria in Section 4.2 and Section 4.3. The PHOS spectra have been
obtained independently and are discussed in [173]. For the EMCal related analyses a total of six
different triggers has been exploited, as explained in Section 4.1. This allows an extension of the
neutral pion measurement from 12 GeV/c to 40 GeV/c, representing the highest momentum for
an identified particle measurement so far. The 1 meson cross section was previously only available
from the PCM standalone measurement with significant statistical errors. Within this thesis those
results were refined and the inclusion of the EMC and PCM-EMC methods allows to present the
first measurement in the range from 0.6 to 20 GeV/c for the  meson production cross section for
pp collisions at /s = 2.76 TeV. Furthermore, the /7" ratio has been measured in the same pr
range. The discussed results have been recently published in [297].

In order to obtain the neutral meson spectra and nuclear modification factors in p—Pb collisions
at /sy = 5.02 TeV, six different invariant mass techniques were used, namely the PCM, EMC,
PCM-EMC, PCM-PHOS, PHOS and PCM-Dalitz technique (PCM-Dal). For the latter, the second
decay channel of the neutral pion is explored, the 7° — ~yeTe™ or Dalitz decay, and the real
photon is reconstructed using the conversion method. The respective analysis is explained in detail
in [298]. During this thesis, mainly the PCM-EMC measurement for p—Pb collisions was carried
out. However, significant contributions were made to the PCM [299] and EMC [300] measurements
as well. As such, they will be discussed where appropriate. The PHOS analysis was carried out
following the prescription given in [173,301] and more details can be found in [302]. For the PCM-
PHOS analysis the same strategy as for the PCM-EMC method has been pursued, except that the
calorimeter photons have been measured with the PHOS. This analysis also included the same
calibration procedure for the PHOSas outlined in this thesis for the EMCal. It is explained in
detail in [303]. The neutral pion measurement reaches from 0.3 GeV/c to 20 GeV /¢, while the 7
meson spectrum and nuclear modification factor reach from 0.4 GeV/c to 20 GeV/c, same as the
n/7° ratio. Due to the smaller acceptance for PHOS and smaller branching ratio for PCM-Dal,
these analyses have not been pursued to extract the 1 meson spectrum.

The first section summarizes the analysis techniques used to obtain the neutral pion and eta
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meson spectra in general, including the full correction procedure. Afterwards, the 7° and 1 meson
invariant cross sections for pp collisions at /s = 2.76 TeV are presented along with the procedure
how to obtain them from the individual measurements. In addition, the systematic uncertainties of
the individual measurements together with the cross correlations among the different measurement
techniques are discussed. The obtained spectra will then be compared to the respective next-
to-leading order pQCD and Pythia 8.2 calculations. In the last section, the combined 7% and
7 transverse momentum spectra as well as the respective nuclear modification factors will be
presented for p-Pb collisions at /sxy = 5.02 TeV. Similarly as for the pp results, a detailed
discussion of the systematic uncertainties and the combination procedure is contained in that
section. Additionally, the interpolation technique to arrive at the pp reference at /s = 5 TeV
will be discussed together with its uncertainty estimate. The chapter is concluded by a discussion
of the impact of p—Pb measurements for the various theoretical models as well as our general
understanding of p—Pb collisions.

5.1. Neutral Meson Reconstruction

Neutral mesons decaying into two photons fulfill

My = /2B, B,y (1 — cosbra), (5.1)

where M., is the reconstructed mass of the meson, E,, and E,, are the measured energies of
two photons, and 612 is the opening angle between the photons measured in the laboratory frame,
as already described in Section 4.3.1. The photon candidates are then measured either by a
calorimeter or by PCM. Neutral meson candidates are obtained by correlating photon candidates
measured either by EMC, PHOS or PCM exclusively, or by a combination of them (PCM-EMC).
Alternatively, virtual photons (v*) originating from the Dalitz decay of the neutral meson have
been reconstructed based on primary electron positron pairs and then paired with a PCM pho-
ton. With increasing transverse momentum the typical opening angle between the two photons
decreases due to the larger Lorentz boost. For the neutral mesons with p; above 5-6 GeV/c, the
decay photons become close enough so that their electromagnetic showers overlap in neighboring
calorimeter cells of the EMCal. Due to the smaller cell sizes of PHOS this is only happening above
25 GeV/c for the 7 meson reconstructed with PHOS. For transverse momenta above 15 GeV/c,
the EMCal clustering algorithm can no longer efficiently distinguish the individual showers and 7°
mesons can only be measured by inspecting the shower shape of single clusters in the EMCal. This
technique will be further referred to as “merged” cluster (mEMC) reconstruction and explained in
Section 5.1.2.

To be able to directly compare the reconstruction performances of the various measurement tech-
niques and triggers, the invariant differential neutral meson cross sections or yields were expressed
as

a3 N, 1
o Do 52)
dp pr Apr KTrig € Liys
&N 11 &N N 1 (5:3)
dp? 27 pr dydpr  prApreTrig New. '
with the inverse of the normalized efficiency
1 1 P 1
(5.4)

¢ 2r AAY e BR

and integrated luminosity (see Equation 4.5) for pp and p—Pb respectively. The measured cross
sections or yields were obtained by correcting the reconstructed meson yield Nye. for reconstruction
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ppP; /s = 2.76 TeV p—Pb, /snn = 5.02 TeV

Invariant Mass
Meson Selection Criteria

rapidity ly| < 0.8
minimum opening angle
PCM 6 > 5 mrad
PCM-EMC 6 > 5 mrad
EMC 0 > 20.2 mrad 0 > 17 mrad,
no common edge of leading cells
mEMC -
energy asymmetry 0<ay, <1

Single Cluster
Meson Selection Criteria

rapidity lyl < 0.8

Table 5.1.: Neutral meson selection criteria for the PCM, PCM-EMC, EMC and mEMC meson recon-
struction techniques.

efficiency erec, purity P and acceptance A, efficiency bias ryig, integrated luminosity Liy, as well
as for the py and y interval ranges, Apr and Ay, respectively, and the vy or yeTe™ decay branching
ratio BR [13]. The efficiency bias kyig is introduced by the calorimeter triggers and thus only had
to be taken into account for the pp collisions. Furthermore, for invariant mass methods, the effect of
reconstructed photon impurities on the meson purity is significantly reduced due to the subtraction
of the combinatorial background, and hence the resulting meson impurities were neglected. For
the mEMC method, the 70 purity correction was obtained from MC simulations tuned to data.
In the case of neutral pions, the contribution from secondary 7%s was subtracted from N, before
applying the corrections. The contribution from weak decays was estimated for the different
methods by simulating the decays of the Kg K% and A using their measured spectra [95,97,99]
in the respective collision system, taking into account the reconstruction efficiencies, as well as
resolution and acceptance effects for the respective daughter particles for the different detection
techniques. The contribution from neutral pions produced by hadronic interactions in the detector
material was estimated based on the full detector simulations using GEANT3. Finally, the results
were not reported at the center of the p; intervals used for the measurements, but following the
prescription in [304] at slightly lower p; values, in order to take into account the effect of the finite
bin width Apr. The correction was found to be less than 1% in every pr interval for the 7%, and
between 1-4% for the n meson.

5.1.1. Invariant Mass Analyses

Applying Equation 5.1, the invariant mass distribution is obtained by correlating all pairs of real
or virtual photon candidates per event. The neutral meson yields are extracted statistically as an
excess yield on top of a combinatorial background at their respective mass positions. Example
invariant mass distributions for the analyses pursued within the course of this thesis can be found
in Figure 5.1 and 5.2 for the 7 and 1 meson respectively for pp collisions at /s = 2.76 TeV.
Similar distributions for p—Pb can be found in Figure B.13 of Section B.2 for selected transverse
momentum bins.

The neutral pion peak is clearly visible around 0.135 GeV/c 2 on top of the combinatorial back-
ground. Depending on the reconstruction technique and p; interval, the significance ranges from
2 to 50 (PCM), 8 to 60 (PCM-EMC) and 9 to 75 (EMC). While for the 7 meson the significance
rarely exceeds 10, due to its larger combinatorial background and width. The combinatorial back-
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ground was calculated using the mixed event technique [305] using event pools binned by primary
vertex position and photon multiplicity. In all analyses a pool depth of 80 photon candidates was
used with four bins in photon or charged multiplicity and seven bins in the Z-vertex position of
the primary vertex. Each of them was optimized to contain a reasonable amount of statistics,
while still reflecting the change in the background shape induced by the respective variation in Z
or multiplicity. The fully normalized mixed event is shown as open black points in Figure 5.1 and
5.2.

This technique assumes that all correlations of photon pairs are destroyed by combining photons
from different events. The mixed event background has been normalized on the right side of the
7%(n) peak avoiding the peak region itself. For the same and mixed event di-photon distributions,
only pairs with a minimum opening angle (fyin) have been accepted. The choice of the Oy, is
driven by the spatial resolution of the different methods. For the combination of two EMC photons,
for instance, the naive expectation is that they have to be separated by more than a cell width, as
the leading cells cannot be in adjoining cells. The closest distance should be very close to a cell
diagonal on the EMCal surface (0.02 rad). When translating this distance to 6, between two
photons it well, however, be possible to have pairs with smaller opening angles. This is caused by
two contributing effects: a) such a large detector can only be built approximately projective in n
and ¢ to the nominal collision vertex and b) the actual collision vertex can move along the beam
axis by up to £10 cm. These effects can both reduce or enlarge the actual 0,;, imposed by the
clusterization.

As this was only later understood during the analyses of the higher statistics data sets at /s = 8 TeV
collisions the EMC measurement at /s = 2.76 TeV still uses 20 mrad as minimum opening angle,
while for the p—Pb EMC analysis it is 17 mrad and it is not allowed that the leading cells share an
edge. The exact values of the cuts are given in Table 5.1 for the different methods together with
their restrictions in rapidity (y) cuts.

The decay of the 7° or 1 meson, however, is not the only source of correlation of photons within
an event. Most of the particles will originate from the same initial collision and consequent parton
shower. Thus, the mixed event background is only expected to describe the same-event distribution
up to a certain degree and an additional residual background needs to be subtracted. The latter
will mainly originate from the correlation of photons within the same jet. It has been estimated
using a simultaneous fit of the signal and remaining background distribution, assuming that the
residual background can be described solely by a linear function. The full functional form of the
signal and background after the mixed event background subtraction is given by [306]:

— Moy = Moy
y=A-(G(M,y)+exp — (1= G(Myy))0(Myy — Myo(,y) | + B+C - My, (5.5)
M., — M, 2
, with G = exp (—0.5 (W”O(’”> ) (5.6)
O-Mw

Here G is a Gaussian distribution with the width o, the amplitude A and the mean position M o).
The last parameter can be identified with the reconstructed mass position of the corresponding
meson. The parameter ) represents the inverse slope of an exponential function, which is disabled
for My, > Myo(, by the Heavyside function 6(My, — Myo(,;)). The remaining background is
parametrized by the linear function given by B and C as constant and linear part depending on
M., respectively. It is shown in Figure 5.1 and 5.2 with open gray points.

Although the signal fit was merely used to determine the mass position and width of the peak
it was necessary to include the left side exponential tail. This tail is caused by different effects
for the two photon reconstruction techniques. For the PCM photons it originates from an energy
loss due to Bremsstrahlung on the level of the electrons, while for the EMC clusters its is mainly
caused by the energy loss of at least one electron due to a late conversion of the original photon in
front of the detector. The competing influences from the respective photons on the neutral meson
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Figure 5.3.: Reconstructed di-photon invariant mass distribution for validated neutral pions (top) and 7
mesons (bottom) for the PCM-EMC(left) and EMC(right) reconstruction technique in a selected transverse
momentum slice for the DPMJet Monte Carlo simulation (black).
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Figure 5.4.: Fraction of yields from different sources contributing to the reconstructed neutral pion yields
for PCM-EMC(left) and EMC(right) according to the Monte Carlo simulation. The black dots represent
the fraction of the total yield reconstructed with a real photon reconstructed in the EMCal cluster, while
the blue show the fraction, where only an electron from a converted photon could be reconstructed in
the calorimeter. For the EMC method an additional contribution from double conversions for the EMCal
clusters is shown.
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peaks are visualized in Figure 5.3 for the PCM-EMC(right) and EMC(left) for the 7°(top) and
n(bottom) for p—Pb simulations. While the energy loss due to Bremsstrahlung can be seen for the
PCM photon candidates in the red points in the left column, the effect from conversions for EMCal
clusters is shown in cyan and violet. If the photon converts in front of the EMCal the cluster does
not contain the full energy of the original photon. Furthermore, it is deflected from its original
direction, leading to a reduced resolution as well as average mass position for both mesons. This
effect increases, if both clusters came from conversions. The three (two) different peaks for the
EMC (PCM-EMC) cannot be separated due to the small shift and the initial resolution of EMCal
photons. Thus, their superposition appears as an exponential tail at low invariant masses.

The fraction of 7° candidates reconstructed with different photon reconstruction qualities for the
EMC photons is shown in Figure 5.4. It can be seen that, according to the simulation, ~ 30% of
the 7% candidates reconstructed with PCM-EMC also the second photon converted. Most of these
conversions, however, have to occur close to the calorimeter, as otherwise the electron would be
deflected too much and the pions would no longer be reconstructed with an invariant mass close
to the nominal mass. A similar observation can be made for the 7° candidates reconstructed with
the EMCal alone. Although in this case an additional contribution from both photons converting
has to be considered. Furthermore, it is slightly more likely to have earlier conversions entering the
sample, as the integration window for the signal is wider than for the PCM-EMC reconstruction.
The results of the signal fits for the average mass position and width for both mesons are shown
in Figure 5.5 and 5.6 for pp and p—Pb collisions, respectively. For completeness also the PHOS
and PCM-Dal points have been included, they have been taken from [173,298,302]. For all recon-
struction and collisions systems, the data for both 7 and 7 are reproduced by the corresponding
anchored Monte Carlo simulations with a precision which is on average better than 0.3% of the
meson masses. The neutral pion and 7 mass positions for the PCM reconstruction approach the
respective nominal rest masses for low transverse momenta from higher invariant masses and af-
terwards remains constant same as for the PCM-Dal reconstruction. In order to achieve this no
additional tuning of the mass position was necessary for either data or simulation. For PHOS,
however, the neutral pion mass for each data set was calibrated to reproduce the nominal pion rest
mass and afterwards the simulation has been tuned to match the newly obtained mass position in
the data. If the photon has been reconstructed using the EMCal, no additional correction beyond
the channel-by-channel equilibration has been applied to the cluster energy in the data. However,
the simulation has been calibrated fully to reproduce the data, as described in Section 4.3.1. The
pronounced rise of the mass positions at low momenta can thus be explained by non-linearity ef-
fects, while the trend at high momenta can be attributed to shower merging, shower overlaps and
decay asymmetries. All of these are enhanced by the employed triggers, as it can be seen when
comparing the results for pp and p—Pb.

The width of the neutral meson peaks in pp collisions at /s = 2.76 TeV is similarly well de-
scribed and reflects the expected ordering for the various methods. In particular the peak width of
the PCM-EMC reconstruction lies between the respective standalone measurements of PCM and
EMC. Furthermore, it is comparable to the PHOS measurement above 7 GeV/c. This illustrates
that with reasonable statistics in the respective data set the PCM-EMC method can significantly
improve the neutral meson measurements over a large transverse momentum range. A similar
ordering of the resolutions can be found for the n meson as well as for the respective measurements
in p—Pb collisions. In the latter, however, the tracking resolution for electrons does not seem to be
fully reproduced by the simulation leading to a slightly smaller width of the 7° peaks in the simu-
lations at high transverse momenta for all PCM related measurements. This small mismatch also
leads to an offset in the mass positions for PCM of about 0.1 — 0.2% limiting also the calorimeter
calibration in its precision for the ConvCalo methods. The offset will be taken into account in the
systematic uncertainties of the neutral meson yields. The exact cause of the mismatch between
simulation and data could not be identified, yet. Possible reasons are: localized space charges
distorting the tracks, a reduced track matching efficiency between the ITS and TPC due to a small
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Figure 5.5.: Neutral pion (left) and n meson (right) mass position (bottom) and width (top) for the PCM,
PCM-EMC and EMC methods for pp collisions at /s = 2.76 TeV [297]. The performance of PHOS for 7°
is taken from [173]. The data are displayed using closed symbols, simulations using open symbols.
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Figure 5.6.: Neutral pion (left) and n meson (right) mass position (bottom) and width (top) for the PCM,
PCM-EMC, PCM-Dal, EMC and PHOS methods in p—Pb collision at /syy = 5.02 TeV. The data are
displayed using closed symbols, simulations using open symbols.

misalignment of the detector or minor changes in the TPC gas mixture. None of the above could
be identified as single origin and even a convolution of several causes is plausible.

The neutral meson raw yields have been extracted by integrating the fully background subtracted
invariant mass distributions around the measured meson peak mass using fixed mass windows.
The integration windows for the different reconstruction techniques explored in this thesis have
been adjusted based on the average width of the meson peaks and their signal shape. Thus, all of
them have been chosen to be asymmetric for both mesons to account for the low mass tail, except
the for the 1 meson reconstructed with EMC. In order to minimize the influence of small remaining
mismatches between simulated and real data in the meson peak width, the integration windows
have additionally been chosen wide enough to incorporate them. The respective windows applied
for the 7% and 7 meson using the PCM, PCM-EMC and EMC meson reconstruction techniques
can be found in Table 5.2.

Part of the obtained yield for the 7° meson has been generated by long lived strange particles
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reco. technique 7 n

PCM [Mo —0.035, M0 +0.010] (GeV/c) [M, —0.047, M, + 0.023] (GeV/c)
PCM-EMC [Mo —0.032, M0 +0.022] (GeV/c) [M, — 0.060, M, + 0.055] (GeV/c)
EMC [M 0 —0.050, M0 + 0.040] (GeV/c) [M, — 0.080, M, + 0.080] (GeV/c)

Table 5.2.: Integration windows for the 7% and 1 meson invariant mass distributions, where M o and M,
are the reconstructed mass positions from the fit.

particle decay channel branching ratio decay length (c7)

K 700 30.69% 2.6844 cm

K? m0m 070 19.52% 15.34 m
ata— a0 12.54%

A nr’ 35.80% 7.89 cm

Table 5.3.: Particles considered in the toy model and their respective decay channels, branching ratios and
decay lengths.

decaying into neutral pions or hadronic interactions of the primary particles with the detector
material. These neutral pions should not be taken into account in the total invariant cross section
or yield. As described earlier the correction for secondary neutral pions from hadronic interactions
fully relies on the correct implementation of the ALICE detector material in Aliroot and the
subsequent particle propagation with GEANT3. This correction strongly depends on pr for the
EMC-related methods. It ranges from 1.2% at the lowest pr to 0.1% (0.4%) above 3 GeV/c for the
PCM-EMC (EMC) method and is approximately the same in both collision systems. A similar p
dependence is seen for the PCM correction as well, ranging from 1.2% below 0.6 GeV/c to 0.1%
above 2 GeV/ec.

As light strange particle production is currently not well described by the various Monte Carlo
generators, the same approach could not be followed for their contribution to the neutral pion
spectrum. Instead the measured Kg and A spectra [99,307] have been parametrized and their
decays modeled by a decay algorithm. In general, also the Kg contribution to the neutral pion
yield has to be considered. It is, however, heavily suppressed due to its longer decay length, which
can be seen in Table 5.3. Nonetheless, it has been simulated assuming the same spectral shape as
the Kg. The parameterizations of the Kg for pp and p—Pb collisions have been improved at higher
transverse momenta by taking into account the charged kaon spectra [95,97], which according to
Pythia simulations should agree with the neutral kaons to the 1-2% level. Beyond the measured
transverse momentum range, the spectra in both collision systems have been extrapolated using a
Tsallis distribution [308]. The decayer TGenPhaseSpace [254] was used for the corrections of the
pp data set implementing the decay channels and branching ratios as described in Table 5.3. For
the p—Pb data set, on the other hand, the approach was refined and the Pythia 6 decay algorithm
has been used as decayer. In this case, all possible decays leading to a 7 have been included with
the branching ratios listed by the Particle Data Group [13].

Due to their non-negligible decay length, the efficiency and the geometrical acceptance for the
secondary 7’s can vary depending on their mother particle and might also be significantly different
from that of the primary neutral pions. As such, these correction factors have to be applied to
the generated secondary pion spectra and the resulting contribution has to be subtracted from the
neutral pion raw yield prior to any further corrections. As an example, the different efficiencies for
secondary pions from the considered sources are shown in Figure 5.7 for the PCM-EMC and EMC
reconstruction method. These efficiencies do not only contain the pure reconstruction efficiency,
but also the respective neutral pion momentum resolution. The latter deteriorates for the EMC
reconstruction, if the 70 is produced close to the calorimeter leading to a seemingly higher efficiency.
The resulting relative contribution of the neutral pions from Kg decays to the total reconstructed
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Figure 5.7.: Secondary neutral pion efficiency for 7° originating from different sources in p-Pb collisions
for the PCM-EMC(left) and EMC(right) pion reconstruction techniques.
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Figure 5.8.: Effective secondary pion correction for neutral pions from K(S) decays for various methods in
pp collisions at /s = 2.76 TeV (right) and p—Pb collision at /syx = 5.02 TeV.

pion yield is shown in Figure 5.8 for pp and p—PDb collisions. It shows a strong pr dependence at low
transverse momenta, if at least one of the legs has been reconstructed with the PCM method. This
is a consequence of the tight selection criteria forcing the photons to point to the primary vertex.
For the PCM neutral pion reconstruction, the contribution drops quickly from about 1.5-2.0% at
0.4 GeV/c to less than 1% at 1.5 GeV/c. The same behavior is observed for the PCM-EMC,
however slightly shifted in transverse momentum. At higher momenta, this correction approaches
1%. A weaker transverse momentum dependence is observed for the EMC reconstruction method,
reaching a high momentum limit of 2-2.5% of the reconstructed raw yield. Other strange particle
decays contribute less than 0.1% to the reconstructed neutral pion yields for all invariant mass
methods exhibiting a similar or stronger pr dependence than the K(S) contribution.

For the reconstruction of neutral mesons with the PCM method, an additional source of contam-
ination has to be considered: the contribution from mesons from neighboring bunch crossings.
This effect stems from the long read-out time of the TPC (92 us) and the fact that a large frac-
tion of the reconstructed photons has been reconstructed purely based on the TPC information
due to the material distribution within the ALICE detector. When reconstructing photons with
the conversion method, three categories have to be distinguished when considering out-of-bunch
pile-up.
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Figure 5.9.: Fractions of photons (left) and neutral pions (right) classified according to their reconstruction
qualities regarding the usage of ITS and TPC information with respect to the total reconstructed yield
regardless of the category.
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Figure 5.10.: Left: dcaz distribution of photons from neutral pion candidate for different meson recon-
struction categories, with category 1 relying only on TPC information and category 6 containing only
photons which could be reconstructed with at least 2 hits on each electron leg. Right: Out-of-bunch pile-up
correction factor for neutral pions reconstructed with PCM in p—Pb collisions at /syy = 5.02 TeV.

(1) Both electrons have been reconstructed purely based on TPC information.
(2) One of the electrons has at least two ITS hits associated to its track.
(3) Both electrons have at least two ITS hits associated to their tracks.

Their contribution to the total photon yields depends strongly on the photon transverse momen-
tum (see left plot of Figure 5.9), as electrons which are produced at low R need to have at least an
energy ~ 100 MeV to be reconstructed within the TPC, while those which are created later can
have lower momenta and might still be reconstructed. As the ITS provides a more precise time
estimate for its clusters, the categories 2 and 3 should not be affected by out-of-bunch pile-up,
except if the I'TS hits had been associated to the track accidentally. Out of these three photon
categories a total of six different combinations for two photons can be built to obtain a neutral
meson candidate. Where category 1 contains only combinations where all four electrons had been
reconstructed solely based on TPC information and for category 6 all electrons had at least 2 ITS
hits associated to each track. The pr dependent fraction of these categories, contributing to the
neutral pion yield, can be found in Figure 5.9(right) for p-Pb collisions at /syy = 5.02 TeV. It
shows that category 1, which will be affected most by out-of-bunch pile-up, dominates the 70 spec-
trum at low transverse momenta, while its contribution drops to less than 30% beyond 1.5 GeV/c.
As such, the correction factor for the out-of-bunch pile-up will be strongest at low momenta and
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should then approach a constant smaller value.

As the readout of the TPC is 92 us, even collisions which are further apart than 1 us from the
triggered collision could contribute to the total meson yield. However, the further the collisions
are apart in time, the fewer photons will be reconstructed from the later bunch crossings due to
the tight photon quality selection criteria. The removal of this contribution can only be done on a
statistical basis as no event criterion has been found which could be used to identify those events
without loosing the majority of the collected statistics. To identify the photons and mesons origi-
nating from the next bunch crossing we instead rely on the dcaz distribution of the photons to the
measured primary vertex position as a function of transverse momentum. The dcay distribution
for an average neutral pion transverse momentum of 1.1 GeV/c can be seen in Figure 5.10(left),
split into the different meson categories. The dca distribution broadens when decreasing the num-
ber of tracks which have I'TS clusters associated to it. This broadening can be partially explained
by the worsened pointing resolution for tracks which have been created a higher R and can be
partially observed in the simulation as well. On the other hand, the Gaussian like structure for
category 1 for dcaz > 2 cm, on top of which the expected peak of the dcaz can be found, is not
seen in the simulation and thus has been identified with the contribution associated to out-of-
bunch pile-up. Similar Gaussian structures are also observed for the meson categories 2 and 3,
but they are suppressed by at least one order of magnitude. The yields of the Gaussian shaped
pile-up distributions have been estimated using different methods for each transverse momentum
bin and category. Afterwards, the obtained yield for different categories has been summed and
then subtracted from the measured meson yields with the PCM method.

The resulting correction factor for p—Pb collisions and its variations, which enter in the systematic
error evaluation, are shown in Figure 5.10(right). It ranges from 7.5% at low transverse momenta
to 1.5% above 3 GeV/c, while it reaches 20% at low momenta in pp collisions at /s = 2.76 TeV
due to the higher bunch intensities and smaller bunch spacing. Above 3 GeV /¢, the out-of-bunch
pile-up contributes about 6% to the neutral pion yield reconstructed with PCM in pp collision at
that energy. A similar magnitude and transverse momentum dependence was also observed for the
corrections to the  meson raw yields in the respective systems.

After the correction for secondary neutral pions, the remaining primary raw yield of the 7 and
1 meson needs to be corrected for detector acceptance and reconstruction efficiency. Both quanti-
ties are calculated using all available Monte Carlo simulations for the respective collision systems,
regardless of the generator, as mentioned in Section 4.1.

The acceptance for the EMC reconstruction technique was calculated as the fraction of 7% (1),
whose decay photons point to the EMCal surface (|n| < 0.67, 1.40rad < ¢ < 3.15rad), compared
to the 7% (1) generated with |y| < 0.8 in the full azimuth. In the case of PCM-EMC, at least
one photon was required to point to the EMCal surface, while the other was required to be within
the acceptance of the TPC (|| < 0.9, Orad < ¢ < 2wrad). For the PCM reconstruction, both
photons had to be within the TPC acceptance as well as their electron daughters.

In order to obtain the reconstruction efficiencies, the full event MC simulations have been re-
constructed and analyzed in the same way as the data. It has been calculated as the fraction
of reconstructed mesons compared to those whose decay photons passed the acceptance criteria.
Moreover, a second efficiency has been calculated, where each photon is verified using the Monte
Carlo information and it has been checked that they originate from the same particle (7° or 7
meson). This is called validated efficiency. For the latter, the contribution from Dalitz decays
has been rejected and in general only primary particles are taken into account for the efficiency.
The two efficiencies have been compared and it has been found that they agree within 1-5%. The
observed offset can be explained by a bias in the background subtraction and thus varies between
the different reconstruction techniques. It is strongest for the EMC reconstruction due to the
significant low invariant mass tail, which presents itself as a pedestal at low invariant masses. The
advantage of the validated efficiency is the possibility to use pr dependent weights for the purely
simulated and reconstructed mesons, thus allowing to modify the shape of the input spectra to
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recover the proper momentum resolution corrections, which are included in the reconstruction ef-
ficiency. This is of particular importance when using simulations with added signals to decrease
the statistical error of the efficiency at high momenta, like it is done for the PCM analysis. As
these pions and etas have been added to the minimum bias events following a flat pr distribu-
tion to enhance the signal statistics at higher transverse momenta. The correction factors for the
PCM photons depend mildly on multiplicity as they are coupled to the primary vertex resolution,
meaning that the correction factor for very low multiplicities (< 2 primary tracks in the central ac-
ceptance) and higher multiplicities is significantly different. The multiplicity dependence however
implies as well that even the minimum bias Monte Carlo samples need to be weighted in order to
match the multiplicity measured in the data. The correction originating from this is of the order
of 1 —2%.

The normalized efficiency ¢ (see Equation 5.4) as a function of meson py is shown in Figure 5.11 and
5.12 for the various methods for pp and p—Pb collisions, respectively. Its general functional form
for the invariant mass analysis techniques is governed by the phase space in which the mesons can
be reconstructed due to the minimum p; or energy cuts imposed on the respective reconstructed
photons. For instance at low meson momenta, only symmetric decays can be reconstructed with
the PCM, EMC and PHOS reconstruction techniques. This changes when going to higher meson
momenta allowing more and more asymmetric decays to be reconstructed, which in turn increases
the efficiency. The rise in the normalized efficiency continues until nearly all meson asymmetries
can be reconstructed within the given geometrical acceptance. At which point the maximum
efficiency for the respective reconstruction technique has been reached. While the increase in the
geometrical acceptance can be neglected for neutral pions above 0.6 GeV/c it has to be taken
into account for the n meson, due to its larger mass and thus larger opening angle. As such, the
total correction factor for the n meson rises slower than that of the neutral pion. If no other
effects are interfering both mesons, however, should reach the same plateau value at high enough
momenta. For the 7¥ reconstruction using the EMC method, ¢ reaches its maximum of 0.75 (0.6)
at 10 GeV/c for pp (p—PDb) collisions. Subsequently, € drops due to the merging of the two photon
clusters on the EMCal surface and is already a factor 5 smaller at 15 GeV /c for meson selection
criteria employed in pp collisions. For p—Pb collisions, smaller opening angles have been allowed
for the meson reconstruction. Thus, the drop on the efficiency is less pronounced. In the case of
the 7, the efficiency at 15 GeV/c is not yet affected by the cluster merging due to its higher mass
and thus no decrease in € can be observed. The normalized efficiency of both mesons using the
PCM-EMC reconstruction is about a factor 10 smaller than for the EMC case due to the conversion
probability of about 9% in the respective rapidity window. This suppression is stronger at lower
meson momenta as the conversion probability is lower for low momentum photons, see Figure 6.9.
The small decrease of the PCM-EMC reconstruction efficiency at high transverse momenta can
be attributed to shower overlaps of the EMC photon with one of the conversion legs and thus a
stronger rejection of the EMCal clusters due to the track matching. Relative to the PCM-EMC the
e of the standalone PCM reconstruction is suppressed by another 10% as the conversion probability
affects the second photon as well.

The correction factor for the neutral pions in PHOS varies strongly between the two collision
systems as a larger number of dead channels was found for the p—Pb data set. In pp collisions at
/s = 2.76 TeV the correction factor is very similar to that of the PCM-EMC reconstruction, while
for p—Pb collisions it is only slightly larger than the PCM correction factor. For the PCM-Dal
reconstruction method, the geometrical acceptance and reconstruction efficiency are of a similar
order as ¢ for PCM-EMC, however, the total correction factor is smaller due to the much smaller
branching ratio. Thus, the PCM-Dal reconstruction technique has the smallest statistics for the
neutral pion reconstruction in p—Pb collisions, while still having a similar accuracy as the PCM
standalone method.

As the triggers of the EMCal affect the properties of the reconstructible mesons (i.e. ) a signif-
icant reduction of the reconstruction efficiency below the trigger threshold is expected. However,
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Figure 5.11.: Normalized efficiency for different methods of neutral pion (left) and 7 meson (right) recon-
struction methods for pp collisions at /s = 2.76 TeV [297]. The values for PHOS are taken from [173].
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Figure 5.12.: Normalized efficiency for different methods of neutral pion (left) and 7 meson (right) recon-
struction methods for p—Pb collisions at /syny = 5.02 TeV.

this efficiency bias (k1vig) has been factorized out for the previously shown plots as it depends on
the exact trigger settings. It has been simulated using the trigger emulation, described in Sec-
tion 4.1.1. Its transverse momentum dependence for different triggers and reconstruction methods
for the 7° and 1 meson can be seen in Figure 5.13. As expected, KTyig is significantly below 1 below
the trigger threshold for the PCM-EMC and EMC reconstruction methods. However, even above
the trigger threshold it only slowly approaches 1 at about twice the trigger threshold. As the PCM
photon reconstruction imposes a much lower energy threshold, the asymmetry and opening angle
distribution of the reconstructible mesons are wider for the PCM-EMC reconstruction. Further-
more, stronger variations of the efficiency with respect to the asymmetry of the meson decay are
expected for this method compared to the EMC reconstruction at the same meson energy. This
leads to larger correction factors for PCM-EMC compared to EMC when using the same trigger
conditions. Similar arguments hold when comparing kTyig for the n and 7 meson. At low pr KTrig
also shows an effect of the trigger on sub-leading particles, for which the efficiency in the triggered
events is strongly reduced.
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Figure 5.13.: Efficiency bias vz induced by different triggers (EMC1, EMC7 and EG1) for neutral
pions (left) and n mesons (right) for PCM-EMC (open symbols) and EMC (closed symbols).

As discussed earlier, six different triggers have been used to obtain the neutral meson spectra in pp
collisions at /s = 2.76 TeV with PCM-EMC and EMC. After all necessary corrections have been
applied to the spectra measured in the individual trigger classes, a combined spectrum for each
method is obtained following the Best Linear Unbiased Estimate (BLUE)-algorithm [309-314].
The weighted average of the n individual measurements (Q,(pr)) is obtained by calculating

(Qpr)) = wT(pT)Q(pT) (5.7)
= > walpr)Qalpr) (5.8)
a=1

for each pr slice using the weights w, for the different measurement. To each of the individual
measurement Q,(pr) a statistical, systematic and total error can be associated. These are repre-
sented by D, (pr), Sq(pr) and T,(pr). While the statistical errors among the different triggers are
fully uncorrelated, their systematic errors can be partially correlated. Thus, the full 6 x 6 (C) for
each measurement and pr slice has to be calculated. Its coefficients C;;(pr) for trigger ¢ and j can
be calculated according to

5 _ pijSi(pr) pjiSi(pr)
Ciglpr) = Ti(pr)Tj(pr)

where p;; represents the fraction of the correlated systematic errors of a trigger ¢ with respect to
trigger j. Those p;; are momentum dependent. As an example, the p;; for the combination of the
70 PCM-EMC measurements are shown in Figure 5.14(left). The fraction varies from 55% to 95%
correlated systematic uncertainty among the different triggers. In most cases, only the systematic
error due to the yield extraction has been considered as fully uncorrelated among different triggers,
while the remaining systematic error sources have been assumed to be largely correlated. These
systematic uncertainties sources are mainly driven by the detector conditions and response, which
should only change when switching between runs or periods and not triggers within the same run.
The weights have been calculated according to

(5.9)

w(py) = ¢ 1U/(UTCU) | with U as unity vector and (5.10)
we(pr) = M , with H = C~! and H,y its elements. (5.11)
a,b=1"%a
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Figure 5.14.: Correlation factors (p;;(pr)) among different triggers (trigger (¢) and trigger (j)) (left) and
resulting weights for different triggers (right) for the neutral pion spectra using the PCM-EMC neutral
meson reconstruction for pp collisions at /s = 2.76 TeV.

They are shown in Figure 5.14(right) for the 7° measurement using the PCM-EMC reconstruction,
while similar plots for the other reconstruction methods and mesons can be found in Section B.1.1
together with the comparison of the individual spectra obtained for different triggers to a fit of
the combined spectrum. As it can be deduced from Figure 5.14(right), the spectra evaluated from
EMCal triggered events have only been used in the full combination if the transverse momentum
of the meson was at least 1.5 times that of the respective trigger threshold on the photon level.
Below this threshold, a more detailed trigger simulation would be needed to also understand fully
the biases imposed to the sub-leading particles in these events. For all reconstruction techniques
and mesons, the spectra for different triggers agree within 5-15% with each other and in most cases
these differences are well within the statistical uncertainties of the individual measurements.
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Figure 5.15.: Shower shape (O’long) distributions for 7° candidates with 18 < pr < 22 GeV/c compared in

data and MC (left), and corresponding signal and background contributions in MC (right).

5.1.2. Single Cluster Analysis

At high pr the showers induced by the two decay photons from a neutral pion merge into a single
EMCal cluster, and therefore are unidentifiable in an invariant mass analysis. Hence, for s above
15 GeV/c, we use a different approach, namely to reconstruct and identify 7¥s based only on single
clusters, exploiting that clusters at high p mostly originate from merged 7° decay photons. This
analysis technique closely resembles the approaches followed for the reconstruction of long lived

particles, like

7, K* ~v. As such, it relies to a larger degree on the correct description of the

physics backgrounds and the detector properties in the simulations than for instance the invariant
mass analyses. Consequently, this analysis technique was only explored for the pp data taken at
/s = 2.76 TeV, as the understanding of the underlying event for p—Pb collisions in the simulations
is not yet sufficient to pursue this analysis.
Merged clusters from ¥ decays tend to be more elongated than clusters from photons and electrons,
and their deformation is reflected by the shower shape oﬁmg, defined in Equation 4.8. The remaining
features of the cluster are, however, very similar, thus the same cluster selection criteria have been
used as for the invariant mass and photon analysis in the EMCal.
Table 4.6. The shower shape distributions of clusters fulfilling these criteria (except the shower
shape cut) are shown for data and MC in Figure 5.15 for 7° candidates. The aﬁmg distribution is

found to be fairly well described by the MC, in partlcular for Ulong > 0.3.

They have been listed in

For O’lon > 0.3, the dominant contribution to 7° candidates is from merged ¥ showers. However,
the candldates where only one decay product is contributing dominantly for clusters with smaller

Ulong

The main difference between these two categories is the energy resolution of the reconstructed

meson candidate. In order to understand the relative importance of the different reconstruction
qualities of the meson candidates in different 0'120ng regions, the relative fractions of fully merged

and only partially reconstructed 7% candidates are shown in Figure 5.16 for 0'120ng > 0.1 (left) and

2
Ulong

> 0.27 (right). For this study, the candidate clusters were split even further to additionally

show the effect from conversion in front of the EMCal. As it can be seen by comparing these two

2
Glong

regions, the contribution from single photon and electron clusters can be reduced by more

than 20% below 30 GeV/c by selecting clusters with aﬁmg > 0.27. The corresponding transverse
momentum resolutions are shown in Figure 5.17 for the different reconstruction qualities (left)

and the final sample (right).
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5.1. Neutral Meson Reconstruction

(Figure 5.17(right, blue points)) it is better than 5% at high transverse momenta. However, this
is only true for part of the sample, as this Gaussian resides on top of a rather wide distribution,
which is indicated by the green point in Figure 5.17(right). The latter are calculated directly from
the mean and root mean square (rms) of the respective distribution. Furthermore, it can be seen
that not only the resolution for partially merged or single particle clusters is worse, but also their
mean momentum is shifted significantly, as expected. In order to correct for these effects we have
to fully rely on the simulation to model not only the clustering algorithm correctly, but also the
material in front of the calorimeter.

As none of the mentioned quantities can be assessed directly in the data at high momenta the
quality assessment of the simulation concerning the clustering algorithm has been based on the
‘7120ng distribution and the distribution of the number of cells for the cluster candidates measured
at different cluster energies. Examples of these can be found in Figure 5.15(left) and Figure 5.18.
While the ‘7120ng distributions agree reasonably well the average number of cells in the simulation
is one cell lower than in the data, which could indicate either a small discrepancy in the response
simulation of the calorimeter or a different average composition of the cluster due to contributions
from charged particles for instance.

Neutral pions at high momenta are usually contained in a shower of particles originating from a
quark or gluon, so called jets. Consequently, it is very unlikely that only one particle (i.e. 7)
will be seen within the EMCal acceptance. Considering the size of the EMCal cells it can even
happen that within one cluster contributions from several particles are registered. This could have
a severe impact, particularly within the jet cone, and needs to be corrected for. Thus, it has been
tested whether the simulation describes the data reasonably well based on the energy surrounding
the merged cluster candidate (Earound merged cluster) as well as the number of cells registered around
it (Neells around merged cluster)- Both quantities have been evaluated for signals contained in a cone
of R < 0.15 around the merged cluster, while not belonging to the actual cluster. For illustration,
the respective quantities can be seen in Figure 5.19 for a selected transverse momentum slice of
the data collected with the EGA trigger in pp collisions at /s = 8 TeV. For the inspected collision
system the statistics was insufficient to draw any conclusions. Thus, the agreement between data
and simulation had to be checked for the 8 TeV data set and it is assumed that it does not depend
strongly on the collision energy.

The corrections for the geometric acceptance, reconstruction efficiency, and purity were calculated
using Monte Carlo simulations, as described in Section 4.1. The resulting correction factor is shown
in Figure 5.11 compared to the other neutral pion reconstruction techniques for pp collisions. At
high pr the mEMC technique clearly has an advantage due to its larger coverage compared to
PHOS, and the exploitation of merging of the 7° decay photons in the EMCal above 15 GeV/c. For
mEMC, also the yeTe™ channel has been used in the signal definition. In the following paragraphs,
the individual components of & will be explained in more detail for this novel reconstruction
technique.

The purity represents the fraction of reconstructed clusters that pass all the selections and are
from a ¥ decay. It is defined as

n

P(pr) =1-=> ci(pr), (5.12)

=0

where the ¢; are the relative contributions of misidentified particles (i.e. photons, electrons, charged
pions) to the reconstructed neutral meson cluster candidates. They are shown in the left plot of
Figure 5.20 as function of transverse momentum. The largest contamination in the considered alzong
window originates from the 1 meson decay (=~ 5% after fine-tuning the n/7° ratio to the measured
value), closely followed by the hadronic background consisting mainly of K?, charged pions and
neutron or anti-neutrons. The contamination from 7 mesons rises by about 2% towards higher
momenta, while the contamination from the other two sources decrease. Fragmentation photons
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Figure 5.16.: Fraction of different reconstruction qualities for the merged cluster analysis taking into
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contribute to the background with about 1.2%. Their contribution was additionally scaled up
by up to a factor 2, given by the ratio of fragmentation photons to direct photons according to
NLO pQCD calculations [213,214], to account for prompt photons which are not included in the
generator. Lastly, prompt electrons contribute to the contamination about 1%.

The sample of neutral pions, which is obtained in this way also contains 7° originating from short
lived strange particle decays such as the K2, K(ﬂand A. Furthermore, 7%’s from material interac-
tions can contribute to the total number of reconstructed pions. None of these secondary pions
should be reported in the final invariant cross section or yield as normally their production mech-
anisms are not considered in the theory calculations.

For the merged cluster analysis, the efficiency and acceptance for the various secondary 7° con-
tributions has been estimated from the full detector simulations, the respective quantities can be
found in Figure 5.21. As the decay length of the strange hadrons varies (see Table 5.3), their
reconstruction efficiency, which is folded with the momentum resolution, does as well. For longer
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Figure 5.20.: Contamination (¢;) of the neutral pion candidate sample split into the different contributions
according to the unmodified simulations (left) and the resulting purity of the neutral pion candidates sample
for the weighted average of all triggers with the weights calculated according to Section B.1.1(right). For
the purity the contribution from the photons was rescaled in order to account for the prompt photons which
are not contained in the simulation.

lived particles this efficiency can even go beyond 1, as the resolution deteriorates due to the wrong
assumption for their point of origin. If the statistics in the simulations was not sufficient to extract
the respective quantities with reasonable errors, they were fixed to sensible values. Similar to the
invariant mass analyses in pp collisions at /s = 2.76 TeV the kaon [95,307] and A [307] transverse
momentum distributions were used as inputs to obtain a data driven decay 7° spectrum from K2,
K%and A, respectively. However, these distributions had to be extrapolated to higher transverse
momenta (pr = 100 GeV/c) using a Tsalis distribution in order to obtain the secondary pion
transverse momentum spectrum from the various sources in the full kinematic range of the merged
cluster neutral pion measurement. The decay of the strange particles was handled by TGenPhas-
eSpace for the decay channels given in Table 5.3. Afterwards, they were folded with the respective
secondary 70 efficiency and acceptance. For the secondary pions from material interactions, we
fully relied on the full Monte Carlo simulation, which was not possible for the strange hadron
decays as their transverse momentum spectra are not well modeled in the considered generators
and center-of-mass energies. The final reconstructed yield contained in the merged cluster analysis
originating from the different secondary pion sources can be found in Figure 5.22(right) as closed
symbols. While the ones estimated purely based on the simulation can be seen as open symbols.
Additionally, the fraction with respect to the full sample of reconstructed 7° in this method is re-
ported on the right of that same figure. The contribution from secondary ° from Kg decays is of
the order of 5-9% and that of the material interactions amounts to about 1.5% beyond 20 GeV/c.
The remaining contributions can be neglected. The correction based on the Pythia 6 input spectra
would have over predicted these values by 2-4%. In a consequent step, the yield from secondary
pions is subtracted, similar to the impurities, prior to the acceptance and efficiency corrections,
which are solely based on primary neutral pions.

The geometrical acceptance A is defined as the ratio of 7° mesons within |y| < 0.6, where at
least 1 daughter particles is within the fiducial acceptance of the EMCal (—0.67 < a0 < 0.67,
1.40 < @ealo < 3.15), over all 7° mesons generated in the same rapidity window.

N,

4 meson, |y|<ymax With at least one daughter pointing to EMCal

N,

meson, ‘yl <Ymax

(5.13)
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Figure 5.21.: Acceptance (left) and reconstruction efficiency (right) for secondary neutral pions from dif-

ferent sources compared to the respective quantities for the primary pions for the EG1 trigger. Attention:
the efficiency correction contains the resolution correction and thus can be larger than 1.
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Figure 5.22.: Neutral pion raw yield (black) for the EG1 trigger compared to the secondary yield calculated
based on Method A (closed symbols) and Method B (open symbols) (left). The effective correction can be

seen on the right in the same color scheme.

Figure 5.23 shows the resulting geometrical acceptance for the 7° meson. Ideally the acceptance of
the meson is a constant, however due to the event weights in the Jet-Jet simulations fluctuations

are introduced and the acceptance varies slightly.

In order to estimate the reconstruction efficiency, the same analysis as in real data has been
performed on simulated data. Afterwards, it was checked whether these clusters are validated
neutral pions. It was calculated by comparing the reconstructed pr distributions with the generator
ones within the given rapidity. By comparing measured and generated pr of the neutral pion, the
pr resolution (seen in Figure 5.17) is included in the inefficiency correction. Due to the choice
of the widest possible signal definition, it is possible to accidentally reconstruct the neutral pion
more than once. This can happen in the data and in the simulation and is corrected for by the
efficiency as well. At lower transverse momenta, the fraction is about 1%, while it rises at higher

transverse momenta to about 2.5%.

As already mentioned, both 7° decay channels are considered within this analysis technique. Due
to the higher efficiency of the v+ channel, however, the Dalitz is even further suppressed than its
actual branching ratio. The resulting reconstruction efficiency e,0 is shown in Figure 5.23(left) as
a weighted average of the different Jet-Jet simulation samples used within the analysis. It is about
10% at 10 GeV/c and rises to ~ 50% at 40 GeV/c.
As discussed earlier, each of the different categories of reconstructed neutral mesons has its own
resolution correction and mean momentum shift. In our analysis, however, we cannot distinguish
the different categories in the data and thus need to trust the simulation that the