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Chapter 1

Introduction

1.1 Survey-Based Macroeconomic Forecasts

Surveys of macroeconomic expectations have become increasingly popular in the forecast-
ing literature and provide a convenient alternative to forecasts from time series models.
Three distinct types of survey participants can be distinguished. The first group includes
expert forecasters from financial and research institutes. Prominent examples are the
Survey of Professional Forecasters (SPF) operated by the European Central Bank (ECB)
or the Federal Reserve Bank of Philadelphia (FED) and The Bank of England’s Survey
of External Forecasters. The second group focuses on consumer predictions. Two of the
most popular examples from this group are the University of Michigan’s Survey of Con-
sumers and the Federal Reserve Bank of New York’s Survey of Consumer Expectations.
A disadvantage of using these surveys is that consumers have been shown to frequently
misinterpret economic and/or mathematical concepts such as ‘inflation’ or ‘percentage
change’ (e.g., Bruine de Bruin et al., 2011, 2012). The third group consists of business
and firm surveys such as the Business Outlook Survey operated by the Federal Reserve
Bank of Philadelphia. In this thesis, we focus on the predictions from expert forecasters
since professionals should have a clear understanding of economic concepts and relation-
ships and thus provide the most reliable predictions.

Predictions by professional forecasters can be used to assess the overall economic
outlook as well as the credibility of monetary policy. For example, the ECB frequently
highlights the necessity of stable inflation expectations as a prerequisite for the conduct
of successful monetary policy. In particular, the ECB emphasized the importance of
well-anchored inflation expectations for stabilizing inflation rates in the Euro area in the
aftermath of the Great Recession and the Sovereign Debt Crisis:
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“The accommodative monetary policy stance will underpin the firm anchor-
ing of medium to long-term inflation expectations, in line with the Governing
Council’s aim of achieving inflation rates below, but close to, 2%.”

(ECB, 2014a, p. 5)

Point forecasts from expert surveys provide a readily available option to gauge whether
long-term inflation expectations are anchored. Several desirable properties of survey-
based point predictions have been documented in the literature. For example, Dräger et
al. (2016) find that the FED-SPF expectations are consistent with theoretical economic
relationships such as the Fisher equation, the Taylor rule or the Phillips curve. With
respect to forecast accuracy, Ang et al. (2007) show that inflation forecasts from the
FED-SPF and the Livingston survey outperform predictions from various econometric
models. Faust and Wright (2009) document similar evidence for the Greenbook forecasts.
In Chapter 2, we contribute to the literature by investigating whether survey forecasts
improve predictions of future stock return volatility.

The survey data used throughout this thesis are taken from the SPF of both the ECB
and the FED. The SPF is a quarterly survey of macroeconomic expectations and includes
participants from the financial services industry as well as from research institutes. The
ECB-SPF has been conducted since 1999Q1 and asks participants to report their expec-
tations for the inflation rate, real GDP growth and the unemplyoment rate in the Euro
area. The FED-SPF has been conducted in consecutive quarters since 1968Q4 and is thus
available for a considerably longer time period. Before 1990, the FED-SPF was operated
by the American Statistical Association and the National Bureau of Economic Research.
In 1990, the FED took over the responsibilities for the SPF. In addition to the outcome
variables covered by the ECB-SPF, the questionnaire of the FED-SPF asks respondents
to report predictions for several other measures of economic activity, such as industrial
production or housing starts, as well as various financial variables. Both incarnations of
the SPF ask panelists for both point predictions and subjective probability distributions
in the form of histogram forecasts for a variety of forecast horizons. The empirical analy-
sis presented throughout this thesis employs both types of forecasts for distinct outcome
variables and forecast horizons. Further details will be explained in subsequent chapters.

1.2 Remarks on Macroeconomic Uncertainty

In his Nobel Price acceptance speech, Friedman (1977) emphasized the negative impact
of heightened inflation uncertainty on economic growth and the level of employment. In
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an increasingly uncertain environment, economic agents may take a ‘wait-and-see’ ap-
proach and postpone investment and/or saving decisions until the uncertainty is resolved.
Empirical research confirms the negative impact of increased macroeconomic uncertainty
on economicy activity (e.g., Bloom et al., 2014; Jurado et al., 2015; Meinen and Röhe,
2017). Despite this, few institutions reported the uncertainty associated with their pre-
dictions before the outbreak of the Great Recession. One of the few exceptions was the
Bank of England, which enhanced its macroeconomic projections with uncertainty bands
since 1997. The failure of many professional forecasters to predict the outbreak of the
Great Recession has put the sole reliance on point predictions into question. This led to
an increasing tendency to report quantifications of the uncertainty associated with the
point forecasts. Chapters 3 through 5 are primarily concerned with the measurement of
macroeconomic uncertainty as well as its covariates.

One of the primary challenges of studying uncertainty is its elusive nature. Uncer-
tainty is a latent variable and therefore inherently unobserved. One of the most popular
ways to quantify uncertainty ex-ante is to use either point or histogram forecasts from
professionals (Giordani und Söderlind, 2003). Due to unavailability of histogram fore-
casts, early research in this field focused on the dispersion of the first moments, i.e., the
individual point predictions. The cross-sectional variance of point forecasts is commonly
referred to as ‘forecaster disagreement’. More recently, researchers have begun to use the
second moments from the subjective probability distributions to compute indicators of
uncertainty. In particular, the average variance of the individual histogram forecasts is
another popular indicator of uncertainty (‘average uncertainty’). A large body of lit-
erature investigates the question of whether disagreement is a good proxy for average
uncertainty (e.g., Lahiri and Sheng, 2010). Theoretically, there is no conclusive answer to
this question so far (Zarnowitz and Lambros, 1987). Empirically, Rich and Tracy (2010)
and Abel et al. (2016), among others, show that disagreement is only weakly correlated
with average uncertainty in the SPF data.

In Chapters 3 and 4 of this thesis, we provide a comprehensive analysis of the rela-
tionship between disagreement and uncertainty as well as their respective covariates. In
Chapter 3, special attention is drawn to the role of discretionary monetary policy for the
emergence of heightened inflation uncertainty since the outbreak of the Great Recession.
During this period, the monetary policy of the ECB has been characterized by extremely
low interest rates close to the zero lower bound as well as large-scale asset purchases.
Such deviations from a rules-based monetary policy may have contributed to the rise in
inflation uncertainty. In Chapter 4, we provide a broader analysis of the relationship be-
tween uncertainty and disagreement that accounts for distinct outcome variables as well
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as technical assumptions regarding the construction of such measures.
Several studies document desirable properties of uncertainty proxies derived from the

histogram forecasts. For example, Lahiri and Sheng (2010) show that average uncertainty
in the FED-SPF increases with the forecast horizon. However, the calibration of the
histogram forecasts has been questioned recently by Clements (2016), who shows that
short-horizon survey predictions do not outperform unconditional density forecasts based
on the past level of uncertainty.1 His analysis is part of a wider branch of literature
that focuses on the observation that the ex-ante variance frequently deviates from the
average squared ex-post forecast error. Empirically, a misalignment of ex-ante and ex-
post uncertainty in the SPF data has been documented by Giordani and Söderlind (2003,
2006), Kenny et al. (2014, 2015) and Clements (2014). This is frequently referred to as
evidence of forecaster ‘over- or underconfidence’.

In Chapter 5, we contribute to the literature by analyzing the relationship between
the variance misalignment and the coarseness of survey predictions. In particular, we
show that the participants of the SPF consist of two distinct groups, which we refer to as
‘rounders’ and ‘non-rounders’, who significantly differ in terms of the degree of rounding
of their predictions as well as the degree of the variance misalignment. We propose that
a more accurate assessment of uncertainty is possible by focusing on the group of non-
rounders when calculating uncertainty. Moreover, we discuss to what extent the rounding
choices of survey participants may be related to different ways of expectation formation,
e.g., the role of judgment versus the use of (econometric) models.

It is important to highlight that various other quantifications of uncertainty besides
survey-based measures have been proposed in the literature. These measures can be
broadly categorized as ex-post and ex-ante indicators. Ex-post measures are usually based
on realizations and comprise, e.g., the realized standard deviation of the outcome vari-
able (Klein, 1977) or squared prediction errors (Barron et al., 1998). Another popular
indicator of uncertainty is the Economic Policy Uncertainty index (EPU) developed by
Baker et al. (2016), which measures the number of newspaper articles related to eco-
nomic uncertainty. Ex-ante measures include forecasts of the conditional variance of the
outcome variable from time series models. For example, the conditional variance may
be modeled as a Generalized Autoregressive Conditional Heteroskedasticity (GARCH)
process (Engle, 1983). A forward-looking measure of the uncertainty on U.S. financial
markets is the Volatility Index (VIX) developed by the Chicago Board Options Exchange
(CBOE). This index captures the expected stock market volatility implied by S&P 500
index options. The European counterpart of the VIX is the EURO STOXX 50 Volatility

1The terms ‘histogram forecast’ and ‘density forecast’ are used synonymously throughout.



1.2 Remarks on Macroeconomic Uncertainty 5

index (VSTOXX).
To highlight the differences of various popular uncertainty proxies, Figure 1.1 depicts

the quarterly time series of forecaster disagreement and average uncertainty based on one-
year-ahead inflation forecasts from the ECB-SPF as well as the quarterly averages across
the VSTOXX and EPU indices for the Euro area during the period 1999Q1–2018Q2.
Each series is standardized to have zero mean and variance one. The measures depicted
in Figure 1.1 will be discussed in more detail throughout the remaining chapters. Thus,
we refrain from providing further details here.

Figure 1.1: Popular indicators of macroeconomic uncertainty
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Notes: The plots depict the standardized time series of four popular indicators of macroeconomic uncer-
tainty: Forecaster disagreement and average uncertainty based on one-year-ahead inflation forecasts from
the ECB-SPF, the EURO STOXX 50 Volatility index as well as the Economic Uncertainty index. The
sample period is 1999Q1–2018Q2.

The evidence from Figure 1.1 shows that the individual measures considerably deviate
during specific episodes, in particular since the outbreak of the Great Recession. While
forecaster disagreement exhibits subtantial fluctuations, average inflation uncertainty has
experienced a sustained increase since around 2008. A similar divergence of the EPU
and VIX indices is visible in recent years. In addition, disagreement appears to track
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the evolution of the VSTOXX index, whereas average uncertainty appears to co-move
more closely with the EPU index. These differences highlight the need to account for the
conceptual differences of distinct uncertainty proxies. To address this issue, Chapters 2
through 4 include comparisons of survey-based measures of uncertainty to other popular
indicators of macroeconomic uncertainty.

1.3 Outline of the Thesis

This section provides an outline of the remainder of this thesis, which consists of four self-
contained chapters that can be read independently of each other. The ordering of chapters
mirrors the structure of the discussion from the previous subsections. Chapter 2 is joint
work with my supervisor, Prof. Dr. Christian Conrad. Chapters 3 and 5 are joint projects
with one my former colleagues, Dr. Matthias Hartmann. A slightly different version of the
analysis from Chapter 3 has been published as “Inflation uncertainty, disagreement and
monetary policy: Evidence from the ECB Survey of Professional Forecasters” in a special
issue of the Journal of Empirical Finance on “The Euro Zone in Crisis” (cf. Glas and
Hartmann, 2016). Chapter 4 is based on a single-authored paper. Below, we motivate the
analysis in the subsequent chapters and briefly summarize the main results.

‘Déjà Vol’ Revisited

In Chapter 2, we investigate the question of whether macroeconomic variables contain
information about future stock volatility beyond that contained in past volatility. Among
other models of asset valuation, the present value models of Campbell (1991) and Camp-
bell and Shiller (1988) provide a theoretical justification for counter-cyclical behavior
of stock volatility. Nonetheless, the empirical evidence for a link between volatility and
macroeconomic conditions is rather weak. For example, Schwert (1989) and Paye (2012)
show that macroeconomic variables rarely improve predictions of future stock market
volatility when conditioning on past volatility.

Using data from the FED-SPF, we contribute to the literature by providing strong
evidence that macroeconomic variables do successfully predict quarterly stock volatility.
In contrast to the previous literature which focuses almost exclusively on the realizations
of macroeconomic variables, we show that corresponding survey forecasts are usually
more informative. Moreover, the release schedule of quarterly macroeconomic figures
rules out the estimation of predictive regressions with realizations in real-time. Since they
do not account for this publication lag, the results from previous studies are thus of
limited use in practice. In addition, previous research mostly considers the stock market
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as a whole. However, stock volatility in some industries may be more closely linked
to macroeconomic conditions than in others. Therefore, we analyze both the aggregate
stock market as well as 5 and 49 industry portfolios. Finally, we argue that predictive
regressions based on realized volatility suffer from measurement error, which may mask
a potentially existing effect of macroeconomic conditions on future stock volatility. To
mitigate this problem, we follow Conrad and Schienle (2018) and replace realized volatility
with ‘volatility-adjusted realized volatility’, which is a more precise proxy for the latent
long-term volatility component that is driven by macroeconomic conditions.

Our results can be summarized as follows: First, we find that forecasts of real GDP
and industrial production growth predict volatility in a cross-section of 49 industry port-
folios. We show that the expectation of higher growth rates is associated with lower
stock volatility. Our results are in line with both counter-cyclical volatility in dividend
news as well as in expected returns. In contrast, realizations of GDP and industrial pro-
duction growth are essentially insignificant predictors in all industries. Second, inflation
forecasts predict higher or lower stock volatility depending on the state of the economy
and the stance of monetary policy. Third, forecasts of higher unemployment rates are
good news for stocks during expansions and go along with lower stock volatility. The
results from predictive regressions with ‘volatility-adjusted realized volatility’ strengthen
the evidence in favor of the predictive ability of macroeconomic variables. In particular,
the realizations gain significance in this case. However, they are still outperformed by the
forecasts. In summary, we provide much more optimistic results regarding the predictive
power of macroeconomic variables for stock volatility than the previous literature. The
results from our analysis hold in- as well as out-of-sample and pass various robustness
checks.

Inflation Uncertainty, Disagreement and Monetary Policy

After demonstrating the predictive power of survey forecasts for future stock volatility
in Chapter 2 we next turn to the analysis of macroeconomic uncertainty. In Chapter 3,
we focus on the uncertainty associated with expected inflation rates in the Euro area.
Though survey-based measures of inflation uncertainty such as the average variance from
a cross-section of density forecasts are often regarded as one of the most reliable ways to
quantify uncertainty (Bachmann et al., 2013; Clements, 2014), many surveys do not elicit
density forecasts. In such cases, the cross-sectional variance of point forecasts (i.e., dis-
agreement) is often used as a proxy variable for inflation uncertainty. However, Zarnowitz
and Lambros (1987) describe several cases in which the two measures may deviate. For
the FED-SPF, Giordani and Söderlind (2003) as well as Rich and Tracy (2010) document
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that disagreement is only weakly correlated with measures of inflation uncertainty derived
from density forecasts.

In Chapter 3, we analyze the covariates of average inflation uncertainty and forecaster
disagreement based on data from the ECB-SPF. In particular, we are the first to provide
a systematic analysis of the role of discretionary monetary policy for the emergence of
inflation uncertainty in the Euro area. Employing the forecast error component model of
Lahiri and Sheng (2010), we conduct a variance decomposition which isolates disagreement
as one of two components of average inflation uncertainty. The second component is the
perceived variance of the shocks that occur during the period after forecasters report
their predictions until the realization of the inflation rate. We empirically confirm that
disagreement is an incomplete approximation to overall uncertainty. Both measures are
associated with macroeconomic conditions and indicators of monetary policy, but the
relations differ qualitatively. In particular, we show that average inflation uncertainty
is higher during periods of expansionary monetary policy, whereas disagreement rises
during periods when monetary policy is discretionary. Moreover, the difference between
average inflation uncertainty and disagreement increases with the forecast horizon and
during periods when monetary policy is unduly expansive. Our findings suggest that
an important reason for the steady increase in average inflation uncertainty since the
beginning of the Great Recession is the sustained period of expansionary monetary policy
by the ECB. This influence is not detected if disagreement alone is used as an indicator of
inflation uncertainty. Therefore, conclusions based on disagreement as a single indicator
of ex-ante uncertainty are incomplete and potentially misleading.

Five Dimensions of the Uncertainty-Disagreement Linkage

The analysis from Chapter 3 is based on a very specific setting. In particular, we employ
variance-based indicators of uncertainty and disagreement and use the histogram means
to compute the latter. Moreover, we fit generalized beta distributions to the individual
histograms and focus on predictions for the inflation rate. Chapter 4 provides a broader
analysis of the relationship between forecaster disagreement and macroeconomic uncer-
tainty in the Euro area. Using data from the ECB-SPF for the period 1999Q1–2018Q2,
we account for several aspects of the uncertainty-disagreement linkage that are frequently
neglected or insufficiently addressed in the related literature. First, we consider distinct
statistics that differ in terms of their robustness to extreme observations. Most studies
rely on variance-based indicators, which may be strongly affected by outliers (Lahiri and
Sheng, 2010). This is practically relevant because the cross-section of survey participants
is relatively small in most cases. Thus, a few extreme predictions may falsely indicate a
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large degree of disagreement among survey participants. Second, both the point forecasts
and the histogram means are frequently used to calculate forecaster disagreement. How-
ever, the two series tend to deviate in practice (Clements, 2010, 2012). The choice between
the two may thus have a considerable impact on the observed level of disagreement. In
order to assess how this choice affects the link between uncertainty and disagreement, we
consider both. Third, most studies rely on a single assumption regarding the distribution
of the probability mass within the distinct outcome intervals of the survey questionnaire.
In contrast, we account for various popular assumptions. As discussed by Giordani and
Söderlind (2003), this choice affects the observed level of uncertainty. Fourth, most stud-
ies that analyze the SPF data focus on either the inflation rate (D’Amico and Orphanides,
2008; Glas and Hartmann, 2016), output growth (Clements, 2011), or both (Zarnowitz
and Lambros, 1987; Giordani and Söderlind, 2003; Boero et al., 2015). However, the
strength of the uncertainty-disagreement linkage may differ for more persistent outcome
variables such as the unemployment rate. Hence, the analysis from Chapter 4 accounts for
differences across outcome variables. Fifth, the theoretical forecast error decomposition
of Lahiri and Sheng (2010) predicts that the difference between disagreement and un-
certainty increases with the forecast horizon due to an accumulation of aggregate future
shocks. Therefore, we evaluate whether uncertainty and disagreement are more closely
related at specific forecast horizons.

In line with the evidence from Chapter 3, we find that disagreement is a poor proxy
for uncertainty. However, we show that the strength of the correlation varies with the
employed dispersion statistic, the usage of either point forecasts or histogram means to
calculate disagreement, the considered outcome variable, and the forecast horizon. In
contrast, distributional assumptions do not appear to be very influential. Moreover, the
relationship is weaker during economically turbulent periods when indicators of uncer-
tainty are needed most. Accounting for the entry and exit of forecasters to and from the
survey has little impact on the results.

We also show that survey-based uncertainty is associated with overall policy uncer-
tainty (as measured by EPU), whereas forecaster disagreement is more closely related to
the anticipated fluctuations on financial markets (as indicated by VSTOXX). The same
factors that are responsible for the decoupling of policy and financial uncertainty may thus
also explain the divergence between survey-based measures of uncertainty and disagree-
ment since the outbreak of the Great Recession. In summary, our findings from Chapters 3
and 4 highlight the importance of relying on the subjective probability distributions in
order to quantify uncertainty.
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Overconfidence Versus Rounding in Survey-Based Density Forecasts

Chapter 5 is concerned with the informative content of the survey predictions for the
conditional variance, which has been recently contested, e.g., by Clements (2016). In
particular, our analysis contributes to a growing body of literature that analyzes the
misalignment of ex-ante and ex-post variances. Although survey-based point predictions
have been found to outperform successful forecasting models (e.g., Ang et al., 2007),
corresponding variance forecasts are frequently diagnosed as heavily distorted. Forecasters
who report inconspicuously low ex-ante variances often produce squared forecast errors
that are much larger on average. We ask under which conditions the second moments from
the SPF data are relatively well aligned with the variability of the prediction errors. We
propose to relate the ex-ante variance of forecasters to the properties of their predictions
itself which are observed prior to the outcome. These characteristics are the distinct
rounding patterns in individual histogram forecasts, which have been documented in
several empirical and experimental studies (Manski and Molinari, 2010; Binder, 2017;
Boero et al., 2011; Ruud et al., 2014).

We document the novel stylized fact that the variance misalignment in both the ECB-
and FED-SPF is related to the rounding behavior of the survey participants. In particular,
the deviations of survey participants’ forecast variances prior to and after the outcome can
partially be ascribed to the response pattern of a large group of forecasters that submit
rounded histogram predictions. Discarding responses which are strongly rounded provides
an easily implementable correction that (i) can be carried out in real time, i.e., before
outcomes are observed, and (ii) delivers a significantly improved match between ex-ante
and ex-post forecast variances. According to our estimates, uncertainty about inflation,
output growth and unemployment in the U.S. and the Euro area is higher after correcting
for the rounding effect. The observed increase in the share of non-rounded responses in
recent years also helps to further understand the trajectory of survey-based average un-
certainty during the years after the financial and sovereign debt crisis. Our findings are in
line with assertions from the previous literature regarding the connection between survey
respondents’ rounding behavior and their uncertainty about future macroeconomic out-
comes. Moreover, we discuss potential explanations for the decision of survey participants
whether or not to round their predictions. In particular, we argue that there may exist a
close connection between rounding and the importance of judgment relative to the use of
(econometric) models in the formation of individual expectations.



Chapter 2

‘Déjà Vol’ Revisited

.

2.1 Introduction

“The puzzle highlighted by the results in this paper is that stock volatility is not
more closely related to other measures of economic volatility.”

(Schwert, 1989, p. 1146)

“Because volatility co-varies with business conditions, a tendency exists to
suspect that incorporating macroeconomic information should greatly improve
longer horizon volatility forecasts. The relatively comprehensive analysis in this
paper shows that only modest forecasting gains are possible.”

(Paye, 2012, p. 545)

The notion that macroeconomic variables should have predictive power for financial
volatility has a long tradition in economics. Theoretically, a counter-cyclical behavior of
stock market volatility can be rationalized based on the present value models of Camp-
bell (1991) and Campbell and Shiller (1988) but also within the context of more recent
models of asset valuation such as Bansal and Yaron (2004), Mele (2007), Bollerslev et
al. (2009), David and Veronesi (2013) or Campbell et al. (2018), among others. Against
this background, it is astonishing that the empirical evidence for such a link is rather
scant. One of the early empirical studies is Schwert (1989). The above quote from Schw-
ert (1989) refers to the puzzling finding that macroeconomic variables appear to be only

This chapter is based on the working paper “‘Déjà vol’ revisited: Survey forecasts of macroeconomic
variables predict volatility in the cross-section of industry portfolios” that I wrote jointly with my super-
visor, Prof. Dr. Christian Conrad (cf. Conrad and Glas, 2018).
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weakly related to stock market volatility when conditioning on past volatility. Although
subsequent studies have frequently revisited the question of whether macroeconomic vari-
ables help to forecast volatility, the quote from Paye (2012) illustrates that the empirical
evidence is still somewhat at odds with modern approaches to asset valuation. Because
volatility forecasts are of great importance for portfolio choice, risk management and the
surveillance of risks to financial stability, we take a fresh look at this question.

In contrast to the previous literature which focuses almost exclusively on the realiza-
tions of macroeconomic variables, we argue that survey forecasts of these variables are
usually more informative about future stock volatility and, what is more, are available
in real-time. Using expectations data from the Survey of Professional Forecasters (SPF)
of the Federal Reserve Bank of Philadelphia, we contribute to the literature by provid-
ing strong evidence that macroeconomic variables do successfully predict quarterly stock
volatility in a cross-section of 49 industry portfolios. We consider an AR(2) specification
for quarterly realized industry volatility as a benchmark model and test whether addi-
tionally including macroeconomic variables improves forecast performance in- and out-of-
sample. Our econometric approach follows Paye (2012), which ensures comparability of
our results with his. Our findings can be summarized as follows.

First, based on full sample estimates, we show that one-quarter-ahead SPF forecasts
of gross domestic product (GDP) and industrial production (IP) growth are significant
predictors of future volatility in 24/33 out of the 49 industries. The signs of the estimated
effects are in line with a counter-cyclical behavior of volatility, which is consistent with
both a higher volatility of dividend news during contractions than during expansions (see,
for example, Bansal and Yaron, 2004) and/or more volatile discount rates during bad
times (see Mele, 2007). In sharp contrast, realizations of GDP/IP growth are essentially
insignificant predictors in all industries. In addition, it is important to notice that the
release schedule of quarterly macroeconomic figures rules out the estimation of predictive
regressions with realizations in real-time.

Second, we argue that predictive regressions with realized volatility as the dependent
variable suffer from measurement error. As discussed in Engle et al. (2013) and Conrad
and Schienle (2018), realized volatility should be considered a noisy proxy for the latent
long-term component of volatility that is driven by macroeconomic conditions. The mea-
surement error problem suggests that macroeconomic variables may often falsely appear
to be insignificant in predictive regressions despite a potentially existing effect. We use
the procedure proposed in Conrad and Schienle (2018) in order to test for an existing
relationship. This test simply consists of running the same predictive regression as be-
fore but with realized volatility being replaced by ‘volatility-adjusted realized volatility’.
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The latter is a more precise proxy for the latent long-term volatility which mitigates the
measurement error problem. The test results strengthen the evidence in favor of the pre-
dictive ability of the macroeconomic variables. We find that forecasts of GDP/IP growth
are significant in 38/37 out of the 49 industries. Moreover, the realizations of the macroe-
conomic variables gain significance as well. For example, in 26 cases the realization of a
higher unemployment rate predicts a significant increase in stock volatility.

Third, even when controlling for standard predictors of returns and volatility such
as the dividend-price ratio, the price-earnings ratio, the term spread or news implied
volatility, the macroeconomic forecasts retain their significance in the predictive regres-
sions. That is, macroeconomic variables contain information beyond that contained in
those predictors and past volatility. In line with David and Veronesi (2013), our results
suggest that the relation between inflation and stock volatility depends on the prevailing
macroeconomic regime. For example, if higher inflation expectations go along with a lower
price-earnings ratio, i.e., higher earnings expectations, stock volatility decreases. On the
other hand, if inflation expectations are high and at the same time the term spread is
low, investors may fear a stagflation regime and, hence, higher inflation expectations are
associated with higher stock volatility.

Fourth, motivated by these findings, we run predictive regressions for subsamples of 15
years each. The predictive power of GDP/IP growth for future volatility is strongest for
the turbulent 1970s and early 1980s, decreases during the Great Moderation period but
upraises again for subsamples that include the Great Recession. As before, we observe a
time-varying effect for inflation. While higher inflation rates predominantly go along with
higher stock volatility during the stagflation period of the 1970s and during the Volcker
disinflation, increasing inflation rates are associated with lower levels of stock volatility
before the financial crisis of 2007/8. Finally, we observe an interesting dichotomy for the
unemployment rate. While higher realized unemployment rates go along with elevated
levels of stock market volatility, higher expected unemployment rates predict lower volatil-
ity in recent subsamples. The former effect suggests that higher realized unemployment
rates are perceived as bad news for stocks (via the cash flow effect), while the latter effect
appears to be driven by monetary policy: The expectation of higher unemployment rates
reduces the probability of a monetary tightening and, hence, is good news for stocks (via
the discount effect).

Fifth, we evaluate the out-of-sample predictive ability of the macroeconomic variables
by means of Giacomini and White (2006) tests. We test the null hypothesis of equal
forecast performance with the AR(2) benchmark model. At the 10% significance level, we
find that the null hypothesis is rejected for 14/19 out of the 49 industries when including
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forecasts of GDP/IP growth and for 20/25 industries when including forecasts of inflation
or the unemployment rate. Interestingly, we find that macroeconomic expectations are
most informative during the onset of recessions and, in particular, during the period after
the Great Recession.

In summary, we provide much more optimistic results regarding the predictive power
of macroeconomic variables for stock volatility than the previous literature. Our findings
are driven by three main insights. First, while the previous literature mainly focuses on
realizations of macroeconomic variables, we show that forecasts are usually more infor-
mative. Second, we consider the cross-section of industry portfolios instead of the broad
stock market. Our results highlight that not all industries are alike, i.e., stock volatility
in some industries is closely related to macroeconomic conditions while the volatility in
others is not. Averaging over all industries surely makes it more difficult to detect a ro-
bust relationship. Third, for GDP/IP growth the strength of the predictive ability varies
over time as does the sign of the estimated effect of inflation. What is more, for the
unemployment rate realizations and forecasts even have opposite effects.

The remainder of this chapter is organized as follows. Section 2.2 reviews the related
empirical literature and Section 2.3 presents some theoretical thoughts on the relation be-
tween macroeconomic conditions and stock volatility. We present the econometric frame-
work in Section 2.4 and the data in Section 2.5. The empirical results are discussed in
Section 2.6.Section 2.7 provides extensions and robustness checks. Section 2.8 summarizes
and concludes.

2.2 Related Literature

In this section, we review the empirical literature on macroeconomic predictors of stock
market volatility. Officer (1973) and Schwert (1989) were among the first to investigate this
link. More recent papers are Campbell and Diebold (2009), Paye (2012) and Christiansen
et al. (2012). The main econometric workhorse in all those papers is a predictive regression
with a measure of realized stock volatility as the dependent variable. The question of
interest is whether macroeconomic conditions have forecasting power for future stock
volatility when controlling for past volatility. While Paye (2012) and Christiansen et
al. (2012) find that financial variables such as default spreads and dividend yields have
some predictive power for stock volatility, macroeconomic variables such as GDP or IP
growth are not found to be useful. Campbell et al. (2001) consider industry- and firm-level
volatility and find no evidence that GDP growth predicts those volatilities. Similarly,
Chong and Lin (2017) analyze industry-level stock volatility and find that industrial
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production growth is not a meaningful predictor. More promising results are presented in
Campbell and Diebold (2009) based on six-month growth forecasts from the Livingston
survey. They show that higher growth expectations forecast lower levels of CRSP-based
realized volatility in-sample. However, Campbell and Diebold (2009) do not provide out-
of-sample evidence.

A second strand of literature employs GARCH-type component models for volatility.
In particular, Engle and Rangel (2008) and Engle et al. (2013) decompose volatility into
a short- and a long-term component and provide evidence that low GDP/IP growth and
high inflation predict high long-term volatility. Further evidence is provided in Asgharian
et al. (2013) and Conrad and Loch (2015). In particular, Conrad and Loch (2015) show
that GDP/IP growth and the unemployment rate are lagging with respect to the long-term
component of stock volatility and that the SPF expectations contain useful information
that is not included in past realizations. Whereas Conrad and Loch (2015) focus on
aggregate stock market volatility, we primarily focus on industry portfolio volatility. This
will help us understand the cross-sectional heterogeneity in volatility.

At first, it might be puzzling why the evidence based on predictive regressions is much
less optimistic than the evidence based on GARCH-type models. Engle et al. (2013)
and Conrad and Schienle (2018) explain that this might be due to a measurement error
problem in the predictive regressions. Conrad and Schienle (2018) propose a test for
checking whether macroeconomic conditions are related to the long-term component of
volatility. We make use of their test and show that standard predictive regressions indeed
tend to overlook existing relationships.

While we focus on the effects of macroeconomic conditions on financial volatility,
other studies investigate the relation between macroeconomic uncertainty and financial
volatility or, reversely, the effects of financial volatility on the macroeconomy. For a recent
review of the literature see Andersen et al. (2013).

2.3 The Economics of Volatility

Although the evidence in favor of the predictive ability of macroeconomic variables is
rather weak, there is strong empirical evidence suggesting that financial volatility behaves
counter-cyclical. The present value models of Campbell and Shiller (1988) and Campbell
(1991) provide a theoretical framework for intuitively illustrating the mechanics of the
relationship between macroeconomic conditions and stock volatility. In our empirical
analysis, we will focus on the volatility of industry portfolios. Let ri,t denote the log return
on industry portfolio i in period t. Unexpected returns due to news can be decomposed
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into two surprise components:

ri,t+1 − Et[ri,t+1] = εdiv
i,t+1 − εret

i,t+1, (2.1)

where εdiv
i,t+1 represents revisions in expectations about future dividend payments and εret

i,t+1

denotes revisions in expectations about future returns. We refer to the first term as the
‘cash flow effect’ of news and to the second term as the ‘discount rate effect’ of news.
Because the same piece of news can have a positive cash flow effect (i.e., εdiv

i,t+1 > 0) but
a negative discount rate effect (i.e., −εret

i,t+1 < 0), the overall effect of news on unexpected
returns is often ambiguous ex-ante and may even vary over the business cycle. For exam-
ple, Boyd et al. (2005) show that bad news about the unemployment rate are typically
good news for stocks during expansions but bad news during contractions. During expan-
sions the discount effect dominates: An increasing unemployment rate reduces interest
rate expectations and, hence, is good news for stocks. On the other hand, during contrac-
tions the cash flow effect dominates: A higher unemployment rate lowers expected future
dividend payments and, hence, is bad news for stocks.

The conditional variance of returns can be written as

Vart[ri,t+1] = Vart[εdiv
i,t+1] + Vart[εret

i,t+1] − 2Covt(εdiv
i,t+1, εret

i,t+1). (2.2)

If expected returns are constant, the conditional variance of returns is time-varying only
because of time-variation in Vart[εdiv

i,t+1]. In this case, return volatility is counter-cyclical
if the volatility of dividend news is counter-cyclical. If expected returns are time-varying,
the conditional volatility of news about expected returns, Vart[εret

i,t+1], can also generate
counter-cyclical stock volatility. This will be the case if changes in expected returns are
more pronounced during contractions than during expansions. For examples of models that
can generate the former or latter effect see Bansal and Yaron (2004) or Mele (2007). In the
general equilibrium model of David and Veronesi (2013) changes in stock market volatility
are driven by changes in market participants’ beliefs about the prevailing economic regime.
Agents learn about the current regime by observing inflation, the price-earnings ratio and
other variables. In particular, David and Veronesi (2013, p. 687) emphasize the “time-
varying signalling role of inflation”.

The previous discussion not only suggests a counter-cyclical behavior of return volatil-
ity but also a negative relation between returns and volatility. If the conditional volatility
of returns goes up/down in contractions/expansions and contractions/expansions are pre-
dominantly associated with bad/good news, returns and volatility are negatively related.
This observation is often referred to as the volatility-feedback effect (see, for example,
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Campbell and Hentschel, 1992).
Another implication is that changes in expected macroeconomic conditions should be

associated with variation in Vart[εdiv
i,t+1] and/or Vart[εret

i,t+1] and, hence, should be able
to predict future stock volatility. Below, we briefly discuss what kind of relationship we
expect for the four macroeconomic variables that are employed in the empirical analysis.

GDP and IP growth expectations: If and to the extent to which the conditional volatil-
ity of cash flow news of a specific industry behaves counter-cyclical, forecasts of higher
GDP growth rates should be associated with lower levels of volatility in the respective
industry. Nevertheless, the relationship might not be stable over time. For example,
the subdued volatility of GDP/IP growth rates during the Great Moderation might have
weakened the link between the business cycle and financial volatility. Moreover, if mone-
tary policy is rules-based and responsive to changes in inflation and GDP growth, higher
growth expectations go along with the expectation of a tighter monetary policy. If the
economy is in an expansion the discount rate effect might dominate, stock prices fall and
volatility increases (see Andersen et al., 2007).

Inflation expectations: Compared to the measures of economic activity, the relation-
ship between stock volatility and inflation expectations is more complex. As highlighted
by David and Veronesi (2013) higher inflation expectations can be associated with higher
or lower stock volatility. For example, David and Veronesi (2013, p. 684) argue that dur-
ing the early 1980s “investors faced large uncertainty about whether the United States
would enter a persistent stagflation regime”. During this period, higher inflation expecta-
tions went along with lower growth expectations, declining stock prices and higher stock
volatility. This type of reasoning is consistent with Fama and Schwert (1977) who provide
evidence for a negative relationship between inflation and stock returns. Fama (1981) ar-
gues that this negative relation can be explained by a negative relation between inflation
and growth, whereby growth is the fundamental factor that relates to stock prices. During
the 1970s and early 1980s, high inflation simply ‘proxies’ low growth. On the other hand,
the model of David and Veronesi (2013) predicts that higher inflation can lead to decreas-
ing stock volatility when the market fears a deflationary regime. In this situation higher
inflation expectations are signalling that market participants believe that a deflationary
regime can be avoided. As a result, (stock prices increase and) stock volatility declines.

The relation between stock volatility and inflation is also likely to depend on the mar-
ket participants’ beliefs about the central bank’s reaction function. If the central bank
follows an inflation objective, then higher inflation expectations should be accompanied
by the expectation of higher policy rates in the future (see Engel and West, 2006, Conrad
and Lamla, 2010, and Dräger et al., 2016, for theoretical and empirical evidence). In
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response, stock prices of interest rate sensitive industries might decline and higher infla-
tion expectations can be associated with higher volatility. Such a relationship might be
expected, for example, for the years of the Volcker disinflation. In contrast, if monetary
policy is less responsive to inflation, and output and inflation are positively related, higher
inflation expectations may predict lower financial volatility.

Unemployment rate: Because the unemployment rate is inversely related to the busi-
ness cycle, we should expect that a higher unemployment goes along with higher volatility
in cash flow news. Thus, the unemployment rate should be positively associated with the
volatility of cyclical industries. However, according to Boyd et al. (2005) news about
higher unemployment rates during expansions are typically good news for the stock mar-
ket. If monetary policy is forward looking, an increase in the expected unemployment
rate will create the expectation of lower policy rates in the future or will reduce the prob-
ability of a tightening during an expansion. Hence, we conjecture that an increase in the
expected unemployment rate can also be associated with lower volatility.

2.4 Predictive Regressions for Financial Volatility

Our main workhorse for the empirical analysis is the predictive regression. We employ
the same specification as in Paye (2012) and model the volatility in industry i = 1, . . . , N

as

ln(Vol i,t+1) = φ0,i + φ1,i ln(Vol i,t) + φ2,i ln(Vol i,t−1) + θiXt + νi,t+1, (2.3)

where Vol i,t denotes a certain measure of stock volatility.1 The predictor Xt is either
the realization, xt, of one of the previously discussed macroeconomic variables, the corre-
sponding nowcast, xt|t, or a one-step-ahead forecast, xt+1|t, from the Survey of Professional
Forecasters. Since the macroeconomic variables are observed at the quarterly frequency,
the index t = 1, . . . , T refers to subsequent quarters. Finally, the error term, νi,t+1,
captures all factors that affect volatility but not included in the model. We are mainly
interested in testing the hypothesis H0 : θi = 0 against H1 : θi �= 0. Thus, our benchmark
model is a simple AR(2). Inference is based on autocorrelation- and heteroskedasticity-
robust standard errors (Newey and West, 1987). Prior to estimation, we standardize the
explanatory variable Xt by dividing it by its standard deviation. To improve the read-
ability, the coefficients and standard errors reported in the tables below are the estimated
ones times 100.

1The AR(2) specification can be justified based on the use of information criteria for lag length
selection. However, all our results are robust to reasonable modifications of the lag length.
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The most commonly used measure of the unobservable volatility is realized volatil-
ity. We allow for a constant, non-zero industry-specific expected return, μi, and model
industry returns as

ri,d,t = μi + εi,d,t, (2.4)

where ri,d,t denotes the daily log excess return in industry i on trading day d = 1, . . . , Dt

of quarter t. We compute the demeaned excess return in each sector as the residual from
the estimate of Eqn. (2.4), i.e., ε̂i,d,t = ri,d,t − μ̂i. Realized volatility in industry i and
quarter t is defined as the square root of the sum over the squared residuals, i.e.,

RVi,t =

√√√√ Dt∑
d=1

ε̂2
i,d,t. (2.5)

Later on, we will consider a measure of idiosyncratic volatility which is based on an
extended specification of Eqn. (2.4) that additionally includes the log excess return for
the market portfolio,

ri,d,t = μi + βirm,d,t + ηi,d,t. (2.6)

The coefficient of determination from Eqn. (2.6) captures the systematic risk of industry
i, which we will refer to as SRi in the following sections.

2.5 Data

In this section, we describe the return and macroeconomic data that are used in the main
part of this chapter. Data that are exclusively employed in Section 2.7 on robustness will
be introduced in the respective subsections.

Stock Market and Industry Portfolios
Financial return data are obtained from the Fama-French Data Library. We use daily
excess returns of the aggregate stock market (mkt) and the daily value-weighted excess
returns from the 5 and 49 industry portfolios. Broadly speaking, the market return is the
value-weighted excess return of all firms listed in the NYSE, AMEX, or NASDAQ. The 5
industry portfolios are defined as follows: Business equipment (hitec), consumer durables
(cnsmr), healthcare (hlth), manufacturing (manuf ) and other (other). A description of
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the 49 industry portfolios is provided in Table 2.6 in the Appendix.2 Our sample covers
the 1968Q4 to 2017Q4 period, such that T = 197. As will be discussed below, the start-
ing point of our sample period is determined by the availability of the macroeconomic
expectations data. As before, we denote the log excess returns on day d of quarter t for
industry portfolio i by ri,d,t and for the market portfolio by rm,d,t. For the market as well
as for each industry portfolio, we calculate quarterly realized volatility, RVm,t and RVi,t,
as described in Eqns. (2.4) and (2.5). Table 2.1 provides summary statistics for the mar-
ket and the 5 industry portfolios. The portfolios are sorted in decreasing order according
to their systematic risk, SRi. We retain this sorting throughout the following sections.
Table 2.1 presents the systematic risk as well as the corresponding estimate of βi, the
average annualized return and the average annualized realized volatility of each industry.
The other measures that are presented in the table will be introduced and discussed later.

Table 2.1: Summary statistics for the market and the 5 industry portfolios

SRi β̂i r̄i RV i R̃V i IVol i
˜IVol i

mkt 1.00 1.00 4.90 14.34 14.25 – –
other 0.87 1.07 4.29 15.86 15.82 5.58 6.05
cnsmr 0.85 0.87 5.92 13.93 14.34 5.19 5.46
manuf 0.84 0.91 5.31 14.13 14.56 5.31 7.06
hitec 0.83 1.13 4.40 17.70 18.02 7.23 7.43
hlth 0.67 0.88 6.40 16.09 16.57 9.06 9.82

Notes: This table displays the systematic risk (SRi) and the estimate
of βi from the model in Eqn. (2.6) for the market (mkt) as well as the
other (other), consumer durables (cnsmr), manufacturing (manuf ),
business equipment (hitec) and healthcare (hlth) industries. More-
over, the table contains the annualized time series averages of the
quarterly excess return, the realized volatilities (RVi,t, R̃V i,t), and
the idiosyncratic volatilities (IVoli,t, ĨVoli,t). The sample period is
1968Q4–2017Q4.

Figure 2.1 depicts the annualized time series of quarterly realized volatility.3 While
the first panel shows the market, the other panels show the 5 industry portfolios. Shaded
gray areas indicate recession periods as classified by the National Bureau of Economic
Research (NBER).

As expected, all time series of realized volatility are characterized by a distinct counter-
cyclical behavior, i.e., volatility is high during economic contractions and low during
expansion periods. While there is an obvious comovement in the realized volatilities of

2A more detailed description/definition of ‘the market’ and the industry portfolios is available on the
website of the Fama-French Data Library.

3The time series of quarterly returns are depicted in Figure 2.22 in the Appendix.
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Figure 2.1: Realized volatility for the market and the 5 industry portfolios
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Notes: The plots depict the annualized time series of quarterly realized volatility, i.e.,
√

4 · RVi,t, for the
market (mkt) as well as the other (other), consumer durables (cnsmr), manufacturing (manuf ), business
equipment (hitec) and healthcare (hlth) industries. Sectors are listed in decreasing order according to the
systematic risk from Eqn. (2.6) (see Table 2.1). The data are taken from the Fama-French data library.
The sample period is 1968Q4–2017Q4. Shaded gray areas indicate NBER-based recession periods.
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the 5 industry portfolios, there are also clear idiosyncracies such as the marked increase
in volatility in the business equipment industry during the period of the dot-com bubble
and its final burst. We illustrate the cross-sectional heterogeneity in the quarterly realized
volatilities of the 49 industry portfolios in Figure 2.2.

Figure 2.2: Average realized volatility and systematic risk for the 49 industry portfolios
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Notes: The left panel depicts the annualized time series average of quarterly realized volatility, i.e., RV i =
(1/T )

∑T
t=1 RVi,t (vertical axis), for each sector from the 49 industry portfolios (horizontal axis), ordered

by magnitude. For each year y, the right panel depicts the cross-section of systematic risk SR2
i,y from

the regression ri,d,y = μi,y + βi,yrm,d,y + ηi,d,y using daily data for each of the 49 industry portfolios (red
crosses). The solid black line is the cross-sectional average systematic risk, i.e., SRy = (1/49)

∑49
i=1 SRi,y.

The data are taken from the Fama-French data library. The sample period is 1968Q4–2017Q4. Shaded
gray areas indicate NBER-based recession periods. Year y is considered to be a recession year if at least
one of the four quarters is defined as a recession period by the NBER.

The left panel shows that the average annualized RVi,t is around 12% for ‘low-volatility
industries’ and above 30% for ‘high-volatility industries’.4 For comparison, the average
annualized realized volatility of the market is 14.34% (see Table 2.1). The right panel is
based on daily regressions of industry excess returns on a constant and the market’s excess
return. Within each year, we estimate the systematic risk of all 49 industries using daily
data and then average over the industries. The graph shows the individual systematic
risks for the 49 industries (red crosses) and the evolution of the cross-sectional average sys-
tematic risk (black line) over time. For a sample that ends in 1997, Campbell et al. (2001)
provide a similar figure and find that average systematic risk is trending downwards (see
their Figure 5). The right panel of Figure 2.2 shows that this was only a temporary
phenomenon and that the average systematic risk has spiked again around 2010. We
conjecture that the ability of macroeconomic variables to forecast market volatility may
be positively related to the average systematic risk and, hence, may vary over time. We

4The lowest/highest average annualized realized volatility is observed in the utilities (11.86%) and
precious metals (34.55%) industries, respectively.
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investigate this issue in Section 2.6.4.

Macroeconomic Expectations Data
Data on survey expectations and realizations of the macroeconomic variables are taken
from the Federal Reserve’s SPF. We focus on four key variables that are available on a
quarterly basis from 1968Q4 onwards. We consider two measures of economic activity:
Real GDP growth (Δgdp) and industrial production growth (Δip). Growth rates are
defined as annualized quarter-over-quarter percentage changes. Inflationary developments
are proxied by percentage changes in the GDP price index (inf ). Finally, we employ the
change (first difference) of the civilian unemployment rate (Δune).

For each of the four variables, we compute the growth rates/changes based on the
median of the predictions reported by the individual survey respondents. The SPF is
conducted in the middle month of each quarter and consists of approximately 35–45
participants per questionnaire. Our analysis is based on the nowcasts for the current
quarter, xt|t, as well as on the one-quarter-ahead forecasts, xt+1|t.

In addition to the expectations, the SPF provides different data vintages of the real-
izations for each outcome variable, xt. We employ first-release data of the realizations.5

It is important to note that, for example, the first release of GDP growth in quarter t

becomes available in quarter t + 1. Thus, strictly speaking the predictive regression in
Eqn. (2.3) is infeasible in real-time when using the realizations xt.6 In contrast, predictive
regressions based on xt|t and xt+1|t are feasible in real-time.

Figure 2.3 shows the realizations (black solid line), nowcasts (red dashed line) and
forecasts (green dotted line) of the macroeconomic variables. The horizontal axis depicts
the period during which the predictions are reported and realizations are observed. All
four variables are volatile in the 1970s and early 1980s, but become increasingly tranquil
during the Great Moderation period which ends with the Great Recession.

Table 2.2 provides summary statistics. For all variables but the unemployment rate,
the mean of the one-quarter-ahead forecasts is above the mean of the realizations. That
is, on average survey participants are too optimistic with respect to GDP/IP growth. At
the same time, the standard deviation of the forecasts is lower than the standard devia-
tion of the realizations. In addition, forecasts have a lower interquartile range and a lower
kurtosis than the realizations. Finally, forecasts are more persistent than realizations.

5We replace the missing observations for the first releases of Δgdp and inf in 1995Q4 with the corre-
sponding values from the second releases.

6Note that this problem is less severe for industrial production and the unemployment rate where the
quarterly observations are based on data that is released on a monthly basis. For example, at the end
of quarter t, industrial production figures for the first two months of quarter t are already available and
only the figure for the last month is missing.
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Figure 2.3: Forecasts and realizations of macroeconomic variables
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the period during which predictions are reported and realizations are observed. The data is taken from the
Federal Reserve’s SPF. The sample period is 1968Q4–2017Q4. Shaded gray areas indicate NBER-based
recession periods.

Additional Predictor Variables
In addition to the macroeconomic variables, we consider a set of variables that are fre-
quently associated with financial volatility in both the theoretical and empirical literature
(see, for example, Christiansen et al., 2012, David and Veronesi, 2013, and Mele, 2007).

We include the (log) dividend-price ratio (dpr) and the cyclically adjusted (log) price-
earnings ratio (per). The data are taken from Robert Shiller’s website. In addition, we
consider the term spread (ts), which is defined as the difference between 10-year govern-
ment bonds and 1-year T-bill rates. Moreover, we use the News Implied Volatility Index
(NVIX, nvix) proposed by Manela and Moreira (2017) which measures (investor) uncer-
tainty based on newspaper articles. The NVIX is based on machine learning techniques
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Table 2.2: Summary statistics for the macroeconomic explanatory variables

Variable Timing Mean Std. dev. Skew. Kurt. q0.25 q0.75 ρ1

t 2.39 3.02 −0.96 6.33 1.22 3.90 0.49
Δgdp Real GDP growth t|t 2.34 2.19 −0.92 5.14 1.56 3.31 0.71

t + 1|t 2.64 1.76 −0.70 5.44 2.17 3.37 0.80
t 2.15 6.32 −1.08 7.10 −0.21 5.57 0.53

Δip Industrial production t|t 2.45 4.39 −1.06 6.45 1.33 4.37 0.56
t + 1|t 3.25 3.29 −0.05 5.68 2.23 4.26 0.69
t 3.45 2.59 1.33 4.58 1.63 4.50 0.83

inf Inflation rate t|t 3.54 2.26 1.31 3.95 1.80 4.34 0.94
t + 1|t 3.49 2.11 1.29 3.92 1.91 4.30 0.97
t 0.00 0.37 1.47 7.22 −0.20 0.10 0.51

Δune Unemployment rate t|t 0.00 0.36 1.41 6.31 −0.20 0.10 0.61
t + 1|t 0.00 0.36 1.50 6.73 −0.20 0.10 0.55

Notes: This table displays summary statistics for the realizations (xt), nowcasts (xt|t) and one-quarter-ahead fore-
casts (xt+1|t) of the macroeconomic variables from the SPF data. For each variable the columns report the mean,
standard deviation, skewness, kurtosis, lower and upper quantiles and the first-order autocorrelation coefficient.
The sample period is 1968Q4–2017Q4.

and resembles the behavior of the Volatility Index released by the Chicago Board Options
Exchange which is only available from 1990 onwards. Further, we consider the quarterly
consumption-wealth ratio (cay) of Lettau and Ludvigson (2001), which is defined as the
residual from an estimated cointegration relationship between aggregate consumption,
wealth and labor income.7 Finally, we consider the Index of Consumer Sentiment (ics)
from the Michigan Survey of Consumers. Data on cay are available through 2016Q4 and
the time series for nvix ends in 2016Q1. All other variables are observed throughout the
entire sample period.

2.6 Empirical Analysis

In this section, we discuss the main empirical results. Full-sample predictive regressions
for the 5 and 49 industry portfolios are presented in Section 2.6.1. The Conrad and
Schienle (2018) test is implemented in Section 2.6.2. In Section 2.6.3, we illustrate that
our findings are robust to the inclusion of further predictor variables. Rolling-window
estimates and an out-of-sample forecast evaluation are presented in Sections 2.6.4 and
2.6.5, respectively.

7We use an updated version of the data used in Goyal and Welch (2008).
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2.6.1 Predictive Regressions Based on Realized Volatility

In the first step, we discuss the ordinary least squares (OLS) estimates of the predictive
regressions for realized volatility based on Eqn. (2.3).

For illustrative purposes, we begin by discussing the findings for the broad stock market
and the 5 industry portfolios. The first double-column in Table 2.3 displays the results
for the market, the other double-columns the estimates for the individual industries. In
each row, we present the parameter estimate, θ̂i, based on either (i) the realization,
xt, (ii) the nowcast, xt|t, or (iii) the one-quarter-ahead forecast, xt+1|t, of the respective
macroeconomic variable. Recall that we standardize each variable Xt prior to estimation
which ensures comparability of the coefficients. In addition to the parameter estimates,
we present the percentage increase in the R2 (denoted by ΔR2) relative to the AR(2)
benchmark.

In line with the previous literature, the realizations of the macroeconomic variables
have no predictive power for future market volatility when controlling for past volatil-
ity. As mentioned before, predictive regressions based on xt are infeasible in real-time.
Hence, we replace the realizations with the SPF nowcasts. However, none of the nowcasts
significantly affect market volatility. Next, we consider the one-quarter-ahead forecasts
of the macroeconomic variables. In this case, we obtain negative and highly significant
estimates of θm for GDP and IP growth which is in line with the notion of a counter-
cyclical behavior of volatility. The magnitude of the estimated coefficients is also eco-
nomically significant. For example, a one standard deviation increase in expected real
GDP growth is associated with a predicted decline in future market volatility by 4.07%
(100 · [exp(θ̂m · Δxt+1|t) − 1] = 100 · [exp(−0.0416 · 1) − 1] = −4.07%). When including the
SPF expectations xt+1|t, the percentage change in R2 is roughly 2% for GDP growth and
2.4% for IP growth.8 In contrast, neither the inflation nor the unemployment expectations
are found to be significant.

Our finding that realizations of GDP growth and IP growth do not forecast stock
market volatility are in line with the results in Paye (2012). The evidence that expecta-
tions regarding future developments of GDP growth and IP growth are useful predictors
for stock market volatility squares with the results in Campbell and Diebold (2009) and
Conrad and Loch (2015).9

The results for the 5 industry portfolios are in line with those for the market. Again,
we find that realizations and nowcasts of the macroeconomic variables are insignificant in

8For reference, the goodness of fit for the market portfolio from the AR(2) benchmark is 0.44.
9To the contrary, Paye (2012) uses 6- to 12-months GDP growth forecasts from the Livingston Survey

and finds no evidence of predictive power of the forecasts.
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essentially all cases. To the contrary, GDP growth expectations for t + 1 are significantly
negative for four and IP growth expectations for all five industry portfolios. Both GDP
and IP growth expectations have the strongest effect on the manufacturing industry. We
also observe notable increases in the R2 of the predictive regressions when adding xt+1|t.10

For example, for one-quarter-ahead GDP growth forecasts the increase in the R2 is 2.51%
for the consumer durables sector and for IP growth forecasts the increase is 2.86% for the
healthcare industry. Thus, the predictive regressions for the industry portfolios confirm
our results for the stock market, but also illustrate that the estimates of θi as well as the
percentage increases in R2 vary across industries.

To further investigate the relation between macroeconomic conditions and stock volatil-
ity in the cross-section of industries, we now consider the 49 industry portfolios. To
simplify the interpretation, the estimation results from the predictive regressions are pre-
sented graphically. The left panel of Figure 2.4 depicts the number of estimates of θi

that are significantly different from zero at the 5% critical level for each macroeconomic
variable Xt ∈ {xt, xt|t, xt+1|t}. The blue/red bars indicate significantly positive/negative
estimates.

Figure 2.4: Number of significant estimates of θi for the 49 industry portfolios (RVi,t+1

and R̃V i,t+1)
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Notes: The plots depict the number of significantly positive (blue bars) and negative estimates (red bars)
of θi from the regression ln(Voli,t+1) = φ0,i + φ1,i ln(Voli,t) + φ2,i ln(Voli,t−1) + θiXt + νi,t+1 for the 49
industry portfolios based on predictors Xt ∈ {xt, xt|t, xt+1|t} when either realized volatility (RVi,t+1, left
panel) or volatility-adjusted realized volatility (R̃V i,t+1, right panel) is considered as the volatility proxy.
The significance level is 5%. The estimation sample covers the period 1968Q4–2017Q4.

In line with the evidence from Table 2.3, we find that future volatility is almost always
unrelated to the realizations of GDP and IP growth. The association between realized

10The R2
i from the AR(2) benchmark range from 0.32 (healthcare) to 0.54 (business equipment).
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volatility, inflation and the unemployment rate appears to be weak as well. The effect
of inflation is significantly negative in only three out of the 49 industry portfolios and
an increase in the unemployment rate tends to significantly increase future volatility in
three industries. When using nowcasts instead of realizations, we observe a few more
significant estimates for GDP/IP growth as well as for inflation. In line with the results
for the 5 industry portfolios, forecasts of GDP/IP growth are much stronger predictors
of realized volatility. GDP/IP growth significantly predict lower volatility in 24/33 in-
dustries. Interestingly, we observe that higher unemployment rate forecasts now predict
decreasing realized volatility in four industries. We will discuss and explain this switch in
signs in detail in Section 2.6.4, which presents rolling-window estimates of the predictive
regressions.

The panels in Figure 2.5 depict the percentage improvement in the goodness of fit
compared to the baseline AR(2) model when including either the realization (horizontal
axis) or the forecast (vertical axis) of the respective macroeconomic variable as a predictor
in Eqn. (2.3).11 The R2

i from the AR(2) benchmark range from 0.26 (medical equipment)
to 0.69 (computer software).12 Red dots indicate that in the underlying regression, θi is
significantly different from zero at the 5% level either for xt, xt+1|t, or both.

In line with our previous considerations, Figure 2.5 clearly shows that the one-step-
ahead SPF forecasts of GDP and IP growth lead to higher percentage increases in R2

than the corresponding realizations. For both, GDP and IP growth the largest percentage
increase in R2 is observed for the ships industry (9.84% and 6.90%, respectively). For
inflation, forecasts as well as realizations lead to percentage increases of comparable size.
In contrast, the evidence for the unemployment rate is mixed. For some industries, we
observe the strongest increases for the realizations (e.g., medical equipment: 6.99%) while
in other industries for the forecasts (e.g., retail: 3.10%).

In sum, our results show that forecasts of GDP and IP growth are strong predictors
of future volatility in roughly 50% of the industry portfolios. The size of the estimated
effects as well as the percentage change in the goodness-of-fit (as compared to the AR(2)
benchmark) suggest that the increase in predictive ability is economically significant. In
Sections 2.6.3 and 2.6.4, we provide explanations for why the results for inflation and
unemployment forecasts appear to be more modest. In particular, we show that for these
two variables the signs of the effects change over time and, hence, full sample regressions
may be misleading.

11We have also considered the improvement in the goodness of fit for the nowcasts. A detailed account
is omitted here for brevity.

12The (financial) trading sector, which may be of particular interest, has a benchmark R2
i of 0.67.
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Figure 2.5: Gain in the goodness of fit for the 49 industry portfolios (RVi,t+1)
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Notes: The plots depict the percentage increase in R2
i relative to the AR(2) benchmark for the 49 in-

dustry portfolios when either the forecast (xt+1|t vertical axis) or the realization (xt, horizontal axis) of
the respective macroeconomic variable is considered as the predictor in the model from Eqn. (2.3) and
realized volatility (RVi,t+1) is considered as the volatility proxy. Red dots indicate that in the underly-
ing regression, θi is significantly different from zero at the 5% level either for xt, xt+1|t, or both. The
estimation sample covers the period 1968Q4–2017Q4.

2.6.2 Volatility-Adjusted Realized Volatility

Based on the representation in Eqn. (2.1), Engle and Rangel (2008) and Engel et al. (2013)
suggest that daily unexpected returns can be modeled as

εdiv
i,d,t+1 − εret

i,d,t+1 = εi,d,t+1 =
√

τi(si,t+1)hi,d,t+1zi,d,t+1, (2.7)

where zi,d,t+1 represents (industry-specific) news and τi(si,t+1)hi,d,t+1 is the time-varying
impact multiplier, which consists of two multiplicative components. The τi(si,t+1) com-
ponent depends on low-frequency state variables, si,t+1, and changes at the quarterly
frequency only, while hi,d,t+1 represents day-to-day changes in the impact multiplier. Fol-
lowing Engle and Rangel (2008), we refer to τi(si,t+1) and hi,d,t+1 as the long- and short-
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term volatility component, respectively. Naturally, si,t+1 depends on variables that proxy
the state of the macroeconomy. As discussed in Section 2.3, we might expect that, for
example, the same piece of news has a stronger effect in a recession than in an expan-
sion. Alternatively,

√
hi,d,t+1zi,d,t+1 can also be viewed as representing news with time-

varying intensity hi,d,t+1, where hi,d,t+1 follows a GARCH (or some other conditionally
heteroskedastic) process.

If Eqn. (2.7) holds, the predictive regression in Eqn. (2.3) with RVi,t+1 as the volatility
proxy can be interpreted as the linear projection of

ln(RVi,t+1) = 1
2 ln (τi(si,t+1)) + 1

2 ln
⎛⎝Dt+1∑

d=1
hi,d,t+1z

2
i,d,t+1

⎞⎠ (2.8)

on a constant and si,t+1 = (ln(RVi,t), ln(RVi,t−1), Xt)′. While the first term in Eqn. (2.8)
depends on Xt, the second term depends on the sum of a squared daily GARCH process.
Thus, as discussed in Engel et al. (2013) and Conrad and Schienle (2018), the dependent
variable, ln(RVi,t+1), is a noisy proxy for the variable of interest, ln (τi(si,t+1)). Clearly,
the presence of the strongly persistent measurement error, ln

(∑Dt+1
d=1 hi,d,t+1z

2
i,d,t+1

)
, will

tend to mask the existence of a relationship between long-term volatility and Xt.
Conrad and Schienle (2018) propose a test for the existence of a time-varying long-

term component that is driven by Xt. In their framework, τi,t = τi(Xt), and the null
hypothesis is H0 : τi,t = τi, where τi would be an industry-specific constant. The actual
test can be implemented by a two-step procedure. In the first step and under the null
hypothesis, we estimate the following GJR-GARCH specification for each industry:

ri,d,t = μi + εi,d,t, (2.9)
εi,d,t =

√
hi,d,tzi,d,t, (2.10)

hi,d,t = ωi + (αi + γi · �(εi,d−1,t < 0))ε2
i,d−1,t + δihi,d−1,t, (2.11)

where zi,d,t
i.i.d.∼ N (0, 1). In this model τi is given by ωi/(1 − αi − δi − γi/2). Based on the

parameter estimates, we obtain the volatility-adjusted residuals,

ˆ̃εi,d,t = ε̂i,d,t√
ĥi,d,t

, (2.12)

and construct the volatility-adjusted realized volatility in sector i and quarter t as

R̃V i,t =
√√√√ ω̂i

1 − α̂i − δ̂i − γ̂i/2
·
√√√√ Dt∑

d=1
(ˆ̃εi,d,t)2, (2.13)
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where the first term is a scaling factor that ensures that R̃V i,t is measured on the same
scale as RVi,t. In the second step, we estimate the predictive regression given in Eqn. (2.3)
but with volatility-adjusted realized volatility instead of realized volatility on the left and
right hand side. As before, we test the null hypothesis H0 : θi = 0. As shown in Conrad
and Schienle (2018), the new predictive regression is much less prone to measurement
error and, hence, more powerful.

For the market and the 5 industry portfolios, Figure 2.6 shows the annualized time
series of the volatility-adjusted realized volatilities, R̃V i,t (red lines), along with the annu-
alized estimates of √

τi (black lines). While R̃V i,t still follows the general trends in realized
volatility, it behaves much more smoothly than realized volatility. Table 2.1 shows that
for each industry the average of the volatility-adjusted realized volatility is close to the
mean of the realized volatility.

The right panel in Figure 2.4 shows the number of significantly positive/negative
estimates of θi in the 49 industry portfolios when RVi,t+1 is replaced with R̃V i,t+1.13

The figure shows that for almost all choices of Xt ∈ {xt, xt|t, xt+1|t}, we now observe
more rejections of the null hypothesis than when using RVi,t+1 as the volatility proxy
(left panel). For example, for expected GDP growth we observe 24 rejections when using
RVi,t+1 as the volatility proxy whereas we observe 38 rejections in the case of R̃V i,t+1.
Interestingly, when using R̃V i,t+1, the null hypothesis that xt does not predict volatility
is rejected for 14/18 of the industry portfolios for realized GDP growth, while we hardly
observe any rejections in those cases when RVi,t+1 is considered. In contrast, for the
inflation rate there is no such effect. Finally, when looking at the unemployment rate,
we find 26 rejections for xt in the predictive regression based on R̃V i,t+1 but only three
rejections in the regression based on RVi,t+1.

In summary, we find that predictive regressions based on the volatility-adjusted real-
ized volatility lead to much stronger rejections of the null hypothesis that macroeconomic
conditions do not affect industry-level volatility. Still, forecasts of GDP/IP growth are
most important, while for the unemployment rate the realizations are more relevant. We
conclude that there is a severe problem with measurement error in the standard predictive
regression with RVi,t+1 as the volatility proxy which tends to mask an existing relation-
ship between macroeconomic conditions and volatility. To faciliate the comparison with
previous studies, we report the results for both measures of volatility in the remaining
subsections.

13For completeness, Table 2.7 in the Appendix presents the detailed parameter estimates for the 5
industry portfolios.
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Figure 2.6: Volatility-adjusted realized volatility and the 5 industry portfolios
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Notes: The plots depict the annualized time series of quarterly volatility-adjusted realized volatility,
i.e.,

√
4 · R̃V i,t (red line), for the market (mkt) as well as the other (other), consumer durables (cnsmr),

manufacturing (manuf ), business equipment (hitec) and healthcare (hlth) industries. The black lines
indicate the annualized estimates of √

τi. Sectors are listed in decreasing order according to the systematic
risk from Eqn. (2.6) (see Table 2.1). The data are taken from the Fama-French data library. The sample
period is 1968Q4–2017Q4. Shaded gray areas indicate NBER-based recession periods.



34 2. ‘Déjà Vol’ Revisited

2.6.3 Controlling for Other Predictors

In this section, we investigate whether the predictive power of the macroeconomic vari-
ables remains intact when controlling for other variables. That is, we now ask whether
the macroeconomic variables contain information about future volatility beyond that con-
tained in variables that have been shown to predict volatility (and/or returns). This
question is of particular interest, because the previous literature has found that financial
variables (such as the dividend-price ratio) predict volatility while macroeconomic vari-
ables “hardly show up as important predictors” (Christiansen et al., 2012, p. 958). We
employ an extended specification of the predictive regression in Eqn. (2.3),

ln(Vol i,t+1) = φ0,i + φ1,i ln(Vol i,t) + φ2,i ln(Vol i,t−1) + θiXt + λiwt + ξi,t+1, (2.14)

where wt is one of the following variables: First, we consider financial predictors such as the
dividend-price ratio (dpr), the price-earnings ratio (per) and the term spread (ts). Second,
we account for the level of uncertainty by including the News Implied Volatility Index
(nvix). Third, we use the consumption-wealth ratio (cay) and the Index of Consumer
Sentiment (ics).

We first check whether the additional variables have predictive power for volatility. To
this end, we estimate a version of Eqn. (2.14) that omits the macro variable Xt. Figure 2.7
shows how often these variables significantly predict volatility when either RVi,t+1 (left
panel) or R̃V i,t+1 (right panel) is used as the volatility proxy.

Clearly, the dividend-price ratio, the price-earnings ratio as well as the NVIX have
the highest predictive ability. The present value model introduced in Section 2.3 implies
that a high dividend-price ratio today forecasts higher excess returns in the future.14

This is consistent with our finding of a negative effect of the dividend-price ratio on
future stock volatility. In contrast, a high price-earnings ratio predicts increasing stock
volatility. This result is in line with the findings of Campbell et al. (2018). Because a high
price-earnings ratio is empirically found to predict lower returns in the future, this result
is again consistent with the present value model. Our finding is also in line with the view
that an extreme price-earnings ratio indicates an overvalued market and a subsequent price
decline (see Campbell and Shiller, 2001). Similarly, a higher NVIX predicts higher stock
volatility in the future. This result squares with the findings in Mittnik et al. (2015) or
Conrad and Kleen (2018), among others. The term spread is well known to predict output
growth (see, for example, Estrella and Mishkin, 1997, 1998) and, hence, is negatively

14Alternatively, a high dividend-price ratio today could forecast lower dividend payments in the future.
However, the empirical evidence in Cochrane (1992), among others, suggests that historically the variation
in the dividend-price ratio almost exclusively relates to changes in expected excess returns.
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Figure 2.7: Number of significant estimates of λi for the 49 industry portfolios (RVi,t+1

and R̃V i,t+1, additional predictor variables)
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Notes: The plot depicts the number of significantly positive (blue bars) and negative estimates (red
bars) of λi from the regression ln(Voli,t+1) = φ0,i + φ1,i ln(Voli,t) + φ2,i ln(Voli,t−1) + λiwt + ξi,t+1

for the 49 industry portfolios based on predictors wt ∈ {dprt, pert, tst, nvixt, cayt, icst} when either
realized volatility (RVi,t+1, left panel) or volatility-adjusted realized volatility (R̃V i,t+1, right panel) are
considered as the volatility proxy. The significance level is 5%. The estimation sample covers the period
1968Q4–2017Q4.

related to volatility.
As an intermediate step, we check to what extent the additional predictors are re-

lated to expected macroeconomic conditions. We thus regress the forecasts, xt+1|t, of the
macroeconomic variables on the predictors wt. The results are reported in Table 2.4.15

Table 2.4 shows very reasonable relationships. For example, a higher dividend-price
ratio is associated with the expectation of more economic activity and higher rates of
inflation. Further, a decrease in the term spread is accompanied by lower growth forecasts
and higher inflation forecasts. The former result is in line with the empirical evidence that
an inverted yield curve predicts future recessions (see Estrella and Mishkin, 1998). The
latter result is consistent with the view that the term spread contains information about
the stance of monetary policy (see Estrella and Mishkin, 1997): A central bank responds
to increasing inflation expectations by raising short-term interest rates which reduces the
term spread.16 The positive relation between GDP/IP growth expectations and ics is in
line with the finding in Barsky and Sims (2012) that innovations in consumer confidence
contain information about future economic activity. Note that the additional predictor
variables explain at maximum 52% of the variation in GDP/IP growth and unemployment

15Because the dividend-price ratio and the price-earnings ratio are highly correlated (−0.96), we include
them separately in order to avoid multicollinearity.

16As discussed in Estrella and Mishkin (1997), the latter effect depends on the credibility of the central
bank.
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Table 2.4: Regressions of macroeconomic expectations on other predictors

Dependent variable: Macroeconomic forecasts xt+1|t

Predictor wt Δgdp Δip inf Δune
dpr 0.47** 0.96** 1.31*** −0.04

(0.23) (0.40) (0.22) (0.04)
per −0.57** −1.17*** −1.43*** 0.05

(0.22) (0.40) (0.19) (0.03)
ts 0.94*** 0.93*** 1.66*** 1.64*** −0.70*** −0.75*** −0.07** −0.07*

(0.21) (0.19) (0.38) (0.41) (0.17) (0.13) (0.03) (0.04)
nvix −0.50*** −0.49*** −0.85*** −0.82*** −0.23* −0.23* 0.07** 0.07*

(0.10) (0.10) (0.22) (0.19) (0.12) (0.13) (0.04) (0.04)
cay −0.64** −0.64*** −0.92* −0.94** −0.01 0.01 0.06** 0.07**

(0.26) (0.24) (0.48) (0.44) (0.17) (0.10) (0.03) (0.03)
ics 1.09*** 1.16*** 1.35** 1.51*** −0.32* −0.20 −0.19*** −0.21***

(0.31) (0.29) (0.53) (0.58) (0.19) (0.19) (0.04) (0.04)
Constant 0.55 −0.38 4.46 2.59 18.77*** 16.08*** 0.76** 0.83***

(1.34) (1.57) (3.59) (2.93) (2.31) (1.62) (0.33) (0.30)

Observations 190 190 190 190 190 190 189 189
R

2 0.50 0.52 0.30 0.33 0.78 0.82 0.28 0.29

Notes: This table displays the estimates of the regression xt+1|t = δ0 + δ1dprt + δ2tst + δ3nvixt + δ4cayt + δ5icst + ζt+1|t for the
forecasts of each macroeconomic variable, i.e., xt+1|t. In the even columns, we replace dprt with pert in order to avoid mul-
ticollinearity. All predictors are standardized with respect to their standard deviation. The estimation sample t = 1, . . . , 190
covers the period 1968Q4–2016Q1. Coefficients are estimated with OLS. Newey-West (1987) standard errors accounting for ar-
bitrary levels of heteroskedasticity and autocorrelation are reported in parentheses. Asterisks ∗, ∗∗, and ∗∗∗ indicate significance
at the 10%, 5% and 1% critical level, respectively.

rate forecasts. However, up to 82% of the variation in the inflation forecasts can be
explained by the additional predictor variables, whereby the price-earnings ratio and the
term spread are the dominant drivers of expected inflation.

Next, we rerun the predictive regressions from Sections 2.6.1 and 2.6.2 and include
both Xt as well as the additional predictors (one at a time) as described in Eqn. (2.14).
The plots in Figures 2.8 and 2.9 show the outcomes conditional on the six predictor
variables (using either RVi,t+1 or R̃V i,t+1 as the proxy variable).

Interestingly, the predictive power of the macroeconomic variables often appears to fur-
ther increase when including the control variables. For example, when controlling for the
dividend-price ratio, the forecasts of GDP/IP growth are significantly related to RVi,t+1

in 41/37 cases in Figure 2.8 compared to only 24/33 cases in Figure 2.4 (left panel). A
simple explanation could be that controlling for the additional predictors, we obtain more
precise estimates of the effects of the macroeconomic variables.

There are only two major changes to our previous findings. First, in many industries the
inflation rate has a positive effect for realizations, nowcasts and forecasts when controlling
for the dividend-price ratio or the price-earnings ratio. An explanation could be that—
when holding the dividend-price/price-earnings ratio constant—an increase in inflation
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Figure 2.8: Number of significant estimates of θi for the 49 industry portfolios (RVi,t+1,
controls included)
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Notes: The plots depict the number of significantly positive (blue bars) and negative estimates (red bars)
of θi from the regression ln(RVi,t+1) = φ0,i+φ1,i ln(RVi,t)+φ2,i ln(RVi,t−1)+θiXt+λiwt+ξi,t+1 for the 49
industry portfolios based on predictors Xt ∈ {xt, xt|t, xt+1|t} and wt ∈ {dprt, pert, tst, nvixt, cayt, icst}.
The significance level is 5%. The estimation sample covers the period 1968Q4–2017Q4.
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Figure 2.9: Number of significant estimates of θi for the 49 industry portfolios (R̃V i,t+1,
controls included)
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Notes: The plots depict the number of significantly positive (blue bars) and negative estimates (red bars)
of θi from the regression ln(R̃V i,t+1) = φ0,i+φ1,i ln(R̃V i,t)+φ2,i ln(R̃V i,t−1)+θiXt+λiwt+ξi,t+1 for the 49
industry portfolios based on predictors Xt ∈ {xt, xt|t, xt+1|t} and wt ∈ {dprt, pert, tst, nvixt, cayt, icst}.
The significance level is 5%. The estimation sample covers the period 1968Q4–2017Q4.
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is very likely to be associated with a decreasing term spread. Because a decreasing
term spread often forecasts a recession, investors may fear a stagflation period which
goes along with higher stock volatility. Alternatively, a lower term spread could be the
result of (the expectation of) tighter monetary policy and, hence, aligned with higher
volatility due to the discount rate effect. To the contrary, when controlling for the term
spread, all measures of inflation significantly reduce volatility in around 20 industries.
Holding the term spread fixed, inflation is likely to comove with the dividend-price/price-
earnings ratio. Higher inflation in combination with a higher dividend-price ratio/a lower
price-earnings ratio goes along with decreasing stock volatility due to lower earnings
uncertainty. Second, the realized unemployment rate is positively and strongly related
to financial volatility when controlling for the dividend-price/price-earnings ratio. Since
neither the dividend-price nor the price-earnings ratio are significantly related to the
realized unemployment rate (estimates not presented), it appears that controlling for
those variables simply reduces the standard error of the estimated effect of the realized
unemployment rate.

In summary, the macroeconomic variables’ predictive ability does not fade away once
we control for other standard predictors of returns and volatility. In many cases, the
predictive power even increases.

2.6.4 Intertemporal Stability of the Macro-Volatility Nexus

Next, we investigate the stability of the relationship between macroeconomic conditions
and financial volatility over time. This is accomplished by estimating a rolling-window
version of Eqn. (2.3) for a fixed sample size of 15 years (i.e., 60 quarterly observations).
The employed volatility proxy is either industry-specific realized volatility, RVi,t+1, or
volatility-adjusted industry-specific realized volatility, R̃V i,t+1. The results over the full
sample period are presented in Figures 2.10 and 2.11. We denote by θi,t the estimated
coefficient on Xt in the 15-year sample that ends at the respective point in time given on
the horizontal axis, i.e., quarter t. In each panel, the 49 industry portfolios are depicted
on the vertical axis (again sorted by their systematic risk: As can be seen in Table 2.6 in
the Appendix, industry ‘1’ (Precious Metals) has the lowest and industry ‘49’ (Business
Services) the highest SRi). A blue/red cross indicates that for the specific industry the
estimate of θi,t is significantly positive/negative (at the 5% level). Insignificant estimates
are not presented. Finally, the bold black lines indicate for how many industries the
estimates of θi,t in each window are significant.

The first row of Figures 2.10/2.11 presents the results for GDP growth realizations
(left), nowcasts (middle) and one-step-ahead forecasts (right). The figures clearly show
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Figure 2.10: Rolling-window estimates of θi,t for the 49 industry portfolios (RVi,t+1)
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Notes: The plots indicate significantly positive (blue crosses) and negative estimates (red crosses) of θi,t from rolling-window

regressions ln(RVi,t+1) = φ0,i,t + φ1,i,t ln(RVi,t) + φ2,i,t ln(RVi,t−1) + θi,tXt + νi,t+1 with window size {t − 59, . . . , t} for

the 49 industry portfolios, where RVi,t+1 denotes realized volatility and Xt ∈ {xt, xt|t, xt+1|t} is either the realization (first

column), nowcast (second column) or forecast (third column) of the respective macroeconomic variable. The significance

level is 5%. Empty spaces indicate insignificant estimates. The bold black lines indicate for how many industries the

estimates of θi,t in each window are significant. Industries are listed in increasing order in accordance with SRi. The

predictor Xt is standardized with respect to its (full-sample) standard deviation. The estimation sample covers the period

1968Q4–2017Q4 (i.e., the first window ends in 1983Q4). Coefficients are estimated with OLS. We use the variance-covariance

estimator by Newey-West (1987), which accounts for arbitrary levels of heteroskedasticity and autocorrelation in the data.

Shaded gray areas indicate NBER-based recession periods.
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Figure 2.11: Rolling-window estimates of θi,t for the 49 industry portfolios (R̃V i,t+1)
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Notes: The plots indicate significantly positive (blue crosses) and negative estimates (red crosses) of θi,t from rolling-window

regressions ln(R̃V i,t+1) = φ0,i,t + φ1,i,t ln(R̃V i,t) + φ2,i,t ln(R̃V i,t−1) + θi,tXt + νi,t+1 with window size {t − 59, . . . , t}
for the 49 industry portfolios, where R̃V i,t+1 denotes volatility-adjusted realized volatility and Xt ∈ {xt, xt|t, xt+1|t} is

either the realization (first column), nowcast (second column) or forecast (third column) of the respective macroeconomic

variable. The significance level is 5%. Empty spaces indicate insignificant estimates. The bold black lines indicate for how

many industries the estimates of θi,t in each window are significant. Industries are listed in increasing order in accordance

with SRi. The predictor Xt is standardized with respect to its (full-sample) standard deviation. The estimation sample

covers the period 1968Q4–2017Q4 (i.e., the first window ends in 1983Q4). Coefficients are estimated with OLS. We use

the variance-covariance estimator by Newey-West (1987), which accounts for arbitrary levels of heteroskedasticity and

autocorrelation in the data. Shaded gray areas indicate NBER-based recession periods.
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that the nowcasts and one-step-ahead forecasts are more often significant than the re-
alizations. In addition, they reveal that the relevance of GDP growth expectations has
changed over time. GDP growth nowcasts/forecasts are statistically significant for almost
all industries with a negative estimate of θi,t for subsamples ending before 1995. Note
that for those early subsamples the average systematic risk was high (see Figure 2.2). For
samples that end after 1995, the estimates of θi,t become insignificant in most cases and
for a few industries even positive for samples that end around 2007. The latter effect is
visible in Figure 2.10 but not in Figure 2.11. For more recent subsamples, the estimated
coefficients are again significantly negative but in fewer industries than at the beginning of
our sample. The observation that GDP growth was a more powerful predictor of volatility
during the seventies and eighties was already made in Paye (2012) for the broad stock
market. However, the finding that the relevance of GDP growth forecasts has increased
recently is new. The recent samples with significant estimates include the Great Reces-
sion while the early samples include the oil price shocks of the turbulent 1970s. For both
phases, it is reasonable to assume that decreasing GDP growth forecasts/realizations (see
Figure 2.3) went along with increasing cash flow uncertainty and, hence, more volatile
returns.

The second row of Figure 2.10 presents very similar evidence for IP growth. The main
difference is that during the 2000s we find that higher IP growth realizations/nowcasts
are often associated with high, rather than low, volatility. Again, this effect is hardly
present in Figure 2.11. Since R̃V i,t+1 is a more accurate measure of the long-term trend
in volatility, the positive estimates in Figure 2.10 may be driven by factors that are related
to IP growth and that are associated with fluctuations in short-term volatility. We discuss
this issue more closely in Section 2.7.2.

As expected, we observe a time-varying relation for inflation. For many industries,
nowcasts/forecasts of higher inflation rates tend to increase stock volatility in subsamples
that end before the mid-1990s and also in very recent samples. For the turbulent 1970s,
our finding is consistent with the stagflation argument of David and Veronesi (2013) and in
the 1980s with a hawkish monetary policy during the Volcker disinflation and thereafter.
Similarly, during recent years, forecasts of higher inflation rates are likely to increase the
probability of a monetary policy tightening and, hence—via the discount effect—predict
higher volatility.

In sharp contrast, for samples that end just before the financial crisis of 2007/8, the
estimates of θi,t for inflation are significantly negative for many industries. That is, before
the financial crisis higher inflation rates were associated with lower industry volatility. The
empirical results in David and Veronesi (2013) suggest that the 2000s are characterized
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by deflationary fears and, therefore, higher inflation expectations are good news and
accompanied with lower stock volatility.

The results for the unemployment rate are of particular interest. First, we observe
a positive effect of the unemployment realizations for subsamples that end before 1995.
Those subsamples include data from the late 1970s/early 1980s and the estimated effect
is in line with the one that we obtain for GDP/IP growth. Higher rates of unemployment
signal economic downturns and go along with high cash flow uncertainty as well as higher
stock volatility. Second, for samples that end after 2012, realizations of the unemployment
rate have again a positive effect while forecasts have a negative effect for subsamples that
end after 2000. The latter effect is in line with the view that the expectation of an
increasing unemployment rate either creates the expectation of a looser monetary policy
or reduces the probability of a monetary tightening (see Boyd et al., 2005). Both is good
news for financial markets and, hence, stock volatility declines.

2.6.5 Out-of-Sample Predictive Ability

While the analysis in Sections 2.6.1 and 2.6.3 was purely in-sample, we can use the
rolling-window estimates from the previous section for an out-of-sample evaluation of the
predictive ability of the macroeconomic variables. Since we are interested in predicting
the actual level of volatility, we exclusively focus on realized volatility for the analysis
presented in this subsection. Based on the rolling-window regressions from Figure 2.10,
we calculate one-quarter-ahead out-of-sample predictions. We denote the prediction from
the AR(2) benchmark model as ̂ln(RV )

(AR)

i,t+1|t. For each AR(2) model that is augmented by

the regressor Xt, the prediction is denoted by ̂ln(RV )
(X)

i,t+1|t, where Xt ∈ {xt, xt|t, xt+1|t}.
The out-of-sample mean squared prediction errors are calculated as

MSEi,AR = 1
K

K∑
k=1

(
̂ln(RV )

(AR)

i,k+1|k − ln(RV )i,k+1|k
)2

= 1
K

K∑
k=1

e2
i,k,AR (2.15)

and

MSEi,X = 1
K

K∑
k=1

(
̂ln(RV )

(X)

i,k+1|k − ln(RV )i,k+1|k
)2

= 1
K

K∑
k=1

e2
i,k,X , (2.16)

where K denotes the number of out-of-sample forecasts. To formally test whether the
realizations/nowcasts/forecasts lead to significant forecast improvements relative to the
AR(2) benchmark, we employ the Giacomini and White (2006) test of equal predictive
ability. This test can be implemented by regressing the difference in the squared forecast
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errors from the AR(2) and the augmented model with the macro variable Xt, i.e.,

ΔSEi,k,X = e2
i,k,AR − e2

i,k,X , (2.17)

on a constant and testing for its significance using heteroskedasticity- and autocorrelation-
consistent standard errors.17 Table 2.5 presents a summary of the test decisions. For
each variable Xt ∈ {xt, xt|t, xt+1|t}, we present the number of industries for which the
model including Xt significantly improves upon the AR(2) benchmark at the 5% and 10%
significance level.

Table 2.5: Giacomini-White tests for the 49 industry portfolios

Δgdp Δip inf Δune
t t|t t + 1|t t t|t t + 1|t t t|t t + 1|t t t|t t + 1|t

5% 13 4 7 5 8 10 29 16 17 17 11 21
10% 17 10 14 9 12 19 36 18 20 26 19 25

Notes: For each macroeconomic variable, this table displays the rejections from the Gi-
acomini and White (2006) tests for the 49 industry portfolios, i.e., the number of times
MSEi,X is significantly lower than MSEi,AR at the 5% (first row) or 10% critical level
(second row). The evaluation sample k = 1, . . . , 136 covers the period 1984Q1–2017Q4.

The table shows that even out-of-sample macroeconomic variables are useful predictors
of volatility. For example, for the unemployment rate the Giacomini and White (2006) test
rejects the null hypothesis for 26/19/25 industries (at the 10% critical level) when using
the realizations/nowcasts/forecasts as the predictor. Again, it is important to highlight
that the realizations are not available in real-time. Hence, only the forecasting gains from
the nowcasts and forecasts can be realized in real-time.

Following Campbell and Thompson (2008), we calculate the out-of-sample R2 (R2
i,X,OOS)

for each industry as

R2
i,X,OOS = 1 − MSEi,X

MSEi,AR

. (2.18)

The out-of-sample R2 provides a gauge of the economic significance of the improvements
over the AR(2) model. Figure 2.12 shows scatterplots of R2

i,X,OOS (in percent) for the
17We also considered the Giacomini and White (2006) test based on the QLIKE loss function instead of

the MSE and obtained qualitatively similar results. Moreover, we considered the Clark and West (2007)
test for the equality of the population mean squared errors. This test adjusts for the larger noise associated

with ̂ln(RV )
(X)
i,t+1|t (compared to ̂ln(RV )

(AR)
i,t+1|t) due to the estimation of the additional parameter θi in

the model that includes Xt. The test results were very similar to the ones from the Giacomini and White
(2006) test for the equality of the estimated mean squared errors.
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SPF predictions versus R2
i,X,OOS (in percent) for the realizations based on the four macro

variables. The left panels compare the models based on nowcasts and realizations and
the right panels the models based on forecasts and realizations. Points highlighted in red
indicate that the MSE for at least one of the models including Xt is significantly lower
than for the AR(2) model at the 5% critical level.

First, the figure shows that for almost all industries the mean squared prediction error
based on the predictive regression including Xt is lower than the mean squared prediction
error of the AR(2) benchmark model, i.e., R2

i,X,OOS > 0. Second, for GDP/IP growth
the forecasting gains of the nowcasts/forecasts are often higher than or comparable to
the goodness-of-fit gains of the realizations. For inflation and the unemployment rate the
realizations generate the largest out-of-sample gains. Both findings are broadly in line
with our discussion of the Giacomini and White (2006) tests.

Finally, we investigate how the forecasting gains of the predictive regressions including
Xt relative to the benchmark AR(2) evolve over time. Following Paye (2012), we calculate
the cumulated ΔSEi,k,X , i.e.,

cumΔSEi,t̃,X =
t̃∑

k=1
ΔSEi,k,X , (2.19)

for each industry i and t̃ = 1, . . . , K. For each variable, Figure 2.13 shows the median of
the cumulated ΔSEi,k,X over the 49 industries as well as the 20% and 80% percentiles.

The median cumulated ΔSEi,k,X is upward trending for all variables, i.e., predictive
regressions that are augmented with a macroeconomic variable outperform the benchmark
AR(2) essentially over the full out-of-sample period. For expected GDP and IP growth
the largest gains are realised during the onset of the Great Recession. Similarly, for all
measures of unemployment the largest forecasting gains materialize in the Great Recession
and the period thereafter. The biggest gains for inflation are observed for forecasts that are
based on rolling-window estimates that do not include the 1970s. That is, when forecasts
are based on rolling-window estimates during which the Fed followed a strong inflation
objective, the inflation augmented model clearly dominates the benchmark. The fact that
the strongest upward trend is observed for realized inflation confirms our previous findings
from the Giacomini and White (2006) tests.18

18In unreported tests, we have analyzed whether the forecasting gains are evenly spread across the
49 sectors. For inflation and unemployment, the Gini coefficients were close to 0.2. For GDP growth
and industrial production we observed a higher inequality of the forecasting gains with Gini coefficients
around 0.3.
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Figure 2.12: Gain in the out-of-sample goodness of fit for the 49 industry portfolios
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Notes: The plots in the first column depict the out-of-sample R2
i from the 49 industry portfolios when

either the nowcast (xt|t vertical axis) or the realization (xt, horizontal axis) of the respective macroeco-
nomic variable is used as the predictor in the model from Eqn. (2.3) and realized volatility (RVi,t+1) is
considered as the volatility proxy. In the right column, we replace the out-of-sample R2

i for the nowcasts
with those for the forecasts. Red dots indicate that the MSE for at least one of the models including Xt

is significantly lower than for the AR(2) model at the 5% critical level. The evaluation sample covers the
period 1984Q1–2017Q4.
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Figure 2.13: Cumulative difference in the squared out-of-sample forecast errors for the 49
industry portfolios (RVi,t+1)
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Notes: The plots depict the median across the cumulative differences in the squared out-of-sample forecast
errors for the 49 industry portfolios, i.e.,

∑t̃
k=1(e2

i,k,AR −e2
i,k,X) for i = 1, . . . , 49, as a solid black line. The

dashed lines represent the corresponding 20% and 80% percentiles. The evaluation sample k = 1, . . . , 136
covers the period 1984Q1–2017Q4.
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2.7 Extensions and Robustness

In the following we present several extensions and robustness checks.

2.7.1 Rolling-Window Regressions for the Stock Market

Most of the previous literature has focused on predictive regressions for the broad stock
market. To facilitate comparison, we repeat our analysis from Section 2.6.4 for the stock
market. Figures 2.14 and 2.15 depict the estimates of θm,t when regressing ln(RVm,t+1) or
ln(R̃V m,t+1) on their own lags and the macroeconomic explanatory variables. As before,
each estimate stems from a rolling-window regression with a length of 15 years. Signifi-
cantly positive/negative estimates are indicated by blue/red dots.

The plots confirm our previous evidence from the 49 industry portfolios. The figures
also illustrate why full sample estimates are likely to yield insignificant estimates: The
predictive power of the macroeconomic variables is concentrated around specific episodes
and, again, we observe switches in the signs of the estimated coefficients.

2.7.2 Rolling-Window Regressions with Price-Earnings Ratio as
Control Variable

In this subsection, we investigate more closely why IP growth appears to predict higher
rather than lower volatility in subsamples that end between the late 1990s and the Great
Recession. This effect is observable in Figures 2.10/2.14 but not in Figures 2.11/2.15 and,
hence, may disappear when controlling for variables that correlate with IP and short-term
volatility. David and Veronesi (2013, p. 685) argue that in the late 1990s investors believed
that the U.S. would enter “into a sustained high-growth regime. These beliefs increased
both the price-earnings ratio, as they increased expected cash flows, and volatility, as they
increased the uncertainty on whether this transition to a high-growth state was true or
not”. Hence, we choose the price-earnings ratio as a control variable, i.e., we estimate a
rolling-window version of the predictive regression given by Eqn. (2.14) with RVi,t+1 as the
employed volatility proxy and include the price-earnings ratio as an additional predictor.19

In this regression, θi,t denotes the coefficient on IP growth and λi,t the coefficient on the
price-earnings ratio for a window that ends in quarter t. The first row of Figure 2.16
presents the estimates of θi,t when controlling for per and the second row depicts the
estimates of λi,t when controlling for Δip.

19We obtained very similar evidence when controlling for the dividend-price ratio instead of the price-
earnings ratio. These results are omitted for reasons of brevity.
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Figure 2.14: Rolling-window estimates of θm,t (RVm,t+1)
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Notes: The plots depict the time series of the estimated slope coefficients θ̂m,t (times 100) from rolling-window regressions

ln(RVm,t+1) = φ0,m,t + φ1,m,t ln(RVm,t) + φ2,m,t ln(RVm,t−1) + θm,tXt + νm,t+1 with window size {t − 59, . . . , t} for

the market portfolio, where RVm,t+1 denotes realized volatility and Xt ∈ {xt, xt|t, xt+1|t} is either the realization (first

column), nowcast (second column) or forecast (third column) of the respective macroeconomic variable. The constant

and the coefficients on the autoregressive terms are not reported. The predictor Xt is standardized with respect to its

(full-sample) standard deviation. The estimation sample covers the period 1968Q4–2017Q4 (i.e., the first window ends in

1983Q4). Coefficients are estimated with OLS. We use the variance-covariance estimator by Newey-West (1987), which

accounts for arbitrary levels of heteroskedasticity and autocorrelation in the data. Blue dots indicate positive coefficients

that are significantly positive at the 5% critical level. Red dots indicate significantly negative estimates. Shaded gray areas

indicate NBER-based recession periods.
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Figure 2.15: Rolling-window estimates of θm,t (R̃V m,t+1)
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Notes: The plots depict the time series of the estimated slope coefficients θ̂m,t (times 100) from rolling-window regressions

ln(R̃V m,t+1) = φ0,m,t + φ1,m,t ln(R̃V m,t) + φ2,m,t ln(R̃V m,t−1) + θm,tXt + νm,t+1 with window size {t − 59, . . . , t} for

the market portfolio, where R̃V m,t+1 denotes volatility-adjusted realized volatility and Xt ∈ {xt, xt|t, xt+1|t} is either the

realization (first column), nowcast (second column) or forecast (third column) of the respective macroeconomic variable.

The constant and the coefficients on the autoregressive terms are not reported. The predictor Xt is standardized with

respect to its (full-sample) standard deviation. The estimation sample covers the period 1968Q4–2017Q4 (i.e., the first

window ends in 1983Q4). Coefficients are estimated with OLS. We use the variance-covariance estimator by Newey-West

(1987), which accounts for arbitrary levels of heteroskedasticity and autocorrelation in the data. Blue dots indicate positive

coefficients that are significantly positive at the 5% critical level. Red dots indicate significantly negative estimates. Shaded

gray areas indicate NBER-based recession periods.
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Figure 2.16: Rolling-window estimates of θi,t and λi,t for the 49 industry portfolios when
controlling for per (RVi,t+1)
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Notes: The plots in the first row indicate the significantly positive (blue crosses) and negative estimates (red crosses) of θi,t

when controlling for per from rolling-window regressions ln(RVi,t+1) = φ0,i,t +φ1,i,t ln(RVi,t)+φ2,i,t ln(RVi,t−1)+θi,tXt +

λi,tpert + ξi,t+1 with window size {t − 59, . . . , t} for the 49 industries sample, where RVi,t+1 denotes realized volatility,

Xt ∈ {xt, xt|t, xt+1|t} is either the realization (first column), nowcast (second column) or forecast (third column) of Δip

and per is the price-earnings-ratio. The plots in the second row depict the corresponding estimates of λi,t when controlling

for Δip. The significance level is 5%. Empty spaces indicate insignificant estimates. The bold black lines indicate for how

many industries the estimates of θi,t and λi,t in each window are significant. Industries are listed in increasing order in

accordance with SRi. The predictor Xt is standardized with respect to its (full-sample) standard deviation. The estimation

sample covers the period 1968Q4–2017Q4 (i.e., the first window ends in 1983Q4). Coefficients are estimated with OLS. We

use the variance-covariance estimator by Newey-West (1987), which accounts for arbitrary levels of heteroskedasticity and

autocorrelation in the data. Shaded gray areas indicate NBER-based recession periods.

As the upper row of the figure shows, almost all of the significantly positive estimates
of θi,t disappear when controlling for the price-earnings ratio. This suggests that—without
controlling for the price-earnings ratio—high IP growth may proxy a high price-earnings
ratio, i.e., lofty market valuations and high uncertainty, and, hence, predict higher volatil-
ity. In particular, this appears to be the case for subsamples that include the dot-com
bubble. This intuition is confirmed by the lower row of Figure 2.16 which shows the
estimates of λi,t which are almost exclusively positive.
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2.7.3 Portfolios Formed on Size and Book-to-Market

We also investigate whether our results extend to other types of portfolios. Instead of
the 49 industry portfolios, we consider the volatility of 100 portfolios formed on size
and book-to-market. The return data are again obtained from the Fama-French Data
Library. Figure 2.17 shows the results for full sample predictive regressions with RVi,t

(left panel) and R̃V i,t (right panel) as the employed proxy for volatility. As for the 49
industry portfolios, in the full sample forecasts of GDP/IP growth and inflation are much
more often significant than the corresponding realizations. The opposite is true for the
unemployment rate. Again, we find that in predictive regressions based on R̃V i,t the
realizations and nowcasts are more frequently significant than in regressions based on
RVi,t. This underlines again that RVi,t is a noisy measure of long-term volatility.

Figure 2.17: Number of significant estimates of θi for the 100 portfolios formed on size
and book-to-market (RVi,t+1 and R̃V i,t+1)
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Notes: The plots depict the number of significantly positive (blue bars) and negative estimates (red bars)
of θi from the regression ln(Voli,t+1) = φ0,i + φ1,i ln(Voli,t) + φ2,i ln(Voli,t−1) + θiXt + νi,t+1 for the
100 portfolios formed on size and book-to-market based on predictors Xt ∈ {xt, xt|t, xt+1|t} when either
realized volatility (RVi,t+1, left panel) or volatility-adjusted realized volatility (R̃V i,t+1, right panel) are
considered as the volatility proxy. The significance level is 5%. The estimation sample covers the period
1968Q4–2017Q4.

Figure 2.18 shows the percentage increases in R2
i as compared to the pure AR(2). As

in Figure 2.5, we compare forecasts and realizations and use RVi,t as the volatility proxy.
The results strongly support our previous findings. For GDP/IP growth and inflation the
strongest percentage increases are observed for the forecasts rather than the realizations.
Again, for the unemployment rate the realizations are more important.

Thus, the results for the industry portfolios directly extend to portfolios formed on size
and book-to-market. We also considered 100 portfolios formed on size and either operating
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Figure 2.18: Gain in the goodness of fit for the 100 portfolios formed on size and book-
to-market (RVi,t+1)

0

1

2

3

4

5

6

ΔR
2  (f

or
ec

as
t)

0 1 2 3 4 5 6
ΔR2 (realization)

Δgdp

0

1

2

3

4

5

6

ΔR
2  (f

or
ec

as
t)

0 1 2 3 4 5 6
ΔR2 (realization)

Δip

0

1

2

3

4

5

6

ΔR
2  (f

or
ec

as
t)

0 1 2 3 4 5 6
ΔR2 (realization)

inf

0

1

2

3

4

5

6

ΔR
2  (f

or
ec

as
t)

0 1 2 3 4 5 6
ΔR2 (realization)

Δune

Notes: The plots depict the percentage increase in R2
i relative to the AR(2) benchmark for the 100 port-

folios formed on size and book-to-market when either the forecast (xt+1|t vertical axis) or the realization
(xt, horizontal axis) of the respective macroeconomic variable is considered as the predictor in the model
from Eqn. (2.3) and realized volatility (RVi,t+1) is considered as the volatility proxy. Red dots indicate
that in the underlying regression, θi is significantly different from zero at the 5% level either for xt, xt+1|t,
or both. The estimation sample covers the period 1968Q4–2017Q4.

profitability or investment and, again, obtained very similar results (not reported).

2.7.4 Idiosyncratic Volatility

Next, we investigate whether our findings hold for idiosyncratic volatility as well. It might
well be that the explanatory power of the macroeconomic variables only works through the
market factor. In this case, idiosyncratic volatility should be unrelated to macroeconomic
conditions. Based on the residuals from Eqn. (2.6), η̂i,d,t = ri,d,t − μ̂i − β̂irm,d,t, quarterly
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idiosyncratic volatility in industry i is calculated as

IVol i,t =

√√√√ Dt∑
d=1

η̂2
i,d,t. (2.20)

Following the approach in Section 2.6.2, we also construct a measure of volatility-adjusted
idiosyncratic volatility. Using Eqn. (2.6) as the mean equation, we obtain

˜IVol i,t =
√√√√ ω̂i

1 − α̂i − δ̂i − γ̂i/2
·
√√√√ Dt∑

d=1

(
η̂2

i,d,t/ĥi,d,t

)
. (2.21)

Summary statistics for both measures of idiosyncratic volatility for the market and the 5
industry portfolios are reported in Table 2.1. Below, we consider the 49 industry portfolios.
Our findings for IVol i,t and ˜IVol i,t are presented in Figure 2.19. The improvements in the
goodness of fit as compared to predictive regressions based on the AR(2) benchmark in
the case of IVol i,t are depicted in Figure 2.20.

Figure 2.19: Number of significant estimates of θi for the 49 industry portfolios (IVol i,t+1

and ˜IVol i,t+1)
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Notes: The plots depict the number of significantly positive (blue bars) and negative estimates (red
bars) of θi from the regression ln(Voli,t+1) = φ0,i + φ1,i ln(Voli,t) + φ2,i ln(Voli,t−1) + θiXt + νi,t+1 for
the 49 industry portfolios based on predictors Xt ∈ {xt, xt|t, xt+1|t} when either idiosyncratic volatility
(IVoli,t+1, left panel) or volatility-adjusted idiosyncratic volatility (ĨVoli,t+1, right panel) are considered
as the volatility proxy. The significance level is 5%. The estimation sample covers the period 1968Q4–
2017Q4.

Interestingly, the number of significant estimates of θi is only marginally smaller than
in Figure 2.5 for realized volatility. Thus, the market factor alone does not capture
the relation between macroeconomic conditions and industry-specific volatility. Engle
and Rangel (2012) question the standard CAPM assumption that Cov(ηi,d,t, ηj,d,t) = 0
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Figure 2.20: Gain in the goodness of fit for the 49 industry portfolios (IVol i,t+1)
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Notes: The plots depict the percentage increase in R2
i relative to the AR(2) benchmark for the 49 in-

dustry portfolios when either the forecast (xt+1|t vertical axis) or the realization (xt, horizontal axis)
of the respective macroeconomic variable is considered as the predictor in the model from Eqn. (2.3)
and idiosyncratic volatility (IVoli,t+1) is considered as the volatility proxy. Red dots indicate that in the
underlying regression, θi is significantly different from zero at the 5% level either for xt, xt+1|t, or both.
The estimation sample covers the period 1968Q4–2017Q4.

for i �= j and propose the Factor-Spline-GARCH model which allows for comovements
in ηi,d,t and specifies the conditional variance of ηi,d,t as a two component process. Our
findings suggest that Cov(η2

i,d,t, η2
j,d,t) �= 0 for i �= j and that the idiosyncratic long-term

volatilities in different industries are driven by the same macroeconomic variables.

2.7.5 Multi-Step-Ahead Forecasts

Besides the one-quarter-ahead forecasts, xt+1|t, the SPF also contains forecasts for two-
and three-quarters-ahead (i.e., xt+2|t and xt+3|t).20 Since we exclusively focused on xt+1|t so
far, checking for the predictive power of xt+2|t and xt+3|t appears appropriate. Figure 2.21

20The SPF also provides four-quarters-ahead forecasts, but—in particular at the beginning of the
sample period—there are quite a few missing observations. Therefore, we refrain from using those.
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shows the number of significant θi-estimates in the 49 industry portfolios for all three
forecasts when either using RVi,t+1 (left panel) or R̃V i,t+1 (right panel) as the proxy
variable.
Figure 2.21: Number of significant estimates of θi for the 49 industry portfolios (RVi,t+1

and R̃V i,t+1, forecast horizons)
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Notes: The plots depict the number of significantly positive (blue bars) and negative estimates (red
bars) of θi from the regression ln(Voli,t+1) = φ0,i + φ1,i ln(Voli,t) + φ2,i ln(Voli,t−1) + θiXt + νi,t+1 for
the 49 industry portfolios based on predictors Xt ∈ {xt+1|t, xt+2|t, xt+3|t} when either realized volatility
(RVi,t+1, left panel) or volatility-adjusted realized volatility (R̃V i,t+1, right panel) are considered as the
volatility proxy. The significance level is 5%. The estimation sample covers the period 1968Q4–2017Q4.

The figure clearly shows that for GDP/IP growth the one-quarter-ahead forecasts are
most useful. For inflation and unemployment the evidence is more mixed. Nevertheless,
Figure 2.21 again confirms the view that forecasts of macroeconomic variables are powerful
predictors of future stock volatility.

2.8 Conclusion

We reconsider the question to what extent macroeconomic variables have predictive power
for future stock volatility in predictive regressions when controlling for past volatility. The
econometric framework of this chapter is closest to Paye (2012, p. 545) who concludes that
“only modest forecasting gains are possible” because “volatility comoves tightly with the
business cycle and lagged volatility itself contains a wealth of information about busi-
ness conditions”. In contrast, our results suggest that survey forecasts of macroeconomic
variables contain information about future volatility that is complementary to the in-
formation included in lagged volatility. By considering 49 industry portfolios, we show
that higher forecasts of GDP/IP growth decrease industry-level volatility in many sec-
tors in subsamples that include the 1970s and early 1980s. For subsamples that include
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the period before the Great Recession or the most recent years, realizations of inflation
and realizations/forecasts of the unemployment rate are powerful predictors. Our find-
ings highlight that the relation between macroeconomic conditions and stock volatility
changes over time and also varies across industries. This may explain the inconclusive
results from the previous literature which usually focused on the aggregate stock market.
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2.9 Appendix

Table 2.6: Description of the 49 industry portfolios

i Sector Description SRi i Sector Description SRi

49 bussv Business Services 0.81 24 rubbr Rubber and Plastic Products 0.57
48 mach Machinery 0.77 23 boxes Shipping Containers 0.56
47 fin Trading 0.75 22 meals Restaurants, Hotels, Motels 0.56
46 whlsl Wholesale 0.71 21 fun Entertainment 0.55
45 elceq Electrical Equipment 0.71 20 food Food Products 0.54
44 rtail Retail 0.70 19 persv Personal Services 0.52
43 chems Chemicals 0.70 18 oil Petroleum and Natural Gas 0.51
42 insur Insurance 0.69 17 toys Recreation 0.50
41 bldmt Construction Materials 0.69 16 txtls Textiles 0.49
40 trans Transportation 0.69 15 other Almost Nothing 0.49
39 labeq Measuring and Control Equipment 0.68 14 util Utilities 0.48
38 chips Electronic Equipment 0.68 13 rlest Real Estate 0.46
37 banks Banking 0.67 12 mines Non-Metallic and Industrial Metal Mining 0.46
36 telcm Communication 0.66 11 fabpr Fabricated Products 0.43
35 paper Business Supplies 0.65 10 hlth Healthcare 0.39
34 books Printing and Publishing 0.63 9 beer Beer & Liquor 0.37
33 autos Automobiles and Trucks 0.63 8 softw Computer Software 0.36
32 steel Steel Works Etc 0.62 7 ships Shipbuilding, Railroad Equipment 0.35
31 hardw Computers 0.62 6 soda Candy & Soda 0.31
30 drugs Pharmaceutical Products 0.61 5 agric Agriculture 0.30
29 cnstr Construction 0.60 4 guns Defense 0.29
28 clths Apparel 0.60 3 coal Coal 0.29
27 aero Aircraft 0.60 2 smoke Tobacco Products 0.26
26 hshld Consumer Goods 0.58 1 gold Precious Metals 0.03
25 medeq Medical Equipment 0.58

Notes: This table provides a description of the 49 industry portfolios following the definitions from the Fama-French data library. We also report
the systematic risk of each portfolio based on the estimates of Eqn. (2.6).
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60 2. ‘Déjà Vol’ Revisited

Figure 2.22: Quarterly returns for the market and the 5 industry portfolios
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Notes: The plots depict the time series of the quarterly value-weighted excess returns, i.e., ri,t, for the
market (mkt) as well as the other (other), consumer durables (cnsmr), manufacturing (manuf ), business
equipment (hitec) and healthcare (hlth) industries. Sectors are listed in decreasing order according to the
systematic risk from Eqn. (2.6) (see Table 2.1). The data are taken from the Fama-French data library.
The sample period is 1968Q4–2017Q4. Shaded gray areas indicate NBER-based recession periods.



Chapter 3

Inflation Uncertainty, Disagreement
and Monetary Policy

3.1 Introduction

Inflation uncertainty, as measured by the average variance from a cross-section of indi-
vidual density forecasts from the European Central Bank’s Survey of Professional Fore-
casters, has considerably increased since at least the beginning of the financial crisis in
2008. The emergence of inflation uncertainty may reflect concerns about further rising
inflation due to expansive monetary policy or fears of deflation as a result of a prolonged
recession period (Drakos and Kouretas, 2015). Several theoretical arguments suggest that
macroeconomic uncertainty has negative welfare effects (Fernández-Villaverde et al., 2011;
Bloom et al., 2014). For example, inflation uncertainty may induce agents to postpone
investment or saving decisions and reduce market efficiency due to an increase in the
volatility of both relative prices and risks regarding income streams from nominal finan-
cial and wage contracts (Friedman, 1977; Baillie et al., 1996; Bloom, 2009). Empirical
evidence for these arguments is documented, e.g., by Grier and Perry (2000), Grier et
al. (2004) and Wright (2011). In contrast, the level of inflation and inflation expectations
have been relatively low throughout the last decades and evolve in a rather stable way
(Gaĺı and Gambetti, 2009; Lahiri and Sheng, 2010). This is often ascribed to successful
monetary policy. However, the increase in inflation uncertainty questions these potential
achievements.

This chapter is based on a paper that I wrote jointly with Matthias Hartmann. A similar version
of this analysis has been published under the name “Inflation uncertainty, disagreement and monetary
policy: Evidence from the ECB Survey of Professional Forecasters” in a special issue of the Journal of
Empirical Finance on “The Euro Zone in Crisis” (cf. Glas and Hartmann, 2016).
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Though survey-based measures of inflation uncertainty (henceforth: IU) such as the
average variance from a cross-section of density forecasts (average individual IU) are often
regarded as one of the most reliable ways to quantify uncertainty (Bachmann et al., 2013;
Clements, 2014), many surveys do not elicit density forecasts. In such cases, the average
variance of the point forecasts (disagreement) is often used as a proxy variable for IU. In
addition, disagreement itself is often considered as a variable of interest, e.g., due to its
potential influence on aggregate output (Mankiw et al., 2003). Giordani and Söderlind
(2003) highlight the merits of using disagreement as a measure of IU. However, they also
document that disagreement only accounts for approximately one half of the variation
in average individual IU from the Federal Reserve’s Survey of Professional Forecasters,
leaving a considerable part of the latter unexplained. Using the same data, Rich and
Tracy (2010) show that disagreement is weakly correlated with IU measures derived from
density forecasts. Moreover, Zarnowitz and Lambros (1987) describe several cases in which
the two measures deviate. These observations are rationalized in a model of forecast error
components by Lahiri and Sheng (2010), who show that disagreement can be understood
as one component of average individual IU.

This study provides a theory-guided empirical examination of the covariates of IU in
the Eurozone. The latter is quantified by means of data from the European Central Bank’s
Survey of Professional Forecasters (SPF). Employing the forecast error component model
of Lahiri and Sheng (2010), we conduct a variance decomposition which isolates disagree-
ment as one of two components of average individual IU. The additional component is
the perceived variance of the shocks that occur during the period after forecasters report
their predictions until the realization of the inflation rate. The model predicts that the
significance of this component increases with the forecast horizon.

In the theoretical literature, relationships between several macroeconomic variables
and IU have been identified. Friedman (1977) and Ball (1992) describe a positive influ-
ence of the level of inflation on IU. Empirically, the Friedman-Ball-hypothesis has been
confirmed in several studies including Baillie et al. (1996), Conrad and Karanasos (2005),
Conrad et al. (2010) and Hartmann and Herwartz (2012). However, Cosimano and Jansen
(1988) show that the relationship might not be as strong as assumed. Baillie et al. (1996)
find that the relationship is weaker for industrialized countries including the major Eu-
ropean economies. In addition, Friedman (1977) argues that IU is lower during periods
of high economic growth. Schwert (1989) finds that IU is positively related to stock
market volatility. Other theoretical studies identify links between IU and policy-related
variables. Taylor (1993, 2012) argues that a predictable, i.e., rules-based, monetary policy
reduces economic uncertainty. According to Taylor (2012), one of the causes of the finan-
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cial crisis is that the interest rate set by the Federal Reserve during the years after 2003
had been lower than the optimal rate prescribed by a Taylor rule. Conrad and Hartmann
(2014) show that deteriorated macroeconomic conditions and discretionary monetary pol-
icy have a joint impact on IU.

We contribute to this literature by providing a comparison between the covariates of
average individual IU and disagreement. We employ a dynamic panel model, which is
estimated by a generalized method of moments (GMM) approach as discussed by Blundell
and Bond (1998). After investigating whether the predictions of the model of Lahiri and
Sheng (2010) hold for the SPF data, the variance decomposition serves as a means to
select a set of suitable instrumental variables. Moreover, we analyze to which extent the
difference between average individual IU and disagreement evolves in a predictable way,
i.e., if it can be explained by distinct indicators of macroeconomic conditions and monetary
policy. If this is the case, disagreement should not be considered a reliable proxy for IU.

We find that the difference between average individual IU and disagreement increases
with the forecast horizon. Moreover, dynamic panel estimates show that the influence of
monetary policy indicators depends on which IU measure is considered as the dependent
variable. Most importantly, average individual IU rises during periods when monetary
policy is more expansive than what is prescribed by a Taylor rule (Taylor, 1993). In
contrast, disagreement is more closely related to contractionary monetary policy. Hence,
we find that average individual IU and disagreement are related to distinct indicators of
monetary policy. Further analysis shows that the difference between average individual
IU and disagreement increases during periods when monetary policy is expansive, whereas
disagreement itself is not affected during such episodes. This suggests that an important
reason for the steady increase in average individual IU since the beginning of the financial
crisis is the sustained period of expansionary monetary policy. This influence is not
detected if disagreement alone is used as an indicator of IU. Thus, assessments of the
role of monetary policy for IU based on disagreement are incomplete. In contrast, both
measures of IU are related to macroeconomic conditions such as the inflation rate and the
growth rate of real GDP in a relatively similar way that is also consistent with findings
from other empirical studies such as Conrad et al. (2010).

The remainder of this chapter is structured as follows. Section 3.2 describes the IU
measures that are employed in this study, whereas Section 3.3 introduces the econometric
models. The data are introduced in Section 3.4. Subsequently, Section 3.5 presents and
discusses the empirical results. In Section 3.6, we summarize and conclude.
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3.2 Forecasting and Uncertainty

In this section, we describe the ex-ante measures of IU that are based on survey data.
We first introduce an error component model which motivates the variance decomposition
that underlies the distinction between average individual IU and disagreement. Second,
based on the interpretation of the average variance, we clarify how its components can
be understood. The h-step-ahead forecast errors of survey participants i = 1, . . . , N are
defined as

ei,t+h|t = πt+h − μi,t+h|t, (3.1)

where the inflation rate is denoted as πt+h and μi,t+h|t represents h-step-ahead forecasts.
The quarterly survey periods are indicated by the index t = 1, . . . , T . Following Lahiri and
Sheng (2010), the forecast error in Eqn. (3.1) is decomposed into a part that is common
to all forecasters and an idiosyncratic component, i.e.,

ei,t+h|t = λt+h|t + εi,t+h|t, (3.2)

where, firstly, λt+h|t = ∑h
j=1 ut+j denotes the sum of unpredictable disturbances that occur

after forecasts are issued in t until the target date t + h. This component is considered as
common to all forecast errors. This is justified as long as no panelist is able to predict the
disturbances that occur between t and t+h.1 A more formal definition of the process λt+h|t
could be obtained given assumptions about the loss function and the way information is
processed by the forecasters. If predictions are evaluated by the mean squared error (MSE)
criterion, the conditional expectation of πt+h is the optimal predictor. In this case, λt+h|t
can be expected to follow a moving average process of order h − 1. However, the SPF
questionnaire does not state a criterion by which forecasts should be evaluated. Moreover,
a symmetric loss function like the MSE is not necessarily a realistic characterization of
the preferences of all survey participants.

Secondly, individual characteristics such as differences in forecasters’ methods of pro-
cessing available information are incorporated in εi,t+h|t. Such differences might arise
from forecasters’ modeling choices, information constraints or their occupation. For ex-
ample, both employees of research institutes and the financial industry participate in the
SPF. It seems unlikely that such experts’ forecasts are not affected by the largely distinct

1The variance decomposition does not depend on the particular functional form of the term λt+h|t.
The definition λt+h|t =

∑h
j=1 ut+j highlights the interpretation of the common component as a sum of

news inflows that influences the precision of all forecasts.
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incentives that emerge due to their respective working environment.2

It is important to note that we analyze fixed-horizon forecasts, characterized by a fixed
forecast horizon and a rolling target period, whereas Lahiri and Sheng (2010) discuss fixed-
event forecasts, characterized by a fixed target period and a rolling forecast horizon. Lahiri
and Sheng (2010) make the following assumptions: First, E[ut+j] = 0 and Var[ut+j] =
σ2

u,t+j for any t and j. Moreover, the shocks are uncorrelated at different points in time, so
that E[ut+jut+j′ ] = 0 for any t and j �= j′ and E[ut+jut′+j] = 0 for any j and t �= t′. Second,
E[εi,t+h|t] = 0 and Var[εi,t+h|t] = σ2

ε,i,t+h|t for any i, t and h and the individual shocks of
different forecasters are uncorrelated with each other, so that E[εi,t+h|tεi′,t+h|t] = 0 for
any t, h and i �= i′. Third, the individual and aggregate shocks are uncorrelated, i.e.,
E[εi,t+h|tut′+j] = 0 for any i, t, t′, h and j. Given these assumptions, ex-ante expected
disagreement, i.e., the expectation of the cross-sectional variance of μi,t+h|t, can be written
as

S2
t+h|t = 1

N − 1

N∑
i=1

E

⎡⎢⎣
⎛⎝εi,t+h|t − 1

N

N∑
j=1

εj,t+h|t

⎞⎠2
⎤⎥⎦ = 1

N

N∑
i=1

σ2
ε,i,t+h|t. (3.3)

To see that disagreement can be thought of as a part of overall uncertainty, the component
model in Eqn. (3.2) serves as the basis for the variance decomposition of average individual
uncertainty. The individual uncertainty about future inflation, defined as the conditional
variance of the errors in Eqn. (3.2), is given by

σ2
i,t+h|t = σ2

λ,t+h|t + σ2
ε,i,t+h|t, (3.4)

where σ2
λ,t+h|t = ∑h

j=1 σ2
u,t+j denotes the perceived volatility of future aggregate shocks

under the assumptions stated above. Following Zarnowitz and Lambros (1987) and Lahiri
and Sheng (2010), we obtain average individual IU as

σ2
t+h|t = 1

N

N∑
i=1

σ2
i,t+h|t. (3.5)

This IU statistic can be interpreted as the uncertainty surrounding a forecast that is
randomly drawn from the cross-section (Lahiri and Sheng, 2010). Combining Eqns. (3.3)

2Lahiri and Sheng (2010) argue that Eqn. (3.2) can also include a third component, φi,h, which might
reflect an individual horizon-specific bias. However, the arguments in the theoretical model of Lahiri and
Sheng (2010) are derived by disregarding φi,h, since the estimates of this component are small on average.
Similarly, we have found that the averages across the estimates of φi,h for all forecasters are of relatively
small size for the SPF data. Therefore, we disregard this component in the exposition of the model and
only consider it in the form of individual-specific effects in the empirical panel model in Section 3.3.
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to (3.5), average individual IU is decomposed such that

σ2
t+h|t = σ2

λ,t+h|t + S2
t+h|t. (3.6)

In Eqn. (3.6), average individual IU is given by the sum of the variance of aggregate
shocks and expected disagreement. According to the interpretation of σ2

t+h|t, disagree-
ment represents the part of average uncertainty that results from alternative ways of
processing information among individual forecasters, e.g., by employing alternative mod-
els. The extent to which S2

t+h|t can be expressed by a set of time series models instead
of survey forecasts has been discussed, e.g., by Branch (2004). Furthermore, the variance
of aggregate shocks can be interpreted as the wedge between average individual IU and
disagreement. Since σ2

λ,t+h|t = ∑h
j=1 σ2

u,t+j, this component increases with the forecast
horizon h. This is a direct consequence of the model specification. A large σ2

λ,t+h|t may
also occur if forecasters are increasingly uncertain about future shocks, e.g., during reces-
sion periods. Thus, the model suggests that the suitability of disagreement as a measure
of IU may depend on both the forecast horizon and the state of the economy.

In this study, we use survey data to estimate the unobserved quantities in Eqn. (3.6).
Let fi,t+h|t denote a density forecast for the inflation rate, πt+h, reported by individual
forecaster i. Individual inflation expectations are expressed by the mean, μi,t+h|t, of fi,t+h|t.
We quantify disagreement by

s2
t+h|t = 1

N − 1

N∑
i=1

(
μi,t+h|t − μt+h|t

)2
, (3.7)

where μt+h|t = (1/N)∑N
i=1 μi,t+h|t is the average forecast.3 Lahiri and Sheng (2010) show

that, for sufficiently large N , s2
t+h|t can be used to approximate S2

t+h|t in Eqn. (3.3).
Moreover, the variance of an individual density forecast, fi,t+h|t, delivers an estimate of
individual IU, σ2

i,t+h|t, from which σ2
t+h|t is obtained using Eqn. (3.5). Finally, we obtain

an estimate of the variance of aggregate shocks, σ2
λ,t+h|t, by replacing S2

t+h|t in Eqn. (3.6)
with s2

t+h|t.

3.3 Modeling Inflation Uncertainty

In the following, the empirical models that are employed to analyze the covariates of IU
are introduced. We first compare survey- and model-based forecasts to show that the

3Disagreement is often defined as the variance of point forecasts. We employ the means of the density
forecasts instead. Clements (2014) provides a critical discussion.
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SPF dataset provides relatively accurate forecasts as compared to commonly used time
series models and also to illustrate to what extent disagreement may arise from distinct
models. Second, we introduce an empirical framework to examine how average individual
IU, disagreement and the variance of aggregated shocks are related to each other and how
they can be explained by various indicators of macroeconomic conditions and monetary
policy that have been identified as drivers of IU in the related literature.

3.3.1 Comparing Survey Forecasts to Model-Based Predictions

The partitioning of the forecast errors in Eqn. (3.2) is based on the view that survey
forecasts can be characterized by both common and individual features. The idiosyncratic
component may arise both from distinctions in the information sets up to and prior to
period t and different ways of incorporating such information in a model framework. In
particular, the extent to which the individual part can be regarded as a result of alternative
model choices can be examined by comparing a number of forecasts that are derived from
commonly used econometric models to the survey-based predictions.4 This approach has
been employed, e.g., in Branch (2004), who compares survey forecasts to the predictions
obtained from three alternative reduced form forecasting models.

A model that might be especially suitable since it accounts for changes in the con-
ditional variance of inflation is the unobserved components stochastic volatility (UCSV)
model of Stock and Watson (2007). In a study on inflation data for the U.S., Stock and
Watson (2007) report that the UCSV delivers more accurate inflation forecasts than sev-
eral competing time series models. The UCSV decomposes πt+1 into a long-term trend
τt+1 and a transitory component wt+1, i.e.,

πt+1 = τt+1 + wt+1, wt+1 = hw,t+1Zw,t+1,

τt+1 = τt + εt+1, εt+1 = hε,t+1Zε,t+1. (3.8)

In this framework, the conditional variances follow independent random walk processes,
i.e., lnh2

w,t+1 = lnh2
w,t +νw,t+1 and lnh2

ε,t+1 = lnh2
ε,t +νε,t+1. The variances h2

w,t+1 and h2
ε,t+1

denote the transitory and permanent components of inflation fluctuations, respectively.
We assume Zt+1 = (Zw,t+1, Zε,t+1) i.i.d.∼ N(0, I2) and νt+1 = (νw,t+1, νε,t+1) i.i.d.∼ N(0, θI2),
where the coefficient θ controls the smoothness of both variance processes. We further
assume that the disturbances Zt+1 and νt+1 are mutually independent. Similar to Stock
and Watson (2007), one-year-ahead inflation forecasts from the UCSV are obtained as

4We thank Richard Baillie for the suggestion to include model-based forecasts as a benchmark to
evaluate the survey-based predictions.
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μucsv
t+4|t = τt|t after calibrating the parameter θ to a value of (0.2/3)2 and estimating the

state-space model in Eqn. (3.8) by means of a Gibbs sampling recursion.
Following Branch (2004), we obtain a second set of forecasts from first-order vector

autoregressive (VAR) models. The VAR is given by

zt = Azt−1 + ϑt, ϑ ∼ (0, ς2I2), (3.9)

where zt denotes a 2 × 1 vector of variables including the inflation rate and a further
variable as will be described in Section 3.5.

Using pre-sample values and recursively reestimating the models in Eqns. (3.8) and
(3.9) yields pseudo-out of sample inflation forecasts, μvar

t+4|t and μucsv
t+4|t, from which we com-

pute the corresponding one-year prediction errors, as denoted eucsv
t+4|t and evar

t+4|t. These er-
rors can be compared to the corresponding average one-year-ahead forecast error, et+4|t =
πt+4 − μt+4|t, from the SPF.

3.3.2 The Importance of the Forecast Horizon and Recessions

After establishing the informative content of the SPF forecasts, we turn to the analysis
of survey-based IU measures. The decomposition in Eqn. (3.6) states that the variance of
aggregate shocks equals the difference between average individual IU and disagreement.
The model assumptions imply that σ2

λ,t+h|t increases with h. Moreover, it may also in-
crease during recession periods. In order to evaluate empirically how much σ2

t+h|t and
s2

t+h|t deviate from each other, we estimate the following pooled model which includes
observations for all available forecast horizons h = 1, . . . , H:

σ2
λ,t+h|t = ζ1D

h=1 + . . . + ζHDh=H + γ1(t − 1) + γ2D
REC
t−1 + νt+h|t, (3.10)

where νt+h|t ∼ (0, σ2
ν,h) is the error term. The indicator variables Dh=1, . . . , Dh=H are

defined such that, for example, Dh=1 is equal to unity for h = 1, and zero for all other
horizons. Since the model of Lahiri and Sheng (2010) suggests that the variance of
aggregate shocks increases with the forecast horizon, it is expected that ζH > . . . > ζ1 > 0.
To account for potential non-stationarity of σ2

λ,t+h|t, a time trend, t − 1, is included.
The impact of recessions is captured by the indicator variable DREC

t−1 , which is equal
to unity during recession periods, and zero in all other cases. Recessions are identified
by the method of Bry and Boschan (1971) as well as Harding and Pagan (2002) using
the output gap, x̃t−1 = 100 ×

(
xt−1 − xHP

t−1

)
, as an indicator for the business cycle. In

this equation, xt−1 = ln(Xt−1) denotes the natural logarithm of the level of real GDP,
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Xt−1, and xHP
t−1 is the trend component of xt−1, which is extracted by using the Hodrick-

Prescott filter. Thereby, we identify the peaks and troughs of economic activity in the
Eurozone. Following Chauvet and Hamilton (2005), a recession is defined as the period
between a peak and a trough (excluding the former but including the latter).5 If the
variance of aggregate shocks increases during recession periods, we would expect that
γ2 > 0.

3.3.3 Macroeconomic and Policy Influences on IU

The decomposition of Lahiri and Sheng (2010) implies that average individual IU and
disagreement should be considered as distinct measures of IU. Thus, we evaluate them
separately below. In order to control for forecaster-specific characteristics, we exploit the
information from the panel of individual forecasters. The individual IU series from the
SPF exhibit a clearly visible upward trend which is in many cases similar to the one
depicted for the average IU in Figure 3.2. Long memory in the conditional second mo-
ments of inflation for several industrialized economies has been documented by Baillie et
al. (2002). Thus, we employ a dynamic panel model with an autoregressive term and fixed
effects. However, owing to the recurring dropout and replacement of survey participants,
the number of time periods per forecaster might be regarded as eventually limited. For
fixed T , a bias in the coefficient estimates of a dynamic panel model is likely to arise
due to the correlation between the lagged dependent variable and the individual effects
(Blundell and Bond, 1998). Therefore, the estimation of the model parameters proceeds
by means of a GMM approach, following Blundell and Bond (1998). The dynamic panel
specification reads as

yi,t+h|t = ρhyi,t+h−1|t−1 + α′
hmt−1 + β′

hpt−1 + γ ′
hdt−1 + vi,t+h|t (3.11)

for i = 1, . . . , N , where yi,t+h|t ∈ {σ2
i,t+h|t, σ2

ε,i,t+h|t} denotes either individual IU or the
variance of individual shocks. The latter is obtained as σ2

ε,i,t+h|t = σ2
i,t+h|t − σ2

λ,t+h|t based
on Eqn. (3.4) and (3.6). Morevoer, mt−1 is a 3 × 1 vector of macroeconomic conditions,
pt−1 is a 6 × 1 vector containing indicators of monetary policy, dt−1 = (1, t − 1, DREC

t−1 )′ is
a 3 × 1 vector of exogenous variables, αh, βh and γh denote the corresponding coefficient
vectors and vi,t+h|t = ηi,h+νi,t+h|t is the error term. The forecaster-specific fixed effects, ηi,h,

5We have also used an alternative approach in which a recession is defined as two (or more) consecutive
periods characterized by a negative real GDP growth rate. The results in this chapter are robust to
the employed definition of an economic recession. We thank an anonymous referee from the Journal of
Empirical Finance for this suggestion.
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capture unobserved heterogeneity with respect to individual IU.6 We estimate Eqn. (3.11)
using the approach of Blundell and Bond (1998) and include up to six-period lagged
levels as well as first differences of yi,t+h−1|t−1 and the variables in mt−1 and pt−1 as
instrumental variables. In addition, we include σ2

λ,t+h−1|t−1, which is related to both
σ2

i,t+h−1|t−1 and σ2
ε,i,t+h−1|t−1 according to the definition in Eqn. (3.4). Hence, σ2

λ,t+h−1|t−1 is
likely to be a relevant instrument for yi,t+h−1|t−1. Moreover, past realizations of σ2

t+1h−1|t−1

and s2
t+h−1|t−1 are readily available to forecasters when they report their predictions in

period t and therefore can be considered as part of their information sets. Based on
Eqn. (3.6), σ2

λ,t+h−1|t−1 should thus also be exogeneous. To account for forecaster-specific
heteroskedasticity and autocorrelation in νi,t+h|t, we use robust standard errors and apply
the adjustment by Windmeijer (2005). Unlike Eqn. (3.10), the model in Eqn. (3.11) is
estimated separately for each forecast horizon h. For notational convenience, we do not
differentiate between the coefficients for alternative choices of yi,t+h|t.

To explain fluctuations in IU, Friedman (1977) and Schwert (1989) discuss the role of
distinct macroeconomic conditions and the dynamics on financial markets. Such influences
on IU are summarized in

mt−1 = (πt−1, Δxt−1, RVt−1(E))′. (3.12)

According to Friedman (1977), two important covariates are the level of inflation, which
is defined as the year-on-year change of the quarterly Harmonised Index of Consumer
Prices (HICP),

πt−1 = 100 × HICPt−1 − HICPt−5

HICPt−5
, (3.13)

and output growth,

Δxt−1 = 100 × Xt−1 − Xt−5

Xt−5
. (3.14)

Empirical evidence regarding these relations has been documented, e.g., by Dovern et
al. (2012) or Hartmann and Roestel (2013). Moreover, Engle and Rangel (2008) and
Conrad and Loch (2015) document for the U.S. that IU is related to stock market volatility.
We measure stock market fluctuations by employing the intra-quarter variation of squared

6The unobserved heterogeneity includes, for example, the horizon-specific individual bias, φi,h.
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returns,

RVt−1(E) = 100 ×
√ ∑

	∈t−1
r2

	,t−1, (3.15)

with r	,t−1 = ln(P	,t−1/P	−1,t−1) denoting the daily return of equity prices, P	,t−1.
Apart from macroeconomic conditions, IU might also be influenced by monetary pol-

icy. This hypothesis has been described, for example, in the widely-cited study of Ball
(1992). Distinct policy indicators are summarized in

pt−1 = (ΔEPUt−1, ΔASt−1, TD+
t−1, |TD−

t−1|, MPCt−1, ΔMMt−1)′. (3.16)

IU might be affected by spillovers from uncertainty about economic and political condi-
tions in general. To account for such influences, we consider the changes in the economic
policy uncertainty indicator as denoted ΔEPUt−1 (cf. Baker et al., 2016). A further source
of IU might be the unconventional monetary policy measures adopted by the ECB such
as the changes in the asset position of its balance sheet. The relation between IU and
balance sheet adjustments, denoted ΔASt−1, might capture perceived increases in infla-
tion risks due to the ECB’s large-scale asset purchases since 2008.7 Moreover, a relation
between deviations from a rules-based monetary policy and uncertainty in general has
been put forth by Taylor (2012). The degree to which the ECB might have deviated from
a predictable monetary policy scheme such as the Taylor (1993) rule is expressed by the
variables TD+

t−1 and |TD−
t−1| which measure contractionary and expansionary monetary

policy, respectively. Deviations from the Taylor rule are defined as

TDt−1 = it−1 − i∗
t−1, (3.17)

where it−1 is the interest rate set by the central bank and i∗
t−1 is the optimal predicted

Taylor rule interest rate specified as a function of the inflation rate and the output gap
in line with the dynamic model proposed by Clarida et al. (1998),

it−1 = ω0 + ω1πt+3 + ω2x̃t−1 + ξt−1. (3.18)

Since the regressors in Eqn. (3.18) are likely endogenous, the model is estimated by means
of GMM using up to four-period lags of it−1, πt−1 and x̃t−1 as instrumental variables. Based
on Eqns. (3.17) and (3.18), we define TD+

t−1 = TDt−1 × �(TDt−1 > 0), where �(TDt−1 >

7We thank an anonymous referee from the Journal of Empirical Finance for the suggestion to replace
ΔASt−1 with the changes of the ECB assets-to-nominal-GDP ratio. Our results are robust to the choice
of the employed asset variable.
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0) equals unity if TDt−1 > 0, and zero else. Similarly, |TD−
t−1| = |TDt−1|×�(TDt−1 < 0),

where �(TDt−1 < 0) equals unity if TDt−1 < 0, and zero else.8 The assessment of monetary
policy by means of the Taylor rule is difficult once the interest rate targeted by the central
bank approaches a value of zero. However, it−1 has not been exactly equal to zero during
any quarter of the sample period. In addition, the set of variables in pt−1 includes ΔASt−1

and further variables related to monetary aggregates and central bank communication.
We regard these covariates as complementary to TDt−1, especially during periods when
interest rates are low.

In order to account for the potential influence of the communication of the ECB,
we consider the Monetary Policy Communicator, denoted as MPCt−1, that quantifies
the ECB’s communication of risks regarding future price stability (Conrad and Lamla,
2010). Finally, IU might increase as a result of large adjustments in monetary aggregates
(Holland, 1995). To acknowledge this potential transmission channel, we consider changes
of the money multiplier, ΔMMt−1, where

MMt−1 = M3t−1

M0t−1
. (3.19)

In Eqn. (3.19), M3t−1 is an indicator of the broad money supply and base money and
M0t−1 denotes base money. To summarize, pt−1 comprises indicators of the monetary
policy stance that are based on interest rates but also takes more traditional, money-
based indicators into account.

As mentioned in Section 3.2, average individual IU can be interpreted as the un-
certainty of the average forecaster. Since it holds that σ2

t+h|t = (1/N)∑N
i=1 σ2

i,t+h|t and
s2

t+h|t = (1/N)∑N
i=1 σ2

ε,i,t+h|t, Eqn. (3.11) implies that

yt+h|t = ρhyt+h−1|t−1 + α′
hmt−1 + β′

hpt−1 + γ ′
hdt−1 + vt+h|t, (3.20)

where yt+h|t ∈ {σ2
t+h|t, s2

t+h|t} and vt+h|t = ηh + νt+h|t with ηh = (1/N)∑N
i=1 ηi,h and

νt+h|t = (1/N)∑N
i=1 νi,t+h|t. Thus, the effect of a variable in mt−1 or pt−1 on σ2

i,t+h|t
(σ2

ε,i,t+h|t) is theoretically equivalent to its impact on σ2
t+h|t (s2

t+h|t). Consequently, the
estimates of Eqn. (3.11) can be interpreted as the effect of macroeconomic conditions and
monetary policy on average individual IU and disagreement.

8It could be argued that a two-year horizon in Eqn. (3.18) may be more appropriate to characterize the
inflation targeting of the ECB. As a robustness check, we replaced πt+3 with πt+7 and used the estimates
to construct alternative versions of TD+

t−1 and |TD−
t−1|. However, the alternative time series were very

similar and all empirical results in this chapter are robust to the chosen specification of Eqn. (3.18). We
thank an anonymous referee from the Journal of Empirical Finance for this suggestion.
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3.3.4 Explaining the Variance of Aggregate Shocks

Based on the decomposition in Eqn. (3.4), the impact of the macroeconomic conditions
and policy indicators on individual IU is given by their aggregate impact on the variances
of the aggregate and individual shocks. Thus, if the impact of the covariates on σ2

i,t+h|t
and σ2

ε,i,t+h|t differs, this must be due to a systematic influence of mt−1 or pt−1 (or both)
on the second component, i.e., σ2

λ,t+h|t. Similarly, the impact of a covariate on average
individual IU is decomposed into the sum of the effects on the variance of aggregate
shocks and disagreement based on Eqn. (3.6). Thus, we also analyze the covariates of the
variance of aggregate shocks by means of

σ2
λ,t+h|t = α̃′

hmt−1 + β̃
′
hpt−1 + γ̃ ′

hdt−1 + νt+h|t, (3.21)

where νt+h|t is the horizon-specific error term. If, for example, expansionary monetary
policy, as measured by |TD−

t−1|, has no effect on s2
t+h|t but increases σ2

λ,t+h|t, the net effect
of such a policy on σ2

t+h|t may be positive. Considering only disagreement as a proxy for
overall IU, however, one would mistakingly conclude that expansionary monetary policy
does not increase IU in this scenario. Thus, it is recommendable to test whether there are
observable factors which increase the difference between σ2

t+h|t and s2
t+h|t in a systematic

way. If this is the case, disagreement does not capture all relevant influences on IU and
should thus not be considered as a reliable proxy for IU.

3.4 Data

Forecast data is provided by the Survey of Professional Forecasters, which has been con-
ducted by the European Central Bank during successive quarters since 1999Q1. We employ
density forecasts, fi,t+h|t, regarding future HICP inflation in the Eurozone, πt+h. As can
be seen in Table 3.1, the intervals employed in the SPF questionnaire have changed on
multiple occasions.

The sample contains fixed-horizon forecasts from the surveys conducted during the
period 1999Q1–2013Q2, such that T = 58. Forecast horizons h ∈ {4, 8, 20} denote one-
year-, two-years- and five-years-ahead, respectively. The time series for h = 20 is only
available in consecutive quarters since 2001Q1. We exclude inappropriate density fore-
casts from our analysis, e.g., if reported subjective probabilities do not sum to one. The
remaining cross-section comprises predictions from N = 98 anonymous forecasters. Fig-
ure 3.1 depicts the participation of these forecasters in each survey round for different
forecast horizons. Evidently, the panel is unbalanced. However, the number of missing



74 3. Inflation Uncertainty, Disagreement and Monetary Policy

Table 3.1: Intervals used in the ECB-SPF questionnaire

fi,t+h|t

1999Q1-2000Q3 (−∞; −0.1] . . . [0.5(k − 1); 0.5k − 0.1], k = 1, ..., 7 . . . [3.5; +∞)

2000Q4 (−∞; −0.1] . . . [0.5(k − 1); 0.5k − 0.1], k = 1, ..., 8 . . . [4.0; +∞)

2001Q1-2008Q2 (−∞; −0.1] . . . [0.5(k − 1); 0.5k − 0.1], k = 1, ..., 7 . . . [3.5; +∞)

2008Q3-2009Q1 (−∞; −0.1] . . . [0.5(k − 1); 0.5k − 0.1], k = 1, ..., 8 . . . [4.0; +∞)

2009Q2-2009Q4 (−∞; −2.1] . . . [0.5(k−1); 0.5k−0.1], k = −3, ..., 8 . . . [4.0; +∞)

2010Q1-end of sample (−∞; −1.1] . . . [0.5(k−1); 0.5k−0.1], k = −1, ..., 8 . . . [4.0; +∞)

Notes: This table illustrates changes to the range of SPF density forecasts, fi,t+h|t, in the questionnaire of the ECB. Each
row depicts the upper and lower intervals whereas k indicates the intermediate intervals. Density forecasts are issued by
forecasters i = 1, . . . , 98 in sample period t = 1, . . . , 58, representing time instances between 1999Q1 and 2013Q2, with
forecast horizon h ∈ {4, 8, 20}.

observations is lower than it is for the Federal Reserve’s SPF, for which Lahiri et al. (2017)
document a substantial fraction of missing observations.

We follow Engelberg et al. (2009) and fit a generalized beta distribution to the in-
dividual histograms if forecasters attach non-zero probabilities to at least three different
intervals.9

Figure 3.2 depicts individual and average inflation expectations as well as aggregate
IU measures over the survey period t for h ∈ {4, 8, 20}. The graphs for μi,t+h|t show that
long-term expectations are scattered around the ECB’s inflation target of approximately
2%. For all h, the σ2

t+h|t measures remain fairly constant between 1999 and 2007 but show
an upward trend from 2007 until the end of the sample period. The s2

t+h|t statistics show
considerable increases during the years 2008 and 2009. However, for all h, s2

t+h|t reverts
to its pre-crisis level after a short period of time. This is in line with the argument of
Lahiri and Sheng (2010) that the trajectory of s2

t+h|t may differ from the one of σ2
t+h|t,

depending on the perceived variation of forthcoming aggregate shocks, σ2
λ,t+h|t. The plots

also show that, on average, both σ2
t+h|t and σ2

λ,t+h|t increase with h, whereas there are
little deviations between the s2

t+h|t statistics, except for the peak in 2009, which is smaller
for large h.

Table 3.2 shows that the strength of the relationship between σ2
t+h|t and s2

t+h|t declines
from a correlation coefficient of 0.5 to less than 0.4 for increasing h, whereas the correlation
statistic between σ2

t+h|t and σ2
λ,t+h|t increases from 0.7 to more than 0.9. The corresponding

entries in Table 3.2 are marked in boldface.
Data on inflation rates, πt, and real GDP growth rates, Δxt, are drawn from the Statis-

tical Data Warehouse (SDW) of the ECB. This data source provides real-time data, which
are most closely related to the information available to forecasters at the time when predic-

9Triangular distributions are fitted when less than three intervals are used. For details see Engelberg
et al. (2009).



3.4 Data 75

Figure 3.1: ECB-SPF forecaster panel
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Notes: Graphs depict forecaster participation in the SPF between 1999Q1 and 2013Q2 for forecast hori-
zons h ∈ {4, 8, 20}. The vertical axis depicts the identification numbers of the anonymous survey par-
ticipants. The horizontal axis denotes the periods during which predictions are reported. Each cross
indicates that a density forecast has been reported by a survey participant.
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Figure 3.2: Inflation expectations and uncertainty measures
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Notes: The graphs in the first row depict individual inflation expectations from the SPF, μi,t+h|t, for
forecast horizons h ∈ {4, 8, 20} from left to right. The solid black lines are the cross-sectional means of
the individual expectations, μt+h|t. The horizontal axis denotes the periods during which predictions are
reported. The graphs in the second row depict average individual IU, σ2

t+h|t, and its two components,
i.e., the variance of aggregate shocks, σ2

λ,t+h|t, and disagreement, s2
t+h|t, from left to right. Solid, dashed

and dotted lines are used to distinguish forecast horizons h ∈ {4, 8, 20}, respectively. The graphs in the
third row show one-year-ahead forecast errors derived from distinct time series models, eucsv

t+4|t and evar
t+4|t

(solid lines), against the average forecast error from the SPF, et+4|t (dashed line).
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Table 3.2: Correlations across aggregate IU measures

σ2
t+4|t σ2

t+8|t σ2
t+20|t s2

t+4|t s2
t+8|t s2

t+20|t σ2
λ,t+4|t σ2

λ,t+8|t σ2
λ,t+20|t

σ2
t+4|t 1.00

σ2
t+8|t 0.98 1.00

σ2
t+20|t 0.92 0.94 1.00

s2
t+4|t 0.50 0.50 0.28 1.00

s2
t+8|t 0.47 0.47 0.32 0.73 1.00

s2
t+20|t 0.44 0.47 0.38 0.43 0.63 1.00

σ2
λ,t+4|t 0.70 0.68 0.80 −0.26 −0.08 0.14 1.00

σ2
λ,t+8|t 0.84 0.85 0.88 0.14 −0.06 0.16 0.82 1.00

σ2
λ,t+20|t 0.84 0.84 0.94 0.14 0.11 0.05 0.82 0.89 1.00

Notes: The IU measures σ2
t+h|t, s2

t+h|t and σ2
λ,t+h|t refer to average individual IU, disagreement and

the variance of aggregate shocks from Eqns. (3.5), (3.7) and (3.6) at forecast horizons h ∈ {4, 8, 20},
respectively. Correlations which highlight the relationship between average individual IU and its
components for different forecast horizons are marked in boldface. The sample period t = 1, . . . , 58
represents time instances between 1999Q1 and 2013Q2.

tions are reported. Using the GDP data, we calculate the output gap, x̃t, from which three
periods of economic recessions are identified for our sample period: 2001Q1 to 2005Q3,
2008Q2 to 2009Q2 and 2011Q4 to 2013Q2. Quarterly realized stock market volatility,
RVt(E), is calculated using Eurostoxx bluechip net returns for the Eurozone.10 To mea-
sure changes in the quarterly economic policy uncertainty, ΔEPUt, we use the monthly EU
Economic Policy Uncertainty Index of Baker et al. (2016), which is defined as the weighted
sum of three components: Newspaper coverage of policy-related economic uncertainty with
a weight of 0.5, forecaster disagreement about federal government budget balances with a
weight of 0.25 and inflation disagreement with a weight of 0.25. The newspaper component
is defined as the normalized coverage of policy-related economic uncertainty by ten influ-
ential newspapers from major EU countries and measured by the number of newspapers
containing at least one term from each of the three sets ‘uncertain/uncertainty’, ‘eco-
nomic/economy’ and ‘policy/tax/spending/regulation/central bank/budget deficit’. The
index ΔEPUt as we use it does not include inflation disagreement. We remove this com-
ponent and rescale the remaining index by dividing it by 100. Changes in the ECB’s
balance sheet, ΔASt, are measured using data on the quarterly total assets/liabilities in
the Euro area in trillions of Euros. The data series is drawn from the SDW, which also

10As a robustness check, we replaced Eurozone stock market volatility with the volatility on global
equity markets using data of the MSCI world index. The time series are very similar and our main
findings are not affected by the choice of the employed volatility measure.
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provides data on interest rates used in the construction of TD+
t and |TD−

t |. To quantify
ECB communication regarding forthcoming threats to price stability, we include MPCt,
defined as the quarterly average of the monthly Monetary Policy Communicator, which is
published by the KOF (cf. Conrad and Lamla, 2010). This indicator translates the ECB
president’s statements on price stability during the monthly ECB press conferences into
numerical values, such that MPCt ∈ [−1, +1] with positive (negative) values indicating
upside (downside) risks to price stability. Measures of money supply used in the construc-
tion of ΔMMt are drawn from the SDW, which also provides monthly data on industrial
production in the Eurozone. We use the quarterly average of this time series, denoted
as IPt, in the estimation of the VAR(1) models. Figure 3.3 plots the macroeconomic
variables and indicators of monetary policy.

The graphs show that the levels of EPUt, ASt and MMt might be non-stationary.
Hence, we consider their first differences, ΔEPUt, ΔASt and ΔMMt, in the empirical
models instead of their levels.11

3.5 Results

In this section, empirical results for the models introduced in Section 3.3 are summarized
and discussed. We first compare forecast errors from the SPF to those derived from econo-
metric models. Second, we examine how the variance of aggregate shocks varies with the
forecast horizon as a means to test the claim that it can be interpreted as the perceived
variation of successive shocks between the forecast and target period. Next, we analyze
the covariates of IU by means of a dynamic panel model, followed by an investigation
of potential factors that may affect the difference between average individual IU and
disagreement.

3.5.1 Comparing Survey Forecasts and Model-Based Predictions

Since the IU measures we consider are derived from inflation forecasts, we compare the
accuracy of survey predictions to the ones from commonly used time series models. This
illustrates how the survey predictions differ from those of widely used time series ap-
proaches and, moreover, shows to which degree the idiosyncratic component of IU may
reflect distinct ways of information processing of individual survey participants. As de-
scribed in Section 3.3, we employ the UCSV model of Stock and Watson (2007) and two
bivariate VAR(1) models with zt = (πt, IPt)′ and zt = (πt, RVt(E))′. Table 3.3 reports

11In addition to the graphical evidence in Figure 3.3, the (unreported) results from augmented Dickey-
Fuller (ADF) tests suggested non-stationarity in most cases.
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Figure 3.3: Macroeconomic and policy variables
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the mean absolute errors (MAE) and mean squared errors (MSE) based on the one-year-
ahead average SPF forecast, μt+4|t, and the model-based predictions. Asterisks indicate
significant differences in the predictive accuracy of the SPF and model-based forecasts at
the 10% level as assessed by a Diebold-Mariano test.

Table 3.3: Forecast evaluation

SPF UCSV VAR-IP VAR-
RV(E)

MAE 0.67 0.92* 0.83* 0.73
MSE 0.76 1.58* 1.28* 1.19

Notes: This table reports the mean absolute errors (MAE) and mean squared
errors (MSE) based on the one-year-ahead average SPF forecast, μt+4|t, and
model-based predictions from an unobserved components stochastic volatil-
ity (UCSV) model and two bivariate first-order vector autoregressive (VAR)
models including the inflation rate and either industrial production or real-
ized volatility. Asterisks (‘*’) indicate significant differences in the predictive
accuracy of the SPF and model-based forecasts at the 10% level as assessed
by a Diebold-Mariano test. The sample period t = 1, . . . , 58 represents time
instances between 1999Q1 and 2013Q2.

As can be seen from Table 3.3, the average across all survey forecasts provides lower
MAE and MSE statistics than both the UCSV model and the VAR models. This under-
scores that the SPF data may provide a well calibrated account of existing forecasting
risks. The forecast errors et+4|t, eucsv

t+4|t and evar
t+4|t are depicted in the bottom panel of

Figure 3.2. Before the financial crisis, all errors are close to zero and evolve in a stable
way, i.e., SPF- and model forecasts have been aligned to some degree. However, since
the beginning of the crisis, the SPF error fluctuates less than the other series. Thus,
the survey forecasts are more accurate than the econometric models during this period.
One might speculate that forecasters revised their modeling choices more strongly in this
environment, which may explain the increase in disagreement for h = 4 that is shown on
the left-hand side of the middle panel in Figure 3.2. Several quarters later, disagreement
reverts back to its pre-crisis level. This suggests that the sustained high level of average
individual IU is unlikely the result of model uncertainty alone. Next, we examine the
differences among the survey-based IU measures more closely.

3.5.2 Estimates of the Horizon Effect on the Variance of Aggre-
gate Shocks

Table 3.4 contains the estimates of Eqn. (3.10) for a pooled sample including data for all
available forecast horizons h = 4, 8, 20.
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Table 3.4: Estimates of the horizon effect on the variance of aggregate shocks

Variance of aggregate shocks σ2
λ,t+h|t

h = 4, 8, 20
Dh=4 Indicator variable for h = 4 1.57

(0.81)
Dh=8 Indicator variable for h = 8 9.33*

(0.85)
Dh=20 Indicator variable for h = 20 15.06*

(1.13)
t − 1 Time trend 0.37*

(0.02)
DREC

t−1 Recession indicator variable 1.26
(0.74)

Adj. R2 0.96
No. of observations 164

Notes: This table reports the estimates of Eqn. (3.10). Coefficients are estimated with OLS.
Heteroskedasticity-robust standard errors in parentheses. The reported coefficients and stan-
dard errors are the estimated ones times 100. Asterisks (‘*’) indicate significance at the 5%
critical level. The sample period t = 1, . . . , 58 represents time instances between 1999Q1
and 2013Q2.

The results for the horizon-specific indicator variables, Dh=4, Dh=8 and Dh=20, show
that the variance of aggregate shocks increases with h. This underscores the claim of the
model of Lahiri and Sheng (2010) that horizon-specific considerations explain a consider-
able fraction of the difference between IU and disagreement. As can be seen in Figure 3.2,
average individual IU increases with h. This might be due to the fact that, five years
in advance, the amount of useful information is rather limited. In turn, if disagreement
stems from differential interpretation of incoming news, one should also expect low dis-
agreement as long as few signals are available. In the framework of a Bayesian learning
model, Lahiri and Sheng (2008) find that distinct interpretations of signals are one of the
most important sources of disagreement. In contrast to the horizon effects, the coefficient
on DREC

t−1 is insignificant although it has the positive sign that is predicted in Lahiri and
Sheng (2010).

3.5.3 Dynamic Panel Estimates for Individual IU Measures

In this section, we discuss how distinct IU statistics can be explained by macroeco-
nomic conditions and policy variables. Table 3.5 presents the dynamic panel estimates of
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Eqn. (3.11).12 As shown in Eqn. (3.20), the impact of the covariates in mt−1 and pt−1 on
σ2

i,t+h|t (σ2
ε,i,t+h|t) is equivalent to their effect on σ2

t+h|t (s2
t+h|t). To highlight the distinction

between effects of macroeconomic variables on the one hand and policy-related covariates
on the other hand, the models are first estimated leaving aside the policy indicators in
pt−1. These results are shown in the odd-numbered columns.

From Table 3.5 it can be seen that the inflation rate, πt−1, is positively related to
σ2

i,t+h|t. This is in line with the theoretical arguments by Friedman (1977) and Ball (1992).
However, the significance of the relation is statistically weak. The association between the
inflation rate and IU might be less pronounced than in earlier studies since the relationship
hypothesized by Friedman-Ball refers mainly to high-inflation regimes, where IU rises due
to uncertainty about the timing of disinflation policies adopted by a central bank. Hence,
the low-inflation environment that characterizes most of the sample period for the Euro
area might be one reason for the relatively small effect. This is in line with the findings of
Baillie et al. (1996). The insignificant coefficients in the even-numbered columns may also
be explained by the fact that πt−1 is positively correlated with both TD+

t−1 and |TD−
t−1|

due to the inclusion of the inflation rate as a covariate in Eqn. (3.18). In addition,
πt−1 is positively correlated with ΔMPCt−1, reflecting the fact that higher values of the
Monetary Policy Communicator imply that the central bank communicates inflation risks.
In line with the arguments of Friedman (1977) that higher economic growth reduces IU,
the results indicate a significant negative relationship between σ2

i,t+h|t and Δxt−1. Hence,
IU rises during economic downturns and vice versa. This is in line with recent findings,
e.g., of Bloom (2009). Stock market volatility is insignificant for all horizons, though the
estimated coefficients have the expected positive sign for h = 4 and 8.

Turning to the relationship between IU and indicators of monetary policy in the even-
numbered columns, we find that during periods of expansionary monetary policy such
as the years following the beginning of the crisis, (average) individual IU also tends
to be high. This is expressed by the positive relationship between negative deviations
from the Taylor rule, |TD−

t−1|, and σ2
i,t+h|t for all h and highlights the important role of

monetary policy for the emergence of IU. High uncertainty during periods of expansionary
monetary policy might emerge in cases when the central bank aims to increase inflation,
yet survey participants are uncertain about the success of such attempts. As can be
seen in Figure 3.2, the σ2

t+h|t statistics increase from an initial level of around 0.2 before
the beginning of the crisis to approximately 0.4 afterwards. The interest rate policy of
the ECB during the crisis is characterized by sustained periods of negative deviations

12The estimates based on the alternative definitions of DREC
t−1 , ΔASt−1 or TDt−1 described in Footnotes

5, 7, and 8 are presented in Tables 3.7-3.9 in the Appendix.
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from the optimal Taylor rule of up to three percentage points, which can be seen in
Figure 3.3. The estimated coefficients on |TD−

t−1| in columns (2), (4) and (6) suggest that
a downward deviation of the interest rate from the optimal Taylor rule by one percentage
point increases (average) individual IU by approximately 0.04 units. This is a relatively
large effect and suggests that expansionary monetary policy accounts for more than half
of the increase in average individual IU since the beginning of the crisis for all horizons. In
contrast, positive deviations from the Taylor rule, TD+

t−1, are only related to short-term
IU, σ2

i,t+4|t, although the estimated effect is also relatively large.
In columns (7) to (12) we present the estimates when the variance of individual shocks,

σ2
ε,i,t+h|t, is used as the dependent variable. The relationship between macroeconomic con-

ditions and σ2
ε,i,t+h|t is similar to the evidence for σ2

i,t+h|t. However, in line with Engle and
Rangel (2008) and Conrad and Loch (2015), realized stock market volatility, RVt−1(E)
is positively related to the variance of individual shocks for h = 4 and 8. A possible
explanation for this finding might be the heterogeneity in the panel of forecasters, which
includes both financial institutions and research institutes. The former may adjust their
predictions in a distinct way during periods of increased volatility in stock markets. In
such cases, it is possible that all forecasters retain their individual uncertainty but the
disagreement increases. However, due to the anonymity of the participants in the SPF
panel, it is difficult to test this hypothesis empirically. With respect to the importance
of monetary policy, we find that σ2

ε,i,t+h|t is positively related to TD+
t−1 for h = 4 and 8.

This implies that disagreement rises during periods when the interest rate is higher, and
thus more restrictive, than the one prescribed by a Taylor rule. Periods of contractionary
monetary policy are expected to lead to a decline in the inflation rate, which should reduce
disagreement based on the positive relationship between πt−1 and σ2

ε,i,t+h|t. However, the
positive impact of TD+

t−1 suggests that the decision of the central bank to deviate from
a rules-based monetary policy increases disagreement in a way that outweighs the poten-
tial reduction that results from the policy-induced decrease of the inflation rate. Since
disagreement is a component of average individual IU and since contractionary monetary
policy is not related to individual IU, the overall effect of such deviations on IU appears
to be small, despite its relationship with disagreement. Rather, it is periods of expansion-
ary interest rate policy that are related to increases in IU. We also find that σ2

ε,i,t+4|t is
positively related to ΔASt−1 and ΔMMt−1, which implies that forecasters disagree about
the implications of large changes in the ECB’s balance sheet and monetary aggregates
for future inflation in the short, but not in the long run. To summarize, individual IU
and the variance of individual shocks are related to distinct indicators of monetary policy.
In particular, forecasters disagree strongly about the effects of contractionary monetary
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policy, but remain individually confident in such situations.13 In contrast, forecasters are
uncertain about the impact of expansionary monetary policy. This asymmetry affects
assessments of whether unpredictable changes in monetary policy are associated with in-
creases in the level of IU or not. Given the results for σ2

ε,i,t+h|t from Table 3.5, it appears
that positive deviations from a rules-based interest rate policy are associated with higher
IU. However, it is negative deviations that are most important for explaining the sustained
increase in average individual IU across all forecast horizons since roughly the beginning
of the crisis.

To examine the validity of the overidentifying restrictions, Table 3.5 also reports p-
values for the Hansen test. We cannot reject the null hypothesis in all model specifications
for σ2

i,t+h|t and almost all cases for the variance of individual shocks, σ2
ε,i,t+h|t. This sup-

ports the robustness of the employed specification. The number of instrument variables
is moderate and smaller than the cross-sectional dimension N .

3.5.4 Estimates of the Covariates of the Variance of Aggregate
Shocks

The results in the previous section reveal that different measures of IU are related to
distinct indicators of monetary policy. In particular, average individual IU rises during
periods of expansionary monetary policy, while disagreement does not. In order to exam-
ine this asymmetric effect in more detail, we relate σ2

λ,t+h|t to the predictor variables in
mt−1 and pt−1. If σ2

λ,t+h|t can be explained by these factors, the results from Table 3.5
have to differ between σ2

t+h|t and s2
t+h|t. In particular, it would suggest that the asymmet-

ric effect of monetary policy on different measures of IU is not coincidental, but rather a
characteristic of the variance of the aggregate shocks that are unpredictable ex-ante. The
estimates of Eqn. (3.21) are reported in Table 3.6.

We find that σ2
λ,t+h|t is more closely related to the covariates, i.e., more predictable,

for large h. In particular, the perceived variance of aggregate shocks is negatively related
to most indicators of monetary policy. Thus, it appears that distinct monetary policy
instruments available to the ECB successfully reduce the part of IU that is common
across forecasters. However, σ2

λ,t+h|t is positively related to the deviation variable |TD−
t−1|.

This means that periods of expansionary monetary policy increase the perceived variance
of the forthcoming aggregate inflationary shocks. A possible explanation for this is that
forecasters believe that the ECB’s monetary policy since the beginning of the crisis has a

13Using alternative measures of TD as discussed in Footnote 8, we have found a significant negative
relationship between σ2

i,t+20|t and TD+
t−1 (see Table 3.9). This implies that contractionary monetary

policy today reduces individual uncertainty regarding inflation in five years.
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Table 3.6: Estimates of the covariates of the variance of aggregate shocks

Variance of agg. shocks σ2
λ,t+h|t

h = 4 h = 8 h = 20
(1) (2) (3)

πt−1 Inflation rate 1.99 3.75* 3.27*
(1.26) (1.13) (0.93)

Δxt−1 Real GDP growth rate −0.65 −1.34* −1.45*
(0.40) (0.59) (0.47)

RVt−1(E) Stock price volatility −49.66 −24.41 −34.91
(29.72) (19.98) (22.78)

ΔEPUt−1 Economic Policy Uncertainty 5.62 4.47 4.53
(4.13) (3.75) (4.01)

ΔASt−1 ECB assets −25.48* −9.96 −6.42
(10.48) (8.55) (12.03)

TD+
t−1 Positive Taylor deviations −3.81 −4.12 −6.98*

(2.45) (2.42) (2.64)
|TD−

t−1| Negative Taylor deviations 4.87* 5.71* 4.13*
(1.59) (0.97) (1.07)

MPCt−1 Monetary Policy Communicator −4.81 0.07 −7.07*
(3.60) (2.40) (2.79)

ΔMMt−1 Money multiplier −4.86* −3.62* −1.67
(1.59) (1.26) (2.41)

Constant 12.23* 12.87* 20.64*
(3.55) (2.80) (3.75)

t − 1 Time trend 0.06 0.07 0.14*
(0.09) (0.06) (0.07)

DREC
t−1 Recession indicator variable −0.90 0.17 −0.95

(1.62) (1.41) (1.64)

Adj. R2 0.66 0.81 0.73
No. of observations 56 56 50

Notes: This table reports the estimates of Eqn. (3.21). Coefficients are estimated with OLS.
Newey-West standard errors accounting for fourth-order autocorrelation in parentheses. The
reported coefficients and standard errors are the estimated ones times 100. Asterisks (‘*’) in-
dicate significance at the 5% critical level. The sample period t = 1, . . . , 58 represents time
instances between 1999Q1 and 2013Q2.
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destabilizing effect on the economy of the Euro area. For example, forecasters might be
uncertain about the success of the ECB’s attempts to increase inflation towards the target
of around 2%. This finding helps to explain the previous evidence regarding the covariates
of IU from Table 3.5. For example, positive deviations from the Taylor rule increase
disagreement but systematically reduce the perceived variance of aggregate shocks. If
these effects offset each other, average individual IU may not appear to be significantly
related to TD+

t−1. In contrast, negative deviations increase the perceived variance of
aggregate shocks but seem to have little impact on the variance of individual shocks and,
therefore, disagreement. Hence, the overall effect on average individual IU is positive.
In other words, |TD−

t−1| explains the difference between σ2
t+h|t and s2

t+h|t and, thereby,
increases average individual IU. Hence, policy evaluations based on disagreement as a
proxy for IU are potentially incomplete and potentially misleading.

3.6 Conclusion

We analyze average individual IU and disagreement as two distinct measures of IU. The
estimation sample covers the periods before and after the beginning of the financial crisis
in the Eurozone. While disagreement reverts to its pre-crisis level after a short period of
time, average individual IU continues to rise. In line with the decomposition proposed by
Lahiri and Sheng (2010), which shows that average individual IU can be regarded as the
sum of disagreement and the variance of aggregate shocks, the empirical evidence shows
that the difference between average individual IU and disagreement increases with the
forecast horizon. Based on the empirical confirmation of this decomposition, we relate
different measures of IU to a number of macroeconomic and policy variables. Based on a
cross-section of forecasters, we find that the relationship between IU and macroeconomic
conditions is in line with typical findings in the literature. However, the employed measures
of IU are related to fundamentally distinct indicators of monetary policy. Most strikingly,
average individual IU is primarily associated with expansionary monetary policy, whereas
disagreement is rather related to contractionary monetary policy. Moreover, we find that
the difference between these measures systematically increases when monetary policy is
expansive. Thus, disagreement is a misleading measure of the risks associated with the
European Central Bank’s management of the financial and sovereign debt crisis.
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3.7 Appendix

Below we report the estimates of Eqn. (3.11) for alternative choices of DREC
t−1 , ΔASt−1

and TDt−1 as described in Footnotes 5, 7, and 8, respectively.
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Chapter 4

Five Dimensions of the
Uncertainty-Disagreement Linkage

4.1 Introduction

The negative influence of uncertainty shocks on real economic activity is well documented
in the literature (Jurado et al., 2015; Meinen and Röhe, 2017; Jo and Sekkel, 2018).
Hence, macroeconomic forecasts should be complemented by some quantification of the
underlying uncertainty. Two of the most commonly used survey-based indicators are
the cross-sectional dispersion of the point predictions (henceforth ‘disagreement’) and the
average across the second moments of the histogram forecasts (‘uncertainty’). We analyze
the relationship between disagreement and uncertainty in the Euro area using data from
the Survey of Professional Forecasters (SPF) conducted by the European Central Bank
(ECB) for the period 1999Q1–2018Q2.

The widespread use of disagreement as an indicator of uncertainty in earlier studies is
primarily ascribed to the unavailability of density forecasts. Dovern (2015) finds that fore-
caster disagreement is positively related to realized stock market volatility and measures
of uncertainty based on newspaper articles (cf. Baker et al., 2016). In addition to the
point predictions, several surveys of macroeconomic expectations including the SPF elicit
probability distributions in the form of histograms from their participants. These fore-
casts can be used to construct direct measures of ex-ante uncertainty and to empirically
examine the relationship between uncertainty and disagreement. The evidence regarding
the strength of this link is mixed. Early research by Zarnowitz and Lambros (1987) and
Giordani and Söderlind (2003) suggests that disagreement is a good proxy for uncertainty.
More recent studies by Lahiri and Liu (2006), D’Amico and Orphanides (2008), Rich and

This chapter is based on a single-authored working paper of the same name (cf. Glas, 2018).
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Tracy (2010) and Glas and Hartmann (2016) find contrary evidence. However, each of
the articles listed above relies on a number of assumptions that may have a considerable
impact on the strength of the link between uncertainty and disagreement (Grimme et
al., 2014; Abel et al., 2016). We contribute to the literature by conducting an empirical
analysis that accounts for the following aspects:

Dispersion statistic: We consider distinct statistics that differ in terms of their robust-
ness to extreme observations. Most studies rely on variance-based indicators, which may
be strongly affected by outliers (Lahiri and Sheng, 2010; Glas and Hartmann, 2016). This
is practically relevant because the cross-section of survey participants is relatively small in
many cases. Therefore, we consider measures based on the interquartile range in addition
to the variance-based statistics.

Disagreement measure: Forecaster disagreement can be calculated using either the
point forecasts or the means of the reported histograms. However, it has been frequently
observed that the two series tend to deviate in practice (Clements, 2010, 2012). The
choice between the two may thus have a considerable impact on the observed cross-
sectional dispersion of the predictions. Nonetheless, most studies focus on either the
point predictions (Zarnowitz and Lambros, 1987; Giordani and Söderlind, 2003; Boero
et al., 2015) or the histogram means (Glas and Hartmann, 2016), thereby ignoring the
other. In order to assess how strongly the link between uncertainty and disagreement is
affected by this choice, we use both.

Distributional assumptions: We account for various commonly used assumptions re-
garding the distribution of the probability mass within the distinct outcome intervals of
the survey questionnaire. This includes the use of parametric distributions. Many studies
rely on a single assumption. As discussed by Giordani and Söderlind (2003), this choice
has an impact on the observed level of uncertainty.

Outcome variables: Most studies that analyze the SPF data focus on either the in-
flation rate (D’Amico and Orphanides, 2008; Glas and Hartmann, 2016), output growth
(Clements, 2011), or both (Zarnowitz and Lambros, 1987; Giordani and Söderlind, 2003;
Boero et al., 2015). However, the strength of the uncertainty-disagreement linkage may
differ for more persistent outcome variables such as the unemployment rate. Hence, dif-
ferences across outcome variables are considered.

Forecast horizon: Lahiri and Sheng (2010) use a theoretical forecast error decompo-
sition to show that the difference between disagreement and uncertainty increases with
the forecast horizon due to an accumulation of aggregate future shocks. Similarly, Boero
et al. (2015) show that the relationship between the measures depends on the forecast
horizon. Therefore, we evaluate whether uncertainty and disagreement are more closely
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related at specific forecast horizons.
We find that disagreement is generally a poor proxy for uncertainty. However, we

show that the strength of the relationship is related to the previously discussed aspects
which are frequently neglected or insufficiently addressed in many papers. In particular,
we document that the strength of the association depends on the employed dispersion
statistic, the usage of either point forecasts or histogram means to calculate disagreement,
the considered outcome variable and the forecast horizon. In contrast, distributional
assumptions do not appear to be very influential. Moreover, the relationship is weaker
during economically turbulent periods when indicators of uncertainty are needed most.
Accounting for the entry and exit of forecasters to and from the SPF panel has little
impact on the results. We also document that survey-based uncertainty is associated with
overall policy uncertainty, whereas forecaster disagreement is more closely related to the
fluctuations on financial markets. The same factors that are responsible for the decoupling
of policy and financial uncertainty may thus also explain the divergence between survey-
based measures of uncertainty and disagreement.

The most comprehensive previous analysis in terms of addressing the aspects listed
above is provided by Abel et al. (2016), who account for the impact of the employed
dispersion statistic, the considered outcome variable and the forecast horizon. However,
the well-documented difference between the point forecasts and the histogram means as
well as the impact of distributional assumptions are disregarded. Moreover, the sample of
Abel et al. (2016) does not cover recent politically and economically relevant events such
as the decision of the United Kingdom (UK) to leave the European Union (EU) in June
2016. This study extends the analysis of Abel et al. (2016) and accounts for the missing
aspects listed above. To our knowledge this is the most comprehensive evaluation of the
link between uncertainty and disagreement based on the SPF data.

The rest of this chapter is structured as follows: In Section 4.2, we discuss the survey-
based measures of disagreement and uncertainty. The forecast data from the SPF are
described in Section 4.3. Section 4.4 presents the estimates of the relationship between
disagreement and uncertainty. In Section 4.5 we provide a comparison to other popular
measures of uncertainty. Section 4.6 summarizes the findings and concludes.

4.2 Measuring Disagreement and Uncertainty

In this section, we describe the employed measures of disagreement and uncertainty based
on survey data. Moreover, we discuss the empirical models that are used to analyze the
strength of their relationship.



96 4. Five Dimensions of the Uncertainty-Disagreement Linkage

4.2.1 Forecaster Disagreement

Disagreement among professional forecasters has been widely used as a proxy for uncer-
tainty in the empirical literature due to the fact that only point forecasts are required
in the computation. Consider a cross-section of N forecasters, who report h-step-ahead
predictions, μi,t+h|t for i = 1, . . . , N , in consecutive quarters t = 1, . . . , T for some future
outcome, xt+h. A commonly used measure of disagreement is the cross-sectional standard
deviation of the point predictions,

st+h|t =

√√√√ 1
N − 1

N∑
i=1

(μi,t+h|t − μt+h|t)2, (4.1)

where μt+h|t = (1/N)∑N
i=1 μi,t+h|t denotes the equally weighted average (or ‘consensus’)

forecast. Among others, this measure has been used by Lahiri and Sheng (2010), Glas
and Hartmann (2016) and Abel et al. (2016). However, individual observations are rela-
tively influential on the disagreement statistic in Eqn. (4.1) if N is small. To address this
shortcoming, Abel et al. (2016) use the interquartile range (IQR) of the point forecasts,

f̃t+h|t = μ0.75
t+h|t − μ0.25

t+h|t, (4.2)

where μ0.25
t+h|t and μ0.75

t+h|t denote the 25% and 75% percentiles of the ordered array of point
predictions, respectively.1

Several surveys of macroeconomic expectations such as the SPF elicit subjective
probability distributions in the form of histograms in addition to the point forecasts.
These h-step-ahead predictions consist of sequences of probabilities, pi,k,t+h|t ∈ [0, 1] for
k = 1, . . . , K, where the index k indicates that probabilities are reported for a finite set of
outcome intervals (so-called ‘bins’). Each bin, [lk, uk), is characterized by a lower bound,
lk, and an upper bound, uk. Thus, pi,k,t+h|t = Pri(xt+h ∈ [lk, uk)) denotes the probability
that forecaster i assigns to the event that the outcome, xt+h, falls into the range covered
by the k-th bin. It is assumed that the probabilities sum to unity, i.e., ∑K

k=1 pi,k,t+h|t = 1.
Let

μ

i,t+h|t =

K∑
k=1

pi,k,t+h|t × mk (4.3)

denote the mean of forecaster i’s histogram with mk = (lk +uk)/2 indicating the midpoint
of the k-th bin. In Eqn. (4.3), it is assumed that the probability mass in each bin is

1Boero et al. (2015) instead use one half of the difference between the 16% and 84% percentiles.
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centered at the midpoint. This approach has been used, among others, by Poncela and
Senra (2017).

In the case of a quadratic loss function, the point forecast and the histogram mean
from Eqn. (4.3) theoretically coincide. However, Clements (2010, 2012) shows that μi,t+h|t
and μ


i,t+h|t tend to deviate in practice. This may occur in cases where forecasters use
asymmetric loss functions. In this case, it is not clear whether the point predictions refer to
the mean, median or mode of the histograms.2 Rounding errors may also be a source of the
misalignment between the two series. Another explanation is offered by Clements (2010),
who documents that participants in the Federal Reserve’s SPF update their point forecasts
more frequently than the histogram means. In order to analyze whether the deviation
of μi,t+h|t and μ


i,t+h|t affects the relationship between uncertainty and disagreement, we
additionally calculate the disagreement statistics from Eqns. (4.1) and (4.2) using μ


i,t+h|t.
These measures are denoted as s


t+h|t and f̃ 

t+h|t, respectively.

4.2.2 Individual Uncertainty

The measures from Eqns. (4.1) and (4.2) indicate the extent to which the survey par-
ticipants disagree about future outcomes. The validity of using disagreement as a proxy
for uncertainty has been frequently debated in the literature. Relevant studies in this
area include Zarnowitz and Lambros (1987), Giordani and Söderlind (2003), Lahiri and
Sheng (2010), Rich and Tracy (2010), Boero et al. (2008, 2015), Dovern (2015), Abel et
al. (2016) and Glas and Hartmann (2016), among others. Intuitively, it may be argued
that an appropriate measure of uncertainty should not only reflect the heterogeneity of
individual expectations, but also capture how confident forecasters are about their own
predictions. To investigate the usefulness of disagreement as a proxy for uncertainty, the
former is usually compared to an aggregated measure of the second moments from the
histogram forecasts, e.g., the average variance, which provides a more direct assessment
of uncertainty. The derivation of the second moments requires an assumption about the
distribution of the probability mass within the bins. Under the ‘mass-at-midpoint’ as-
sumption discussed above, the variance of forecaster i’s histogram, which serves as an
indicator of subjective uncertainty, is given by

σ2
i,t+h|t,M =

K∑
k=1

pi,k,t+h|t × (mk − μ

i,t+h|t)2. (4.4)

2In a special survey conducted by the ECB in 2013, 49% of the SPF participants stated that their
point forecasts represent the histogram mean, 18% indicated that they report the median and 16% replied
that they submit the mode. The remaining panelists did not calculate probability distributions (ECB,
2014b).
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Zarnowitz and Lambros (1987) and Abel et al. (2016) instead assume uniformly dis-
tributed probabilities within each bin due to the fact that the underlying outcome vari-
able is usually continuous (e.g., the inflation rate). Note that the means derived from
both approaches are identical, such that this choice does not affect the measures of dis-
agreement based on μ


i,t+h|t, i.e., s

t+h|t and f̃ 


t+h|t. However, the variance derived under the
assumption of uniformly distributed probabilities deviates from the one in Eqn. (4.4) and
is computed as

σ2
i,t+h|t,U =

[
K∑

k=1
pi,k,t+h|t ×

(
u3

k − l3
k

3(uk − lk)

)]
−
[

K∑
k=1

pi,k,t+h|t ×
(

u2
k − l2

k

2(uk − lk)

)]2

. (4.5)

If a forecaster assigns 100% probability to a single bin, the variance from Eqn. (4.4) is equal
to zero, whereas the variance from Eqn. (4.5) is positive in this case. Since the histogram
mean is not affected by this choice, the link between uncertainty and disagreement differs
mechanically for distinct choices regarding the distribution of the probability mass within
the bins. However, D’Amico and Orphanides (2008) argue that the difference in the
variances from Eqns. (4.4) and (4.5) is small in most cases. Formally, Boero et al. (2015)
show that the latter exceeds the former by (uk − lk)2/12. In most surveys the bin width,
uk − lk, is relatively narrow, so that the difference between the variances is small as well.

Giordani and Söderlind (2003) document that variances derived from the reported his-
tograms tend to be overestimated. A popular alternative is to fit a continuous distribution
to each histogram in order to approximate the underlying true subjective distribution. The
aim is to choose the parameters θi,t,h of the alleged distribution, such as to

min
θi,t,h

K∑
k=1

(F − Pi,k,t+h|t)2, (4.6)

where F is the cumulative distribution function (cdf) of the theoretical distribution and
Pi,k,t+h|t = ∑k

τ=1 pi,τ,t+h|t is the empirically observed cdf. Various choices of F have been
discussed in the empirical literature. We follow Engelberg et al. (2009), Clements (2014)
and Glas and Hartmann (2016) and fit generalized beta distributions by choosing the
parameters θi,t,h = (l̃i,t,h, ũi,t,h, ai,t,h, bi,t,h)′ such that the expression in Eqn. (4.6) is mini-
mized.3 The support of each beta distribution, [l̃i,t,h, ũi,t,h], is defined as the lower bound
of the smallest bin with nonzero probability mass and the upper bound of the highest

3D’Amico and Orphanides (2008) instead consider a Gamma distribution. Giordani and Söderlind
(2003), Lahiri and Liu (2006), D’Amico and Orphanides (2008), Söderlind (2011) and Boero et al. (2015)
fit normal distributions. The Bank of England uses two-piece normal distributions in their fan charts to
indicate the uncertainty of their economic outlook. Krüger (2017) also uses two-piece normal distributions.
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bin with nonzero probability mass. The shape parameters are denoted as ai,t,h and bi,t,h.
Mean and variance of the beta distribution are given by

μi,t+h|t,B = ai,t,h

ai,t,h + bi,t,h

× (ũi,t,h − l̃i,t,h) + l̃i,t,h (4.7)

and

σ2
i,t+h|t,B = ai,t,hbi,t,h

(ai,t,h + bi,t,h + 1)(ai,t,h + bi,t,h)2 × (ũi,t,h − l̃i,t,h)2, (4.8)

respectively. A drawback of this approach is that forecasters are required to assign nonzero
probabilities to at least three bins. If two or less bins are used, it is common practice
to fit triangular distributions. For further details, we refer the reader to Engelberg et
al. (2009).

The means of the beta distributions from Eqn. (4.7) are also used to derive measures
of forecaster disagreement based on Eqns. (4.1) and (4.2), i.e., sB

t+h|t and f̃B
t+h|t. The

superscript ‘B’ indicates that the disagreement statistics are derived from the means
of the beta distributions. The variance-based measure, sB

t+h|t, is analyzed in Glas and
Hartmann (2016).

4.2.3 Aggregate Uncertainty

Based on the individual variances described above, measures of aggregate uncertainty can
be derived. Following Boero et al. (2008, 2015), a commonly used indicator of uncertainty
is the root mean subjective variance (RMSV),

σj
t+h|t =

√√√√ 1
N

N∑
i=1

σ2
i,t+h|t,j, (4.9)

where j ∈ {M, U, B} indicates whether the RMSV series is based on the variances from
Eqns. (4.4), (4.5) or (4.8).4

Abel et al. (2016) derive an alternative measure of uncertainty based on the IQR of
forecaster i’s probability distribution, i.e.,

p̃i,t+h|t = p0.75
i,t+h|t − p0.25

i,t+h|t, (4.10)

where p0.25
i,t+h|t and p0.75

i,t+h|t denote the 25% and 75% percentiles, respectively. Under the
4In order to account for outliers and data errors, Söderlind (2011) suggests the cross-sectional trimmed

mean of the individual standard deviations with 20% trimming from top and bottom.



100 4. Five Dimensions of the Uncertainty-Disagreement Linkage

‘mass-at-midpoint’ approach, the quartiles in Eqn. (4.10) are defined as the midpoint of
the bin for which the empirical cdf, Pi,k,t+h|t, first exceeds the respective threshold. If
a uniform distribution is assumed, the quantiles in Eqn. (4.10) are derived by means of
linear interpolation. For the parametric approach, the quantile functions of the triangular
and beta distributions are used.

Following Abel et al. (2016), we use the cross-sectional median across the ordered
array of IQR statistics from Eqn. (4.10),

φ̃j
t+h|t = p̃0.5

t+h|t, (4.11)

as an alternative indicator of uncertainty. The median-based statistic in Eqn. (4.11) is
considered for the uniform and beta distributions, i.e., for j ∈ {U, B}. In the case of the
‘mass-at-midpoint’ approach, we use the cross-sectional average of the IQR statistics, i.e.,

φ̃M
t+h|t = 1

N

N∑
i=1

p̃M
i,t+h|t. (4.12)

We use the average instead of the median in Eqn. (4.12) because the lower and upper
quartiles derived under the ‘mass-at-midpoint’ assumption frequently coincide for many
of the survey participants. Thus, the median uncertainty from Eqn. (4.11) is equal to zero
in many instances. Nonetheless, φ̃M

t+h|t is considered to be more robust to outliers than
σM

t+h|t because the former is based on the IQRs of the individual distributions instead of
the variances.

4.2.4 The Link Between Uncertainty and Disagreement

In order to analyze the relationship between uncertainty and disagreement in a formal
way, we first relate the variance-based indicators of uncertainty to the variance-based
measures of disagreement based on the point forecasts, i.e., we consider models of the
form

σj
t+h|t = α + β × st+h|t + εj

t+h|t, (4.13)

where σj
t+h|t for j ∈ {M, U, B} is the RMSV statistic defined in Eqn. (4.9) and st+h|t

denotes the standard deviation of the point predictions from Eqn. (4.1). This is the most
commonly used approach in the empirical literature (e.g., Lahiri and Sheng, 2010).

In a second step, we asses the importance of outliers and analyze the link between the
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IQR-based measures of disagreement and uncertainty via

φ̃j
t+h|t = α + β × f̃t+h|t + ε̃j

t+h|t, (4.14)

where φ̃j
t+h|t with j ∈ {M, U, B} is one of the IQR-based measures of uncertainty from

Eqn. (4.11) and (4.12) and f̃t+h|t denotes the IQR of the point forecasts from Eqn. (4.2).
In the third step, we account for the well-documented difference between the point

forecasts and the histogram means. To this end, we replace the disagreement statistics
based on the point forecasts in Eqns. (4.13) and (4.14) with the corresponding measures
derived from the histogram means, i.e., s


t+h|t and f̃ 

t+h|t in the cases of the ‘mass-at-

midpoint’ and uniform assumptions and sB
t+h|t and f̃B

t+h|t for the beta distribution.
For each combination of outcome variable and forecast horizon, the three-step proce-

dure described above yields twelve specifications of Eqns. (4.13) and (4.14) in total. In
each case, disagreement is a perfect proxy for uncertainty if α = 0 and β = 1. A more
conservative approach is to allow for a mean bias and to test whether β = 1. A minimal
requirement is that the two series are correlated, i.e., β �= 0.

Our analysis serves as an extension of the analysis in Abel et al. (2016), who account
for different dispersion statistics, outcome variables and forecast horizons but do not con-
sider alternative assumptions about the distribution of the probabilities within the bins
and disregard the difference between the point forecasts and the means of the individual
distributions. In other words, Abel et al. (2016) analyze two out of the twelve specifi-
cations discussed above by relating σU

t+h|t to st+h|t and φ̃U
t+h|t to f̃t+h|t. The relationship

between σB
t+h|t and sB

t+h|t is analyzed in Glas and Hartmann (2016).

4.3 Data

This section describes the survey data that are used to quantify the measures of disagree-
ment and uncertainty. The data are taken from the ECB’s SPF, which provides individual
forecasts of the harmonized index of consumer prices inflation, real GDP growth, and un-
employment rates in the Euro area for a heterogeneous cross-section of expert forecasters
including employees from both the financial sector and research institutions. The SPF
has been conducted in consecutive quarters since 1999Q1 and elicits both point and his-
togram forecasts. Participation in the survey is anonymous but panelists can be traced
over time with the help of an identification number that is assigned to each individual re-
sponse. In the empirical analysis, we use the one-year- and two-years-ahead fixed-horizon
forecasts as well as the long-term fixed-event forecasts from the surveys conducted be-
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tween 1999Q1 and 2018Q2, such that T = 78.5 Our sample thus exceeds the one used by
Abel et al. (2016) by more than four years and covers politically relevant events such as
the decision of the UK to leave the EU after the outcome of the referendum in 2016Q2.
As noted by Abel et al. (2016) and Rossi and Sekhposyan (2017), the actual forecast
horizons differ across variables and survey periods due to differences in data frequencies
and publication lags. Moreover, the horizon of the long-term predictions declines from
22- to 19-quarters-ahead for the Q1–Q4 surveys because the fixed-event forecasts refer to
annual outcomes. To improve the readability, we nonetheless denote the forecast horizons
as h ∈ {4, 8, 20}, respectively.

It is important to acknowledge certain features of the histograms provided by the
SPF. First, the interior bins have a width of 0.4 percentage points with a gap of 0.1
percentage points between bins, e.g., [1.0, 1.4) and [1.5, 1.9). Following Abel et al. (2016),
this gap is closed by extending the lower and upper bound of each bin by 0.05 percentage
points, e.g., [0.95, 1.45) and [1.45, 1.95).6 Second, the half-open exterior bins are closed
by assuming that they are of the same length as the interior intervals, i.e., 0.5 percentage
points.7 Third, the bounds of each histogram are fixed at the left-most and right-most
bin with nonzero probability mass. Fourth, the range of available bins for each outcome
variable changes over time. Such adjustments may be the result of an observed pile-up of
probabilities in one of the exterior bins. A particularly noteworthy occurence is discussed
below.

In order to obtain a homogeneous data set and reduce the influence of outliers, we
exclude the following observations from the sample: First, we follow Rich and Tracy (2010)
and Abel et al. (2016) and consider matched point and density forecasts. This means that
forecasters are required to report both point and histogram forecasts at a given survey
date for a combination of outcome variable and forecast horizon.8 This procedure ensures
that in each quarter, disagreement and uncertainty are calculated based on forecasts from
the same group of SPF participants. Second, observations are excluded from the sample
whenever the reported probabilities do not sum to unity. More precisely, we follow Abel et

5The long-term forecasts have not been elicited for the surveys conducted during the periods 1999Q2-
1999Q4 and 2000Q2-2000Q4.

6In a special survey conducted by the ECB in 2008, 76% of the SPF participants stated that they
interpret an interval such as [1.5, 1.9) to actually indicate [1.45, 1.95) (cf. ECB, 2009).

7The same approach is used by Zarnowitz and Lambros (1987), Lahiri and Liu (2006) and D’Amico
and Orphanides (2008). Abel et al. (2016) instead assume that the exterior bins have twice the length of
the interior bins. Our findings are robust to this choice. Alternative results will be provided upon request.

8However, forecasters are not required to report matched forecasts for each variable and/or forecast
horizon. Thus, it is permitted that in a particular survey period a forecaster reports point and histogram
forecasts for next year’s inflation rate, but neither for next year’s output growth, nor the inflation rate
two years from now.
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al. (2016) and delete all responses for which the total probability mass deviates by at least
0.9% from 100% in absolute terms. In Table 4.1, we report the number and share of total,
valid and invalid responses for each outcome variable and forecast horizons h ∈ {4, 8, 20}.

Table 4.1: Valid and invalid responses in the SPF data

Inflation rate GDP growth rate Unemployment rate
Horizon h 4 8 20 4 8 20 4 8 20
Total 4476 4476 4123 4476 4476 4124 4476 4477 4124
Valid 3420 3084 2769 3327 3050 2735 3069 2809 2494
Share valid 76% 69% 67% 74% 68% 66% 69% 63% 60%
Invalid 1056 1392 1354 1149 1426 1389 1407 1668 1630
Share invalid 24% 31% 33% 26% 32% 34% 31% 37% 40%

Notes: This table displays the total number of SPF responses as well as the number (and
share) of valid and invalid responses for the sample period 1999Q1–2018Q2. Responses are
considered to be invalid if forecasters do not report matched point and histogram forecasts or
whenever the probabilities do not sum to unity.

On average, a relatively large fraction of 32% of the responses are excluded from the
sample. Out of those cases, 68% represent instances where neither a point nor a density
forecast is provided, 29% of these predictions do not include a histogram and 3% are
missing the point forecast. In contrast, only three observations are excluded because
the reported probabilities do not sum to 100%. Notably, the share of invalid responses
increases with the forecast horizon. This may be an indication that forecasters put less
effort into reporting adequate long-term predictions.

The first row of Figure 4.1 depicts the number of valid SPF responses in each sur-
vey round. Shaded gray areas indicate recession periods as classified by the Centre for
Economic Policy Research (CEPR). So far, we have implicitly assumed that the survey
panel is balanced, i.e., all forecasters submit predictions in consecutive quarters. Figure
4.1 shows that participation in the SPF has declined considerably over time. Depending
on the outcome variable and forecast horizon, 55–58 valid responses have been reported in
1999Q1, whereas the number in 2018Q2 varies between 29 and 38. However, the number
of predictions per survey round appears to have stabilized in recent years. Moreover,
participation in the SPF fluctuates across quarters. This seasonal pattern has also been
observed by López-Pérez (2016) and is visible more clearly in Table 4.2, which displays
the average number of responses for each of the four quarters.

For each outcome variable and forecast horizon, the average participation in the SPF
is highest in the Q1-surveys and lowest in the Q3-surveys. This suggests that the cross-
section of forecasters may systematically differ across quarters, e.g., due to a summer
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Figure 4.1: Participation and point forecasts in the ECB-SPF
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Notes: The plots in the first row depict the number of valid SPF responses per survey round for the
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CEPR-based recession periods.
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Table 4.2: Average participation in the ECB-SPF

Inflation rate GDP growth rate Unemployment rate
Horizon h 4 8 20 4 8 20 4 8 20
Q1-surveys 46.49 44.50 41.20 45.04 42.98 40.63 42.01 40.48 36.82
Q2-surveys 45.10 40.39 38.87 44.49 42.89 38.91 40.82 37.51 35.51
Q3-surveys 41.48 36.02 35.82 39.94 34.46 35.08 36.98 32.72 32.27
Q4-surveys 44.89 39.98 38.90 43.62 38.29 38.04 40.25 36.06 34.75

Notes: For each outcome variable and forecast horizon, this table displays the average number
of valid SPF responses per quarter. The sample period is 1999Q1–2018Q2.

break in certain institutions. Taken together, Figure 4.1 and Table 4.2 provide substantial
evidence of entry and exit of forecasters to and from the SPF panel. Capistran and
Timmermann (2009) show that forecast combinations are biased in this case. In order
to address this issue, we present the results of the empirical analysis based on both the
entire cross-section and a smaller sample of the most regular SPF participants.

The plots in the remaining rows of Figure 4.1 depict the individual point predictions,
μi,t+h|t, and the corresponding consensus forecast, μt+h|t, for each outcome variable. The
one-year-ahead forecasts of the inflation and output growth rates fell sharply after the
outbreak of the Great Recession. In contrast, the long-term predictions remain relatively
stable throughout the sample period. As a result, the cross-sectional variation of both
series appears to decline in the forecast horizon. Consistent with the expected decline in
economic activity, the predicted unemployment rate rose considerably around both 2008
and 2012. In contrast to inflation and GDP growth, the cross-sectional dispersion of the
expected unemployment rate increases with h.

As mentioned in Section 4.2, a misalignment of the point forecasts and the histogram
means has been frequently observed (Clements, 2010, 2012). In order to analyze how
strongly the two series deviate in the SPF data, Figure 4.2 depicts the individual point
predictions, μi,t+h|t, on the vertical axis and the histogram means, μ


i,t+h|t, on the horizontal
axis for a pooled sample of observations across all forecasters, time periods, and forecast
horizons.9

Overall, the two series are very similar, but not identical. The correlation statistics
between μi,t+h|t and μ


i,t+h|t in the pooled sample for the inflation, output growth, and
unemployment rates are equal to 0.91, 0.97, and 0.99, respectively. Notably, there is a
cluster of predictions for real GDP growth with point predictions that are considerably

9The means of the histograms and the beta distributions, i.e., μ�
i,t+h|t and μB

i,t+h|t, are almost identical.
Thus, we do not discuss the deviations of μi,t+h|t and μB

i,t+h|t here.
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Figure 4.2: Point forecasts versus histogram means
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Notes: For a pooled sample of observations across all forecasters, time periods and forecast horizons
h ∈ {4, 8, 20}, this figurethe plots depict the individual point forecasts, μi,t+h|t on the vertical axis
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i,t+h|t on the horizontal axis for the inflation (upper panel), output growth
(middle panel), and unemployment rates (lower panel). Bullets ‘•’ in the middle panel indicate notable
predictions of real GDP from the 2009Q1 survey. The sample period is 1999Q1–2018Q2.
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lower than the histogram means near the bottom-left corner of the plot (highlighted as
bullets ‘•’). These observations were submitted in the 2009Q1 survey, for which a sub-
stantial pile-up of probabilities in the lowest bin has been observed by Abel et al. (2016),
among others. In reaction to this, the bin definitions were adjusted to allow for a wider
range of possible outcomes. As a result of the pile-up, the reported histogram means from
this survey are substantially larger than the point forecasts in many cases and also less
dispersed. This conglomeration induces a downward bias in the disagreement statistics
based on the means and also affects the uncertainty measures. In order to avoid poten-
tially midleading conclusions, we exclude the output growth forecasts from the 2009Q1
survey from the empirical analysis in Section 4.4. More generally, the observed deviations
of the series in Figure 4.2 justify the use of the disagreement statistics based on both the
point forecasts and the histogram means.

In the next step, we describe the time series of the disagreement statistics. Figures
4.3 and 4.4 depict the evolution of the variance- and IQR-based measures of forecaster
disagreement from Eqns. (4.1) and (4.2), respectively. Each plot contains the series based
on the point forecasts (solid line), the histogram means (dashed line), and the means of
the beta distributions (dotted line).

All disagreement measures evolve in a relatively similar way. In line with Andrade
et al. (2016), disagreement is nonzero and time-varying for each outcome variable and
forecast horizon. In most cases, surges in disagreement, such as during the Great Recession
and the sovereign debt crisis, are followed by a relatively quick return to low levels.
Variance-based disagreement is generally lower than the IQR-based series. Moreover,
the differences in the statistics based on the point forecasts and the means of either the
histograms or the beta distributions are negligible in Figure 4.3, but not in Figure 4.4.

In line with the impression from Figure 4.1, disagreement for both the inflation rate
and output growth declines in the forecast horizon, whereas the opposite is the case for
the unemployment rate. Andrade et al. (2016) document a similar upward-sloping term
structure of forecaster disagreement for the expectations of the federal funds rate from
the Blue Chip Financial Forecasts survey. This finding is explained by the fact that the
federal funds rate is highly persistent, and thus easy to predict in the short-term using
its most recent value. A similar argument can be used in the case of the unemployment
rate, which evolves more smoothly than both the inflation rate and economic growth.
This may explain the deviations of the disagreement statistics across the three outcome
variables.

The observed behavior of the disagreement series is notably different from the evolution
of the RMSV- and IQR-based measures of uncertainty from Eqns. (4.9), (4.11), and (4.12),
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Figure 4.3: Variance-based disagreement
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Figure 4.4: IQR-based disagreement
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Figure 4.5: RMSV-based uncertainty

h = 4 h = 8 h = 20

.2

.4

.6

.8

1

1.2

2000 2004 2008 2012 2016

Inflation

.2

.4

.6

.8

1

1.2

2000 2004 2008 2012 2016

Inflation

.2

.4

.6

.8

1

1.2

2000 2004 2008 2012 2016

Inflation

.2

.4

.6

.8

1

1.2

2000 2004 2008 2012 2016

GDP growth

.2

.4

.6

.8

1

1.2

2000 2004 2008 2012 2016

GDP growth

.2

.4

.6

.8

1

1.2

2000 2004 2008 2012 2016

GDP growth

.2

.4

.6

.8

1

1.2

2000 2004 2008 2012 2016

Unemployment

.2

.4

.6

.8

1

1.2

2000 2004 2008 2012 2016

Unemployment

.2

.4

.6

.8

1

1.2

2000 2004 2008 2012 2016

Unemployment

Survey period Survey period Survey period
Notes: These plots depict the evolution of the RMSV uncertainty statistic from Eqn. (4.9) for the inflation
(upper panel), output growth (middle panel), and unemployment rates (lower panel) at forecast horizons
h ∈ {4, 8, 20}. Each figure includes the RMSV series based on the ‘mass-at-midpoint’ assumption (solid
line), uniformly distributed probabilities (dashed line), and the fitted beta distributions (dotted line),
i.e., σM

t+h|t, σU
t+h|t, and σB

t+h|t, respectively. The horizontal axis depicts the period during which predic-
tions are reported and covers the surveys from 1999Q1–2018Q2. Shaded gray areas indicate CEPR-based
recession periods.



4.3 Data 111

Figure 4.6: IQR-based uncertainty
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which are depicted in Figures 4.5 and 4.6, respectively. Each plot contains the time series
of uncertainty based on the ‘mass-at-midpoint’ approach (solid line), the assumption of
uniformly distributed probabilities (dashed line), and the beta distributions (dotted line).

Across all statistics, outcome variables, and forecast horizons, an increase in aggregate
uncertainty is visible after the outbreak of the Great Recession in 2008. Unlike the
disagreement series, uncertainty does not return to its pre-crisis level. Rather, all measures
remain elevated throughout the rest of the sample.

With respect to the different distributional assumptions, the RMSV series in Figure 4.5
evolve almost identically, except for small level shift. This is consistent with Boero et
al. (2015), who note that measures based on the assumption of uniformly distributed
probabilities exceed those under the ‘mass-at-midpoint’ approach by approximately 0.02
percentage points based on the bin width of 0.5 percentage points. Moreover, Giordani
and Söderlind (2003) and D’Amico and Orphanides (2008) note that variances derived
from parametric distributions are smaller than the variances of the histograms. This is in
line with the fact that the series based on the beta and triangular distributions are smaller
than ones based on the histograms.10 In sum, the patterns observed in Figure 4.5 reveal
that σU

t+h|t > σM
t+h|t > σB

t+h|t. However, this distribution-based ranking is not apparent for
the IQR-based series in Figure 4.6. Both figures illustrate the impact of the pile-up of
probabilities in the lowest bin for the one-year-ahead output growth forecasts as well as
a subsequent sharp increase in uncertainty after the adjustment of the bin definitions in
2009Q2.

López-Pérez (2016) shows that participation in the SPF is negatively related to the
overall level of uncertainty. This observation squares with the patterns depicted in Fig-
ures 4.1, 4.5, and 4.6 and suggests that some of the most uncertain respondents may
choose to leave the survey. Moreover, Clements (2014) finds that forecasters in the FED-
SPF are ‘overconfident’ at forecast horizons of one year or more, i.e., the reported ex-ante
variances are frequently too small compared to the ex-post variances derived from the
time series of forecast errors. Similar findings are reported by Giordani and Söderlind
(2003, 2006) for the FED-SPF as well as Kenny et al. (2015) and Krüger (2017) for the
ECB-SPF. Thus, the observed level of uncertainty may only represent a lower bound of
the true level.

As a consequence of the evolution of the measures depicted in Figures 4.3 to 4.6,
the gap between disagreement and uncertainty has been increasing since the outbreak
of the Great Recession across all outcome variables. However, the magnitude of the

10Across all forecast horizons, the share of SPF forecasters using fewer than three bins is 9–10%
depending on the outcome variable. Thus, there are not many cases in which triangular distributions are
used.
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Figure 4.7: Decoupling of uncertainty and disagreement
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Notes: These plots depict the evolution of the RMSV uncertainty statistic from Eqn. (4.9) based on
the ‘mass-at-midpoint’ assumption, i.e., σM

t+h|t (solid line), and the variance-based disagreement statistic
from Eqn. (4.1) based on the point forecasts, i.e., st+h|t (dashed line), for the inflation (upper panel),
output growth (middle panel), and unemployment rates (lower panel) at forecast horizons h ∈ {4, 8, 20}.
The horizontal axis depicts the period during which predictions are reported and covers the surveys from
1999Q1–2018Q2. Shaded gray areas indicate CEPR-based recession periods.

deviation of the two series varies across variables. An example of this is provided in
Figure 4.7, which shows the RMSV uncertainty statistic based on the ‘mass-at-midpoint’
assumption, i.e., σM

t+h|t, and the variance-based disagreement statistic based on the point
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forecasts, i.e., st+h|t.
The evolution of the series depicted in Figure 4.7 suggests that the strength of the link

between disagreement and uncertainty may vary for distinct outcome variables. Moreover,
Figures 4.3 to 4.6 show that both disagreement and uncertainty vary with the employed
dispersion statistic, distributional assumptions and the forecast horizon. Based on a the-
oretical forecast error decomposition, Lahiri and Sheng (2010) show that the difference
between both measures increases with the forecast horizon due to an accumulation of
unpredictable aggregate shocks. Glas and Hartmann (2016) rely on the same decomposi-
tion to show that the two measures deviate more strongly during periods when monetary
policy is unduly expansive. We conduct a formal analysis of the dimensions that affect
the relationship between uncertainty and disagreement below.

4.4 The Uncertainty-Disagreement Linkage

In this section, we present the estimates of the empirical models from Eqns. (4.13) and
(4.14). By estimating each each of the twelve specifications for the three outcome vari-
ables (inflation, output growth, unemployment) and forecast horizons h ∈ {4, 8, 20}, we
obtain a set of 12 × 3 × 3 = 108 estimates in total. To our knowledge, this is the most
comprehensive evaluation of the link between uncertainty and disagreement in surveys
of macroeconomic expectations. In contrast, Abel et al. (2016) only consider 18 out of
these 108 specifications. In each case, the parameter vector (α, β)′ is estimated via ordi-
nary least squares (OLS). In order to account for the autocorrelation patterns in the data
induced by the overlapping forecast horizons, we use the variance-covariance estimator
proposed by Newey and West (1987).

The results are summarized in Table 4.3. In the first row, we report the average
estimates of α and β across all 108 specifications (¯̂α,

¯̂
β)′ as well as the average goodness

of fit (R2). For each estimate, we test the hypotheses H0 : β = 0 and H0 : β = 1 and
report the percentage of cases in which the respective null hypothesis is rejected at the 5%
critical level.11 Abel et al. (2016) use one-sided tests to assess whether the estimated slope
coefficients are significantly different from zero. However, in a few instances we obtain
negative estimates of β. Therefore, the conventional two-sided alternative is considered to
be more appropriate. The remaining rows of Table 4.3 describe the results across the five
previously discussed dimensions of interest. These findings are obtained by conditioning
the estimates on either the employed dispersion statistic (variance- vs. IQR-based), the

11We have also tested the joint hypothesis that α = 0 and β = 1. However, the null hypothesis was
rejected for all 108 specifications. Thus, we do not report these results in Table 4.3.
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considered disagreement measure (point forecasts vs. histogram means), the assumed
distribution (‘mass-at-midpoint’, uniform, beta), the outcome variable (inflation, output
growth, unemployment) or the forecast horizon (h ∈ {4, 8, 20}).

In addition to the results based on the full sample of observations in columns 3–7,
we report the results from two robustness checks. To evaluate the impact of the Great
Recession and the subsequent expansionary monetary policy of the ECB, we estimate
Eqns. (4.13) and (4.14) on a subsample of observations from 2008Q2 onward (columns
8–12). As a means to account for the frequent entry and exit of SPF participants, we
additionally present the findings when only the most regular SPF participants are con-
sidered in the calculation of the disagreement and uncertainty measures from Section 4.2
(columns 13–17). A detailed description is provided below.

In the discussion of the results we will focus on the summary in Table 4.3 and only
refer to individual estimates when necessary. In the Appendix we provide a replication
of the results of Abel et al. (2016) (Table 4.5) as well as the individual estimates that
underlie the findings from Table 4.3 (Tables 4.6–4.11).

The models underlying the estimates from Panels B and E of Table 4.6 correspond
to the specifications considered in Abel et al. (2016). When we estimated these models
on their sample period, i.e., 1999Q1–2013Q4, we obtained very similar results to the ones
from their Table II (see Table 4.5). Our analysis is based on a larger sample of observations
that includes four and a half years of additional data from the SPF. In almost all cases,
the findings from Panels B and E of Table 4.6 are weaker than the evidence documented
in Abel et al. (2016) in terms of both the magnitude and the statistical significance of
the estimated coefficients. This serves to illustrate the political and economic importance
of the most recent years in the sample, during which the UK decided to leave the EU
(2016Q2) and Donald Trump was elected as the president of the United States (2017Q1).

4.4.1 Full-Sample Estimates

In the first step of the analysis, we estimate the 108 specifications based on Eqns. (4.13)
and (4.14) for the full sample of SPF surveys, covering the period 1999Q1–2018Q2. The
average estimates of the intercept and the slope coefficient reported in the first row of
Table 4.3 are 0.57 and 0.25, respectively. Thus, the estimates differ considerably from
the case where α = 0 and β = 1. Out of the 108 specifications, we obtain 37 significant
estimates of β, i.e., approximately 34% (see Tables 4.6–4.7). All of them are positive.
However, the null hypothesis that β = 1 is rejected in 89% of all cases. On average,
only 8% of the variation in the uncertainty series is explained by the movement in the
disagreement statistics. Thus, the unconditional results provide little evidence for the
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existence of a strong link between uncertainty and disagreement in the SPF data.
As the next step, we analyze the conditional results. In line with the findings of

Abel et al. (2016), the average estimates of the slope coefficient are moderately larger
for the 54 estimates based on the variance-based measures compared to the 54 estimates
using the IQR statistics (0.29 vs. 0.21). This finding implies that studies that rely on
variance-based measures may be affected by influential observations in the cross-section.
In particular, this may be the case for Zarnowitz and Lambros (1987), who document
large correlations between disagreement and uncertainty but use a relatively short time
series in their analysis.

The average estimate of β is smaller if disagreement is calculated from the point
forecasts rather than the means of the respective distribution (0.19 vs. 0.30). Notably,
there is a substantial difference in the share of statistically significant estimates of the
slope coefficient in this case (22% vs. 46%). Thus, measures of disagreement derived from
information contained in the histograms are more closely related to uncertainty. This
may partially explain the relatively large correlations documented in Boero et al. (2015)
and Glas and Hartmann (2016), among others. However, as mentioned in Section 4.2,
the primary advantage of using disagreement as a proxy variable for uncertainty is that
only point forecasts are required in the construction of this statistic. If the researcher
has access to the subjective probability distributions, it seems recommendable to directly
compute uncertainty instead. Moreover, Clements (2010) shows that the point forecasts
are more accurate than the histogram means.

In contrast to the previous two dimensions, distributional assumptions appear to be
of little importance. The estimates of β are almost identical regardless of whether the
‘mass-at-midpoint’ approach, uniformly distributed probabilities or beta distributions are
assumed (0.26 vs. 0.24 vs. 0.25). The shares of significant estimates as well as the averages
across the goodness of fit are also very similar.

The average slope coefficients also fall within a relatively narrow range if distinct
outcome variables are considered. However, we obtain more than twice as many significant
estimates of β and a higher goodness of fit in the case of the unemployment rate compared
to the other variables. This is noteworthy because predictions of the unemployment rate
are less frequently the focus of empirical research compared to the inflation rate or output
growth. A notable exception is Abel et al. (2016), who also document a relatively strong
link between uncertainty and disagreement for the predictions of the unemployment rate
reported in the SPF. The hypothesis that β = 1 is rejected for all specfications in the case
of the expected unemployment rate.

Lastly, we find that the strength of the link between disagreement and uncertainty
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increases with the forecast horizon. This finding squares with Zarnowitz and Lambros
(1987) but is at variance with the evidence from Lahiri and Sheng (2010) and Glas and
Hartmann (2016), who show that disagreement and uncertainty deviate more strongly
for large forecast horizons. Inspection of Tables 4.6 and 4.7 reveals that most of the
significant estimates of β for h = 20 are obtained for the predictions of output growth
and the unemployment rate, which are not considered in Glas and Hartmann (2016). The
analysis of Lahiri and Sheng (2010) is based on specific model assumptions and disregards
the predictions of the unemployment rate. As shown in Figures 4.3 and 4.4, disagreement
about the expected unemployment rate increases with the forecast horizon. This finding
suggests that the strength of the uncertainty-disagreement linkage may depend on the
persistence of the considered outcome variable.

In sum, we find little evidence for the existence of a robust link between disagreement
and uncertainty in the SPF data. Across all specifications, the average estimates of the
intercept and the slope coefficient strongly deviate from the case where α = 0 and β = 1.
Moreover, the R2-statistics are extremely small throughout, suggesting that forecaster
disagreement captures very little of the movement in the uncertainty series. Out of the
considered dimensions of interest, the dispersion statistic, the considered disagreement
measure, the outcome variable and the forecast horizon all have an impact on the strength
of the link to some degree. In contrast, distributional assumptions do not appear to be
very influential. We proceed by assessing the robustness of our results to the considered
sample period below.

4.4.2 Uncertainty During and After the Great Recession

In order to assess the robustness of the main results, we estimate each model on a subsam-
ple of observations that covers the years following the outbreak of the Great Recession. The
aim is to investigate whether the link between disagreement and uncertainty differs sys-
tematically during economically calm and turbulent periods (Boero et al., 2015). Research
on the importance of macroeconomic uncertainty has regained prominence with the out-
break of the financial crisis in 2008. The subsequent European sovereign debt crisis was
characterized by extremely low interest rates and considerable economic and political in-
stability (Baker et al., 2016). More recently, the outcome of the UK referendum in 2016Q2
and the election of Donald Trump as the president of the United States in 2017Q1 may
have had a significant impact on the economic outlook in the Euro area. In light of these
developments, we assess the robustness of the main findings during this particular period.
Columns 8–12 of Table 4.3 present the estimates of Eqns. (4.13) and (4.14) based on a
smaller sample of observations covering the period 2008Q2–2018Q2. We choose 2008Q2 as
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the beginning of the subsample because it represents the first CEPR-based recession pe-
riod in our data and roughly coincides with the outbreak of the Great Recession. However,
the results are robust to alternative choices regarding the beginning of the subsample.

The average estimates of the intercept and the slope coefficient across all 108 models
are equal to 0.71 and 0.10, respectively. Compared to the full-sample estimates, the share
of significant slope coefficients is almost halved in this case (34% vs. 19%), whereas the
share of rejections of the hypothesis that β = 1 increases from 89% to 95%. Thus, the
relationship between disagreement and uncertainty is considerably weaker during the more
turbulent periods in our sample.

Turning to the results of the conditional specifications, we find that the link is mod-
erately stronger for the IQR- than for the variance-based measures, whereas the choice of
the considered disagreement statistic is of little importance. These patterns differ from the
full-sample results. As before, there is little evidence of substantial differences across the
results for the employed distributional assumptions. With respect to the outcome variable,
the smallest average estimate of β is obtained for the predictions of the unemployment
rate. The share of significant slope coefficients is also considerably smaller in this case.
Thus, the difference to the full-sample results is primarily ascribed to a weakened link
between disagreement and uncertainty in the case of the expected unemployment rate
during economically turbulent periods. With respect to the forecast horizon, it is par-
ticularly striking that the average estimates of β for the one-year- and two-years-ahead
forecasts are negative, albeit all of the individual negative estimates are insignificant (see
Tables 4.8–4.9). This finding suggests that disagreement is a particularly bad proxy at
short forecast horizons during periods of great economic instability. In contrast, the link
remains positive and (relatively) stable for the long-term predictions.

Overall, we document that the link between disagreement and uncertainty is particu-
larly weak during periods when measuring the latter is most relevant. This is in line with
Lahiri and Sheng (2010), who find that disagreement is not a valid indicator of uncer-
tainty during turbulent periods. The R2-statistics remain at relatively low levels in most
cases except for the five-years-ahead predictions.

4.4.3 Entry and Exit of Survey Participants

In a second robustness check, we assess the importance of the entry and exit of indi-
vidual participants to and from the survey panel. The evidence from Figure 4.1 shows
that participation in the SPF declines over time, thus providing substantial evidence for
attrition. It may be the case that forecasters with a relatively poor forecast performance
decide to leave the survey, resulting in a positive selection of the remaining cross-section



120 4. Five Dimensions of the Uncertainty-Disagreement Linkage

(Capistran and Timmermann, 2009). Moreover, a seasonal pattern in SPF participation
is documented in Table 4.2. López-Pérez (2016) shows that forecaster participation is re-
lated to the level of uncertainty, suggesting that systematic exit from the SPF panel may
bias the employed measures. For this reason, Lahiri and Liu (2006) and Abel et al. (2016)
propose to focus on a smaller set of regular survey participants. Hence, we present the
estimates of Eqns. (4.13) and (4.14) when only SPF participants with sufficiently high
participation rates are considered in the calculation of the measures from Section 4.2.

Regular participants are classified in the following way: For each combination of out-
come variable and forecast horizon, we calculate the individual participation rate of each
forecaster as the number of times forecaster i submitted matched point and histogram
forecasts divided by the total number of survey rounds.12 Next, we compute the median
across the individual participation rates and calculate the disagreement and uncertainty
statistics from Section 4.2 using only the predictions of panelists with individual participa-
tion rates that are at least as large as the respective median rate.13 Thus, for each outcome
variable and forecast horizon, only the 50% most regular SPF participants are considered.
This is considerably more restrictive than the studies of D’Amico and Orphanides (2008)
and Capistran and Timmermann (2009), who both consider minimum participation rates
of approximately 10%. Based on the re-calculated measures, we estimate Eqns. (4.13)
and (4.14).

The results in columns 13–17 of Table 4.3 are relatively similar to the findings from
the full sample of observations in columns 3–7. The average estimates of α and β based
on all 108 estimates are 0.60 and 0.21, respectively. The slope coefficient is thus slightly
smaller than the one obtained for the full cross-section. The share of significant estimates
of β as well as the average R2 are also smaller than before.

The conditional results for the employed dispersion statistic, disagreement measure
and distribution are broadly comparable to the full-sample results, albeit smaller in terms
of magnitude. Interestingly, the share of significant slope coefficients is almost identical
across outcome variables, whereas for the full sample more than twice as many significant
estimates are obtained in the case of the unemployment rate compared to the other vari-
ables. It may the case that the previously documented strong link between disagreement
and uncertainty in the case of the expeted unemployment rate is the result of extreme
predictions reported by a few irregular SPF participants. With respect to the forecast

12Our sample includes 78 surveys for the one-year- and two-years-ahead forecasts and 72 surveys for
the long-term projections. Additionally, we exclude the 2009Q1 survey for the real GDP growth forecasts.

13Median participation rates for inflation are 67%, 64% and 67% for the one-year, two-years- and five-
years-ahead forecasts, respectively. The corresponding rates for the other variables are 64%, 64% and
67% for output growth as well as 64%, 63% and 67% for the unemployment rate, respectively.
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horizon, it is particularly the two-years-ahead forecasts that tend to lose their significance.
The relationship for the long-term predictions remains relatively strong.

To summarize, the results from this robustness exercise suggest that the weak evidence
regarding the existence of a robust relationship between disagreement and uncertainty is
not just a result of a bias introduced by systematic entry and exit of forecasters to and
from the SPF panel. In fact, most of the results are slightly weaker than in the case of
the full sample, which suggests that the relatively modest evidence that is documented in
the empirical literature may still be overstated to some extent.

4.5 Comparison with Other Measures of Uncertainty

In Section 4.4 we have focused on the relationship between survey-based indicators of
uncertainty. However, various other proxy variables have been proposed in the litera-
ture. In this section, we analyze how closely the survey-based measures are related to
these alternative quantifications. This will help us to understand the divergence between
uncertainty and disagreement documented in Figure 4.7.

One of the most popular indicators is the Economic Policy Uncertainty (EPU) index by
Baker et al. (2016), which captures newspaper coverage of topics related to macroeconomic
uncertainty. The EPU is a standardized measure that counts the number of newspaper
articles containing certain key terms related to economic uncertainty and captures the
long-term outlook of economic agents. We use the quarterly average over the monthly
European index.

Another common approach is to consider the fluctuations on financial markets. Schw-
ert (1989) documents a positive, but weak, association between the volatilities of the stock
market and macroeconomic variables. Realized stock market volatility is a backward-
looking measure since it is based on past returns that are observed ex-post. In order to
analyze market participants’ expectations regarding the movements on stock markets, we
use the VSTOXX volatility index, which captures the implied volatility on the European
stock market over the next 30 days. This index is based on the EuroStoxx 50 options and
conceptually similar to the CBOE Volatility Index (VXO). In contrast to realized volatil-
ity, the VSTOXX is forward-looking and captures the uncertainty on financial markets.
Therefore, it is more comparable to the ex-ante measures of uncertainty derived from the
SPF data. We use the quarterly average over the daily observations.

In the general equilibrium model of Pástor and Veronesi (2013) stock prices respond
to political news, which establishes a theoretical link between financial and policy uncer-
tainty. One implication of their model is that the EPU and VSTOXX indices should be
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positively related. A link between the two measures can also be motivated based on the
fact that they are both associated with the overall economic outlook. For example, market
participants may postpone investments in financial assets during periods characterized by
high policy uncertainty, which should be associated with an increase in expected stock
volatility. Empirically, Henzel and Rengel (2017) conduct a factor analysis to show that
both the EPU and the VXO are closely related to uncertainty about the business cycle.

To examine the comovement between policy and financial uncertainty, Figure 4.8 de-
picts the time series for EPU and VSTOXX over the period 1999Q1–2018Q2. We stan-
dardize both series to have mean zero and variance one.

Figure 4.8: Policy versus financial uncertainty
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Notes: This plot depicts the standardized quarterly time series of the Economic Policy Uncertainty (EPU,
dashed line) and VSTOXX indices (dotted line). The sample covers the period 1999Q1–2018Q2. Shaded
gray areas indicate CEPR-based recession periods.

Before the outbreak of the sovereign debt crisis, the EPU and VSTOXX indices co-
move, although the VSTOXX is more volatile than the EPU, e.g., during the outbreak
of the Great Recession. A decoupling of both measures is visible since around 2012.
While EPU has risen to relatively high levels, the uncertainty on financial markets re-
mains rather low. It could be the case that major political events such as the outcome
of the Brexit referendum and the election of Donald Trump may be responsible for the
increase in the EPU. At the same time, benign global economic conditions and the impact
of loose monetary policy may have caused the VSTOXX to remain at rather low levels.
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The observed divergence of EPU and VSTOXX coincides with the deviation of forecaster
disagreement and survey-based uncertainty documented in Figure 4.7. It may be the case
that the same factors that are responsible for the divergence of EPU and VSTOXX in
recent years are responsible for the large deviations of the measures from the SPF.

To analyze whether the survey-based indicators are more closely related to long-term
policy uncertainty or short-term financial uncertainty, we calculate the bivariate cor-
relation statistics of each measure of disagreement and uncertainty with the quarterly
(non-standardized) averages of either the EPU or the VSTOXX index. The results are
summarized in Table 4.4.14

The evidence suggests that the six survey-based measures of uncertainty are strongly
related to overall policy uncertainty, as measured by the EPU index. The magnitude of
the correlations is relatively similar regardless of the considerd statistic, distributional
assumption, outcome variable and forecast horizon. In contrast, the correlation statistics
between the disagreement measures and EPU are rather small. In particular, we can only
partially confirm the positive association between forecaster disagreement and newspaper-
based uncertainty that has been documented by Dovern (2015). In some instances, the
correlation statistics are even negative. Thus, we conclude that survey-based uncertainty
is closely related to overall policy uncertainty, whereas forecaster disagreement is not.

A different picture emerges for the relationship between the survey-based measures and
financial uncertainty. The correlation statistics between the six uncertainty measures and
the VSTOXX index are small and negative in most cases. In contrast, the association
between VSTOXX and disagreement is positive and strong at the short and medium
horizons. This finding suggests that forecaster disagreement is closely related to the
expected fluctuations on financial markets. For the long-term predictions, the correlation
statistics are negative in many cases. Based on factor analysis, Sauter (2012) finds a
similarly strong connection between short-term forecaster disagreement based on the SPF
data and the VSTOXX index. Glas and Hartmann (2016) document that the strength
of the relationship between disagreement and realized volatility declines with the forecast
horizon. We consider the forward-looking VSTOXX index instead. Nonetheless, we also

14The deadline for the submission of the SPF questionnaire is usually around the middle or the end
of the first month of each quarter. Thus, the observations from the remaining months (EPU) or days
(VSTOXX) are unknown to the SPF participants when they report their predictions. To analyze whether
this inaccurate representation of the forecasters’ information set affects the results of the correlation
analysis, we have considered alternative definitions of EPU and VSTOXX besides taking the quarterly
average. Instead, we calculated EPU and VSTOXX in quarter t as the average across all observations
between the deadline for the previous survey round from quarter t − 1 and the deadline for the current
round (excluding the former but including the latter). The bivariate correlations of the alternative
EPU/VSTOXX indices with the survey-based measures were almost identical to the ones reported in
Table 4.4.
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Table 4.4: Correlations of survey-based and other uncertainty proxies

Inflation rate GDP growth rate Unemployment rate
Horizon h 4 8 20 4 8 20 4 8 20

σM
t+h|t 0.79 0.79 0.73 0.73 0.75 0.72 0.76 0.76 0.69

σU
t+h|t 0.79 0.79 0.73 0.73 0.75 0.72 0.76 0.76 0.69

σB
t+h|t 0.79 0.79 0.72 0.74 0.74 0.72 0.76 0.76 0.69

φ̃M
t+h|t 0.73 0.76 0.68 0.70 0.67 0.69 0.74 0.69 0.61

φ̃U
t+h|t 0.78 0.76 0.66 0.62 0.65 0.60 0.71 0.69 0.64

EPU φ̃B
t+h|t 0.77 0.75 0.64 0.61 0.65 0.60 0.71 0.72 0.64

st+h|t 0.22 0.09 0.07 −0.05 −0.16 0.20 0.13 0.14 0.19
s


t+h|t 0.23 0.09 0.37 −0.01 −0.06 0.27 0.14 0.23 0.22
sB

t+h|t 0.23 0.08 0.35 −0.01 −0.07 0.28 0.13 0.23 0.22

f̃t+h|t 0.02 0.08 −0.11 −0.07 −0.08 0.15 −0.02 0.07 0.14
f̃


t+h|t 0.07 0.11 0.51 0.02 −0.01 −0.05 0.08 0.17 0.21
f̃B

t+h|t 0.08 0.09 0.51 0.01 −0.02 −0.05 0.08 0.16 0.22

σM
t+h|t −0.07 −0.05 −0.18 −0.06 0.03 −0.11 −0.20 −0.16 −0.30

σU
t+h|t −0.07 −0.05 −0.18 −0.06 0.03 −0.11 −0.20 −0.16 −0.30

σB
t+h|t −0.07 −0.05 −0.17 −0.04 0.06 −0.08 −0.19 −0.14 −0.29

φ̃M
t+h|t −0.03 0.05 −0.18 −0.04 0.06 −0.02 −0.11 −0.11 −0.27

φ̃U
t+h|t −0.03 −0.03 −0.13 0.05 0.03 −0.17 −0.11 −0.12 −0.18

VSTOXX φ̃B
t+h|t 0.00 −0.01 −0.15 0.04 0.04 −0.15 −0.15 −0.14 −0.22

st+h|t 0.52 0.25 0.15 0.44 0.40 −0.39 0.45 0.38 0.11
s


t+h|t 0.52 0.28 0.13 0.45 0.39 −0.13 0.38 0.30 0.11
sB

t+h|t 0.52 0.29 0.14 0.46 0.40 −0.15 0.38 0.30 0.11

f̃t+h|t 0.44 0.23 0.02 0.42 0.29 −0.49 0.45 0.36 −0.18
f̃ 


t+h|t 0.38 0.29 −0.10 0.49 0.46 −0.18 0.33 0.23 0.11
f̃B

t+h|t 0.38 0.31 −0.11 0.48 0.47 −0.22 0.34 0.22 −0.12

Notes: For each outcome variable and forecast horizon, this table displays the bivariate correlation between one
particular measure of forecaster disagreement or survey-based uncertainty and the quarterly average of either
the Economic Policy Uncertainty (top panel) or the VSTOXX volatility indices (bottom panel). The sample
period is 1999Q1–2018Q2.

find that the magnitude of the association diminishes in the forecast horizon.
Overall, the results of the correlation analysis support the notion that uncertainty and

disagreement are fundamentally different concepts. Survey-based uncertainty is associated
with overall policy uncertainty, whereas forecaster disagreement is more closely related to
the volatility on financial markets. The same factors that are responsible for the divergence
of policy and financial uncertainty may thus also play a role in the weakened relationship
between forecaster disagreement and survey-based uncertainty in recent years.
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4.6 Conclusion

We analyze the relationship between macroeconomic uncertainty and forecaster disagree-
ment in the Euro area using data from the European Central Bank’s Survey of Profes-
sional Forecasters for the period 1999Q1–2018Q2. In addition to the overall strength of
this link, we investigate the importance of the employed dispersion statistic, the choice
between point forecasts and histogram means to calculate disagreement, commonly used
distributional assumptions, the considered outcome variable and the forecast horizon. In
line with previous studies, we find that disagreement is not a good proxy for uncertainty.
However, the conditional results allow us to shed additional light on the mechanics behind
this relationship. Among the stylized facts described in this chapter, we find that both
the employed dispersion statistic and the disagreement measure are relevant factors in the
sense that the link is stronger for variance-based statistics and disagreement based on the
histogram means. The considered outcome variable and forecast horizon are also of some
relevance. In contrast, distributional assumptions appear to have little influence. Our
results suggest that the results from empirical research in this field should be interpreted
within the context of the specific choices and assumptions by the researcher.

We also account for differences in the results during economically turbulent periods
and the impact of the entry and exit of forecasters to and from the SPF panel. The re-
sults show that the link between disagreement and uncertainty is particularly weak during
economically turbulent periods, i.e., at times when such measures are most relevant. In
contrast, the entry and exit of survey participants has little impact on our findings. More-
over, we show that survey-based measures of uncertainty are associated with overall policy
uncertainty, whereas disagreement is more closely related to the expected fluctuations on
financial markets. Thus, the two concepts are fundamentally different. The same factors
that explain the divergence between policy and financial uncertainty may be responsible
for the particularly weak relationship between forecaster disagreement and survey-based
uncertainty in recent years.
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4.7 Appendix

Table 4.5: Uncertainty and disagreement (replication of Abel et al., 2016)

Inflation rate GDP growth rate Unemployment rate

Horizon h 4 8 20 4 8 20 4 8 20

Panel A: σU
t+h|t = α + β × st+h|t + εU

t+h|t

α 0.39* 0.48* 0.58* 0.45* 0.46* 0.55* 0.40* 0.40* 0.58*
(0.03) (0.04) (0.06) (0.03) (0.06) (0.04) (0.03) (0.03) (0.08)

β 0.46* 0.38* 0.26 0.26* 0.54* 0.54* 0.33* 0.38* 0.20
(0.10) (0.18) (0.31) (0.05) (0.18) (0.19) (0.09) (0.10) (0.16)

R2 0.20 0.13 0.06 0.22 0.15 0.14 0.19 0.27 0.12

Panel B: φ̃U
t+h|t = α + β × f̃t+h|t + ε̃U

t+h|t

α 0.61* 0.64* 0.83* 0.56* 0.59* 0.74* 0.52* 0.56* 0.71*
(0.06) (0.07) (0.08) (0.06) (0.05) (0.04) (0.05) (0.05) (0.07)

β 0.07 0.18 −0.41 0.23* 0.40* 0.28 0.21* 0.21* 0.15
(0.14) (0.28) (0.30) (0.08) (0.08) (0.19) (0.05) (0.07) (0.11)

R2 0.01 0.03 0.15 0.09 0.12 0.07 0.10 0.10 0.07

Notes: This table displays the estimates from a replication of Table II from Abel et
al. (2016). The sample period t = 1, . . . , 60 represents time instances between 1999Q1 and
2013Q4. Coefficients are estimated with OLS. Newey-West (1987) standard errors account-
ing for arbitrary levels of heteroskedasticity and autocorrelation are reported in parentheses.
An asterisk ‘*’ indicates significance at the 5% critical level against a two-sided alternative.



4.7 Appendix 127

Table 4.6: Uncertainty and disagreement (full-sample estimates, point forecasts)

Inflation rate GDP growth rate Unemployment rate

Horizon h 4 8 20 4 8 20 4 8 20

Panel A: σM
t+h|t = α + β × st+h|t + εM

t+h|t

α 0.42* 0.51* 0.61* 0.54* 0.63* 0.49* 0.47* 0.48* 0.61*
(0.06) (0.07) (0.09) (0.08) (0.11) (0.04) (0.07) (0.08) (0.10)

β 0.36* 0.31 0.14 0.08 0.03 0.78* 0.15 0.25 0.18
(0.13) (0.25) (0.40) (0.15) (0.31) (0.19) (0.15) (0.13) (0.16)

R2 0.10 0.06 0.01 0.01 0.00 0.24 0.02 0.07 0.07

Panel B: σU
t+h|t = α + β × st+h|t + εU

t+h|t

α 0.45* 0.53* 0.63* 0.55* 0.65* 0.51* 0.49* 0.50* 0.63*
(0.06) (0.07) (0.08) (0.07) (0.11) (0.04) (0.07) (0.08) (0.10)

β 0.35* 0.30 0.14 0.08 0.03 0.76* 0.14 0.24 0.18
(0.12) (0.24) (0.39) (0.14) (0.30) (0.18) (0.15) (0.12) (0.16)

R2 0.10 0.06 0.01 0.01 0.00 0.24 0.02 0.07 0.08

Panel C: σB
t+h|t = α + β × st+h|t + εB

t+h|t

α 0.39* 0.47* 0.56* 0.49* 0.58* 0.45* 0.43* 0.44* 0.56*
(0.06) (0.07) (0.08) (0.07) (0.11) (0.04) (0.07) (0.08) (0.09)

β 0.34* 0.30 0.16 0.09 0.05 0.75* 0.16 0.26* 0.19
(0.13) (0.24) (0.39) (0.14) (0.30) (0.18) (0.14) (0.12) (0.14)

R2 0.09 0.06 0.02 0.02 0.00 0.24 0.02 0.09 0.10

Panel D: φ̃M
t+h|t = α + β × f̃t+h|t + ε̃M

t+h|t

α 0.58* 0.63* 0.77* 0.64* 0.73* 0.76* 0.57* 0.59* 0.67*
(0.05) (0.08) (0.09) (0.10) (0.08) (0.03) (0.08) (0.08) (0.04)

β 0.11 0.25 −0.08 0.06 0.10 0.26 0.10 0.22 0.24*
(0.13) (0.29) (0.43) (0.16) (0.18) (0.14) (0.13) (0.11) (0.08)

R2 0.01 0.04 0.00 0.01 0.01 0.07 0.01 0.06 0.17

Panel E: φ̃U
t+h|t = α + β × f̃t+h|t + ε̃U

t+h|t

α 0.64* 0.69* 0.81* 0.63* 0.72* 0.73* 0.59* 0.62* 0.70*
(0.06) (0.09) (0.09) (0.06) (0.08) (0.03) (0.07) (0.08) (0.05)

β 0.06 0.13 −0.15 0.10 0.13 0.40* 0.10 0.18 0.21*
(0.13) (0.29) (0.42) (0.10) (0.17) (0.15) (0.10) (0.10) (0.09)

R2 0.00 0.01 0.01 0.02 0.02 0.13 0.02 0.05 0.12

Panel F: φ̃B
t+h|t = α + β × f̃t+h|t + ε̃B

t+h|t

α 0.60* 0.65* 0.82* 0.60* 0.70* 0.72* 0.54* 0.57* 0.68*
(0.07) (0.11) (0.11) (0.08) (0.10) (0.03) (0.08) (0.10) (0.05)

β 0.07 0.17 −0.21 0.11 0.16 0.42* 0.10 0.22 0.25*
(0.17) (0.35) (0.50) (0.13) (0.22) (0.17) (0.13) (0.12) (0.08)

R2 0.00 0.01 0.02 0.02 0.02 0.11 0.01 0.05 0.14

Notes: This table displays the full-sample estimates of Eqns. (4.13) and (4.14) using dis-
agreement statistics based on the point forecasts for each outcome variable and forecast
horizons h ∈ {4, 8, 20}. The sample period t = 1, . . . , 78 represents time instances between
1999Q1 and 2018Q2. Coefficients are estimated with OLS. Newey-West (1987) standard
errors accounting for arbitrary levels of heteroskedasticity and autocorrelation are reported
in parentheses. An asterisk ‘*’ indicates significance at the 5% critical level against a two-
sided alternative.
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Table 4.7: Uncertainty and disagreement (full-sample estimates, histogram means)

Inflation rate GDP growth rate Unemployment rate

Horizon h 4 8 20 4 8 20 4 8 20

Panel A: σM
t+h|t = α + β × s�

t+h|t + εM
t+h|t

α 0.41* 0.49* 0.52* 0.52* 0.59* 0.53* 0.46* 0.44* 0.56*
(0.06) (0.07) (0.07) (0.07) (0.10) (0.07) (0.08) (0.07) (0.07)

β 0.41* 0.37 0.52 0.12 0.16 0.62* 0.17 0.35* 0.28*
(0.12) (0.26) (0.34) (0.12) (0.28) (0.22) (0.16) (0.09) (0.09)

R2 0.12 0.08 0.15 0.03 0.01 0.18 0.02 0.13 0.17

Panel B: σU
t+h|t = α + β × s�

t+h|t + εU
t+h|t

α 0.44* 0.51* 0.53* 0.54* 0.61* 0.55* 0.49* 0.46* 0.57*
(0.05) (0.07) (0.07) (0.07) (0.10) (0.07) (0.07) (0.06) (0.07)

β 0.39* 0.36 0.51 0.11 0.15 0.61* 0.16 0.34* 0.27*
(0.12) (0.25) (0.33) (0.12) (0.28) (0.22) (0.16) (0.09) (0.09)

R2 0.12 0.08 0.15 0.03 0.01 0.18 0.02 0.13 0.17

Panel C: σB
t+h|t = α + β × sB

t+h|t + εB
t+h|t

α 0.38* 0.46* 0.48* 0.48* 0.55* 0.48* 0.42* 0.39* 0.51*
(0.06) (0.07) (0.07) (0.07) (0.10) (0.07) (0.07) (0.06) (0.07)

β 0.38* 0.34 0.50 0.13 0.16 0.62* 0.18 0.36* 0.27*
(0.12) (0.26) (0.34) (0.12) (0.28) (0.20) (0.16) (0.09) (0.09)

R2 0.12 0.07 0.15 0.04 0.01 0.18 0.03 0.14 0.19

Panel D: φ̃M
t+h|t = α + β × f̃�

t+h|t + ε̃M
t+h|t

α 0.54* 0.59* 0.55* 0.61* 0.69* 0.85* 0.52* 0.53* 0.54*
(0.06) (0.07) (0.07) (0.10) (0.08) (0.06) (0.07) (0.06) (0.07)

β 0.24* 0.38 0.71* 0.16 0.23 −0.02 0.23* 0.32* 0.41*
(0.09) (0.23) (0.24) (0.16) (0.17) (0.19) (0.09) (0.07) (0.07)

R2 0.05 0.09 0.23 0.04 0.03 0.00 0.07 0.13 0.38

Panel E: φ̃U
t+h|t = α + β × f̃�

t+h|t + ε̃U
t+h|t

α 0.61* 0.64* 0.61* 0.59* 0.69* 0.85* 0.55* 0.58* 0.55*
(0.06) (0.07) (0.06) (0.06) (0.07) (0.07) (0.06) (0.06) (0.07)

β 0.15 0.27 0.61* 0.20 0.21 0.01 0.19* 0.24* 0.40*
(0.10) (0.22) (0.22) (0.11) (0.15) (0.20) (0.08) (0.08) (0.06)

R2 0.03 0.05 0.21 0.08 0.03 0.00 0.07 0.10 0.35

Panel F: φ̃B
t+h|t = α + β × f̃B

t+h|t + ε̃B
t+h|t

α 0.55* 0.60* 0.59* 0.55* 0.68* 0.85* 0.49* 0.53* 0.52*
(0.07) (0.09) (0.09) (0.08) (0.09) (0.07) (0.07) (0.07) (0.07)

β 0.21 0.32 0.67* 0.24 0.20 0.01 0.21* 0.30* 0.44*
(0.13) (0.28) (0.33) (0.13) (0.17) (0.24) (0.09) (0.08) (0.05)

R2 0.03 0.04 0.16 0.08 0.02 0.00 0.06 0.10 0.36

Notes: This table displays the full-sample estimates of Eqns. (4.13) and (4.14) using dis-
agreement statistics based on the histogram means for each outcome variable and forecast
horizons h ∈ {4, 8, 20}. The sample period t = 1, . . . , 78 represents time instances between
1999Q1 and 2018Q2. Coefficients are estimated with OLS. Newey-West (1987) standard
errors accounting for arbitrary levels of heteroskedasticity and autocorrelation are reported
in parentheses. An asterisk ‘*’ indicates significance at the 5% critical level against a two-
sided alternative.
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Table 4.8: Uncertainty and disagreement (sample split, point forecasts)

Inflation rate GDP growth rate Unemployment rate

Horizon h 4 8 20 4 8 20 4 8 20

Panel A: σM
t+h|t = α + β × st+h|t + εM

t+h|t

α 0.62* 0.65* 0.64* 0.65* 0.75* 0.58* 0.64* 0.74* 0.69*
(0.02) (0.04) (0.06) (0.02) (0.02) (0.05) (0.03) (0.04) (0.10)

β −0.05 0.05 0.28 −0.01 −0.08 0.58* −0.11 −0.09 0.16
(0.08) (0.14) (0.23) (0.04) (0.09) (0.15) (0.07) (0.07) (0.11)

R2 0.01 0.01 0.10 0.00 0.02 0.26 0.06 0.04 0.13

Panel B: σU
t+h|t = α + β × st+h|t + εU

t+h|t

α 0.64* 0.67* 0.65* 0.66* 0.76* 0.60* 0.65* 0.75* 0.71*
(0.02) (0.04) (0.06) (0.02) (0.02) (0.05) (0.02) (0.04) (0.10)

β −0.04 0.05 0.27 −0.01 −0.08 0.57* −0.11 −0.09 0.16
(0.07) (0.13) (0.22) (0.04) (0.09) (0.14) (0.07) (0.07) (0.10)

R2 0.01 0.01 0.10 0.00 0.02 0.26 0.06 0.04 0.13

Panel C: σB
t+h|t = α + β × st+h|t + εB

t+h|t

α 0.58* 0.60* 0.59* 0.60* 0.70* 0.54* 0.59* 0.68* 0.64*
(0.02) (0.04) (0.06) (0.02) (0.02) (0.05) (0.02) (0.04) (0.09)

β −0.05 0.05 0.27 −0.00 −0.07 0.58* −0.10 −0.07 0.17
(0.08) (0.12) (0.22) (0.03) (0.09) (0.15) (0.06) (0.07) (0.10)

R2 0.01 0.01 0.11 0.00 0.02 0.27 0.05 0.02 0.14

Panel D: φ̃M
t+h|t = α + β × f̃t+h|t + ε̃M

t+h|t

α 0.71* 0.75* 0.74* 0.77* 0.87* 0.79* 0.74* 0.84* 0.76*
(0.03) (0.03) (0.05) (0.02) (0.02) (0.07) (0.02) (0.04) (0.06)

β 0.05 0.19* 0.45* 0.02 −0.01 0.35 −0.05 −0.02 0.22*
(0.09) (0.06) (0.19) (0.03) (0.09) (0.18) (0.04) (0.05) (0.04)

R2 0.01 0.11 0.18 0.00 0.00 0.19 0.01 0.00 0.31

Panel E: φ̃U
t+h|t = α + β × f̃t+h|t + ε̃U

t+h|t

α 0.76* 0.83* 0.79* 0.72* 0.84* 0.73* 0.73* 0.85* 0.78*
(0.03) (0.03) (0.04) (0.04) (0.02) (0.08) (0.01) (0.04) (0.05)

β −0.03 0.00 0.29 0.09 0.06 0.56* −0.02 −0.06 0.20*
(0.06) (0.05) (0.18) (0.06) (0.08) (0.22) (0.03) (0.06) (0.05)

R2 0.00 0.00 0.09 0.06 0.01 0.28 0.00 0.02 0.25

Panel F: φ̃B
t+h|t = α + β × f̃t+h|t + ε̃B

t+h|t

α 0.74* 0.83* 0.80* 0.71* 0.85* 0.71* 0.70* 0.85* 0.79*
(0.04) (0.04) (0.06) (0.05) (0.03) (0.09) (0.02) (0.04) (0.06)

β −0.02 0.00 0.28 0.09 0.05 0.65* −0.05 −0.06 0.22*
(0.08) (0.06) (0.21) (0.08) (0.09) (0.24) (0.04) (0.06) (0.04)

R2 0.00 0.00 0.07 0.03 0.01 0.29 0.01 0.02 0.25

Notes: This table displays the reduced-sample estimates of Eqns. (4.13) and (4.14) using
disagreement statistics based on the point forecasts for each outcome variable and forecast
horizons h ∈ {4, 8, 20}. The sample period t = 1, . . . , 41 represents time instances between
2008Q2 and 2018Q2. Coefficients are estimated with OLS. Newey-West (1987) standard
errors accounting for arbitrary levels of heteroskedasticity and autocorrelation are reported
in parentheses. An asterisk ‘*’ indicates significance at the 5% critical level against a two-
sided alternative.
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Table 4.9: Uncertainty and disagreement (sample split, histogram means)

Inflation rate GDP growth rate Unemployment rate

Horizon h 4 8 20 4 8 20 4 8 20

Panel A: σM
t+h|t = α + β × s�

t+h|t + εM
t+h|t

α 0.62* 0.66* 0.57* 0.64* 0.74* 0.67* 0.64* 0.72* 0.72*
(0.02) (0.04) (0.09) (0.02) (0.03) (0.04) (0.03) (0.05) (0.09)

β −0.05 0.01 0.47 0.00 −0.07 0.27* −0.12 −0.04 0.13
(0.08) (0.12) (0.34) (0.04) (0.12) (0.11) (0.07) (0.09) (0.10)

R2 0.01 0.00 0.17 0.00 0.01 0.11 0.05 0.01 0.08

Panel B: σU
t+h|t = α + β × s�

t+h|t + εU
t+h|t

α 0.64* 0.68* 0.59* 0.66* 0.76* 0.69* 0.66* 0.73* 0.74*
(0.02) (0.04) (0.09) (0.02) (0.02) (0.04) (0.03) (0.05) (0.09)

β −0.05 0.01 0.46 0.00 −0.07 0.27* −0.11 −0.04 0.13
(0.08) (0.11) (0.33) (0.03) (0.12) (0.11) (0.07) (0.09) (0.09)

R2 0.01 0.00 0.17 0.00 0.01 0.11 0.06 0.01 0.08

Panel C: σB
t+h|t = α + β × sB

t+h|t + εB
t+h|t

α 0.58* 0.62* 0.54* 0.60* 0.70* 0.62* 0.59* 0.66* 0.66*
(0.02) (0.04) (0.08) (0.02) (0.02) (0.04) (0.03) (0.04) (0.08)

β −0.06 0.01 0.43 0.01 −0.06 0.27* −0.10 −0.02 0.14
(0.08) (0.10) (0.32) (0.03) (0.11) (0.12) (0.07) (0.07) (0.09)

R2 0.01 0.00 0.16 0.00 0.01 0.11 0.04 0.00 0.10

Panel D: φ̃M
t+h|t = α + β × f̃�

t+h|t + ε̃M
t+h|t

α 0.73* 0.76* 0.67* 0.77* 0.87* 0.88* 0.72* 0.78* 0.73*
(0.03) (0.03) (0.07) (0.02) (0.04) (0.04) (0.03) (0.05) (0.07)

β −0.01 0.13* 0.51* 0.03 −0.01 0.10 0.01 0.08 0.27*
(0.09) (0.06) (0.20) (0.04) (0.14) (0.12) (0.04) (0.08) (0.06)

R2 0.00 0.04 0.25 0.01 0.00 0.01 0.00 0.03 0.37

Panel E: φ̃U
t+h|t = α + β × f̃�

t+h|t + ε̃U
t+h|t

α 0.78* 0.85* 0.71* 0.71* 0.84* 0.86* 0.72* 0.82* 0.75*
(0.03) (0.03) (0.06) (0.03) (0.05) (0.06) (0.02) (0.05) (0.08)

β −0.09 −0.06 0.44* 0.13* 0.08 0.20 −0.01 −0.00 0.25*
(0.07) (0.08) (0.17) (0.05) (0.14) (0.15) (0.03) (0.07) (0.07)

R2 0.04 0.01 0.24 0.12 0.01 0.03 0.00 0.00 0.31

Panel F: φ̃B
t+h|t = α + β × f̃B

t+h|t + ε̃B
t+h|t

α 0.76* 0.84* 0.71* 0.69* 0.85* 0.86* 0.69* 0.82* 0.75*
(0.05) (0.04) (0.09) (0.05) (0.05) (0.07) (0.02) (0.05) (0.09)

β −0.08 −0.03 0.47 0.15 0.05 0.25 −0.01 −0.00 0.27*
(0.10) (0.11) (0.25) (0.07) (0.14) (0.18) (0.03) (0.07) (0.07)

R2 0.02 0.00 0.18 0.09 0.00 0.03 0.00 0.00 0.30

Notes: This table displays the reduced-sample estimates of Eqns. (4.13) and (4.14) using
disagreement statistics based on the histogram means for each outcome variable and fore-
cast horizons h ∈ {4, 8, 20}. The sample period t = 1, . . . , 41 represents time instances
between 2008Q2 and 2018Q2. Coefficients are estimated with OLS. Newey-West (1987)
standard errors accounting for arbitrary levels of heteroskedasticity and autocorrelation
are reported in parentheses. An asterisk ‘*’ indicates significance at the 5% critical level
against a two-sided alternative.
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Table 4.10: Uncertainty and disagreement (entry and exit, point forecasts)

Inflation rate GDP growth rate Unemployment rate

Horizon h 4 8 20 4 8 20 4 8 20

Panel A: σM
t+h|t = α + β × st+h|t + εM

t+h|t

α 0.45* 0.48* 0.72* 0.53* 0.60* 0.51* 0.50* 0.54* 0.69*
(0.06) (0.05) (0.10) (0.07) (0.08) (0.07) (0.10) (0.12) (0.11)

β 0.29* 0.33 −0.29 0.03 0.07 0.79* 0.05 0.11 0.13
(0.13) (0.17) (0.44) (0.12) (0.23) (0.28) (0.19) (0.16) (0.19)

R2 0.06 0.06 0.04 0.00 0.00 0.29 0.00 0.02 0.03

Panel B: σU
t+h|t = α + β × st+h|t + εU

t+h|t

α 0.47* 0.50* 0.73* 0.55* 0.62* 0.53* 0.52* 0.56* 0.70*
(0.06) (0.05) (0.10) (0.06) (0.08) (0.07) (0.09) (0.11) (0.11)

β 0.28* 0.32 −0.28 0.03 0.07 0.77* 0.05 0.11 0.13
(0.13) (0.16) (0.43) (0.12) (0.22) (0.28) (0.18) (0.15) (0.18)

R2 0.06 0.06 0.04 0.00 0.00 0.29 0.00 0.02 0.03

Panel C: σB
t+h|t = α + β × st+h|t + εB

t+h|t

α 0.42* 0.45* 0.67* 0.48* 0.55* 0.48* 0.46* 0.49* 0.63*
(0.06) (0.05) (0.10) (0.06) (0.08) (0.07) (0.09) (0.11) (0.10)

β 0.27* 0.31 −0.27 0.04 0.08 0.75* 0.05 0.12 0.13
(0.12) (0.16) (0.42) (0.12) (0.22) (0.25) (0.18) (0.15) (0.17)

R2 0.05 0.06 0.04 0.01 0.01 0.29 0.00 0.02 0.04

Panel D: φ̃M
t+h|t = α + β × f̃t+h|t + ε̃M

t+h|t

α 0.59* 0.62* 0.82* 0.62* 0.66* 0.72* 0.59* 0.62* 0.85*
(0.06) (0.07) (0.10) (0.07) (0.07) (0.05) (0.10) (0.13) (0.12)

β 0.12 0.20 −0.17 0.04 0.26 0.46* 0.05 0.15 0.07
(0.07) (0.20) (0.39) (0.12) (0.17) (0.15) (0.13) (0.12) (0.14)

R2 0.02 0.03 0.01 0.00 0.06 0.21 0.00 0.04 0.01

Panel E: φ̃U
t+h|t = α + β × f̃t+h|t + ε̃U

t+h|t

α 0.65* 0.68* 0.84* 0.66* 0.69* 0.69* 0.61* 0.66* 0.81*
(0.05) (0.07) (0.08) (0.05) (0.08) (0.06) (0.07) (0.09) (0.13)

β 0.05 0.09 −0.13 0.01 0.25 0.60* 0.07 0.10 0.13
(0.06) (0.19) (0.36) (0.10) (0.17) (0.18) (0.09) (0.08) (0.14)

R2 0.00 0.01 0.01 0.00 0.05 0.25 0.01 0.02 0.03

Panel F: φ̃B
t+h|t = α + β × f̃t+h|t + ε̃B

t+h|t

α 0.61* 0.64* 0.84* 0.62* 0.66* 0.67* 0.55* 0.62* 0.83*
(0.07) (0.09) (0.09) (0.07) (0.09) (0.07) (0.09) (0.12) (0.15)

β 0.07 0.17 −0.18 0.04 0.30 0.71* 0.09 0.11 0.13
(0.07) (0.21) (0.39) (0.12) (0.19) (0.20) (0.12) (0.11) (0.16)

R2 0.00 0.01 0.01 0.00 0.05 0.25 0.01 0.02 0.03

Notes: This table displays the estimates of Eqns. (4.13) and (4.14) using only regular SPF
participants and disagreement statistics based on the point forecasts for each outcome vari-
able and forecast horizons h ∈ {4, 8, 20}. The sample period t = 1, . . . , 78 represents time
instances between 1999Q1 and 2018Q2. Coefficients are estimated with OLS. Newey-West
(1987) standard errors accounting for arbitrary levels of heteroskedasticity and autocorre-
lation are reported in parentheses. An asterisk ‘*’ indicates significance at the 5% critical
level against a two-sided alternative.
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Table 4.11: Uncertainty and disagreement (entry and exit, histogram means)

Inflation rate GDP growth rate Unemployment rate

Horizon h 4 8 20 4 8 20 4 8 20

Panel A: σM
t+h|t = α + β × s�

t+h|t + εM
t+h|t

α 0.44* 0.49* 0.56* 0.52* 0.61* 0.53* 0.49* 0.50* 0.61*
(0.06) (0.05) (0.07) (0.06) (0.08) (0.09) (0.10) (0.10) (0.08)

β 0.34* 0.29 0.44 0.07 0.05 0.70* 0.10 0.19 0.25*
(0.12) (0.18) (0.31) (0.11) (0.25) (0.31) (0.19) (0.12) (0.11)

R2 0.09 0.05 0.07 0.02 0.00 0.17 0.01 0.04 0.11

Panel B: σU
t+h|t = α + β × s�

t+h|t + εU
t+h|t

α 0.46* 0.51* 0.58* 0.54* 0.62* 0.55* 0.51* 0.52* 0.63*
(0.05) (0.05) (0.06) (0.06) (0.08) (0.08) (0.10) (0.10) (0.08)

β 0.32* 0.28 0.43 0.07 0.05 0.69* 0.09 0.19 0.25*
(0.12) (0.17) (0.30) (0.10) (0.24) (0.31) (0.18) (0.12) (0.11)

R2 0.09 0.05 0.07 0.02 0.00 0.17 0.01 0.04 0.11

Panel C: σB
t+h|t = α + β × sB

t+h|t + εB
t+h|t

α 0.41* 0.46* 0.53* 0.47* 0.56* 0.49* 0.45* 0.46* 0.57*
(0.05) (0.05) (0.07) (0.06) (0.08) (0.08) (0.10) (0.09) (0.07)

β 0.31* 0.25 0.38 0.08 0.05 0.66* 0.09 0.20 0.24*
(0.11) (0.18) (0.31) (0.10) (0.22) (0.27) (0.18) (0.11) (0.10)

R2 0.08 0.04 0.06 0.02 0.00 0.19 0.01 0.05 0.12

Panel D: φ̃M
t+h|t = α + β × f̃�

t+h|t + ε̃M
t+h|t

α 0.56* 0.60* 0.56* 0.60* 0.71* 0.77* 0.56* 0.60* 0.72*
(0.05) (0.06) (0.09) (0.08) (0.06) (0.08) (0.09) (0.10) (0.09)

β 0.22* 0.27 0.74* 0.09 0.11 0.33 0.12 0.20* 0.24*
(0.08) (0.15) (0.33) (0.12) (0.16) (0.22) (0.10) (0.09) (0.10)

R2 0.05 0.06 0.21 0.02 0.01 0.06 0.02 0.06 0.14

Panel E: φ̃U
t+h|t = α + β × f̃�

t+h|t + ε̃U
t+h|t

α 0.62* 0.65* 0.65* 0.64* 0.73* 0.74* 0.58* 0.66* 0.71*
(0.05) (0.06) (0.08) (0.06) (0.06) (0.09) (0.08) (0.07) (0.11)

β 0.16 0.20 0.53 0.07 0.12 0.46 0.13 0.11 0.27*
(0.08) (0.14) (0.29) (0.11) (0.14) (0.24) (0.09) (0.07) (0.12)

R2 0.04 0.04 0.13 0.01 0.01 0.08 0.04 0.03 0.14

Panel F: φ̃B
t+h|t = α + β × f̃B

t+h|t + ε̃B
t+h|t

α 0.58* 0.60* 0.61* 0.59* 0.72* 0.73* 0.52* 0.61* 0.71*
(0.07) (0.07) (0.09) (0.08) (0.08) (0.10) (0.10) (0.09) (0.13)

β 0.17 0.27 0.67 0.10 0.11 0.57 0.15 0.14 0.29*
(0.10) (0.18) (0.35) (0.13) (0.17) (0.29) (0.11) (0.09) (0.14)

R2 0.03 0.04 0.14 0.02 0.01 0.09 0.03 0.03 0.13

Notes: This table displays the estimates of Eqns. (4.13) and (4.14) using only regular SPF
participants and disagreement statistics based on the histogram means for each outcome
variable and forecast horizons h ∈ {4, 8, 20}. The sample period t = 1, . . . , 78 represents
time instances between 1999Q1 and 2018Q2. Coefficients are estimated with OLS. Newey-
West (1987) standard errors accounting for arbitrary levels of heteroskedasticity and au-
tocorrelation are reported in parentheses. An asterisk ‘*’ indicates significance at the 5%
critical level against a two-sided alternative.
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Table 4.12: Correlations of survey-based and other uncertainty proxies (robustness)

Inflation rate GDP growth rate Unemployment rate

Horizon h 4 8 20 4 8 20 4 8 20

σM
t+h|t 0.74 0.75 0.67 0.69 0.72 0.68 0.72 0.72 0.65

σU
t+h|t 0.74 0.75 0.67 0.69 0.72 0.68 0.72 0.72 0.65

σB
t+h|t 0.74 0.75 0.67 0.70 0.71 0.68 0.71 0.71 0.65

φ̃M
t+h|t 0.68 0.69 0.62 0.68 0.63 0.65 0.69 0.65 0.59

φ̃U
t+h|t 0.72 0.72 0.62 0.59 0.62 0.59 0.68 0.66 0.62

EPU φ̃B
t+h|t 0.70 0.71 0.60 0.57 0.62 0.59 0.69 0.67 0.63

st+h|t 0.25 0.16 0.03 0.00 −0.09 0.19 0.17 0.17 0.22
s


t+h|t 0.27 0.15 0.33 0.04 0.01 0.26 0.17 0.25 0.27
sB

t+h|t 0.27 0.14 0.31 0.04 0.00 0.27 0.17 0.25 0.27

f̃t+h|t 0.08 0.09 −0.12 0.04 0.00 0.16 0.04 0.07 0.26
f̃


t+h|t 0.12 0.12 0.46 0.08 0.06 −0.02 0.12 0.18 0.29
f̃B

t+h|t 0.14 0.09 0.47 0.08 0.04 −0.02 0.12 0.18 0.30

σM
t+h|t 0.02 0.03 −0.11 0.01 0.14 −0.01 −0.15 −0.11 −0.23

σU
t+h|t 0.01 0.03 −0.11 0.01 0.14 −0.01 −0.15 −0.11 −0.23

σB
t+h|t 0.01 0.04 −0.10 0.03 0.17 0.02 −0.14 −0.09 −0.22

φ̃M
t+h|t 0.05 0.11 −0.10 0.04 0.18 0.09 −0.06 −0.05 −0.17

φ̃U
t+h|t 0.02 0.04 −0.04 0.10 0.16 −0.03 −0.08 −0.07 −0.08

VSTOXX φ̃B
t+h|t 0.04 0.07 −0.05 0.08 0.16 −0.01 −0.11 −0.09 −0.10

st+h|t 0.62 0.48 0.17 0.62 0.45 −0.27 0.61 0.54 0.29
s


t+h|t 0.63 0.46 0.20 0.65 0.47 0.00 0.55 0.48 0.33
sB

t+h|t 0.63 0.47 0.20 0.65 0.47 −0.02 0.55 0.48 0.33

f̃t+h|t 0.56 0.32 −0.01 0.58 0.37 −0.43 0.57 0.48 0.01
f̃


t+h|t 0.52 0.35 −0.12 0.64 0.53 −0.14 0.47 0.40 0.09
f̃B

t+h|t 0.51 0.37 −0.12 0.64 0.53 −0.17 0.48 0.41 0.07

Notes: For each outcome variable and forecast horizon, this table displays the bivariate correlation
between one particular measure of forecaster disagreement or survey-based uncertainty and either
the Economic Policy Uncertainty (top panel) or the VSTOXX volatility indices (bottom panel). We
calculate EPU and VSTOXX in quarter t as the average across all observations between the deadline
for the previous survey round from quarter t − 1 and the deadline for the current round (excluding
the former but including the latter). The sample period is 1999Q1–2018Q2.
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Chapter 5

Overconfidence Versus Rounding in
Survey-Based Density Forecasts

5.1 Introduction

Forecasts that dispense with uncertainty bands are increasingly regarded as incomplete.
It has been argued that to express how strongly a point prediction is expected to deviate
from the ex-post observed outcome, point forecasts should be complemented by a quan-
tification of ex-ante uncertainty (Dawid, 1984; Bruine de Bruin et al., 2010). While it
has been documented that survey forecasts for inflation, GDP growth or unemployment
outperform model-based forecasts (cf. Ang et al., 2007; Faust and Wright, 2009), the
informative content of survey predictions for the conditional variance has been recently
contested, e.g., by Clements (2016). In the case of the Survey of Professional Forecasters
(SPF) that is conducted by the Federal Reserve Bank of Philadelphia (FED) and the
European Central Bank (ECB), point forecasts are elicited along with probabilistic fore-
casts in the form of histograms. This allows to derive a measure of ex-ante uncertainty
by computing the variance of the reported histograms. Several desirable properties of
this index have been documented. For example, Lahiri and Sheng (2010) document that
the cross-sectional average variance increases with the forecast horizon. However, it has
been found that the ex-ante variance (in our terms, ‘uncertainty’) deviates considerably
from the average squared ex-post forecast error. This is sometimes referred to as ‘over-
or underconfidence’ (Kenny et al., 2014, 2015; Clements, 2014). The term ‘overconfi-
dence’ might in this context either be understood to reflect the inherent characteristics of
forecasters or rather as a mere description of an ex-ante variance that is small compared

This chapter is based on a working paper of the same name that I wrote jointly with Matthias
Hartmann (cf. Glas and Hartmann, 2018).
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to a predefined benchmark such as the ex-post variance. However, this finding suggests
that the average variance of the SPF histograms as proposed by Zarnowitz and Lambros
(1987) has to be interpreted cautiously.

In this chapter, we ask under which conditions the second moments from the SPF data
are relatively well aligned with the variability of the prediction errors. The derivation of
an ex-ante measure of forecast uncertainty that takes potential distortions into account
is difficult since the survey data does not contain any covariates that might help to
understand forecasters’ behavior.1 Thus, hypotheses about the dependence of individuals’
reported ex-ante uncertainty on misperceptions of their own capability to forecast cannot
be easily examined empirically. Given these difficulties, we propose to relate the ex-ante
variance of forecasters to the properties of the predictions itself which are observed prior
to the outcome. These characteristics are the distinct rounding patterns in individual
histogram forecasts and the differences in the survey design that are laid down in the
regulations of the U.S. FED on the one hand and the ECB on the other hand. It has been
documented in several empirical and experimental studies that (i) the individual responses
in many surveys, including the SPF, are subject to considerable rounding (Manski and
Molinari, 2010) and that (ii) individual uncertainty and forecasters’ tendency to round
that is observed in survey responses are related (Boero et al., 2011; Ruud et al., 2014;
Binder, 2017). Moreover, according to Manski and Molinari (2010), the extent of rounding
varies across individual survey participants. The same cross-sectional variation in the
SPF-based uncertainty has been frequently documented since Zarnowitz and Lambros
(1987).

Empirically, a misalignment of ex-ante and ex-post forecast variances has been de-
scribed by Giordani and Söderlind (2003, 2006), Kenny et al. (2014, 2015) and Clements
(2014). Our main finding is that the deviations of survey participants’ forecast variances
prior to and after the outcome can partially be ascribed to the response pattern of a
large group of forecasters that provide their histogram predictions in a particular form.
A striking feature of this group is that their forecasts are conveyed in a rather coarse
form, with apparently strongly rounded numbers and a relatively low number of proba-
bility categories that are assigned nonzero numbers. An example of this is depicted in
Figure 5.1. The subfigures show histogram forecasts for the annual inflation rate in 2016
reported by two participants in the 2016Q4 survey wave of the ECB-SPF. Two differ-
ences are apparent. First, the forecasted probabilities in Example A are multiples of 10%,
whereas those in Example B do not seem to have a common divisor. Second, the number

1One notable exception is an indicator variable in the FED-SPF data that reports whether forecasters
are employed in the financial services industry, a research institute or any other employer.
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of outcome intervals that contain nonzero probability numbers is considerably smaller in
the left graph. In other words, the right histogram exhibits larger variance.

Figure 5.1: Two examples of histogram forecasts from the ECB-SPF
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Notes: The graphs depict two examples of one-quarter-ahead histogram forecasts for the inflation rate from
the ECB-SPF. Both predictions are taken from the 2016Q4 survey. The left plot depicts the histogram
of forecaster 102. The right subfigure displays the probabilities reported by forecaster 95. In the latter
case, the decimal numbers attached to the probabilities are cut off at the third decimal, i.e., the original
histogram in the SPF data contains additional decimal numbers.

Moreover, Figure 5.2 summarizes the share of probabilities that contain between one
and ten decimal numbers out of all reported probability numbers in the SPF data, pooled
across forecasters, time instances and prediction horizons. The ‘0’-category is omitted to
improve the readability. The left panel of Figure 5.2 shows that the ECB-SPF contains
two clearly separated groups of forecasts that are distinguished in terms of the number
of digits in their numerical values. The right part of the figure shows the counterpart for
the case of the FED-SPF. As it is suggested in Figure 5.1, separating the two groups,
we find that the ex-ante variances of those forecasters who report more strongly rounded
numbers are substantially smaller than those of the survey participants who appear to
round less or not at all. Moreover, the ex-ante and ex-post variances of the non-rounding
group of forecasters are clearly more in line with each other than in the case of the
group which reports strongly rounded histogram probabilities. This holds for both the
ECB- and the FED-SPF. However, the number of responses that entail a large number of
digits is substantially larger in the former than in the latter. This observation provides
an important hint regarding a potential explanation for the rounding choice of survey
participants. The FED-SPF is elicited in a rather traditional way by asking respondents
to fill in the questionnaire by means of paper-and-pencil. In contrast, the ECB-SPF
questions can be answered on the computer via an Excel spreadsheet. Hence, it is probably
the case that respondents find it substantially easier to report numbers with many digits
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in the case of the ECB-SPF.

Figure 5.2: Relative frequencies of the number of decimals reported in the SPF
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Notes: The graphs depict the share of probabilities that contain d ∈ {1, . . . , 10} decimal numbers out
of all reported probabilities in the SPF data for inflation, output growth and unemployment. The ‘0’-
category is omitted to improve the readability. The sample period is 1999Q1–2016Q4, except for the
unemployment rate forecasts from the FED-SPF, which are available since 2010Q1 for our purposes.

Naturally, other explanations are likely to play a role besides this hypothesis. In Sec-
tion 5.6, we describe empirical evidence from two special surveys conducted by the ECB-
SPF which indicate that two groups of survey participants can be separated based on
the degree to which they rely either on formal models or judgment when producing their
forecasts. Interestingly, the size of these groups roughly corresponds to the one of the
rounders and non-rounders that we find based on distinct classification schemes. How-
ever, an analysis of a direct connection between rounding and such (non-)modeling choices
at the individual forecaster level is infeasible since the results of the special question are
reported without identification numbers. This means that while it provides an intuitive
explanation, the relation between modeling choices and rounding is essentially untestable
based on the available data.

Our findings have three practical implications. First, the distortion of an index of
overall uncertainty that is computed as the average across the individual variances (Lahiri
and Sheng, 2010; Lahiri et al., 2015) can be reduced ex-ante by discarding those forecasts
that are strongly rounded. Second, a more general improvement in the variance forecasts
of the FED-SPF may be achieved if survey participants were given the opportunity to
fill in the questionnaire online. Third, the trajectory of average uncertainty during recent
years is at least partly affected by the overall increase in the share of forecasters that do
not report strongly rounded numbers. Thus, we conclude that while uncertainty is likely
higher than what is reflected by the average forecast variance across all forecasters due to
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the presence of considerable rounding, the increase in uncertainty during the years after
the crisis is likely overstated due to changes in the composition of the SPF panel.

The remainder of this chapter is structured as follows. After briefly reviewing the
related literature in Section 5.2, the data are introduced in Section 5.3. Next, we discuss
the categorizations that are used to classify the survey participants as rounders or non-
rounders in Section 5.4. The findings regarding the forecast performance of the density
predictions are presented in Section 5.5. A detailed discussion of the findings follows in
Section 5.6. Section 5.7 summarizes and concludes.

5.2 Rounding and the Information Content of His-
togram Forecasts

Among many ways to quantify the uncertainty of forecasts, surveys like the SPF have be-
come one particularly popular means during recent times. However, it is still not well un-
derstood to what extent numerical inaccuracies such as rounded numbers may distort the
variance of histogram forecasts. In a fairly general framework, Heitjan and Rubin (1991)
discuss the implications of rounding and similar forms of incomplete survey responses
on the likelihood of parameter estimates that are based on survey data. Similarly, Tay
and Wallis (2002) note that the communication of uncertainty by means of survey-based
density forecasts faces several distinct problems. Some of the crucial steps, like the de-
sign of the survey questionnaire, the timing of the elicitation process, the production and
reporting of forecasts by survey participants as well as the interpretation and evaluation
by users of the survey may introduce distortions in the conveyed information. Perhaps
owing to such difficulties, various objections towards the use of survey data in economics
in general have been formulated, some of which are summarized by Manski and Molinari
(2010).

The central question of this chapter is how rounding may affect ex-ante and ex-post
measures of forecast variance. We are particularly interested in the implications of the
observation that forecasters who provide strongly rounded responses also show a striking
tendency to provide narrow histograms with only a small number of outcomes to which
they attach nonzero probabilities. It has been previously noted that such response behav-
ior may affect conditional second moment statistics from survey data. For example, Boero
et al. (2015) interpret the decision of forecasters to round the probabilities of histograms
in surveys as an expression of what they call “uncertain uncertainty”. Other studies such
as Manski and Molinari (2010) also highlight the importance of rounding choices on the
outcomes of histogram forecasts as they are provided by the SPF.
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A distinct approach is taken by Binder (2017), who derives an index of uncertainty
based on rounding outcomes in a survey of inflation expectations. The construction of
the index in Binder (2017) is based on the assumption that rounding can be seen as an
expression of uncertainty. This is also reflected in Bruine de Bruin and Carman (2012) or
Ruud et al. (2014). These hypotheses regarding the link between rounding and uncertainty
connect to the more general literature which discusses rounding and other forms of data
coarsening (Heitjan and Rubin, 1991; Ruud et al., 2014). In contrast to the approach of
Binder (2017), we do not employ rounding as the single source of information regarding
uncertainty, but derive a direct measure of uncertainty based on the SPF histograms.
This enables us to discuss potential distortions from rounding in the computation of the
resulting uncertainty index.

In a recent paper, Clements (2016) examines the informative content of density fore-
casts in terms of their capability to deliver variance forecasts and concludes that the SPF
data provided by the ECB contains little reliable information beyond the forecast for
the conditional mean. In the current study, we draw upon such findings and examine
to what extent they can be understood as the result of data coarsening in the form of
rounding and the tendency to concentrate the entire probability mass in a small share
of the outcome intervals from the survey questionnaire. In a related study, Clements
(2011) documents that the mismatch between the reported probabilities of a decline in
output growth and corresponding probabilities derived from the histogram forecasts can
be partially explained by the rounding choices of the forecasters in the FED-SPF. Since
more than 75% of the SPF participants’ responses appear to be rounded to some extent,
it seems recommendable to investigate the implications of this particular data feature for
the assessment of macroeconomic uncertainty.

5.3 Data

In this section, the data used to quantify ex-ante uncertainty in both the Euro area and
the U.S. are described.

The survey data are provided by the SPF of the ECB and the U.S.-FED. Both surveys
elicit point and density forecasts of future inflation, real GDP growth and unemployment
rates in the Eurozone and the U.S. at the quarterly frequency.2 For inflation and output
growth, the outcome variable xt refers to year-on-year growth rates, i.e.,

xt = 100 ×
(

Xt

Xt−1
− 1

)
, (5.1)

2We use the terms ‘density forecast’ and ‘histogram forecast’ synonymously throughout this chapter.
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where Xt denotes the annual average of either the respective price index or real GDP
in year t = 1, . . . , T .3 In the case of the unemployment rate, xt is calculated as the
annual average over the civilian unemployment rates that are observed at the monthly
frequency (i.e., xt = Xt). Data on the realizations for the Euro area and the U.S. are
drawn from the Statistical Data Warehouse of the ECB and the Real-Time Data Set
for Macroeconomists of the Federal Reserve Bank of Philadelphia, respectively. Both
databases provide data vintages for all outcome variables. For each vintage, we calculate
Xt in all cases where consecutive observations for each month (Harmonized Index of
Consumer Prices, unemployment rate) or quarter (GDP price index, real GDP) of year
t are provided and compute xt. In the empirical analysis, we employ the first-releases of
xt, which are most closely related to the information available to forecasters when they
produce their predictions. Moreover, Jo and Sekkel (2018) show that ex-post forecast
variances based on the most recent data vintage tend to be underestimated.

The survey data from the SPF consist of so-called ‘fixed-event’ density forecasts, which
are characterized by a fixed target year t and a rolling quarterly forecast horizon h. The
nature of these forecasts implies that h diminishes in each consecutive quarter in which
the survey is conducted until the arrival of the realization in t. We consider both the
predictions for the current and the next year. This obtains a sequence of individual h-
step-ahead density forecasts with forecast horizons h ∈ {8, 7, . . . , 1}. In the case of the
inflation rate and output growth, forecasters in our sample target the years 2000 to 2016.
This means that the time period when forecasts are made and collected ranges from
1999Q1 to 2016Q4.4 Density forecasts for the unemployment rate in the FED-SPF are
available only since 2009Q2, whereas the responses in the ECB-SPF are available for the
entire sample period. For the U.S., we thus focus on the unemployment rates in the years
2011 to 2016, for which h-step-ahead predictions are available for each forecast horizon.

In the questionnaire, survey participants i = 1, . . . , N are requested to assign probabil-
ities to a prespecified number of outcome intervals (so-called ‘bins’). Let pi,k,t,h ∈ [0, 100]
for k = 1, . . . , K denote the probability number assigned to the k-th bin. The bins have

3The ECB-SPF inflation forecasts refer to the monthly Harmonized Index of Consumer prices. For
the FED-SPF we use the quarterly chain-weighted GDP price index. We prefer GDP inflation over CPI
inflation because density forecasts for the latter are only available since 2007 in the FED-SPF, whereas
predictions for the former are available for the entire sample period. For the computation of output
growth, we use quarterly real GDP.

4Forecasts for inflation and output growth in the U.S. are available since 1968Q4. However, we prefer
to focus on a common sample period and exclude these earlier predictions. This also helps to avoid
various methodological changes in the FED-SPF such as the switch from gross national product to gross
domestic product. Since no five- to eight-step-ahead forecasts for the year 1999 are available in the
ECB-SPF data, we exclude the current year predictions from the surveys conducted between 1999Q1 to
1999Q4. Similarly, no one- to four-step-ahead forecasts for the year 2017 are available in both surveys.
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a width of 0.4 percentage points in case of the ECB-SPF as can be seen in Figure 5.1. In
the case of the FED-SPF, the bin width is 0.9 percentage points except in a few cases.5 As
in Abel et al. (2016), the gaps between the interior bins are closed by extending the lower
and upper bound of each bin by 0.05 percentage points. This seems to be in line with
how most of the survey participants interpret their reporting task, as it is documented
in a special survey conducted by the ECB in 2008, where 76% of the SPF participants
stated that they interpret an interval like [1.5, 1.9] to actually indicate a range as given
by [1.45, 1.95] (cf. ECB, 2009). The bins at the lower and upper end of the support
are assumed to have twice the width of the interior intervals, i.e., one or two percentage
points depending on the survey and variable. The bounds of the individual histograms
are fixed at the leftmost and rightmost bin with nonzero probability mass. Moreover, the
maximum range covered by the bins differs across surveys, outcome variables and time
instances.

We exclude observations from the sample whenever the sum over the reported probabil-
ities deviates by at least 0.9 percentage points from the required 100% overall probability
in absolute terms.6 Moreover, we delete all histograms that contain 100% probability in
a single bin. Based on the approach used to compute moments of the histogram forecasts
that is introduced below, such cases would result in a variance of zero. This is likely to
affect our conclusions disproportionately. However, such responses are relatively scarce
in both surveys.7

The participants in both surveys include employees of research institutes and the finan-
cial services industry. The occupation of the anonymous survey participants is provided
in the case of the FED-SPF. Depending on the survey period under consideration, 22–
50% of the participants of the FED-SPF are classified as ‘financial service providers’ and
39–70% as ‘non-financial service providers’. A third category of unclassified ‘others’ is
also included, which amounts to 0–15% of the cross-section. In the case of the ECB-SPF,
this information is not provided. An identification number allows to track the anony-
mous individual forecasters. We observe a relatively large number of entries and exits of
SPF participants in each survey round. In order to analyze whether participation varies
systematically across the different forecast horizons, we define the participation indicator
variable DP

i,t,h, which is equal to unity if forecaster i issues an h-step-ahead density forecast
for xt, and zero else. For each forecast horizon h ∈ {8, 7, . . . , 1}, Table 5.1 displays the

5Since 2014Q1, the bin width for inflation is 0.4 percentage points. Similarly, the interior bins for the
unemployment rate have a width of 0.4 percentage points throughout the sample period.

6We permit small deviations in order to keep the non-rounded histograms in the sample. In such cases
the probabilities may not add up to exactly 100%.

7Less than 1% of the histogram forecasts reported in the ECB-SPF and around 2% in the FED-SPF.
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number of density forecasts reported in both versions of the SPF, i.e., ∑T
t=1
∑N

i=1 DP
i,t,h.

Table 5.1: Number of density forecasts provided by SPF participants

Forecast horizon h

SPF Variable 8 7 6 5 4 3 2 1 ∑
h

Inflation 894 905 814 919 910 900 803 814 6959
ECB GDP growth 902 909 818 928 919 909 812 885 7082

Unemployment 864 869 779 869 869 861 760 798 6669
Inflation 590 612 594 621 614 613 572 525 4741

FED GDP growth 615 638 615 646 638 645 604 577 4978
Unemployment 228 219 222 229 221 217 209 187 1732

Notes: For each outcome variable, this table displays the number of reported histograms
per forecast horizon, i.e.,

∑
i

∑
t DP

i,t,h, as well as the total number of observations across all
horizons. The sample period is 1999Q1–2016Q4, except for the unemployment rate forecasts
from the FED-SPF, which are available since 2010Q1 for our purposes.

The sample size is roughly constant across variables and forecast horizons in both
surveys with the obvious exception of the unemployment rate in the FED-SPF. This
suggests that the cross-section of forecasters is relatively similar. Although the total
number of participants is larger in the FED- than in the ECB-SPF (115 versus 102), the
sample size for both inflation and real GDP growth is considerably larger in the latter
case. In other words, average participation is lower in the FED-SPF. Between 1999Q1
and 2016Q4, the number of forecasters who contributed to the ECB-SPF has declined
from 63 to 39. Over the same time period, the number of participants in the FED-SPF
is relatively constant. In particular, 28 forecasters have submitted predictions in 1999Q1
compared to 32 in 2016Q4.

In order to compute first and second moments of the histograms, it is common to
assume that the entire probability mass within each bin is located at the midpoint. Al-
ternatively, one may compute the moments of a smoothed density function as it is done
in Engelberg et al. (2009) or Glas and Hartmann (2016). However, the imputation of a
continuous density precludes the analysis of rounding choices and is, thus, not suitable
for our purposes. Based on the ‘mass-at-midpoint’ approach, the mean of forecaster i’s
histogram is given by

μi,t,h = 1
100

K∑
k=1

pi,k,t,h × mk, (5.2)

with mk denoting the midpoint of the k-th bin. The h-step-ahead ‘consensus’ forecast is
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calculated as the equally-weighted average over the individual histogram means, that is,

μ̄t,h = 1
N

N∑
i=1

μi,t,h. (5.3)

In order to analyze which data release is predicted by the SPF participants, Figure 5.3
depicts the realizations of each outcome variable in the Euro area and the U.S. using ob-
servations from both the first release (solid line) and the most recent data vintage (dashed
line). Moreover, each plot includes the consensus forecasts, i.e., μ̄t,h from Eqn. (5.3), for
horizons h ∈ {8, 7, . . . , 1}. The one- and eight-step-ahead predictions are highlighted
distinctly from the other forecast horizons.

The evidence from Figure 5.3 shows that the accuracy of the average forecast improves
as the target period approaches. In other words, forecast errors decline with h. In
particular, the deviation between xt and μ̄t,1 is smaller than the difference between xt

and μ̄t,8 in almost all cases. Moreover, in cases where the first and last releases of the
data deviate substantially, μ̄t,1 is more closely associated with the former. This finding
suggests that participants of the SPF predict the first release of the respective outcome
variable. This supports our choice of focusing on this particular data release in the
empirical analysis. However, we have also used last-release data in a robustness check,
which has little impact on the empirical findings.

To compare the mismatch between ex-ante and ex-post uncertainty, we need a quantifi-
cation of the variances of the reported histograms that enables us to retain the information
regarding the rounding choices of forecasters. Based on the means from Eqn. (5.2), we
calculate the individual variance as

σ2
i,t,h = 1

100

K∑
k=1

pi,k,t,h × (mk − μi,t,h)2. (5.4)

This variable serves as a measure of forecaster i’s ex-ante uncertainty. To obtain an in-
dicator of aggregate uncertainty, we follow Lahiri and Sheng (2010) and compute the
cross-sectional average of the h-step-ahead variances from Eqn. (5.4),

σ2
t,h = 1

N

N∑
i=1

σ2
i,t,h. (5.5)

Analogously to Figure 5.3, Figure 5.4 depicts the time series of the h-step-ahead average
forecast variances.

Average ex-ante uncertainty declines with the forecast horizon, i.e., the average fore-
caster becomes increasingly more confident as the target period approaches and more
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Figure 5.3: Realizations and consensus forecasts from the SPF
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Notes: The graphs depict the time series of the annual realizations for inflation (first row), output growth
(second row) and unemployment (third row) in the Eurozone and the U.S. based on first-release (solid
black lines) and last-release (dashed black lines) data vintages. In addition, each plot displays the cross-
sectional average across the means of the individual h-step-ahead histogram forecasts, i.e., μ̄t,h from
Eqn. (5.3). Triangles ‘�’ and bullets ‘•’ indicate the eight- and one-step-ahead consensus forecasts,
respectively. Crosses ‘×’ indicate the predictions for the intermediate forecast horizons. The horizontal
axis depicts the target year. The sample period is 1999Q1–2016Q4, except for the unemployment rate
forecasts from the FED-SPF, which are available since 2010Q1 for our purposes.
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Figure 5.4: Average ex-ante uncertainty
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Notes: The graphs depict the time series of the cross-sectional average across the h-step-ahead variances
from the individual histograms for inflation (first row), output growth (second row) and unemployment
(third row) in the Eurozone and the U.S., i.e., σ2

t,h from Eqn. (5.5). Triangles ‘�’ and bullets ‘•’ indicate
the eight- and one-step-ahead average variances, respectively. Crosses ‘×’ indicate the average variances
for the intermediate forecast horizons. The horizontal axis depicts the target year. The sample period
is 1999Q1–2016Q4, except for the unemployment rate forecasts from the FED-SPF, which are available
since 2010Q1 for our purposes.
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information about the realization is available. Moreover, an increase in average uncer-
tainty is visible in most cases after the outbreak of the financial crisis in 2008. Owing
to an adjustment of the bin definitions in 2014Q1, a break in the time series of ex-ante
uncertainty is visible for the predictions of the inflation rate in case of the FED-SPF.
However, there is almost no effect on our results if the data for the years 2014-2017 is
discarded. Thus, we decided to keep these observations in the sample.

So far, we have described the characteristics of the entire cross-section of SPF par-
ticipants in both the U.S. and the Euro area. However, it may be that panelists differ
systematically with respect to the coarseness of their predictions. In the next step, we
aim to isolate two distinct groups of forecasters based on the way that individual survey
participants decide to round (or not to round) the reported probability numbers.

5.4 Rounding Schemes

In this section, we discuss alternative classification schemes that serve as a means to
distinguish non-rounders from rounders based on their reporting behavior.

Though rounding is one of the most striking characteristics of the histogram forecasts
in the SPF, an unambiguous classification into rounders and non-rounders is not possible.
Since the coarseness of the responses appears to vary across individual forecasters, we
propose several distinct categorization schemes in order to assess the robustness of our
findings. Due to the anonymous nature of participation in the SPF, reputational concerns
should not play an important role in the decision whether or not to round a prediction.
In most empirical research on rounding of survey-based forecasts, the participants are
classified as rounders based on whether the point forecast is a multiple of an integer
number (e.g., Binder, 2017). In contrast, we analyze the histograms reported in the SPF.
Thus, the employed rounding schemes are based on multiple reported numbers for each
individual, instead of just a single one. Moreover, we consider two distinct types of
categorizations that differ in terms of what constitutes a rounded probability.

5.4.1 Decimal-Based Categorization

The first type of categorization is based on the number of decimals of each probability
number, pi,k,t,h, which is denoted as di,k,t,h. For notational convenience, we suppress all
subscripts except for i and k in the following subsections.8 Let Ki ∈ {2, . . . , K} denote the
number of bins to which forecaster i assigns nonzero probability, i.e., cases where pi,k > 0.

8This does not mean that we assume that variation across time or forecast horizons plays no role. We
analyze this in Section 5.5.
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Similarly, K

i ∈ {0, . . . , Ki} indicates the number of bins with nonzero probability that

contain decimals numbers, i.e., cases where both pi,k > 0 and di,k > 0. The share of
probabilities in forecaster i’s histogram that contain nonzero decimals numbers is thus
given by

ρi = K

i

Ki

. (5.6)

Based on ρi, we define distinct classification schemes that are introduced here in terms of
how strictly we delineate the definition of a non-rounder. That is, each of the rules that
are successively introduced below is less likely to classify a forecaster as a non-rounder
than the previous one. The first approach is to treat a forecaster as a non-rounder if any
of the individually reported probability numbers are stated by means of using decimals,
that is,

Dany
i =

⎧⎪⎨⎪⎩1 if ρi > 0 and

0 else.
(5.7)

It is likely that this indicator will classify some forecasters as non-rounders even though
the majority of reported numbers entail a rather strong degree of rounding. Consider
an example where five bins are available, i.e., K = 5, and a survey participant reports
probabilities (pi,1, . . . , pi,5)′ = (0.5%, 30%, 39%, 30%, 0.5%)′, such that Ki = 5 and K


i = 2.
Despite the fact that only the probabilities in the tails include decimals, such a forecaster
is considered as a non-rounder based on Dany

i since ρi = 0.4. A more restrictive rule to
single out non-rounders is obtained if a survey participant is regarded as a non-rounder
if most of the probabilities are reported with nonzero decimal numbers, i.e.,

Dmost
i =

⎧⎪⎨⎪⎩1 if ρi > 0.5 and

0 else.
(5.8)

This approach categorizes forecasters as non-rounders if more than 50% of the probabili-
ties reported in a given histogram contain decimal numbers. Note that if Ki is even and
half of the probabilities contain decimals while the other half do not, i.e., if K


i = Ki/2,
the scheme in Eqn. (5.8) classifies a survey participant as a rounder. Based on this cate-
gorization, the forecaster from the example above is considered to be a rounder because
only 40% of the probabilities contain decimal numbers. The most restrictive approach is
to classify a forecaster as a non-rounder if all probabilities are stated by means of nonzero
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decimal numbers, that is,

Dall
i =

⎧⎪⎨⎪⎩1 if ρi = 1 and

0 else.
(5.9)

In this case, forecasters are only considered to be non-rounders if each probability number
is stated with nonzero decimal numbers, i.e., cases where K


i = Ki. Based on the scheme
in Eqn. (5.9), the forecaster from the example above is considered as a rounder because
three out of five probabilities do not contain decimal numbers.

To summarize, the categorizations described in Eqns. (5.7)-(5.9) classify survey partic-
ipants as rounders if any, most, or all of the probabilities are stated with nonzero decimal
numbers. It thus follows that ∑N

i=1 Dany
i ≥ ∑N

i=1 Dmost
i ≥ ∑N

i=1 Dall
i .

5.4.2 Integer-Based Categorization

Binder (2017) classifies consumers as rounders based on whether their point forecast is a
multiple of five. Similarly, Manski (2004) notes that probabilistic forecasts are frequently
multiples of an integer number. For example, D’Amico and Orphanides (2006), Engelberg
et al. (2009) or Clements (2011) observe that the probabilities reported in the FED-SPF
tend to be multiples of five or ten. Boero et al. (2015) documents similar evidence for the
predictions from the Survey of External Forecasters. A similar integer-based approach is
considered here, which contrasts with the previous categorization that classifies survey
participants based on whether the reported probabilities contain decimal numbers. In
order to analyze whether the decimal- and integer-based approaches yield comparable
results in isolating rounders and non-rounders, we analyze whether the probability in the
k-th bin of forecaster i’s histogram is a multiple of integer τ ∈ N by defining

D̃mτ
i,k =

⎧⎪⎨⎪⎩1 if τ ·
⌊

pi,k

τ

⌋
= pi,k and

0 else,
(5.10)

where �pi,k/τ	 is the integer part of pi,k/τ . Based on the bin-specific indicator variables
from Eqn. (5.10), forecasters are classified as rounders according to the following rule:

D̃mτ
i =

⎧⎪⎨⎪⎩1 if mode(D̃mτ
i,1 , . . . , D̃mτ

i,K) = 1 and

0 else.
(5.11)

Thus, a survey participant is treated as a rounder if the majority of the probabilities
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are multiples of τ . If the modal value in Eqn. (5.11) is not uniquely defined, we set
D̃mτ

i to zero. Thus, if half of the probabilities are multiples of τ , but the other half are
not, the corresponding forecaster is considered a non-rounder. Note that D̃mτ

i is used
to isolate rounders, whereas the decimal-based categorizations in Eqns. (5.7)-(5.9) isolate
non-rounders. In order to faciliate the comparison between both approaches, we use

Dmτ
i = 1 − D̃mτ

i (5.12)

in most cases instead of D̃mτ
i . Thus, forecasters are considered to be non-rounders if most

of the probabilities are not multiples of τ . In reference to the evidence documented in
Boero et al. (2015) that many of the probabilities submitted to the SPF are multiples
of five or ten, the forecaster considered in the example from the previous subsection is
classified as a non-rounder based on both Dm5

i and Dm10
i since only two out of the five

probabilities are multiples of either five or ten.

5.5 Empirical Analysis

In this section, we report descriptive statistics for the groups of rounders and non-rounders
and examine if this distinction helps to understand the finding of a mismatch between
the ex-ante and ex-post variances of individual forecasters that has been repeatedly doc-
umented in the empirical literature. In order to test if the variance misalignment and
rounding choices are systematically related, inferential results regarding the differences in
the histogram characteristics of rounders and non-rounders are reported.

5.5.1 Descriptive Analysis of Rounders and Non-Rounders

Based on the methodology discussed in Section 5.4, we analyze the size and characteristics
of the groups of rounders and non-rounders in the SPF data. The results from the empirical
analysis are robust to the choice of the considered categorization. For the sake of brevity,
we choose to focus on one of the decimal-based categorizations and consider the integer-
based approach for one particular value of τ in the following sections.

Figure 5.2 shows that relatively few participants in the FED-SPF state their proba-
bilities in terms of decimal numbers. In contrast, the share of probabilities that contain
decimal numbers is considerably larger in the ECB-SPF. Moreover, the participants in the
FED-SPF use a relatively narrow range of at most four decimals, whereas the panelists
in the ECB-SPF use up to ten. This may be due to systematic differences in either the
cross-section or the structure of both surveys such as the differences in the bin width.
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Based on the small number of probabilities with di,k,t,h > 0 in the case of the FED-SPF,
we choose to focus on Dany

i,t,h as the preferred decimal-based classification scheme. This
is recommendable since the explanatory power of the distinction between rounders and
non-rounders may be reduced due to the smaller number of forecasters that are classified
as non-rounders based on Dmost

i,t,h and Dall
i,t,h.

The choice of τ for the integer-based categorization is guided by the evidence from
Figure 5.5, which depicts the share of rounded histograms in the SPF data based on
Eqn. (5.11) for a pooled sample of observations across all forecast horizons in the cases
of the inflation (first row), output growth (second row) and unemployment rates (third
row). This share is calculated as 100 times the number of rounded histograms that are
classified by means of D̃mτ

i,t,h for τ ∈ {1, . . . , 10} divided by the total number of reported
predictions, i.e.,

S̃mτ = 100 ×
∑

i

∑
t

∑
h D̃mτ

i,t,h∑
i

∑
t

∑
h DP

i,t,h

. (5.13)

The results are remarkably similar across all outcome variables and both versions of
the SPF. The majority of survey participants are classified as rounders if we set τ to unity,
i.e., many of the histograms are made up of probabilities that almost exclusively do not
contain decimal numbers. This is not surprising given that Figure 5.2 shows that only a
small fraction of the SPF participants reports probabilities with decimal numbers. There
are two notable spikes in the cases where τ is set to either five or ten. This squares with
the evidence documented in Engelberg et al. (2009) and Boero et al. (2015), who show
that many of the probabilities reported in surveys of macroeconomic expectations are
multiples of five or ten. In particular, 75–79% of all histograms in the SPF data consist
of probabilities that are for the most part multiples of five. Similar numbers are reported
in Clements (2011). Thus, we isolate non-rounders by setting τ to five and use Dm5

i,t,h in
the following analysis due to the fact that the share of rounded histograms is particularly
large in this case.

One explanation for the decision to round a forecast may be the amount of information
that is available to all forecasters at the time a prediction is made rather than systematic
differences between certain groups of panelists. In a fixed-event setting, the information
set of a survey participant increases as h declines. In order to analyze the size of the
groups of rounders and non-rounders, Table 5.2 summarizes the shares of non-rounded
observations in the SPF data for each forecast horizon, that is,

SR
h = 100 ×

∑
i

∑
t DR

i,t,h∑
i

∑
t DP

i,t,h

, (5.14)
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Figure 5.5: Share of rounded histograms (integer-based categorization)
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Notes: The graphs depict the share of rounded histogram forecasts classified via the integer-based cate-
gorization from Eqn. (5.12), i.e., S̃mτ = 100 × (

∑
i

∑
t

∑
h D̃mτ

i,t,h)/(
∑

i

∑
t

∑
h DP

i,t,h) for τ ∈ {1, . . . , 10},
based on a pooled sample of observations across all forecast horizons for inflation (first row), output
growth (second row) and unemployment (third row). The sample period is 1999Q1–2016Q4, except for
the unemployment rate forecasts from the FED-SPF, which are available since 2010Q1 for our purposes.
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where DR
i,t,h ∈ {Dany

i,t,h, Dm5
i,t,h} denotes the preferred decimal- and integer-based rounding

schemes described in Eqns. (5.7) and (5.12).

Table 5.2: Share of non-rounded observations

Forecast horizon h

SPF Variable Scheme 8 7 6 5 4 3 2 1

Inflation Dany 13.65 13.15 13.76 12.30 12.42 12.22 12.70 12.29
Dm5 22.93 22.43 22.48 21.76 22.53 22.78 22.67 22.48

ECB GDP growth Dany 12.97 13.42 13.94 13.04 12.40 12.21 12.07 11.53
Dm5 23.17 23.65 22.62 22.31 23.94 23.76 21.92 19.66

Unemployment Dany 12.15 12.43 12.45 11.74 12.31 12.20 13.29 12.16
Dm5 22.22 21.52 21.82 23.48 21.75 21.49 22.37 20.05

Inflation Dany 4.07 3.92 4.38 4.03 4.07 4.73 5.07 4.76
Dm5 21.36 22.71 21.21 19.65 17.92 20.39 21.33 21.14

FED GDP growth Dany 5.69 6.43 5.85 6.97 6.27 6.67 6.46 5.20
Dm5 24.23 24.45 23.25 23.22 22.88 23.41 23.01 27.38

Unemployment Dany 10.09 8.22 8.56 8.30 9.05 7.83 9.09 6.42
Dm5 22.37 22.37 26.13 24.02 26.70 23.96 28.23 28.88

Notes: For each forecast horizon, this table displays the share of non-rounded observations in the sample,
i.e., SR

h = 100×(
∑

i

∑
t DR

i,t,h)/(
∑

i

∑
t DP

i,t,h) for the preferred decimal- and integer-based classification schemes
DR

i,t,h ∈ {Dany
i,t,h, Dm5

i,t,h} from Eqns. (5.7) and (5.12). The sample period is 1999Q1–2016Q4, except for the un-
employment rate forecasts from the FED-SPF, which are available since 2010Q1 for our purposes.

Table 5.2 shows that the share of non-rounded observations indicated by Dany
i,t,h is

relatively small in both surveys. Between 12–14% (ECB-SPF) and 4–10% (FED-SPF) of
all histograms consist of probabilities that are stated with decimal numbers and are thus
classified as being non-rounded. As will be discussed below, the larger value of Sany

h in the
case of the ECB–SPF may be related to the reporting practices in both surveys. The share
of non-rounded observations based on Dm5

i,t,h is considerably larger and relatively similar
in both versions of the SPF. In particular, the shares of non-rounded histograms in this
case are 20–24% (ECB-SPF) and 18–29% (FED-SPF).9 In both versions of the SPF, the
share of non-rounders is relatively equal across outcome variables and forecast horizons.
This suggests that the decision to round is not merely a result of more information being
available as the target period approaches. The correlations between the outcomes of the
distinct classification schemes are positive and statistically significant but vary across

9Naturally, if the probabilities are stated with decimal numbers, they cannot be multiples of an integer
number. Conversely, if the probabilities are not multiples of a particular integer, they do not necessarily
contain decimal numbers. Thus, the share of non-rounders isolated via Dany

i,t,h is a subset of the share
classified by Dm5

i,t,h.
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both versions of the SPF, outcome variables and forecast horizons. A detailed account is
omitted here for brevity.

Although the group of non-rounders is considerably smaller than the group of rounders
in both surveys, the evidence documented in Table 5.2 shows that the share of non-
rounders is relatively similar across outcome variables and forecast horizons. As a means
to analyze the fluctuations in the status of active forecasters, Figure 5.6 depicts the time
variation in the share of non-rounders for each variable across the predictions for both the
current and the next year (defined analoguously to Eqn. (5.14)). As before, non-rounders
are classified by means of either Dany

i,t,h (first row) or Dm5
i,t,h (second row).10

For each variable, the share of non-rounders in the ECB-SPF has considerably in-
creased from approximately 5–15% of the cross-section during the initial years to 30–45%
in recent survey periods. Over the same time period, the share of non-rounders in the
FED-SPF has also increased, although it rarely exceeds 15% in the case of the categoriza-
tion via Dany

i,t,h. In contrast, the share based on Dm5
i,t,h is relatively similar in both versions

of the SPF. This is in line with the previously documented evidence from Figures 5.2 and
5.5, which shows that participants of the FED-SPF rarely state probabilities in terms of
decimal numbers, but more frequently not as multiples of five. Overall, Figure 5.6 doc-
uments an increase in the share of non-rounded histograms in both versions of the SPF
during more recent years.

To investigate in which aspects the reported histograms of the non-rounders differ from
those of the rounders, we examine the relation between rounding and two features of the
histograms: First, we count the number of bins to which a forecaster assigns a nonzero
probability, i.e., Ki,t,h. Second, we analyze the variance of the individual histograms,
i.e., σ2

i,t,h from Eqn. (5.4). It has been hypothesized by Boero et al. (2015) that rounding
may indicate inferior information or minor predictive ability. This should be reflected
in the forecast performance of such individuals. Similarly, if the histograms of the non-
rounders are more dispersed than those of the rounders, the variance misalignment should
at least be partially explained by the rounding choices of the survey participants. As an
example, consider the two histograms depicted in Figure 5.7.

The histogram depicted in the left plot corresponds to Example B from Figure 5.1.
This forecast is unanimously classified as non-rounded based on Dany

i,t,h and Dm5
i,t,h. Moreover,

nonzero probabilities are assigned to each bin, such that Ki,t,h = 12. Based on Eqn. (5.4),
the variance of this histogram is given by σ2

i,t,h = 0.72. The right plot depicts what
results if the probabilities in the reported histogram are artificially rounded to the nearest

10The participation and status of the individual survey participants is depicted in Figures 5.16 and
5.17 in the Appendix.
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Figure 5.6: Time-variation in the share of non-rounders
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Notes: The graphs depict the share of non-rounded histogram forecasts for inflation (solid), output growth
(dashed) and unemployment (dotted) based on Dany

i,t,h (first row) and Dm5
i,t,h (second row) for a pooled

sample of observations across the predictions for the current (h ≤ 4) and the next year (h ≥ 5). The
horizontal axis depicts the quarter during which predictions are reported. The sample period is 1999Q1–
2016Q4, except for the unemployment rate forecasts from the FED-SPF, which are available since 2010Q1
for our purposes.

multiple of five. As a result, all of the probabilities in the right tail are rounded to zero,
such that Ki,t,h reduces to seven. In addition, the variance of the histogram reduces to
σ2

i,t,h = 0.67. This is a reduction by 7%. Thus, rounding has a considerable impact on
the histogram width as measured by both Ki,t,h and σ2

i,t,h in this particular case. To see if
these effects also hold for the data set as a whole, a general analysis is provided below.11

11To disentangle the effect of rounding on the ex-ante variance from any other influence like the (unob-
served) individual characteristics of the anonymous survey participants, we have conducted the artificial
rounding exercise from Figure 5.7 for all non-rounders in the SPF data: For each histogram with Dm5

i,t,h = 1
we rounded the reported probabilities to multiples of five. After excluding observations where the artifi-
cially rounded probabilities do not sum to 100% we have found that the average variance from Eqn. (5.17)
reduced by 7–10% (ECB-SPF) and 10–12% (FED-SPF) depending on the outcome variable. The average
variance based on the artificially rounded histograms remained higher than the one of the rounders from
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Figure 5.7: Artificial rounding exercise
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Notes: The left plot depicts the one-quarter-ahead histogram forecast for the inflation rate reported by
forecaster 102 in the 2016Q4 survey round of the ECB-SPF (see Figure 5.1). The right subfigure displays
the result of artificially rounding the originally reported probabilities to multiples of five.

For both rounders and non-rounders, we calculate the average number of bins used by
the individuals in each group,

K̄ =
∑

i

∑
t

∑
h Ki,t,h × DR

i,t,h∑
i

∑
t

∑
h DR

i,t,h

(5.15)

and

K̃ =
∑

i

∑
t

∑
h Ki,t,h × D̃R

i,t,h∑
i

∑
t

∑
h D̃R

i,t,h

, (5.16)

where D̃R
i,t,h = 1 − DR

i,t,h. We also consider the average variances of both groups, i.e.,

σ2 =
∑

i

∑
t

∑
h σ2

i,t,h × DR
i,t,h∑

i

∑
t

∑
h DR

i,t,h

(5.17)

and

σ̃2 =
∑

i

∑
t

∑
h σ2

i,t,h × D̃R
i,t,h∑

i

∑
t

∑
h D̃R

i,t,h

. (5.18)

Note that it is unclear from an ex-ante point of view whether rounders or non-rounders
report histograms with a higher dispersion. The results based on the decimal- and integer-

Eqn. (5.18), which suggests that other factors besides rounding explain part of the differences in the
reported level of uncertainty. For brevity, these results are not reported in detail here.
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based categorizations are depicted in Figures 5.8 and 5.9 for the average number of bins
and variances, respectively.

Figure 5.8: Average number of bins used by rounders and non-rounders
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Notes: The graphs depict the average number of bins used by rounders and non-rounders based on the
predictions for inflation, output growth and unemployment for a pooled sample of observations across
forecasters, time periods and forecast horizons. Non-rounders are classified by means of Dany

i,t,h (first row)
or Dm5

i,t,h (second row). The sample period is 1999Q1–2016Q4, except for the unemployment rate forecasts
from the FED-SPF, which are available since 2010Q1 for our purposes.

As shown in Figure 5.8, the rounders in both the ECB- and FED-SPF assign nonzero
probabilities to four bins on average, whereas the non-rounders use twice as many in
most cases. This finding is remarkably robust across outcome variables and the employed
categorization. The implication of this result is that rounding is related to the width of
the reported histograms. Forecasters may round small probabilities in the tails of the
histogram to zero as illustrated in Figure 5.7. Similarly, the variances of the non-rounders
are, on average, approximately twice as large as those of the rounders. However, there is
substantial heterogeneity in the level of ex-ante uncertainty across surveys and outcome
variables. This squares with the evidence from Figure 5.4. Our results suggest that the
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Figure 5.9: Average ex-ante variances reported by rounders and non-rounders
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Notes: The graphs depict the average across the ex-ante variances reported by rounders and non-rounders
based on the predictions for inflation, output growth and unemployment for a pooled sample of observa-
tions across forecasters, time periods and forecast horizons. Non-rounders are classified by means of Dany

i,t,h

(first row) or Dm5
i,t,h (second row). The sample period is 1999Q1–2016Q4, except for the unemployment

rate forecasts from the FED-SPF, which are available since 2010Q1 for our purposes.

degree of the variance misalignment may be related to the rounding behavior of individual
forecasters. Since K, the number of available bins, is considerably larger in the ECB-SPF
across all variables, the similarities in the results across both versions of the SPF suggest
that these findings are not just an inherent consequence of the different survey designs.
We examine these issues in detail in Section 5.5.3.

5.5.2 Analysis of Variance Misalignment

The evidence reported in the previous subsection suggests a relationship between the
dispersion of the reported histograms and the rounding choices of individual forecasters.
Based on this observation, we compare the ex-ante and ex-post variances of the SPF
participants while accounting for the fact that there may be differences in the degree of
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the variance misalignment between rounders and non-rounders. Moreover, it could be
the case that the rounding choices of individual forecasters are related to the information
available to them. Ruud et al. (2014) show that rounding is more likely to occur in
situations in which individuals have noisy information about the outcome. In the case of
survey-based fixed-event forecasts, the survey participants should become better informed
as the forecast horizon shrinks during successive survey rounds. If this is the case, the
differences in the variance misalignment may be related to the forecast horizon. This
hypothesis is examined next. We measure the ex-ante uncertainty of forecaster i at
forecast horizon h by means of the individual-specific average variance, which is defined
as

σ2
i,h = 1

Ti,h

Ti,h∑
t=1

σ2
i,t,h, (5.19)

where Ti,h = ∑T
t=1 DP

i,t,h indicates the number of times forecaster i has reported h-step-
ahead predictions and σ2

i,t,h denotes the variance from Eqn. (5.4). In order to analyze the
degree of the variance misalignment in the SPF, the ex-ante uncertainty from Eqn. (5.19)
is compared to the mean squared error (MSE), as given by

MSEi,h = 1
Ti,h

Ti,h∑
t=1

e2
i,t,h. (5.20)

The MSE in Eqn. (5.20) is based on the individual forecast errors,

ei,t,h = xt − μi,t,h, (5.21)

with xt denoting the realization of the outcome variable and μi,t,h indicating the mean
of forecaster i’s histogram as defined in Eqn. (5.2). To compare the ex-post and ex-ante
variances across all survey participants, we compute the average misalignment ratio,

mh = 1
Nh

Nh∑
i=1

MSEi,h

σ2
i,h

, (5.22)

for each forecast horizon, where Nh denotes the number of survey participants who re-
port h-step-ahead histogram forecasts for outcome variable xt. If forecasters provide an
accurate ex-ante quantification of the average size of their forecast errors, the value of
the statistic in Eqn. (5.22) equals unity.12 Values above unity are typically interpreted as

12Note that the statistic in Eqn. (5.22) differs from the one employed in Clements (2014) where the
root MSE and the standard deviations are used to compute a similar ratio. Due to the nonlinearity of this
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evidence of ‘overconfidence’, i.e., cases where the ex-ante uncertainty is, on average, too
small compared to the ex-post uncertainty. We compute the average misalignment ratio
across all forecasters as well as separate ratios for the rounders and non-rounders based on
both Dany

i,t,h and Dm5
i,t,h. The results are summarized in Figures 5.10 and 5.11, respectively.

The evidence for the entire cross-section show that the variance misalignment can be
diagnosed in both versions of the SPF. The values of the mh-ratio in both surveys tend to
be substantially larger than unity at forecast horizons of one year or more, i.e., the ex-post
and ex-ante variances are better aligned as the target period approaches. In particular,
there is a notable drop in mh as the forecast horizon diminishes from five to four quarters
ahead. As discussed in Lahiri and Sheng (2008), this may be related to the availability
of first releases of data for xt for the respective year or alternative sources of information
about the outcome. At the shortest forecast horizons, the ex-ante variances are frequently
larger than the ex-post variances. In these cases, forecasters overstate their ex-ante uncer-
tainty compared to the forecast errors and should, on average, reduce the variance of their
histogram close to the target. These findings square with similar evidence documented in
Giordani and Söderlind (2003, 2006) and Clements (2014, 2016) for the FED-SPF as well
as Kenny et al. (2014) and Krüger (2017) for the ECB-SPF. In particular, we confirm the
result of Clements (2014) that forecasters in the SPF report higher ex-ante than ex-post
variances at short forecast horizons. The observed pattern is remarkably consistent across
variables. The inflation rate forecasts in the FED-SPF are an exception since they are
relatively well aligned even at long forecast horizons. Moreover, in most cases the degree
of the variance misalignment is larger in the ECB-SPF than in the FED-SPF.

Empirical studies on the variance misalignment in surveys of macroeconomic expec-
tations evaluate the entire cross-section of forecasters. By isolating rounders and non-
rounders in the SPF by means of the Dany

i,t,h or Dm5
i,t,h categorizations, we find that the

average ratio of the non-rounders is much closer to unity at forecast horizons of one year
or more, which are particularly those horizons for which the studies listed above tend to
find the most substantial evidence of ‘overconfidence’. In contrast, the average ratios of
the rounders and non-rounders are relatively similar as the target period approaches. In
sum, the results indicate that the ex-ante and ex-post variances of the non-rounders are
better aligned than those of the rounders at forecast horizons of one year or more. Thus, it
appears the variance misalignment is at least partially explained by the rounding choices
of the SPF participants. Rounding may affect both the numerator and the denominator
of the statistic in Eqn. (5.22). On the one hand, the histogram mean can be affected. On

transformation, the two statistics cannot be directly compared. Lahiri et al. (2015) discuss the distinct
interpretations that arise due to the ordering by means of which aggregation and the root-transformation
are applied. To avoid this type of ambiguity, we opt for employing the variance and the MSE instead.
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Figure 5.10: Variance misalignment in the SPF data (decimal-based categorization)
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Notes: Each plot depicts the misalignment ratio mh from Eqn. (5.22) for inflation (first row), output
growth (second row) and unemployment (third row) in the ECB- (first column) and FED-SPF (second
column). In addition to the average ratio for the entire cross section (solid line), each plot depicts separate
ratios for rounders (dashed line) and non-rounders (dotted line). Non-rounders are classified by means
of Dany

i,t,h. The sample period is 1999Q1–2016Q4, except for the unemployment rate forecasts from the
FED-SPF, which are available since 2010Q1 for our purposes.
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Figure 5.11: Variance misalignment in the SPF data (integer-based categorization)
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Notes: Each plot depicts the misalignment ratio mh from Eqn. (5.22) for inflation (first row), output
growth (second row) and unemployment (third row) in the ECB- (first column) and FED-SPF (second
column). In addition to the average ratio for the entire cross section (solid line), each plot depicts separate
ratios for rounders (dashed line) and non-rounders (dotted line). Non-rounders are classified by means
of Dm5

i,t,h. The sample period is 1999Q1–2016Q4, except for the unemployment rate forecasts from the
FED-SPF, which are available since 2010Q1 for our purposes.
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the other hand, rounding may be related to the ex-ante uncertainty as measured by the
variance of the histogram. This is analyzed in the next subsection.

5.5.3 Differences in Histogram Characteristics

The improved alignment of the ex-ante and ex-post variances of the non-rounders docu-
mented in the previous subsection may be both due to a higher dispersion of the reported
histograms or be the consequence of smaller forecast errors. The evidence from Figures 5.8
and 5.9 shows that the subjective uncertainties reported by the non-rounders are consider-
ably larger, which means that the denominator of the ratio in Eqn. (5.22) is larger for this
particular group. To shed light on the potential reasons for the misalignment of variances,
we analyze the forecast performance and histogram characteristics of rounders and non-
rounders below. For evaluating the impact of (non-)rounding, we estimate horizon-specific
regressions of the form

yi,t,h = αh + βhDR
i,t,h + γ2,hD2t,h + . . . + γT,hDTt,h + εi,t,h, (5.23)

where yi,t,h ∈ {Ki,t,h, σ2
i,t,h, |ei,t,h|, e2

i,t,h} denotes distinct histogram characteristics, varia-
tion measures and loss functions, respectively, DR

i,t,h ∈ {Dany
i,t,h, Dm5

i,t,h} indicates the em-
ployed categorization for (non-)rounding and εi,t,h is the error term. The first group of
histogram characteristics consists of variables that capture the histogram width, i.e., the
number of bins used by forecasters, Ki,t,h, and the individual variance defined in Eqn. (5.4).
These variables are observable ex-ante and affect the denominator of Eqn. (5.22). The
second group captures the individual ex-post forecast performance based on the realiza-
tions and the histogram means. In particular, we consider the absolute individual forecast
errors, |ei,t,h| = |xt − μi,t,h|, and the squared forecast errors, e2

i,t,h = (xt − μi,t,h)2. Both
are related to the numerator of the ratio in Eqn. (5.22). We include time-fixed effects
D2t,h, . . . , DTt,h in order to capture unobserved sources of heterogeneity that vary across
time, but affect the survey participants in the same way. In particular, this includes
changes in the design of the survey questionnaire.

In Eqn. (5.23), each candidate variable for yi,t,h is regressed on DR
i,t,h, i.e., the in-

dicator for non-rounding. The slope coefficients β8, . . . , β1 capture the differences in
the histogram characteristics of non-rounders and rounders for distinct forecast horizons
h ∈ {8, 7, . . . , 1}. The parameter vector (αh, βh, γ2,h, . . . , γT,h)′ is estimated via ordinary
least squares (OLS). The sample size used in the estimation for each h is reported in Ta-
ble 5.1. Since the data used in each regression are observed at the annual frequency, the
error terms in Eqn. (5.23) are correlated across time periods due to the overlapping fore-
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cast horizons in cases where h > 4. In order to account for the autocorrelation patterns
in the data, we apply the variance-covariance estimator by Newey and West (1987).

Figures 5.12–5.15 display the estimates of βh over h for each outcome variable. The
significant and insignificant estimates are highlighted differently. In particular, a diamond
‘�’ indicates that the estimate is significantly different from zero at the 5% critical level
against a two-sided alternative. Generally, the results are robust to the choice of the clas-
sification scheme.13 Note that the estimates for the FED-SPF are more strongly affected
by individual observations due to the smaller share of non-rounders in this survey (see
Table 5.2).

Differences in Individual Histogram Ranges and Variances

The evidence from Figures 5.8 and 5.9 shows that the non-rounders use more of the
available bins and report higher variances than the rounders for a pooled sample of obser-
vations based on all forecast horizons. Yet it is not clear whether these differences vary
with h. This may be the case if rounders and non-rounders update their information sets
at different frequencies, e.g., due to heterogeneity in the level of information stickiness or
differences in the horizons forecasters are concerned with as part of their principal occu-
pation. In order to analyze the importance of the forecast horizon, Figures 5.12 and 5.13
depict the estimates of βh that result when either the employed number of bins, Ki,t,h,
or the individual ex-ante variance, σ2

i,t,h, are used as the dependent variable in the model
from Eqn. (5.23). Forecasters are classified as non-rounders based on either Dany

i,t,h (first
row) or Dm5

i,t,h (second row).
The results for Ki,t,h confirm the evidence from Figure 5.8. For each forecast horizon,

the non-rounders in both surveys use significantly more bins than the rounders. The
finding that non-rounders fill in a larger number of bins is also found for all particular
forecast horizons. On average, the difference is approximately equal to four bins. However,
in most cases the differences become less pronounced as the forecast horizon diminishes.
Thus, the larger variances of the non-rounders are revised downwards more strongly as the
target is approached during the forecasting process. This pattern is particularly apparent
for the estimates based on the inflation and unemployment rate forecasts in the ECB-SPF.
The values of the adjusted R2-statistics (not shown) are lower in the FED-SPF than in
the ECB-SPF. In the former case, the models explain 8–43% of the variation in Ki,t,h,
whereas 19–57% are explained in the latter case. It could be that differences in the survey
methodology are the reason for the improved goodness of fit. The reporting practices
permitted in the case of the ECB-SPF may allow the employed rounding classification

13The results for the other categorizations are reported in Figures 5.18-5.21 in the Appendix.



5.5 Empirical Analysis 165

Figure 5.12: Deviations in the number of bins used by non-rounders and rounders
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Notes: For each forecast horizon, the graphs depict the difference in the number of bins used by non-
rounders and rounders. In particular, each marker denotes an estimate of the slope coefficient, βh, based
on the h-step-ahead predictions for inflation (solid), output growth (dashed) and unemployment (dotted)
when Ki,t,h is considered as the dependent variable in Eqn. (5.23). A diamond ‘�’ indicates that the
number of bins used is distinct among non-rounders and rounders. The significance level is 5%. A
cross ‘×’ indicates an insignificant estimate. The explanatory variable DR

i,t,h ∈ {Dany
i,t,h, Dm5

i,t,h} denotes
either the preferred decimal- (first row) or integer-based (second row) categorization from Section 5.4.
Each regression includes time-fixed effects. Coefficients are estimated via OLS. We apply the variance-
covariance estimator of Newey and West (1987). The sample period is 1999Q1–2016Q4, except for the
unemployment rate forecasts from the FED-SPF, which are available since 2010Q1 for our purposes.

to isolate uninformed from informed survey participants. In contrast, the categorizations
might be less precise in the case of the FED-SPF due to the fact that the panelists are
required to fill in the questionnaire manually.

Overall, the results from Figure 5.12 suggest that the non-rounders use significantly
more bins than the rounders and that this difference frequently becomes smaller as the
horizon is dimninishing. Moreover, the evidence suggests that our results are not strongly
affected by the choice of the employed classification scheme.
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Figure 5.13: Deviations in the variances reported by non-rounders and rounders
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Notes: For each forecast horizon, the graphs depict the difference in the ex-ante variances reported by non-
rounders and rounders. In particular, each marker denotes an estimate of the slope coefficient, βh, based
on the h-step-ahead predictions for inflation (solid), output growth (dashed) and unemployment (dotted)
when σ2

i,t,h is considered as the dependent variable in Eqn. (5.23). A diamond ‘�’ indicates that the
reported variance forecasts are distinct among non-rounders and rounders. The significance level is 5%.
A cross ‘×’ indicates an insignificant estimate. The explanatory variable DR

i,t,h ∈ {Dany
i,t,h, Dm5

i,t,h} denotes
either the preferred decimal- (first row) or integer-based (second row) categorization from Section 5.4.
Each regression includes time-fixed effects. Coefficients are estimated via OLS. We apply the variance-
covariance estimator of Newey and West (1987). The sample period is 1999Q1–2016Q4, except for the
unemployment rate forecasts from the FED-SPF, which are available since 2010Q1 for our purposes.

The evidence that is obtained when σ2
i,t,h is used as the dependent variable is in line

with Figure 5.9 in the sense that non-rounders report significantly wider histograms. For
the decimal-based categorization, the decreasing pattern of the estimated slope coefficients
from Figure 5.8 is visible here as well. The goodness of fit is typically smaller than in
the case of Ki,t,h (1–22% and 7–42% for the FED- and ECB-SPF, respectively). In both
surveys, the differences in the variances tend to decline in both magnitude and significance
as the target approaches. The estimates for the FED-SPF are driven by a smaller number
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of individual observations than in the case of the ECB-SPF.
In sum, the results for Ki,t,h and σ2

i,t,h confirm that non-rounders in the SPF use more
bins and report larger variance forecasts than the rounders. In most cases, this implies
that the denominator of the mh-statistic from Eqn. (5.22) is larger for the non-rounders.
The differences become smaller as the target approaches, which provides a potential expla-
nation for the similar alignment of the ex-post and ex-ante variances reported by rounders
and non-rounders at the short forecast horizons (see Figures 5.10 and 5.11). The results
are robust to the choice of the categorization if the share of non-rounders in the cross-
section is sufficiently large. This can be observed for both surveys, but it is particularly
visible in the ECB-SPF, which contains a larger number of individuals that we classify as
non-rounders than the FED-SPF.

Differences in Forecast Errors

The results from Figures 5.12 and 5.13 reveal that the histograms reported by the non-
rounders are more dispersed than those of the rounders. This is particularly the case
for forecast horizons of one year or more. These horizons correspond to those for which
the difference in the variance misalignment between both groups is particularly large (see
Figures 5.10 and 5.11). Apart from the denominator of Eqn. (5.22), the numerator can
also be the reason for the variance misalignment. The size of the numerator depends on
the individual forecast errors. To analyze the impact of (non-)rounding on the predictive
accuracy of the histogram means, Figures 5.14 and 5.15 depict the estimated slope coef-
ficients when either absolute or squared forecast errors, |ei,t,h| and e2

i,t,h, are considered as
the dependent variable in Eqn. (5.23).

We find no significant differences in the ex-post forecast performance of rounders and
non-rounders in terms of either absolute or squared forecast errors. In the case of the
ECB-SPF, the estimates of βh are very close to zero for both types of prediction errors
and both categorizations. The results for the FED-SPF are more erratic. Nonetheless,
the null hypothesis that βh equals zero is not rejected in almost all cases. Overall, the
results suggest that the histogram mean is robust to the rounding choices of the survey
participants. This is in line with the evidence of Engelberg et al. (2009), who show that
rounding has little impact on the mean of a forecaster’s subjective distribution. Similarly,
Binder (2017) decomposes disagreement, defined as the cross-sectional dispersion of the
point forecasts, into the contributions of the rounding and non-rounding group and shows
that almost all of the cross-sectional variability can be ascribed to variation within the
respective groups, i.e., rounders and non-rounders, meaning that the group-specific means
do not differ substantially.
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Figure 5.14: Deviations in the absolute forecast errors of non-rounders and rounders
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Notes: For each forecast horizon, the graphs depict the difference in the ex-post absolute forecast errors
of non-rounders and rounders. In particular, each marker denotes an estimate of the slope coefficient, βh,
based on the h-step-ahead predictions for inflation (solid), output growth (dashed) and unemployment
(dotted) when |ei,t,h| is considered as the dependent variable in Eqn. (5.23). A diamond ‘�’ indicates that
the absolute prediction errors are distinct among non-rounders and rounders. The significance level is 5%.
A cross ‘×’ indicates an insignificant estimate. The explanatory variable DR

i,t,h ∈ {Dany
i,t,h, Dm5

i,t,h} denotes
either the preferred decimal- (first row) or integer-based (second row) categorization from Section 5.4.
Each regression includes time-fixed effects. Coefficients are estimated via OLS. We apply the variance-
covariance estimator of Newey and West (1987). The sample period is 1999Q1–2016Q4, except for the
unemployment rate forecasts from the FED-SPF, which are available since 2010Q1 for our purposes.

To summarize, our results suggest that the ex-ante and ex-post variances of SPF par-
ticipants deviate substantially at forecast horizons of one year or more. This misalignment
can be at least partially explained by the rounding choices of the panelists. In partic-
ular, we show that the variances of the non-rounders are better aligned due to the fact
that this group of forecasters reports larger ex-ante variances but does not substantially
differ from the rounders in terms of ex-post prediction errors. Thus, rounding choices
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Figure 5.15: Deviations in the squared forecast errors of non-rounders and rounders
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Notes: For each forecast horizon, the graphs depict the difference in the ex-post squared forecast errors
of non-rounders and rounders. In particular, each marker denotes an estimate of the slope coefficient, βh,
based on the h-step-ahead predictions for inflation (solid), output growth (dashed) and unemployment
(dotted) when e2

i,t,h is considered as the dependent variable in Eqn. (5.23). A diamond ‘�’ indicates that
the squared prediction errors are distinct among non-rounders and rounders. The significance level is 5%.
A cross ‘×’ indicates an insignificant estimate. The explanatory variable DR

i,t,h ∈ {Dany
i,t,h, Dm5

i,t,h} denotes
either the preferred decimal- (first row) or integer-based (second row) categorization from Section 5.4.
Each regression includes time-fixed effects. Coefficients are estimated via OLS. We apply the variance-
covariance estimator of Newey and West (1987). The sample period is 1999Q1–2016Q4, except for the
unemployment rate forecasts from the FED-SPF, which are available since 2010Q1 for our purposes.

affect the denominator of the misalignment ratio in Eqn. (5.22), but not the numerator.14

The implication of this finding is that a better calibrated quantification of ex-ante uncer-
tainty can be obtained by discarding strongly rounded histograms and focusing on the

14We have also analyzed whether the degree of (non-)rounding contains information about certain
histogram characteristics by replacing DR

i,t,h in Eqn. (5.23) with the average number of decimals per
histogram forecast. The results are remarkably similar to our main results, i.e., each additional decimal
numbers is associated with a significantly wider histogram in terms of both the number of bins and the
ex-ante variance. In contrast, the average number of decimals has no predictive power for either absolute
or squared forecast errors.
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non-rounders. The share of non-rounded responses has been increasing recently as seen
in Figure 5.6.

In additional regressions that are reported in Figures 5.22 and 5.23 in the Appendix,
we analyze whether rounders and non-rounders differ in terms of the forecast performance
of the entire histogram as measured by the quadratic probability score (QPS) and the
ranked probability score (RPS) as discussed in Boero et al. (2011). The evidence suggests
that the histograms of the non-rounders tend to outperform those of the rounders at long
forecast horizons. However, the results vary both across versions of the SPF and outcome
variables. We do not focus on these findings because they are not directly related to the
analysis of the variance misalignment.15

5.6 Discussion

The previously documented findings suggest that to achieve a higher predictive accuracy of
the ex-ante variances, it might pay if survey designers increase the number of non-rounders
among the participants. Moreover, the large difference in the share of non-rounders in the
ECB- and FED-SPF based on the decimal-based categorization, i.e., Dany (see Table 5.2)
suggests that reporting techniques may play a role in the decision of a forecaster to report
rounded numbers. Participants in the ECB-SPF can process and submit their responses
online, whereas forecasters in the FED-SPF are required to print out the questionnaire
and report their forecasts in a hand-written form. This may appear tedious to some
non-rounders and induce them to report rounded probabilities instead. If this is the
case, surveys of macroeconomic expectations should be designed in such a way that its
participants can submit their forecasts with as little effort as possible. Nonetheless, the
ECB-SPF sample contains the responses of a considerable number of rounders. This
suggests that additional factors such as information deficiencies or ambiguity may play a
role.

5.6.1 Rounding Versus Judgment

It may be the case that rounding choices reflect the fact that some survey participants
use formal models to arrive at their forecasts, whereas others rely more on judgment
and intuition. In order to shed light on the reporting practices of its participants, the

15In unreported regressions we have also considered higher moments and found no clear evidence for
substantial deviations in the skewness of the histograms reported by both groups. On average, the SPF
histograms tend to be relatively symmetric. Following Andrade et al. (2015), we have found that the
histograms of the non-rounders exhibit a higher kurtosis than those of the rounders.



5.6 Discussion 171

ECB-SPF conducted two special surveys in 2008 and 2013. Among other questions, re-
spondents were asked if their probabilities are based on a model, judgment or a mixture
of the two. In the first special survey, 79% of the survey participants answered that their
reported probabilities are judgment-based, whereas the remaining panelists replied that
they are derived from a formal model or a functional form (ECB, 2009). Interestingly,
the fraction of forecasters who stated that they rely entirely on judgment is very close to
the relative frequency of rounded observations classified by means of Dm5 (see Table 5.2).
In the second survey, the share of forecasters who indicated that their reported prob-
abilities are based on judgment varies between 68% for the medium-term inflation and
GDP growth forecasts and 79% for the short-term unemployment rate forecasts (ECB,
2014b). On average, the predominance of forecasters who rely on judgment has slightly
declined compared to the first special survey. This squares with the increase in the share
of non-rounders in recent survey periods depicted in Figure 5.6.16 Notably, the share of
forecasters who replied that they compute their probabilites only for the SPF (79%), as
opposed to producing them for purposes related to their regular work, is the same as the
fraction of forecasters who stated that they rely on judgment. Consequently, it is also
very similar to the share of rounders as measured by S̃m5.

It is tempting to examine the link between the responses in the special surveys and
the rounding choices in the quarterly SPF questionnaires. The questions in these surveys
refer to the fixed-horizon forecasts, i.e., predictions with a constant forecast horizon.
Thus, we consider the share of non-rounders for the fixed-horizon forecasts reported in the
surveys that correspond to the dates of the special surveys, i.e., 2009Q4 and 2013Q3. Note,
however, that the forecast horizons do not exactly match those from the special surveys.
Moreover, the number of forecasters in the 2013Q3 survey is not identical to the number
of responses from the second special survey. Nonetheless, the share of non-rounders in
2009Q4 based on Dany (19–26% depending on the variable and horizon) closely mirrors the
share of forecasters who reported that they use some sort of model when they report their
probabilities (21%).17 The share of non-rounders classified by means of Dany in 2013Q3
(19–31%) is relatively similar to the fraction of forecasters who replied that they use either
a model or a combination of model and judgment in the second special survey (26–33%).

16The share of cases where judgment is applied is considerably smaller for the point predictions and
rarely exceeds 50% in the first special survey. In the second special survey, the fraction of point predictions
based on judgment has further declined. In particular, the share of forecasters who replied that their
point forecasts are essentially judgment-based is 35% or less for the forecast horizons of at most three
years ahead. The share is considerably larger for the long-term predictions, but remains below 50%.
Out of the remaining panelists, 14–28% indicated that their point predictions are model-based, while the
remaining 25–60% replied that they use a mixture of judgment and models.

17We consider both the category ‘econometric model’ and what is referred by the ECB as a ‘functional
form’ as cases where forecasters employ some generic form of model.
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Thus, it appears that there is a close association between our distinction of rounders
and non-rounders on the one hand and the non-judgment versus judgment-based forecast
grouping documented in the special survey of the ECB on the other hand.18 However, it
is possible that this is entirely a matter of coincidence. Forecasters whom we classify as
being non-rounders may be entirely different from those who report that they use formal
models.19

5.6.2 Expert Versus Consumer Surveys

Using an approach similar to our integer-based categorization, Binder (2017) analyzes the
relationship between histogram width and rounding in the Survey of Consumer Expecta-
tions (SCE) of the Federal Reserve Bank of New York. She finds that the average his-
togram width of the rounders is approximately twice as large as that of the non-rounders.
In contrast, we find that the histograms of the non-rounders are more dispersed. How-
ever, as will be discussed below, there are important distinctions between both analyses.
Moreover, we show that our categorizations and the one used by Binder (2017) isolate
distinct groups of survey participants.

First, we consider professional forecasters, whereas Binder (2017) focuses on con-
sumers. There may be systematic differences in the way that each group computes their
predictions. As discussed in the previous subsection, survey participants may rely on
either formal models or judgment in the forecasting process. It seems likely that the rel-
ative importance of judgmental forecasting is higher for consumers than it is for experts.
Second, we classify the SPF participants as rounders or non-rounders based on their his-
togram forecasts. Binder (2017) focuses on the point forecasts instead. For consumer
surveys, this may be advantageous since consumers who are not expert forecasters may
focus their attention on approximating the first moment and put less effort into a so-
phisticated quantification of higher moments. The categorizations employed in our study
have the advantage that they are based on more than just one number due to the fact
that almost all SPF participants assign nonzero probabilities to multiple bins. Thus, the
two approaches can be considered as complementary to each other. However, it is possi-
ble that survey participants who report rounded point forecasts differ from respondents
who round the probabilities. We show that this is the case below. Third, the employed

18The FED-SPF also conducted a special survey on the forecasting techniques of its participants in
2009Q4. 80% of the respondents reported that they use a mixture of a model-based approach and judg-
ment. The summary does not specify whether the panelists were asked about the point forecasts, the
histograms or their predictions in general.

19However, a discussion with one of the non-rounders from the ECB-SPF supports the notion of a close
link between rounding and judgmental forecasting.
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survey data differ in other important aspects. The sample used by Binder (2017) only
covers a short period from January 2013 to September 2015, whereas we examine the
SPF data for the period 1999Q1-2017Q4. Moreover, the bins in the SCE have a width
of two percentage points and are thus much wider than those in the SPF. Furthermore,
generalized beta distributions are fitted to the histograms of the SCE. Binder (2017) uses
the interquartile range of the individual beta distributions in order to measure the disper-
sion. We follow Zarnowitz and Lambros (1987) and examine the individual variance as
a measure of ex-ante uncertainty. Finally, the SCE differs from the SPF in terms of the
sampling scheme by means of which surveyed individuals are selected. In particular, the
SCE constitutes a rotating panel, whereas most of the SPF forecasters have a fairly long
history of survey participation. The accumulated experience of some forecasters may also
be related to their rounding choice.

In order to analyze whether the distinct approaches based on point and histogram
forecasts isolate the same SPF participants, we first consider the correlations between
the decimal- and integer-based categorizations for the reported probabilities based on a
pooled sample of observations across all forecast horizons. Here, we only consider the case
of the ECB-SPF. We have documented in the previous section that both approaches work
well in isolating two distinct groups of forecasters who appear to rely on either judgment
or models to compute their probabilities. If this is the case, the correlations between Dany

i,t,h

and Dm5
i,t,h are expected to be positive and large.

In the second step, we follow Binder (2017) and categorize rounders based on whether
the point prediction, μ


i,t,h, is a multiple of 0.5, i.e.,

D̃m0.5
i,t,h =

⎧⎪⎨⎪⎩
1 if 0.5 ·

⌊
μ�

i,t,h

0.5

⌋
= μ


i,t,h and

0 else.
(5.24)

Note that Binder (2017) classifies consumers as rounders if the point forecast is a multiple
of five, not 0.5. This is due to the fact that the range of point forecasts for inflation
reported in the SCE is considerably larger than in the SPF. As in the case of the integer-
based categorizations, we consider

Dm0.5
i,t,h = 1 − D̃m0.5

i,t,h (5.25)

in order to focus on non-rounders. If the categorizations based on point and histogram
forecasts perform equally well, the correlations between Dm0.5

i,t,h and either Dany
i,t,h or Dm5

i,t,h

should also be positive and large. Table 5.3 summarizes the correlations based on a pooled
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sample of observations across all survey participants, time instances and forecast horizons.

Table 5.3: Correlations across categorizations in the ECB-SPF

Inflation GDP growth Unemployment

Ĉorr[Dany, Dm5] 0.57 0.57 0.59
Ĉorr[Dany, Dm0.5] −0.07 −0.07 −0.08
Ĉorr[Dm5, Dm0.5] −0.06 −0.07 −0.08

Notes: For each outcome variable, this table displays the bivariate corre-
lations between distinct categorizations for non-rounders in the ECB-SPF
for a pooled sample of observations across all survey participants, time in-
stances and forecast horizons. The sample period is 1999Q1–2016Q4.

The correlation statistics between Dany
i,t,h and Dm5

i,t,h have the expected sign and amount
to 0.57, 0.57 and 0.59 for inflation, real GDP growth and unemployment, respectively.
Thus, there is a large overlap in the groups of survey participants that are classified as non-
rounders by both approaches. In contrast, the corresponding correlations between Dany

i,t,h

and Dm0.5
i,t,h are considerably smaller and close to zero. In other words, these categorizations

isolate distinct groups of forecasters. It may be the case that the weak association is due
to methodological differences between the decimal-based approach and Dm0.5

i,t,h . If this were
the only explanation, it may be expected that the categorizations from Eqns. (5.10) and
(5.24) are more closely related, such that the association between Dm5

i,t,h and Dm0.5
i,t,h should

be stronger. However, the corresponding correlation statistics are also close to zero for all
variables. These results suggest that categorizations based on point or histogram forecasts
isolate distinct groups of forecasters.

5.7 Conclusion

We analyze the misalignment between ex-ante and ex-post variances that is frequently
observed in surveys of macroeconomic expectations. In the analysis of the Survey of
Professional Forecasters for the Euro area and the U.S., we employ a variety of distinct
categorizations to isolate two distinct types of forecasters based on their reporting behav-
ior. We find that the variance misalignment is considerably smaller for survey participants
who report non-rounded histogram forecasts. This is a consequence of the fact that this
group reports significantly larger ex-ante variances. In contrast, the forecast errors of
rounders and non-rounders do not seem to differ in a systematic way. Thus, rounding
has little impact on the first-moment dynamics but has a substantial effect on the second
moments. Our results have important implications for the evaluation of the cross-section
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of survey participants. In particular, more reliable measures of aggregate uncertainty can
be derived by focusing on the non-rounders and discarding the remaining responses. Due
to the relatively small share of non-rounded histograms, this would result in a substan-
tial loss of information. An alternative solution could be the use of a weighting scheme
where less weight is put on variances derived from predictions that are strongly rounded.
Moreover, the share of non-rounders has increased over time. This suggests that the
quality of the SPF predictions has improved in recent years and increases the feasibility
of focusing on the non-rounders. Designers of surveys of macroeconomic expectations
should improve their questionnaires in such a way that reporting less strongly rounded
probabilities is further encouraged.

Our results also have implications for the reliability of using disagreement as a proxy
for forecast uncertainty. Since we do not find evidence of substantial differences in the
means of the histograms reported by rounders and non-rounders, measures of forecaster
disagreement for both groups are likely to be relatively similar (see Binder, 2017). How-
ever, measures of aggregate uncertainty, e.g., the cross-sectional average variance, are
strongly affected by the rounding choices of the panelists due the higher dispersion of
the histograms reported by non-rounders. This suggests that one potential explanation
for the increase in the difference between uncertainty and disagreement documented by,
among others, Lahiri and Sheng (2010) and Glas and Hartmann (2016), is the growing
share of non-rounders in recent survey periods.
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5.8 Appendix

Figure 5.16: Status of forecasters in the ECB-SPF
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Notes: This figure depicts forecaster participation for the current year (h ≤ 4) and next year (h ≥ 5)
forecasts in the ECB-SPF. The vertical axis indicates the identification number attached to individual
forecasters. The horizontal axis depicts the period in which the predictions are reported. Each cross ‘×’
indicates that a histogram has been reported by a forecaster, i.e., cases where DP

i,t,h = 1. Non-rounders
classified by means of Dm5

i,t,h are highlighted as colored crosses. The sample period is 1999Q1–2016Q4.



5.8 Appendix 177

Figure 5.17: Status of forecasters in the FED-SPF
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Notes: This figure depicts forecaster participation for the current year (h ≤ 4) and next year (h ≥ 5)
forecasts in the FED-SPF. The vertical axis indicates the identification number attached to individual
forecasters. The horizontal axis depicts the period in which the predictions are reported. Each cross ‘×’
indicates that a histogram has been reported by a forecaster, i.e., cases where DP

i,t,h = 1. Non-rounders
classified by means of Dm5

i,t,h are highlighted as colored crosses. The sample period is 1999Q1–2016Q4,
except for the unemployment rate forecasts, which are available since 2010Q1 for our purposes. To improve
the readability, we have excluded six forecasters with identification numbers below 100 from the graph.
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Figure 5.18: Deviations in the number of bins used by non-rounders and rounders (other
categorizations)
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Notes: For each forecast horizon, the graphs depict the difference in the number of bins used by non-
rounders and rounders. In particular, each marker denotes an estimate of the slope coefficient, βh, based
on the h-step-ahead predictions for inflation (solid), output growth (dashed) and unemployment (dotted)
when Ki,t,h is considered as the dependent variable in Eqn. (5.23). A diamond ‘�’ indicates that the
number of bins used is distinct among non-rounders and rounders. The significance level is 5%. A
cross ‘×’ indicates an insignificant estimate. The explanatory variable DR

i,t,h ∈ {Dmost
i,t,h , Dall

i,t,h, Dm10
i,t,h}

denotes one of the decimal- or integer-based categorizations from Section 5.4 that are not considered in
the main text. Each regression includes time-fixed effects. Coefficients are estimated via OLS. We apply
the variance-covariance estimator of Newey and West (1987). The sample period is 1999Q1–2016Q4,
except for the unemployment rate forecasts from the FED-SPF, which are available since 2010Q1 for our
purposes.
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Figure 5.19: Deviations in the variances reported by non-rounders and rounders (other
categorizations)
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Notes: For each forecast horizon, the graphs depict the difference in the ex-ante variances reported by non-
rounders and rounders. In particular, each marker denotes an estimate of the slope coefficient, βh, based
on the h-step-ahead predictions for inflation (solid), output growth (dashed) and unemployment (dotted)
when σ2

i,t,h is considered as the dependent variable in Eqn. (5.23). A diamond ‘�’ indicates that the
reported variance forecasts are distinct among non-rounders and rounders. The significance level is 5%.
A cross ‘×’ indicates an insignificant estimate. The explanatory variable DR

i,t,h ∈ {Dmost
i,t,h , Dall

i,t,h, Dm10
i,t,h}

denotes one of the decimal- or integer-based categorizations from Section 5.4 that are not considered in
the main text. Each regression includes time-fixed effects. Coefficients are estimated via OLS. We apply
the variance-covariance estimator of Newey and West (1987). The sample period is 1999Q1–2016Q4,
except for the unemployment rate forecasts from the FED-SPF, which are available since 2010Q1 for our
purposes.
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Figure 5.20: Deviations in the absolute forecast errors of non-rounders and rounders
(other categorizations)
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Notes: For each forecast horizon, the graphs depict the difference in the ex-post absolute forecast errors
of non-rounders and rounders. In particular, each marker denotes an estimate of the slope coefficient, βh,
based on the h-step-ahead predictions for inflation (solid), output growth (dashed) and unemployment
(dotted) when |ei,t,h| is considered as the dependent variable in Eqn. (5.23). A diamond ‘�’ indicates that
the absolute prediction errors are distinct among non-rounders and rounders. The significance level is 5%.
A cross ‘×’ indicates an insignificant estimate. The explanatory variable DR

i,t,h ∈ {Dmost
i,t,h , Dall

i,t,h, Dm10
i,t,h}

denotes one of the decimal- or integer-based categorizations from Section 5.4 that are not considered in
the main text. Each regression includes time-fixed effects. Coefficients are estimated via OLS. We apply
the variance-covariance estimator of Newey and West (1987). The sample period is 1999Q1–2016Q4,
except for the unemployment rate forecasts from the FED-SPF, which are available since 2010Q1 for our
purposes.
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Figure 5.21: Deviations in the squared forecast errors of non-rounders and rounders (other
categorizations)
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Notes: For each forecast horizon, the graphs depict the difference in the ex-post squared forecast errors
of non-rounders and rounders. In particular, each marker denotes an estimate of the slope coefficient, βh,
based on the h-step-ahead predictions for inflation (solid), output growth (dashed) and unemployment
(dotted) when e2

i,t,h is considered as the dependent variable in Eqn. (5.23). A diamond ‘�’ indicates that
the squared prediction errors are distinct among non-rounders and rounders. The significance level is 5%.
A cross ‘×’ indicates an insignificant estimate. The explanatory variable DR

i,t,h ∈ {Dmost
i,t,h , Dall

i,t,h, Dm10
i,t,h}

denotes one of the decimal- or integer-based categorizations from Section 5.4 that are not considered in
the main text. Each regression includes time-fixed effects. Coefficients are estimated via OLS. We apply
the variance-covariance estimator of Newey and West (1987). The sample period is 1999Q1–2016Q4,
except for the unemployment rate forecasts from the FED-SPF, which are available since 2010Q1 for our
purposes.
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Figure 5.22: Deviations in the QPS scores of non-rounders and rounders
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Notes: For each forecast horizon, the graphs depict the difference in the quadratic probability scores
of non-rounders and rounders. In particular, each marker denotes an estimate of the slope coeffi-
cient, βh, based on the h-step-ahead predictions for inflation (solid), output growth (dashed) and
unemployment (dotted) when QPSi,t,h is considered as the dependent variable in Eqn. (5.23). A di-
amond ‘�’ indicates that the QPS scores are distinct among non-rounders and rounders. The sig-
nificance level is 5%. A cross ‘×’ indicates an insignificant estimate. The explanatory variable
DR

i,t,h ∈ {Dany
i,t,h, Dmost

i,t,h , Dall
i,t,h, Dm5

i,t,h, Dm10
i,t,h} denotes one of the decimal- or integer-based categorizations

from Section 5.4. Each regression includes time-fixed effects. Coefficients are estimated via OLS. We ap-
ply the variance-covariance estimator of Newey and West (1987). The sample period is 1999Q1–2016Q4,
except for the unemployment rate forecasts from the FED-SPF, which are available since 2010Q1 for our
purposes.
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Figure 5.23: Deviations in the RPS scores of non-rounders and rounders

ECB-SPF FED-SPF

-.6

-.3

0

.3

.6

12345678

Dany

-.6

-.3

0

.3

.6

12345678

Dany

-.6

-.3

0

.3

.6

12345678

Dmost

-.6

-.3

0

.3

.6

12345678

Dmost

-.6

-.3

0

.3

.6

12345678

Dall

-.6

-.3

0

.3

.6

12345678

Dall

-.6

-.3

0

.3

.6

12345678

Dm5

-.6

-.3

0

.3

.6

12345678

Dm5

-.6

-.3

0

.3

.6

12345678

Dm10

-.6

-.3

0

.3

.6

12345678

Dm10

Forecast horizon Forecast horizon

Notes: For each forecast horizon, the graphs depict the difference in the ranked probability scores of non-
rounders and rounders. In particular, each marker denotes an estimate of the slope coefficient, βh, based
on the h-step-ahead predictions for inflation (solid), output growth (dashed) and unemployment (dotted)
when RPSi,t,h is considered as the dependent variable in Eqn. (5.23). A diamond ‘�’ indicates that the
RPS scores are distinct among non-rounders and rounders. The significance level is 5%. A cross ‘×’
indicates an insignificant estimate. The explanatory variable DR

i,t,h ∈ {Dany
i,t,h, Dmost

i,t,h , Dall
i,t,h, Dm5

i,t,h, Dm10
i,t,h}

denotes one of the decimal- or integer-based categorizations from Section 5.4. Each regression includes
time-fixed effects. Coefficients are estimated via OLS. We apply the variance-covariance estimator of
Newey and West (1987). The sample period is 1999Q1–2016Q4, except for the unemployment rate
forecasts from the FED-SPF, which are available since 2010Q1 for our purposes.
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[52] Conrad, C., Glas, A., 2018. ‘Déjà vol’ revisited: Survey forecasts of macroeco-
nomic variables predict volatility in the cross-section of industry portfolios. Available
at SSRN: https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3186567
(last accessed: 27 July 2018).

[53] Conrad, C., Hartmann, M., 2014. Cross-sectional evidence on the relation be-
tween monetary policy, macroeconomic conditions and low-frequency inflation un-
certainty. University of Heidelberg Discussion Paper No. 574.

[54] Conrad, C., Karanasos, M., 2005. Dual long memory in inflation dynamics across
countries of the Euro area and the link between inflation uncertainty and macroe-
conomic performance. Studies in Nonlinear Dynamics & Econometrics 9, Article
5.

[55] Conrad, C., Karanasos, M., Zeng, N., 2010. The link between macroeconomic per-
formance and variability in the UK. Economics Letters 106, 154–157.

[56] Conrad, C., Kleen, O., 2018. Two are better than one: Volatility forecasting using
multiplicative component GARCH models. Available at SSRN: https://ssrn.com/
abstract=2752354 (last accessed: 27 July 2018).

[57] Conrad, C., Lamla, M.J., 2010. The high-frequency response of the EUR-USD ex-
change rate to ECB communication. Journal of Money, Credit and Banking 42,
1391–1417.

[58] Conrad, C., Loch, K., 2015. Anticipating long-term stock market volatility. Journal
of Applied Econometrics 30, 1090–1114.



190 Bibliography

[59] Conrad, C., Schienle, M., 2018. Testing for an omitted multiplicative long-term
component in GARCH models. Journal of Business & Economic Statistics, forth-
coming.

[60] Cosimano, T.F., Jansen, D.W., 1988. Estimates of the variance of U.S. inflation
based upon the ARCH model: Comment. Journal of Money, Credit and Banking
20, 409–421.

[61] D’Amico, S., Orphanides, A., 2008. Uncertainty and disagreement in economic fore-
casting. Finance and Economics Discussion Series. Board of Governors of the Federal
Reserve System 2008-56.

[62] David, A., Veronesi, P., 2013. What ties return volatilities to price valuations and
fundamentals? Journal of Political Economy 121, 682–746.

[63] Dawid, A.P., 1984. Statistical theory: The prequential approach (with discus-
sion). Journal of the Royal Statistical Society: Series A 147, 278–292.

[64] Dovern, J., 2015. A multivariate analysis of forecast disagreement: Confronting mod-
els of disagreement with survey data. European Economic Review 80, 16–35.

[65] Dovern, J., Fritsche, U., Slacalek, J., 2012. Disagreement among forecasters in G7
countries. Review of Economics and Statistics 94, 1081–1096.

[66] Drakos, A.A., Kouretas, G.P., 2015. The conduct of monetary policy in the Eurozone
before and after the financial crisis. Economic Modelling 48, 83–92.
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