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Zusammenfassung

Eine von Detektoreffekten bereinigte Suche nach Dunkler Materie wird préasentiert, unter
der Verwendung von 36.2 fb~! von Proton-Proton Kollisionen bei /s = 13 TeV, die vom
Large Hadron Collider produziert und vom ATLAS Detektor aufgezeichnet wurden. Die
Suche zielt auf die Produktion von Dunkler Materie zusammen mit mindestens einem
hadronischen Jet und deren Produktion in einer Vektor-Boson-Fusion Topologie. Das
Verhaltnis zwischen der Signalregion und der Kombination zweier Kontrollregionen wird
differenziell als Funktion von vier Observablen gemessen. Letztere messen die Produk-
tion leptonisch zerfallender Z Bosonen, in ahnlichen Topologien wie das erwartete Dunkle
Materie Signal. Die Daten werden durch eine Entfaltungsmethode von Detektoreffekten
bereinigt, um den Vergleich mit Modellen jenseits des Standardmodells zu vereinfachen,
da dann keine Detektorsimulation mehr von Noten ist. Es werden Strategien fiir das
Entfalten der Daten mit und ohne Hintergrundsubtraktion untersucht, wobei sich zeigt,
dass letztere verzerrte Ergebnisse produziert. Folglich wird die erste der beiden Strate-
gien verwendet und es zeigt sich, dass die Daten mit den Erwartungen iibereinstimmen.
Ausschlussgrenzen bei einem Konfidenzniveau von 95% werden daher fiir ein vereinfachtes
Dunkle Materie Modell abgeleitet. Auflerdem werden Ausschlussgrenzen auf das unsicht-
bare Verzweigungsverhéltnis des Higgs Bosons aus dem Standardmodell bestimmt.

Abstract

A detector-corrected dark matter search is presented using 36.2 fb~! of proton-proton
collisions at /s = 13 TeV, delivered by the Large Hadron Collider and recorded by the
ATLAS detector. The search targets dark matter production in association with at least
one jet as well as dark matter produced in a vector boson fusion topology. The ratio of
cross sections between the signal region and two combined control regions is measured
differentially as a function of four observables. The control regions target the leptonic
decay of Z bosons, in similar topologies like the expected dark matter signal. The data
is corrected for detector effects via an unfolding technique to facilitate the comparison to
new physics models without the need for a detector simulation. Unfolding strategies with
and without background subtraction are investigated, where the latter has been shown to
introduce biases on the results. The former strategy is consequently used and the data is
found to be in agreement with its predictions. Exclusion limits at 95% confidence level
are derived on a simplified dark matter model and the invisible branching fraction of the
Standard Model Higgs boson.
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Chapter 1

Introduction

The search for dark matter has become one of the biggest challenges in particle physics
today. A multitude of astrophysical observations show additional gravitational force being
exerted on stars and galaxies in the universe, which can not be explained by the visible
baryonic matter alone. While there is a broad range of possible explanations, the most
widely accepted one is the existence of additional gravitating matter, which does not inter-
act electromagnetically. This form of matter is invisible to common telescopes and, thus, it
was named dark matter. Recent measurements have estimated dark matter to contribute
about 27% to the energy content in todays universe, while baryonic matter makes up only
about 5% [1].

If dark matter is of particle nature and interacts with the known Standard Model parti-
cles via any of the other fundamental forces, it is expected to manifest itself in the particle
collisions produced by the Large Hadron Collider (LHC) at CERN. The experiments de-
signed to measure these collisions, therefore, try to find deviations from the Standard Model
predictions due to dark matter contributions. Dark matter is not expected to interact with
the detector material and leaves no detectable signal. A common strategy at the LHC is
therefore to search for dark matter in association with a Standard Model particle. The
dark matter recoils against this particle and leaves an imbalance of the deposited energy
in the transverse plane of the detector, which is why these signatures are often referred to
as MET! + X searches. Many of these searches have been performed in the past [2, 3], but
so far none of them have found significant deviation from the Standard Model predictions.

In conventional dark matter searches the Standard Model predictions are simulated
and subsequently propagated through a detector simulation, in order to be comparable to
the measured data. Deviations between data and simulation would hint to contributions
from physics beyond the Standard Model (BSM). In the absence thereof, limits are derived
on potential new physics models. Events of the tested models are simulated using Monte
Carlo techniques and the compatibility with the measured data is determined. The BSM
predictions are also propagated through a detector simulation in order to account for
the finite detector resolution, reconstruction efficiencies and the limited acceptance of the
detector. The detector simulation is computationally expensive and only a limited amount
of models are simulated and constrained in this way. Setting limits on additional models

1 Other common abbreviations are Missing E7, or Es.
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after the data is published is disadvantageous, since the detailed detector simulation of the
collaborations is not publicly available and inferior parametrized detector simulations have
to be used.

A new search strategy was investigated and published by the ATLAS collaboration
in 2016 [4], in which the data was corrected for detector effects. This uses the detailed
detector simulation available within the collaboration and allows to compare the measured
data to new physics models without the need of a detector simulation for the generated
models. The latter allows for an efficient limit setting procedure in the absence of significant
deviations and many models can be constrained. Furthermore, it enhances the longevity
of the results, as limits can be derived for new models directly when they arise.

In this work a search for dark matter is performed using 36.2 fb~! of proton-proton
collisions at v/s = 13 TeV, delivered by the LHC and recorded by the ATLAS detector. The
analysis extends the approach taken in [4] using a more sophisticated method to correct
the data for detector effects. This method consistently treats unknown structures in the
data caused by potential new physics contributions, which was not the case in the first
iteration of the analysis. Furthermore, the amount of data which is analyzed increased by
more than one order of magnitude. Additionally, two unfolding strategies are investigated.
The first approach requires no background subtraction, but corrects the entire topological
selection for detector effects. The second strategy subtracts all but the leading Standard
Model contributions in the selection and, subsequently, unfolds the remaining data.

The analysis targets the production of dark matter in association with at least one jet
as well as a second signature with an increased sensitivity to the electroweak production
of dark matter. To this end the latter selects a vector boson fusion topology. The Stan-
dard Model process in which a Z boson decays to two neutrinos is indistinguishable from
the signal and is, thus, added to the signal definition. The cross section of this signal is
measured differentially as a function of four observables. In addition, two control regions
aiming for Z bosons decaying to two leptons are defined. The final results are presented
as a ratio of cross sections between the signal and the combined control regions.

This thesis is structured as follows: In chapter 2 the experimental setup is presented,
which includes an introduction to the Large Hadron Collider and the ATLAS experiment
as well as reconstruction algorithms and calibrations of the measured objects. Chapter 3
discusses the theoretical models required for this work. This includes an introduction to the
Standard Model of particle physics as well as possible beyond the Standard Model theories
predicting dark matter. Furthermore, common search strategies are presented together
with possible limitations and proposals on how to improve them. In chapter 4 the concept
of unfolding is introduced theoretically and challenges arising in searches are highlighted.
In addition, the algorithm used in this work, the Iterative Dynamically Stabilized unfolding,
is explained. Chapter 5 introduces the search strategy, along with the data and simulated
datasets used in the analysis. The particle and event selections at reconstruction-level and
at particle-level are introduced and backgrounds and uncertainties are discussed. Finally,
the reconstruction-level results are presented. In chapter 6 the data is unfolded to particle-
level. An optimized binning for the observables of interest is introduced, before two possible



unfolding strategies are investigated. Lastly, the unfolded distributions are presented. In
chapter 7 a limit setting procedure is introduced which is used to constrain two possible
BSM models. The conclusion of this thesis is provided in chapter 8.

Authors Contribution

The presented analysis would not have been possible without the help of many people. As a
member of the ATLAS collaboration I profited from the hundreds of people who contributed
to the design, construction and successful operation of the experiment. Furthermore, I used
software frameworks, algorithms, calibrations and many other helpful tools and support
which aided the work I present in this thesis.

Personally, I contributed to the efforts within the ATLAS collaboration when working
on a hadronic calibration for the Level-1 trigger system. The details of this work are not
discussed in the presented analysis and are thus summarized here. During the first long
shutdown in 2013 and 2014 the Multi-Chip-Modules (MCM) of the Level-1 Calorimeter
Trigger were replaced by new Multi-Chip-Modules (nMCM). The MCMs are the central
components of the L1Calo PreProcessor performing major signal processing tasks. The
upgraded chips allow, amongst various other improvements, the introduction of a second
look-up table in order to provide separate calibrations for the Jet Energy Processor (JEP)
and the Cluster Processor (CP). A better energy calibration for the jets identified by the
JEP system targets a steeper turn-on curve for the L1 jet trigger efficiencies. This results
in a smaller rate of L1-accepted events, which are subsequently rejected by the High-Level-
Trigger algorithms. The Level-1 bandwidth can thus be reduced allowing to trigger more
interesting events. While a non-linear calibration scheme showed very promising results, it
also turned out to be very sensitive to the changing operation conditions of the LHC. The
increased complexity, thus, outweighed the improvements and the new calibration was not
implemented, but important information about the system was gained.

I then started working on the detector-corrected search for dark matter within the AT-
LAS collaboration. The first iteration of this search was close to publication. I contributed
to this work with a cross check of the statistical combination of two control regions, which
was performed within this analysis. The details of this combination are not discussed
within the context of this thesis, but a short introduction is added in appendix K.

After publication an improved iteration of the analysis started. Improvements envi-
sioned a larger dataset, increasing the analyzed data by almost a factor of 50, a more
sophisticated unfolding method, as well as additional signal and control regions. The ad-
ditional regions are sought to overcome statistical limitations in the first publication and
extend the sensitivity of the analysis. I contributed to various aspects of the analysis. |
was the author of the skimming framework, which was developed to implement baseline
event selections, as well as apply the most recent calibrations to all physics objects. Fur-
thermore, I was one of the main contributors in unifying the analysis selections between
the different analysis groups and, thus, authored the full analysis chain. Additionally, I
derived trigger scale factors, which are applied in the analysis and I defined an optimized
binning for the observables of interest. The latter is necessary to make optimal use of the
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shape information, which needs to balance restrictions from the unfolding procedure.

Most importantly, I was responsible for the studies and the implementation of the
unfolding procedure, which is expected to be one of the main improvements to the analysis
strategy. This includes the study of the optimal parameters of the unfolding method, as
well as the investigation of different unfolding strategies considered for the analysis. In the
course of this work I analyzed a subset of about one fourth of the data envisioned for the
full analysis and measured the final distributions and uncertainties thereof. Furthermore,
I developed a limit setting procedure to constrain possible beyond the Standard Model
theories. Limits on two different models are derived in this work. I generated the events
for both of these models within the ATLAS simulation framework. Furthermore, I modified
an existing Rivet routine to analyze the simulated eventes at the particle-level, allowing to
use the resulting distributions in the limit setting procedure.



Chapter 2

Experimental Setup

The experimental efforts to expand on the knowledge about the constituents of the universe
have reached new heights, when the Large Hadron Collider (LHC) and its four experiments?
started full operation after construction completed in 2009. The experimental facilities
are designed to measure proton-proton and heavy-ion collisions at the highest man-made
energies and, thus, provide the unique possibility to study rare particle interactions in a
controlled laboratory environment. The collisions analyzed in this work were delivered
by the LHC and recorded by the ATLAS detector. The setup of these two experimental
facilities is introduced in sections 2.1 and 2.2. For further details the reader is referenced
to [5] and [6].

After the data is recorded, reconstruction algorithms are applied to the digitized de-
tector output in order to determine which particles were produced in the collisions. The
particle types and multiplicities, as well as their energy and location are thus inferred. The
reconstruction algorithms and calibration procedures are introduced in section 2.3.

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is a machine of superlatives. With a circumference of
26.658 km [7] it is the largest particle accelerator in the world? [8]. Furthermore, it collides
particles at unprecedented energies, with a design center of mass collision energy of 14
TeV. Together with peak instantaneous luminosities of 103* ecm~2s7! [7] the LHC poses an
ideal environment for scientists to explore the production of rare events and provides great
discovery potential for physics beyond established theoretical models (see section 3.1). One
of the most prominent goals of the LHC was to allow for the discovery of the Higgs Boson,
which was finally achieved by the ATLAS and CMS collaboration in 2012 [9, 10].

The LHC is located north of the main site of the European Organization for Nuclear
Research (CERN)?3, about 10 km northwest of the city of Geneva. It is installed in the

1 ATLAS (own name, formerly A Toroidal LHC ApparatuS), Compact Muon Solenoid (CMS),
Large Hadron Collider beauty (LHCb), A Large Ion Collider Experiment (ALICE)

2 This award was handed out by Guinness World Records Ltd. Among other records it is also the longest
vacuum system and the largest fridge.

3 The name is derived from the French name Conseil Européen pour la Recherche Nucléaire
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Figure 2.1: The LHC ring included into the accelerator complex at CERN. Linac2 +
Booster as well as Linac3 + LEIR both lead into PS and SPS as pre-accelerators for LHC

[12].

tunnel of its predecessor, the Large Electron-Positron Collider (LEP), which is situated
between 45 m and 170 m below the surface. This upgrade was already envisioned at the
first official mention of the LHC at the Large Hadron Collider in the LEP Tunnel Workshop
[11] in 1984, when LEP was still being built. LHC was supposed to be and became the
natural extension of the CERN accelerator complex, when LEP approached its limits in
terms of energy reach.

Since starting operation in 2011 the LHC has delivered proton-proton collisions at
center of mass energies of 7 TeV, 8 TeV and 13 TeV. It will reach its design energy of 14
TeV in 2021. Accelerating particles to these energies is done in several stages. For proton-
proton operation, hydrogen atoms are extracted from a hydrogen bottle and the electrons
are stripped off their nucleus in an electric field. The resulting protons are accelerated
to 50 MeV in Linac2, providing beam intensities of 180 mA [13]. This initial beam then
traverses the Proton Synchrotron Booster (PSB) and the Proton Synchrotron (PS), which
increase the beam energy to 1.4 GeV and 25 GeV respectively. The PS is also where the
beam gets its bunch structure, meaning that just before ejection dedicated radio frequency
(RF) cavities compress the beam into a train of bunches, which are all separated in time
by 25 ns. By design each bunch contains 1.15x 10! protons in order to reach the design
peak luminosity. The bunches then enter the Super Proton Synchrotron (SPS), where they
are ramped up to an energy of 450 GeV before finally being injected into the LHC ring. In
order to fill all bunches of the LHC ring, the pre-accelerators have to go through this cycle
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several times, resulting in an ideal filling time of about 16 minutes, with this standard
filling scheme [5].

The LHC can furthermore collide lead ions, providing more complex collisions with very
high energy densities, in which phenomena like the quark-gluon plasma can be studied.
Operations for lead-lead collisions are very similar to proton-proton collisions. The lead
atoms are delivered from an electron cyclotron resonance (ECR) source before being pre-
accelerated to 4.2 MeV per nucleon (MeV/n) in Linac3. In the low energy ion ring (LEIR)
the long ion beam is transformed into bunches and accumulated before being accelerated to
72.2 MeV/n. Like the proton bunches, the ions are then accelerated to 5.9 GeV/n and 177
GeV/n in PS and SPS, before being injected into LHC. Along this path the ions traverse
electron strippers after the ECR, Linac3 and PS to strip all 82 electrons off their cores [14].

With the particles of higher mass, compared to electrons and positrons, which were
collided at LEP, synchrotron radiation at the LHC no longer limits the collision energy?.
Instead it was necessary to develop superconducting magnets with unprecedented magnetic
fields, to keep the particles on their circular orbit. In 2007, 23 years after the first workshop,
the LHC was finally equipped with 1232 superconducting Nb-Ti bending magnets, each
providing a magnetic field of up to 8.4 T at temperatures of 1.9 K [15]. This allows for
peak energies of 7 TeV per charge, resulting in the maximal center of mass energies of 14
TeV in proton-proton collisions and 5.52 TeV /n in lead-lead collisions®.

Additional quadrupole magnets control the beam size, which is crucial to avoid losses
along the LHC ring. Furthermore, they provide for a high precision beam control at the
interaction points. The beams are squeezed at these interaction points in order to increase
the proton density within the colliding bunches, hence increasing the rate of proton-proton
interactions. The beam is compressed to diameters of 16.7 um at the interaction points of
ATLAS and CMS [7], while being kept at larger radii during the remaining orbit.

Luminosity

The figure of merit to quantify the amount of collisions delivered to the experiments is
called luminosity
NiNyf N, 2
L:Lf”.w.e%.& (2.1)

dro,o,

where N; are the number of particles in the colliding bunches, N, is the number of bunches
per beam and f the revolution frequency. o, and o, are the beam sizes in x and y direction,
perpendicular to the beam direction. This assumes identical beam parameters for the two

2
colliding beams and Gaussian bunch profiles. The correction factors W, S and eXpBT are

4 The power loss due to synchrotron radiation Pyyne o % made it inefficient at LEP to increase the

energy further. By using protons instead of electrons this effect is (m,/m.)* ~ 1800* times weaker, thus
negligible at the LHC.

° Lead (2°®PB821) fully stripped, i.e. charged 82+, results in /s = 82x7 TeV x2 = 1148 TeV, distributed
among all 208 nucleons.
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introduced to take into account that the beams might collide at a crossing angle (.S) or

2
might have an offset (W) or both (W, S and expa ) [16]. While some of the parameters,
like the revolution frequency f are fixed by design, others are optimized by the LHC
collaboration to maximize the luminosity delivered to the experiments.

The integrated luminosity is defined as:

Lint = /T L(t"dt'. (2.2)

This number directly relates the cross section ..., 0f a given process to the expected
number of events Ne,en: produced in the collisions:

Nevent = Lint * Ocvent- (23)

Pileup

The high density of protons within the bunches and the large revolution frequency, and
hence collision frequency of 40 MHz, introduce an additional challenge at the LHC, known
as pileup. Pileup refers to several overlapping signals, originating from multiple collisions
inside the detector. Two cases are differentiated: in-time pileup and out-of-time pileup.

In-time pileup refers to multiple interactions in the same bunch crossing. The proba-
bility for this to happen is very high at the LHC, due to the large proton density inside the
bunches, when they are squeezed at the collision points. Typically up to ~60 proton-proton
interactions occur per bunch crossing (peak interactions per bunch crossing in 2018 [17]),
which will further increase to ~140 in the coming years. The most energetic interaction
is usually selected as the primary interaction and is referred to as the hard interaction,
while the others are disregarded. However, the additional signals in the detector distort
the main interaction and the origins of the signals need to be differentiated.

Similarly, out-of-time pileup refers to additional signals originating from bunch crossings
before or after the interaction of interest. The additional signals from these bunch crossings
deteriorate the measurement, since some detector signals take the time of several bunch
crossings to be read out. Increasing the collision frequency from 20 MHz to 40 MHz
between Run-1 in 2011 and 2012 and Run-2 starting in 2015 further increased the effect
of out-of-time pileup [18].

Pileup is a challenge in analyses, since it alters the momentum resolution at which
particles are reconstructed. Furthermore, particles may falsely be assigned to the main
collision and thus modify the particle content of a collision event. To mitigate the effect of
pileup the reconstruction algorithms introduced in the following section 2.3 are designed
to suppress signals from pileup interactions. Additionally, averaged pileup corrections
depending on the average interaction per bunch crossing p, which is used as a figure of
merit for the pileup environment, are applied in the object calibrations [18].
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Figure 2.2: The ATLAS detector with its onion-like structure around the interaction
point. The sub-detectors going outwards from the interaction point are the tracking system,
followed by the calorimeters and the muon system [19].

2.2 The ATLAS Experiment

The ATLAS experiment is located in a cavern at the interaction point 1 (IP1) of the LHC
ring. The detector is 25 m high, 44 m long and weighs about 7000 tons. Its design is that of
a general purpose detector, meaning that it is instrumented in almost 47 solid angle around
the interaction point and is layered like an onion with different sub-detectors. Inside out
it consists of the inner detector, followed by the calorimeters and the muon system. This
chapter follows largely the information given in [6]. The full layout of the ATLAS detector
is depicted in figure 2.3.

The detector is symmetric around the interaction point with the inner detector (ID)
surrounded by a thin superconducting solenoid magnet. This magnet immerses the inner
detector in a 2 T magnetic field, thus bending the trajectories of charged particles. The
inner detector then provides precise position information about the trajectories, which are
used to determine charge, momentum, type and origin of the traversing particle. In order
to minimize the deflection and absorbtion of particles, the material budget is kept to a
minimum. After the solenoid magnet there is the calorimeter system. The first layer,
the electromagnetic calorimeter (ECAL), is designed to absorb electrons and photons and
measures their position and deposited energy. Hadrons, which can not be stopped by the
ECAL alone, are then absorbed and measured in the hadronic calorimeter (HCAL).

The last layer, the muon system, consists of an eight-fold azimuthal symmetric toroid
magnet which bends the muon trajectories. Like in the inner detector, the trajectories of
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the muons are measured to reconstruct their momentum and charge.

In order to benchmark the performance goals of each sub-detector, the search for the
Standard Model Higgs boson was used (see section 3.1), as it posed many decay and
production mechanisms which depended on the Higgs mass, each of which needed to be
detectable [6]. Additionally, the detectors were designed for a rich physics program includ-
ing the search for physics beyond the Standard Model. This can be the search for dark
matter, which would evade the detector without any trace, leaving a pr imbalance in the
transverse plane of the detector. But also the production of new heavy gauge bosons, de-
caying to high pr leptons or hints for quark compositeness in jet production cross sections
are targeted. And finally there are high precision measurements of known Standard Model
processes to be performed, as well as the discovery of yet unobserved final states which are
predicted by the Standard Model [6].

Each of these measurements pose challenging requirements to the detector systems.
Among others it needs a good charged particle momentum resolution, excellent vertex
reconstruction, very good electromagnetic calorimetry and a good muon system. Further-
more, excellent event selection is required to record only the most interesting collisions,
while keeping the background events to a minimum.

Coordinate System

The interaction point at the center of the ATLAS detector serves as the origin of its
right-handed coordinate system. The z-axis points into the direction of the beam-line,
which traverses the detector. The x- and y-axis therefore span the plane transverse to
the beam-line. While the positive x-axis points into the center of the LHC ring, the
positive y-axis points upwards. Additionally, the azimuthal-angle ¢ around the z-axis
and the polar-angle € from the beam-line are defined. The latter is used to define the
pseudorapidity n = — In[tan 8/2]. The rapidity y = 1/2In[(E + p,)/(E — p.)] is equivalent
to the pseudorapidity, except that it respects particle masses®. Furthermore, the distance
AR = \/An? + A¢? in the pseudorapidity-azimuthal space is defined. Transverse variables
like the transverse momentum pr or the missing transverse energy E7** are defined in the
x-y plane of the ATLAS detector.

Inner Detector

The inner detector records detailed position information about traversing charged parti-
cles. This is accomplished by several concentric layers of detectors in each of which the
particles deposit energy by ionizing the material. According to the Bethe-Bloch formula
the deposited energy depends on the type and amount of material a particle traverses [20].
In order to obtain only the position information and altering the momentum of the par-
ticle as little as possible, the layers are designed with a minimal material budget. From

6 Tt is also invariant under boosts along the z-axis.
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the individual hits in the detector layers, reconstruction algorithms calculate continuous
tracks.

The inner detector is furthermore immersed in a 2 T magnetic field parallel to the
beam-line, provided by a superconducting solenoid, which surrounds the inner detectors.
This way the charged particle tracks are bent in the transverse plane by the Lorentz force
and a positive and negative charge can be distinguished. Assuming that the particle mass
is negligible for high energy particles, the magnetic field and the bending radius allow to
infer the momentum of the particle.

The inner detector is installed at pseudorapidities of |n| < 2.5 with cylindrical layers
covering the small || (barrel) region and several disks (end cap) covering the highest |7
region. Details on the exact geometrical layout are found in [6]. Closest to the interaction
point the particle density is largest. Hence a high-granularity pixel detector with 4 layers
of silicon pixel sensors of R — ¢ x z = 50 x 400um? is installed. This provides position
information of 10um in the R — ¢ and 115um in the z-direction, with about 80 million
channels installed. The radial distance of the pixel detector from the interaction point
ranges from 3-15 cm.

At larger radii the particle density decreases, reducing the need for such high granular-
ities. The following silicon microstrip (SCT) trackers installed at 25-56 cm therefore only
needs 8 layers with about 6 million channels. The position resolution here is designed to
be 17pum in R — ¢ and 580um in the z-direction.

The last layer consists of a transition radiation tracker (TRT) covering the region of
In| < 2.0 at radii of 56-106 cm. It consists of straw tubes, parallel to the beam-line (in
the barrel) and has no segmentation in 7. Thus it only provides R — ¢ information at a
resolution of 130um per straw tube. The amount of measurements due to the many straw
layers provides significant additional information for the inner detector. Furthermore, the
amount of measured transition radiation allows to aid particle identification.

Overall a relative momentum resolution of

0,/p = (4.83 £0.16) x 107*GeV ™" x pr (2.4)

and a transverse impact parameter resolution of 22.1 £+ 0.9um are achieved [21].

Calorimeter

The inner detector and the superconducting solenoid are followed by the calorimeter sys-
tem. It is designed to absorb and measure the energy of charged and neutral particles, as
well as their direction. Furthermore, the shape of the signal deposited in the detector al-
lows to assist particle identification, as some characteristics of this shape can be exploited.
Most importantly for this work, particles invisible to the detector can be identified with
the help of the calorimeter. This is because all known particles (except for muons and
neutrinos) will be stopped by the calorimeter and deposit their energy there. From the
energy depositions, the energy balance in the transverse plane can be calculated (adding in
muons via a separate measurement). As the energies of all particles should um up to zero
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due to momentum conservation (there is no initial momentum in the transverse direction),
missing transverse energy hints to invisible particles (neutrinos or yet unknown particles).

The calorimeter system is split into two layers: the electromagnetic calorimeter and
the hadronic calorimeter. Both calorimeter systems are sampling calorimeters, consisting
of dense absorption layers alternating with active detector layers. In the absorption layers,
the traversing particles interact with the detector material and a combination of strong
interactions, bremsstrahlung, multiple scattering, as well as pair production of electrons
and positrons produce a particle shower. This way a high energy particle cascades down
to many low energy particles, which are then measured with the active material. The full
ATLAS calorimeter system covers the region of |n| < 4.9.

The electromagnetic calorimeter (ECAL) consists of an electromagnetic barrel at |n| <
1.475 and two end-caps at 1.375 < |n| < 3.2. The overlap of the two systems ensures full
coverage, however, service lines to the inner detector add to the inactive material in this
region, which deteriorates the performance. Both the electromagnetic barrel and end-caps
consist of accordion-shaped kapton electrodes with a regular spacing of 2.1 mm filled with
liquid argon. Lead absorber plates provide the absorption layers. The total thickness of
the ECAL corresponds to 22 radiation lengths X in the barrel and 24 Xj in the end-caps”
[20].

The granularity of the detector decreases with the radius. The first layer is designed
to differentiate between 70 particles decaying to two photons and isolated photons. Hence
slices of 0.025/8 x 0.1 in 7 X ¢ are read out, with a total thickness of 4.3 X,. The following
slice is the largest with about 16 X sliced in blocks of 0.025 x 0.025. Most of the particle
energy is deposited in this layer. The third layer where only a small fraction of the particle
energy is recorded has 0.05 x 0.025 slices and has a thickness of 2.0 X,. The slicing
changes slightly, especially in the overlap regions of barrel and end-cap, as well as the
forward region, where larger slices are sufficient [6]. An additional layer, referred to as
the presampler, is placed before the first sampling layer without any absorber material in
order to correct for energy losses in the inner detector and the solenoid magnet. The total
material budget before the calorimeter varies with n and lies between 1.0 and 3.0 X, 0.6
of which are due to the magnet system [6].

In a test beam measurement a total energy resolution of

10%
op/E EGoV) ®0.17% (2.5)
was achieved [22] in the barrel with similar performance in the end-cap region [23].

The hadronic calorimeter (HCAL) consists of scintillating tiles as active material and
steel absorbers for the absorption layer at || < 1.7. It is subdivided into a barrel and
extended barrel with equal granularity of 0.1 x 0.1 in n and ¢. The total thickness of
the hadronic barrel calorimeter is about A = 7.4 interaction lengths®. The hadronic end-

7 A radiation length X is defined as the distance, after which the energy of an electron is reduced by a
factor 1/e.

8 An interaction length X is defined as the distance, after which the energy of a high energy hadron is
reduced by a factor 1/e.
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caps are equipped with the accordion-shaped liquid argon calorimeter, here with copper
absorber plates at 1.5 < || < 3.2.
The energy resolution is required to be within

50%
po V0 gy 2.6
o5/ FGev) (2:6)

according to [6]. Test beam measurements have shown reasonable agreement with this
prediction [24, 25].

Finally, the liquid argon forward calorimeter (FCal) covers the region at 3.1 < || < 4.9.
It has a thickness of approximately 10 A and combines a electromagnetic calorimeter first
layer and hadronic calorimeter in the second and third layer into one. The first layer is
equipped with copper absorbers, while the second and third layer use tungsten. The latter
is a highly dense material necessary to retain a large total thickness of A = 10.

According to [6] the energy resolution for hadrons is required to be within

100%
B0 &10%. 9.7
o5/ E(GeV) ’ (2.7)

Test beam measurements have shown that this was well achievable [26].

Muon Spectrometer

The last detector layer is the muon spectrometer. Muons are minimally ionizing particles
(MIPs), meaning their energy deposition per path-length lies at the minimum of the Bethe-
Bloch formula. Hence they do not interact enough with the material of the calorimeter
to be stopped and measured efficiently. The muon spectrometer is another tracking sys-
tem for charged particles, which solves this challenge. Like the inner detector, the muon
system is built of concentric layers of detectors, tracking the positional information of the
traversing particle and thus allowing for a precise track reconstruction. It is constructed of
Monitored Drift Tubes (MDT) and Cathode Strip Chambers (CSC) for precision tracking,
and Resistive Plate Chambers(RPC) and Thin Gap Chambers (TGC) for fast triggering.

The MDTs span the entire range of || < 2.7 in three concentric layers. They consist
of multiple drift tubes of ~ 30 mm diameter, with a gold-plated tungsten-rhenium anode
wire in the center. They are filled with a gas mixture of argon and carbon-dioxide, which
is ionized when a charged particle traverses the tube. The drift time of the produced
electrons to the anode is measured to estimate the exact position of the traversing particle,
resulting in an overall positional resolution of 30-35 um depending on the number of drift
tubes per MDT.

The CSCs are multi-wire proportional chambers installed in the high rate region of
the detector, which is the first layer at 2.0 < |n| < 2.7. Like the MDT, it is made of
several planes to allow for a combined position measurement and to mitigate failure of
single components. It is also operated with a gas mixture of argon and carbon-dioxide
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at slightly different concentration and due to its layout provides a bi-directional position
measurement. [ts resolution in the bending direction of the particle is 40 pm.

The bending of the particles is facilitated by an eight-fold symmetric air-cooled toroid
magnet, arranged around the barrel of the detector. It provides a magnetic field of 0.5
T in |n| < 1.4 bending the particles in the R — ¢ plane. The end-caps are supplemented
with additional toroid magnets, rotated by 22.5° with respect to the barrel magnets. They
provide magnetic fields of 1 T at 1.6 < |n| < 2.7. The overlap region is a superposition of
both magnets.

The RPCs and TGCs are installed in the barrel and end-caps, respectively. They
serve a three-fold purpose, providing bunch crossing identification (BCID) and a reliable
pr threshold for triggering, as well as the second coordinate of the traversing particle,
complementing those measured by the precision chambers introduced above. The RPC
consists of two resistive plates, placed at a distance of 2 mm from each other. An electric
field of 4.9 kV/mm is applied, such that traversing particles ionize the filled gas to produce
a measurable avalanche of particles. The time resolution of this detector is at 10 ns,
allowing for precise bunch crossing identification and triggering. The TGCs are multi-wire
proportional chambers with wire-to-cathode distances of 1.4 mm. This distance being
smaller than the wire-to-wire distance and the chambers are filled with a highly quenching
gas, allowing to operate the TGC is a quasi-saturated mode. It was shown that the TPC
signal will arrive within 25 ns in the desired 99% of the time, allowing for accurate BCID
and triggering [6].

Trigger System

The trigger system is a crucial component in the successful operation of the ATLAS detec-
tor. The high rates of 40 MHz and an event size of ~1.6 MB produce a data-stream, which
is too large to handle for present-day readout and storage system. The trigger system is
thus used to select only the most interesting events in two stages, reducing the recording
rate first to ~100 kHz and finally to ~1 kHz [27]. The two reductions are performed
through a hardware-based decision by the the Level-1 (L1) trigger and a software-based
decision by the High-Level-Trigger (HLT).

The decisions are taken based on predefined selection criteria. The selections are formu-
lated as trigger items in the so-called trigger menu, which includes thresholds for objects
at L1 and HLT, as well as prescales. Prescales are reduction factors, which reduce the
bandwidth of certain trigger items, by only reading out every n® event.

The Level-1 trigger decision uses a coarse, partial readout of the detector to take a
decision within a latency of 2.5 us. Two subsystems: the Level-1 Calorimeter (L1Calo) and
the Level-1 Muon (L1Muon) trigger send measurements to the Central Trigger Processor
(CTP), which takes the final Level-1 decision. The Level-1 calorimeter system consists
of a PreProcessor (PPr), the Cluster Processor (CP) and the Jet/Energy-sum Processor
(JEP). The PPr digitizes the incoming analog pulses of coarse segments of the calorimeter
(~ 7200 trigger towers), determines their transverse energy and applies a peak finder
algorithm to determine the correct bunch crossing. Furthermore, it applies a bunch-by-
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Figure 2.3: The ATLAS trigger and data acquisition system in Run-2 [27].

bunch pedestal (pileup) correction, which is especially important to linearize the missing
energy trigger rates as a function of the instantaneous luminosity [27]. The resulting
digitized trigger towers are calibrated using two dedicated lookup tables, one for the trigger
towers sent to the CP and another one for the trigger towers sent to the JEP. Using the
algorithms specified in [28] the JEP (CP) identifies regions of interest (Rol), in which jets
(electrons/photons/taus) are reconstructed. Their energy is determined by the sum of
the trigger towers corresponding to the Rol. Furthermore, the JEP calculates the missing
transverse energy at Level-1. It is calculated by summing up the E, and E, components
of all trigger towers which were passed to the JEP.

The Level-1 muon system requires coinciding signals, in space and time, in 2 (3) layers
of the their fast RPCs and TGCs for low (high) pr muons. The energy is then determined
by checking against certain roads. These roads are defined as the area filled by all possible
trajectories between the interaction point and the measured hit, given muons of a certain
pr or higher [29]. If the muons trajectory lies within such a road, it thus satisfies the pr
requirement.

The Fast TracKer (FTK) which will provide tracking information at Level-1 in the
future is still being commissioned at this point [30]. In the long shutdown between Run-
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1 and Run-2 (LS1: 2013-2014) a topological trigger (L1Topo) was added to the system,
which performs selections based on the kinematic and geometric input coming from L1Calo
and L1Muon.

The decisions (i.e. multiplicities of passes thresholds) from L1Calo, L1Muon and
L1Topo are then passed on to the CTP, which compares this input with the trigger menu.
A logical OR of all trigger items determines the Level-1 decision. If an event is accepted
the full detector is read-out into the Read-Out System (ROS), where the event is buffered
while the HL'T decision is taken.

The High-Level-Trigger is seeded with the Rols of the accepted event and partially or
fully reconstructs the event depending on its input. This is done by running the necessary
algorithms on a dedicated computing cluster. The HLT has access to the full granularity
of the calorimeter, as well as all muon chambers and the inner detector, which is not
available at Level-1 due to the latency constraint. Interesting events can thus be selected
more precisely and tighter selection criteria are applied resulting in a reduction of the
recording rate to ~1 kHz. The events passing both, the Level-1 and HLT selection are
written to disk at CERNs Tier-0 data center for the offline reconstruction and storage,
ready to be analyzed.

2.3 Physics Object Reconstruction and Calibration

Physics object reconstruction refers to the task of converting the digital information recorded
by the ATLAS sub-detectors into information about the type, multiplicity, energy and loca-

tion of the particles produced in the proton-proton collisions. However, the reconstruction

algorithms, which are developed to perform this task in most cases do not operate on the

raw detector output, but rather work with derived meta-information like reconstructed

tracks and calorimeter clusters. This information itself is subject to reconstruction algo-

rithms, which feed into the higher-level algorithms.

After the particle information is derived from the detector output, the particles are
furthermore calibrated to the correct energy scale. The calorimeter segments only mea-
sure the energy, which was deposited inside the active material and apply corrections for
the absorber layers. These corrections, however, are different depending on the type of
interacting particle. Once a shower is classified as a specific physics object, it can thus be
calibrated to a more precise energy estimate.

As illustrated in figure 2.4, the different physics objects leave very distinct signatures
in the detector, given by combinations of the track-information in the inner detector, the
electromagnetic- and hadronic-calorimeter as well as the muon spectrometer. Additional
challenges arise from the detector itself in the form of missed signals and noise. Further-
more, in-flight decays and radiation of the primary particles? as well as pileup and the
underlying event, which is the interaction of the colliding proton excluding the hard in-
teraction, increase the complexity of this task. Pileup and the underlying event add to

9 Primary here refers to the particles produced in the hard interaction.
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Figure 2.4: Particle identification with the ATLAS detector. Different patterns in the
sub-detectors identify the Standard Model particles [31].

the signals measured by the detector and hence make a clean detection of the individual
particles more challenging.

Tracks

The track reconstruction, also referred to as track-finding, identifies continuous charged
tracks in the inner detector, as well as the muon spectrometer. It operates on the infor-
mation of the tracking systems, which deliver space-points of a traversing particle [32].

The track-finding is seeded by sets of three space-points, which are ranked by the sub-
detectors, in which the three seeds are measured, to increase purity. Seeds from SCT-only
result in the largest fraction of high quality tracks and are thus considered first, followed by
pixel-only and mixed-detector seeds. Once a set compatible with the interaction point is
found, a Kalman filter [33] is employed to create a continuous track including all tracking
layers. An initial momentum estimate is inferred from the curvature of the track.

The tracks are further cleaned by solving ambiguities of shared hits (clusters) between
multiple tracks. This is done with the help of a so-called track-score, ranking the tracks
according to their quality. A set of selection requirements are applied, based the on the
track kinematics, their distance to the interaction point as well as the number is hits and
holes!'® [32]. Finally, a high precision fit is performed on the final track candidates, yielding

10 Holes are space-points where there should have been a hit, even though none was found.
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continuous tracks. A detailed description of the track finding can be found in [34].

Additional algorithms identify non-prompt tracks, not originating from the primary
interaction vertex. They utilize an outside-in approach starting at the TRT and adding
non-assigned space-points at smaller radii. These are helpful to identify secondary vertices
from interacting primary particles [35].

Clusters

The calorimeter clusters are reconstructed in two different ways depending on their use
case [36]. Electron and photon reconstruction use clusters from a sliding window algo-
rithm, which uses rectangles of fixed size (depending on the particle type) to scan the
electromagnetic calorimeter cells. In each of the 200 x 256 possible positions the total
transverse energy of the cells within this window is determined and excesses above a noise
threshold are recorded.

The jet reconstruction employs a topological algorithm, which adds neighboring cells
together as long as they contain significant amounts of energy. For hadrons, which are not
expected to leave a very collimated signal in the calorimeter, this is of advantage, as the
window size and shape are not fixed. These topological clusters are seeded by so-called
proto-clusters, which are cells with a high signal-to-noise ratio. Neighboring cells are added
as long as a second signal-to-noise threshold is satisfied. In a third and final step, cells
adjacent to the cluster are added, if they satisfy a third signal-to-noise threshold. The
optimization of the three thresholds is explained in [36].

Electrons

Electrons are seeded by the sliding window algorithm detailed above with a window size
of 0.075 x 0.125 in An x A¢ and a Ep threshold of 2.5 GeV [37]. An overlap removal
is employed keeping only the higher E7 seed in cases of two nearby overlapping seeds.
Nearby tracks are then fitted using an electron hypothesis for the radiative losses due to
bremsstrahlung. If the fit, extended to the 2nd layer of the electromagnetic calorimeter,
is compatible with the barycenter of the cluster, the two are matched. Afterwards, an
improved fit for the electron energy losses is performed, which enhances the precision on
the trajectory. Converted photons are rejected by rejecting tracks, which can be matched
to secondary vertices. Finally, the clusters are extended to a size of 0.075 x 0.175 in the
barrel and 0.125 x 0.125 in the end-caps to calculated the electron energy. The n and ¢
direction are taken from the track, which has a better position resolution.

The final energy calibration is obtained from multivariate techniques, described in [38],
which optimizes the energy resolution based on Monte Carlo simulation. Furthermore,
known disagreements between recorded data and the Monte Carlo simulation are corrected
for. Finally, the electrons are adjusted to the correct energy scale measured in data,
using measurements of Z bosons decaying to electron-positron pairs. The full procedure is
validated using J/U decays to electron-positron pairs and radiative Z boson decays [38].
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Muons

Muons are reconstructed primarily as tracks in the inner detector and the muon spectrome-
ter (MS). This is done independently in both systems before being merged into a combined
muon reconstruction. The reconstruction in the inner detector is detailed above. The track
reconstruction in the MS starts by forming segments in each of the muon chambers, which
are hit patterns in the different layers of the chambers. The segments of different layers
are then fitted together to find possible track candidates. The fit is primarily seeded by
segments from the middle layer, before seeds from the outer and inner layers are consid-
ered. For a track to be accepted it has to contain at least 2 matching segments (except for
the overlap region where one high quality segment suffices) and the corresponding x? fit
has to satisfy certain quality criteria [39].

The information from ID and MS is supplemented by calorimeter information to obtain
the muon candidates. Four different types of muons are distinguished. Combined muons
(CB) use a combined fit in which tracks from the MS are matched to the ID, by using the
hits of all sub-detectors. The matching is mostly performed outside-in, where MS hits are
matched with ID hits, however, an inside-out approach is used complementarily. Segment-
tagged muons (ST) are muons where a track in the ID is only matched to a single segment
in the MDT or CSC chambers. This happens mostly for low pr muons or in regions of
low MS acceptance. Calorimeter tagged (CT) muons need to match an energy deposit
compatible with a minimally ionizing particle to an ID track. This is mainly to recover
low acceptances in less instrumented regions like the || < 0.1 region. In the extended
acceptance region of 2.5 < |n| < 2.7 extrapolated (ME) muons are defined, which match a
MS track with the primary vertex where the ID is no longer available [39].

The large lever arms of the muon spectrometer allows for a very accurate muon mo-
mentum resolution from the track fitting. Regardless, known disagreements between data
and Monte Carlo simulation in the momentum scale and resolution are corrected to obtain
a precision at the permil and percent level, respectively. This is done using measurements
of Z bosons and the J/W¥ resonance decaying to opposite charged muons, as detailed in
[39].

Jets

Quarks and gluons, which are produced in the hard interaction, are not detected as free
particles, but rather start to hadronize immediately (at the time and distance scale ac-
cessible with todays technology) after their production. This is due to the phenomenon
called confinement detailed in section 3.1 and results in numerous hadronic particles being
produced. These hadrons all originate from the same initial quark (or gluon) and are hence
clustered into a jet, whose four-momentum reconstructs that of the initial quark (or gluon).

The jet clustering algorithm uses topological (topo-) clusters as input, which represent
the many hadrons, produced in the hadronization process. The topological clusters are
reconstructed as detailed above, following a “420”-scheme, indicating the signal-to-noise
threshold utilized in the clustering algorithm (“4” meaning four standard deviations above
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Figure 2.5: Jet Calibration applied in several stages. All corrections except for the origin
correction are applied to the four-momenta of the jets [45].

the noise energy). The last value being zero means that in the last step any cell, neighboring
the proto-cluster, are included into the topo-cluster. This is optimized to efficiently find
low energy clusters [40]. The combined energies of all cells clustered into the topo-cluster
represent the cluster energy, while the location is the three dimensional center of gravity,
using the cell energies as weights and the cell center for their location [40].

The topo-clusters are then combined using the anti-kr algorithm [41], which is an
infrared and collinear safe jet-clustering algorithm. It is a modification of the sequential
recombination algorithms kp [42] and Cambridge/Aachen [43, 44], with a distance measure
defined as

A2
dij = min(ky?, kg?) R;, (2.8)

where A, = (y; — y;)° + (¢i — ¢;)* and kry, y; and ¢; are the transverse momentum, the
rapidity and the azimuthal angle of cluster 7, respectively. The Standard radius parameter
used at ATLAS is R = 0.4. The algorithm uses all reconstructed topo-clusters as input and
iteratively adds the two clusters with the smallest distance measure, according to equation
2.8. It terminates when the closest distance is larger than d;g for all remaining clusters.
It is to be noted, that the algorithm works equivalently with particles as input, as only
directions and momenta are required.

The jets used throughout this work use topo-clusters calibrated at the electromagnetic
(EM) scale. This means that no additional calibrations, which take shower shapes and
cluster moments into account, are applied to the clusters. The jet calibration is applied
solely after the jets are clustered using the anti-k; algorithm. Figure 2.5 illustrates the
different corrections applied in the jet energy scale calibration and the following description
thereof is based on information provided in [45].

First, an origin correction is applied, which recalculates the four-momentum of the
jet to point to the primary vertex, rather than the center of the detector. During this
recalculation the jet energy is kept at its previous value. This correction improves the
1 resolution of the jet. Two pileup corrections adjust the jet energy for contributions
coming from in-time and out-of-time pileup. The first correction is based on the averaged
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pr-density in the n — ¢ plane due to pileup jets in the event, multiplied by the jet area.
To derive the pileup pr-density the topo-clusters are reclustered using the kp algorithm,
without a minimal energy requirement. The resulting jets are divided by their jet-area and
the median of this distribution is taken as the pileup pr-density. The second correction
employs a residual correction as a function of ;1 and Npy, which is derived from simulation.

Another correction referred to as the absolute MC-based calibration is applied. This
correction is entirely based on simulation and corrects the jet energy scale and residual
biases in the 71 reconstruction. This is done by matching particle-level jets to reconstructed
jets and taking the ratio of their energies Ereco/pratticlelevel hinped in prartcedevel and ¢ A
Gaussian fit to the core of the distribution and a numerical inversion to £ provides the
necessary correction factors [46]. A residual dependence of the jet energy scale on 7 in the
transition regions between barrel and end-cap, as well as end-cap and forward calorimeters
is observed. Therefore, an additional 7 calibration is derived to correct the n and pr values
of the jet four momenta.

Following this procedure comes the global sequential calibration (GSC), which improves
the jet energy resolution, by taking into account variables sensitive to the flavor dependent
shower shapes. Gluon initiated jets have been shown to contain more, but softer particles
per jet, resulting in a wide shower profile. Quark initiated jets on the other hand contain
less, but harder particles, which penetrate the calorimeter deeper, with a narrower shower
profile. The variables used in the GSC are thus the energy fraction in the first layer of the
tile calorimeter frje,, the energy fraction in the third electromagnetic calorimeter layer
fLArs, the number of tracks associated to a jet nyy, the track width defined as the pp
weighted sum of track distances to the jet center: Wy = 320" pb AR(i, jet)/ STV pi.
and the number of muon segments associated to the jet ngegments: A correction based on
the jet response is thus sequentially derived as a function of every variable and applied to
the jet.

To mitigate the dependence on the Monte Carlo simulation a residual in-situ cor-
rection is applied, correcting for data-Monte Carlo simulation differences. In a first n-
intercalibration, forward jets of 0.8 < |n| < 4.5 are balanced in dijet events against central
jets of |n| < 0.8. The well measured central jets serve as reference objects, as in dijet events
the transverse momenta of the two jets should be equal. A response R = p]Tet /Pt in data
and the simulation is defined and the double ratio serves as a correction factor applied
to data. The same principle is applied again afterwards, when jets are measured against
well calibrated objects like Z bosons, photons and finally in multijet events. Again here
the pr of the two measured objects should balance at leading order and the response R
is measured in data and simulation. A correction factor is again derived from the double
ratio.

The many corrections applied in the jet energy calibration lead to 80 sources of un-
certainties, most of which are coming from the in-situ calibrations, detailed in the last
paragraph. The uncertainties are treated as uncorrelated among each other, but fully cor-
related in bins of pr and 7. Only the electron and photon energy scales are treated as
fully correlated. The combined uncertainty is illustrated in figure 2.6 and shows a total
uncertainty of between 4.5% and 1.5% at n = 0.
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Taus

Taus have a mean lifetime of only 290.3 & 0.5 x 107's [47] and thus decay within a short
distance from the interaction point. They decay into a W boson and a neutrino, where the
boson can either decay into a charged lepton and another neutrino, or into hadrons. In
this work only hadronically decaying tau leptons are considered, since leptonically decaying
taus are identified as electrons and muons, which is sufficient for the lepton veto employed
in this work. Hadronically decaying taus are seeded by jets, reconstructed by the anti-kp
algorithm with a radius parameter of 0.4. The tau-jets are required to satisfy pr > 10 GeV
and |n| < 2.5. The topo-clusters within these jets are calibrated using the local hadronic
cell weighting (LCW) calibration, which aims at calibrating jets to the hadronic scale at
cluster level as described in [40]. The total energy of cells within a radius of AR = 0.2
defines the visible energy of a hadronically decaying tau 7aq.vis-

The tau vertex (TV), which might be deplaced from the primary vertex, is reconstructed
using all tracks associated to the seed jet in order to improve the reconstruction efficiency
and reduce the effect of pile-up. Furthermore, all tracks are selected which are within
AR = 0.2 of the seed jet direction and have a pr > 1 GeV as well as several track
quality criteria [48]. Taus decay primarily in so called 1-prong and 3-prong modes, meaning
into one or three charged hadrons plus neutral particles. The charged track multiplicity
associated to the tau candidate is therefore a prime selection criterion for hadronically
decaying taus.

In addition to the LCW calibration of the topo-clusters, the tau calibration corrects for
pileup contributions using an energy offset. The offset is parametrized as a function of the
number of primary vertices Npy and 7 for 1-prong and multi-prong tau candidates. Final
the response (ELc — Epilenp)/E3y¢ is computed for 1-prong and multi-prong candidates as

VIS

function of  and E%* and applied as a correction.



Chapter 3

Theoretical Background

The complex and precise measurements performed at the Large Hadron Collider are driven
by the success of the theoretical model describing the interactions of fundamental particle.
The Standard Model of Particle Physics mainly developed in the 1960s when S.L. Glashow,
A. Salam and S. Weinberg combined the electromagnetic and weak interactions into a single
quantum field theory. However, many other scientists contributed until the Standard
Model, as introduced in section 3.1, reached its current form. Many predictions of the
Standard Model, including top and bottom quarks, as well as the Higgs boson, were later
confirmed by experimental observations. However, there are phenomena, like neutrino
oscillations, dark matter or dark energy, which can not be explained by it. Great effort in
theoretical physics is made to incorporate these new phenomena into the Standard Model
and several examples are given in section 3.2.

The search for dark matter has become one of the most prominent challenges in particle
physics today. There is convincing experimental evidence from astrophysical observations
for the existence of dark matter. With the possibilities provided by modern experimental
facilities, a proof for the existence of dark matter is sought in a laboratory environment.
Possible experimental strategies as well as previous collider searches are introduced in
section 3.3 and 3.4. Finally, in section 3.5 some shortcomings of the current collider
searches are addressed and possible improvements, as suggested in this work, are outlined.

3.1 The Standard Model of Particle Physics

The Standard Model of particle physics is a relativistic quantum field theory, which de-
scribes the interactions of what today are believed to be the most elementary particles of
our universe. It is built upon the assumption that any interaction between these parti-
cles should be invariant under space-time translations, rotations in space, as well as the
Lorentz boosts of special relativity. Requiring these symmetries, which are summarized
in the Poincaré group [49], make the Standard Model a relativistic theory and results in
conserved Noether currents [50], like the conservation of energy and momentum, as well
as angular momentum. Furthermore, it is formulated using quantized fields, which are
defined at all points in space-time. Particles appear as excitations of these fields.
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Figure 3.1: Particle content of the Standard Model, categorized by spin, color and electric
charge [51].

The interactions between the particles are described by additional local gauge symme-
tries, which make the Standard Model a gauge theory. The symmetries are formulated
as a SU(3)exSU(2),xU(1)y gauge group, in which the generators of each of the three
Lie groups give rise to transformations, under which the current of the respective group
is conserved. To ensure this invariance additional fields need to be introduced. This can
be understood as a gauge boson mediating a force between two charged particles, while
conserving the overall charge. In the case of the SU(3)¢ group, this gives rise to eight
gauge fields GG, mediating between particles with a color charge C'. The SU(2), introduces
three gauge fields W, which conserve the weak isospin 7', while the U(1)y group results in
a gauge field B, conserving the weak hypercharge Y. The subscript L of the SU(2) group
indicates that only left-handed particles carry a non-zero weak isospin. The charges are
also referred to as quantum numbers.

The particle content of the Standard Model can be categorized in several ways as
depicted in figure 3.1. First, they are categorized by their spin-state: the Higgs boson
is the only spin zero particle, while fermions have half-integer spin and the gauge bosons
introduced above are of spin one. The fermions are further categorized into quarks and
leptons, where only the former carry a color charge. Furthermore, quarks carry a fractional
electric-charge of 2/3 or —1/3, while leptons carry an integer electric-charge of —1 or 0.
Each of the leptons has a corresponding anti-particle, which is identical in mass, but has
inverted above-mentioned charges. Finally, the fermions are ordered in three generation,
where the higher-generation particles are heavier than their lower-generation partners, but



3.1 The Standard Model of Particle Physics 25

carry the same quantum numbers.

The graviton is a hypothetical particle mediating the gravitational force. However, the
Standard Model does not include the gravitational force, but only describes the remaining
three fundamental forces: electromagnetic, weak- and strong-nuclear force. Gravity is
described by the separate theory of general relativity [52].

Electroweak Sector

Historically, the SU(2),xU(1)y gauge group represents the beginning of the Standard
Model, as it first united the weak-nuclear force and the electromagnetic force into a com-
bined gauge theory. Together with the mechanism of spontaneous symmetry breaking, which
breaks the SU(2),xU(1)y into a U(1)gm gauge group, the gauge bosons W (a = 1,2, 3)
and B can be combined into the photon 7, as well as two massive, W* bosons carrying an
electric charge of £1 and a massive Z° boson carrying no electric charge:

v _ cos by  sinfy B (3.1)
Z°) — \—sinfy cosby ) \Ws5)’ ’

w* = %(qu:@m), (3.2)

where 6y, is defined as the weak mixing angle which is also used to parametrize the mass
difference between the Z° boson and the W bosons:

My,
My = ) 3.3
77 Ccos Ow (3.3)

The SU(2),xU(1)y symmetry is broken by introducing a complex scalar field ¢, which is
a complex isospin doublet with a potential following!

V=i 0°0) + P60 (3.4

with 4?2 > 0 and A\ > 0. This potential has degenerate non-zero vacuum expectation
values, where one has to be chosen. This spontaneously breaks the symmetry and results
in a Higgs field h and three Goldstone bosons, which are absorbed into the a-priori massless
gauge bosons and grants masses to the W* and Z° bosons.

Because of the symmetry breaking, the third component of the weak isospin T3 is
combined with the weak hypercharge Y into the new conserved charge of U(1)gy: the
electromagnetic charge Q = T + Y/2.

Extensive introductions to the topic of gauge theories, as well as the Higgs mechanism
can be found in [20, 53].

I Notation taken from [53].
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Quantum Chromodynamics

The electroweak sector was extended by the SU(3)¢ group, to describe the strong inter-
action. This extension is referred to as quantum chromodynamics (QCD). The coupling
strength of the strong interaction is stronger than the weak- and electromagnetic forces.
While the weak and electromagnetic theory can be calculated using perturbation theory,
in QCD this only true for a limited regime. This is because of a phenomenon called the
running coupling, which means that the coupling ag significantly changes its strength as
a function of energy. The coupling strength ag is described by the renormalization group
equation (RGE) or g-function [47]:

MRW = B(QS) = _(bo@g + bl&g + bgaé + ), (35)
R

with is ug a (unphysical) renormalization scale, which is usually set to the value of the
energy transfer in the process of interest () and

33 — 2nf

/80 = 11— 197 3 (36)
153 — 19n

B = TQ’C, (3.7)
2857 — 5033/9 - ny + 325/27 - n?

b = 12873 X (38)

The RGE is obtained in the renormalization procedure of the theory and is calculated only
up to a certain order in the perturbative expansion. The solution of this equation allows
to extrapolate ag from a given interaction energy Q2 to a different energy Q.

For QCD fy is larger than zero (in QED [y = —4/3), which leads to asymptotic
freedom. It predicts a smaller coupling strength at larger values of Q?, meaning that
at high energies/short distances the interaction between quarks and gluons is decreased
and they are thus asymptotically free. Conversely, at low energies/large distances, the
interaction strength is very large, which is often referred to as confinement. Confinement
is the reason why free colored particles are never observed in nature, since the interactive
forces become strong at large distances, forcing quarks and gluons to form bound state
immediately after they are produced.

The phenomenon of forming many bound states is also referred to as hadronization and,
since it is a low energy phenomenon, can only be described using effective theories. When
two quarks move apart due to their initial momentum (like in a collision) their interactive
force becomes stronger. This can be viewed as additional gluon lines connecting the two,
which become more and more dense. The energy stored in these field lines increases with
distance, until it becomes energetically more favorable to produce a new quark anti-quark
pair from the vacuum, each of which are then bound to one of the initial quarks. In
simulation, models like the Lund string model [54] or the cluster model [55] are employed
to produce large quantities of hadrons from the initial quarks to form hadronic jets.
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Figure 3.2: Selection of possible Feynman diagrams due to the non-abelian structure of
the SU(2), and SU(3)c gauge groups. The self interaction of the W and G bosons result
in (a) vector boson fusion and (b) gluon self interaction.

Another feature of QCD is that the quarks are not eigenstates of mass and flavor at the
same time. That means when calculating the cross section of a weakly interacting up quark
(mass eigenstate), this requires to take into account contributions from all up-type quarks,
since the flavor eigenstates, which interact weakly, are mixtures of the mass eigenstates and
vice versa. The rotation matrix connecting the two is called Cabibbo-Kobayashi-Maskawa-
Matrix (CKM) [56, 57].

Self-Interaction

The SU(2),, and SU(3)¢ groups are non-abelian, which means that the matrices, which are
the generators of these groups, do not commute. As a consequence, the kinetic terms of the
vector-bosons W and G include self-interaction terms. Two examples of possible three-
particle interactions are illustrated in figure 3.2 showing examples for (a) vector boson
fusion in the elctroweak sector and (b) gluon self-interaction in QCD. The interacting
particles in (a) are those obtained after spontaneous symmetry breaking, however, the self-
interaction is explained by the original W bosons of the SU(2), group which are rotations
thereof. Also note that the diagrams can be rotated to illustrate different production and
fusion diagrams.

Free Parameters

The Standard Model has a total of 19 free parameters (excluding neutrino masses and
mixing angles), which are not predicted theoretically, but have to be determined exper-
imentally. The parameters include nine fermion masses, three mixing angles and a CP
violating phase of the CKM matrix, as well as the gauge couplings of the three gauge
groups SU(3)exSU(2),xU(1)y. Finally, there is the CP violating angle of QCD, the
Higgs vacuum expectation angle and the Higgs mass.
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Factorization and Parton Density Functions

The features of QCD are especially important at the LHC as it produces proton-proton
collisions. Protons are composite particles consisting of two up- and a down-quark (valence
quarks). This means that the colliding particles at LHC are in fact the constituents of the
proton. In the hard interaction a large energy transfer Q% is expected. This allows to cal-
culate the cross section of this interaction using perturbative techniques. The constituents
of the proton, however, are a matter of low energy-, confined quarks and gluons (partons),
since vacuum fluctuations add sea quarks and gluons to the proton constituents. This
has to be treated using effective theories. According to the factorization theorem, the two
effects can be separated and the total cross section to produce particles X and Y can be
calculated as:

o(pp2 = XY) = Zag’(/ﬁ%)Z/dxldefi/hl(xla,u%“)fj/hz(x%#%) (3.9)
n=0 1,J

~n 2 2
X JijaXY(xleSaNR’/vLF%

where s is the center of mass energy, n = 0 is the leading order prediction, while n > 1 are
the higher orders, g and pup are the renormalization and factorization scale, respectively.
The parton density functions f;,(z, p2) are the probability densities for a parton i to
carry the momentum fraction x of the colliding proton p and 6;;_, xy is the cross section
for partons 7 and j to produce particles X and Y. Furthermore, s is the center-of-mass
energy of the colliding protons.

The factorization scale pur can be understood as a cutoff scale which defines in which
part of the calculation the collinear emissions of the partons are treated. At low transverse
momenta they are treated via the parton density function, while at high momenta they are
treated in the QCD corrections to the process cross section. The former is treated by the
so-called Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equations [58, 59, 60, 61],
which modify the existing parton density by the use of splitting functions.

3.2 Physics Beyond the Standard Model

Despite its success there are observed phenomena the Standard Model does not address.
Some are more of aesthetic nature, like the hierarchy problem which addresses large differ-
ences in the particle masses and the strengths of the fundamental forces. Furthermore, the
Higgs mass is fine tuned, as it receives large higher order corrections, yet it is measured
at a comparably small mass [62]. The question why this is the case is not addressed by
the theory itself, but arises from the observed, experimentally measured free parameters
of the Standard Model. Also gravity is not included in the theory and there is a desire to
develop a generalized theory, which would include all four fundamental forces. Other open
questions are neutrino oscillations, which can only be explained by neutrinos having mass
and thus mixing flavor and mass eigenstates. This is incorporated using the Pontecorvo-
Maki-Nakagawa-Sakata-Matrix (PMNS) [63, 64], which adds three additional parameters
to the Standard Model.
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Figure 3.3: Rotation curves of seven different types of galaxies. Plotted are the rotational
velocities as a function of distance from the galactic center [66].

One of the most pressing issues today is the lack of a viable dark matter candidate.
Evidence of dark matter has been found in a multitude of astrophysical observations,
including the rotational velocity of galaxies, gravitational lensing and the measurement
of the cosmic microwave background. But also latest simulations on galaxy formation
require additional (dark) matter to explain todays observation of the universe. In all
above examples dark matter has only been observed via its gravitational force. As it does
not appear to interact strongly via the electromagnetic force, photons can not reveal its
existence (hence the name dark matter) and common telescopes detecting light of various
wavelengths are unable to observe it. While particle dark matter is regarded as the most
likely scenario, the Standard Model does not provide a candidate which fits this profile,
except for the neutrinos. However, observations of cosmic structure and the low neutrino
masses introduce additional constraints, which largely exclude it as a possible candidate

[65).

Evidence for Dark Matter

The most prominent evidence for dark matter is the rotational velocity of galaxies. Since
the 1930s J. Oort, F. Zwicky and others have found that the speed at which stars orbit
galaxies does not correspond to the velocity profile expected from the visible matter [67,
68]. As the gravitational force decreases with distance from the center of gravity, stars
orbiting a galaxy at large radii r are expected to move slower than at small radii, given the
spatial distribution of the visible matter. Their speed would have to follow a distribution
proportional to ~ 1/4/r, such that the centrifugal force and the gravitational force balance.
It was observed, however, that the velocities of stars at growing radii remains almost
constant, as illustrated in figure 3.3 for several galaxies [66].
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Figure 3.4: Image of the bullet cluster 1E 0657-558.  (Figure credit: X-ray:
NASA/CXC/CfA/ M.Markevitch et al.; Lensing Map: NASA/STScI;ESO WFI; Magel-
lan/U.Arizona/ D.Clowe et al. Optical image:NASA/STScl;Magellan/U.Arizona/D. Clowe
et al.)

This behavior can be explained by additional gravitating matter, which is invisible
to common telescopes. Another explanation would be to alter the theories of gravity, so
to either modify or replace Newtonian gravity and general relativity. However, so-called
MOND theories [69, 70, 71, 72, 73] have shown more difficulties at explaining the wealth of
measured observations and are not compatible with the observations of the so-called bullet
cluster [74].

The term bullet cluster usually refers to an observed collision of two galaxies called
1E 0657-558, as depicted in figure 3.4. Two clusters have passed through each other and
the gas, which is expected to constitute most of the gravitating mass, has interacted and
separated from the rest of the galaxy, forming its own field of visible matter in the collision
region. The stars of the galaxies have moved away from this region again, such that
a smaller gravitational lensing effect would be expected away from the collision center.
The observation of gravitational lensing due to the bending of space-time is predicted by
general relativity around massive objects [75, 76| and thus allows to infer the amount of
gravitating matter. Instead of the expected lensing effect, a larger gravitational lensing
signal is observed in the region away from the collision center, indicating that weakly
interacting dark matter could be co-moving with the galactic centers. Since this dark
matter only interacted weakly with the other matter, the bullet cluster thus allows to
estimate the interaction cross section of dark matter [74, 77].

Furthermore, the measurement of the cosmic microwave background (CMB) allows to
fit the parameters of the Lambda-CDM model to great precision [1]. The latter is often
referred to as the Standard Model of cosmology and predicts cold dark matter (i.e. non-
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relativistic dark matter particles which could be realized for example by weakly interacting
massive particles (WIMPs)) together with a cosmological constant A, which is associated
to dark energy. It predicts the evolution of the universe since the big bang and according
to the CMB fit, only about 5% of the total energy in the universe is baryonic (visible)
matter. About 27% on the other hand is predicted to be dark matter and about 68% is
associated to dark energy.

The presented evidence leads to many experimental and theoretical efforts to detect
dark matter in a laboratory environment and to include dark matter into particle physics
theories. Some of the latter efforts are presented below. The presented models are most
relevant to this work, since limits on these models are set in section 7, however, many more
models exist, like supersymmetry or effective-field-theories [78, 79].

Simplified S-Channel Mediator Model

Simplified models lie somewhere in between a full new physics model (like the Minimal
Supersymmetric Standard Model (MSSM) [80]), which usual adds a whole wealth of new
particles in order to be fully self-consistent, and an effective theory, which combines com-
plex interactions into single operators. In a simplified model usually the particle of interest
is added to the Standard Model, together with a mediator which connects the two. Addi-
tional particles are assumed to play a negligible role in the searches the model is designed
for and the model typically adds only a few parameters which can be constrained by mea-
surements.

To construct a simplified model, an additional symmetry, for example in the form of
a U(1) group, is added to the Standard Model and is spontaneously broken. Like for
the Standard Model this generates an additional massive boson. Furthermore, additional
particles, like in this case fermionic dark matter, are added. The Lagrangian is thus
extended by mass and kinetic terms, as well as interaction terms for the mediator boson
and the dark matter candidate. In this work the mediator is assumed to carry a spin of
one, however, similar models can be constructed for scalar mediators. Additionally, it is
assumed to couple to both the Standard Model particles as well as the dark matter particle:

Lesn D AV (9y — 92+ D Aufy"(9f — 9/ 0)f, (3.10)
f=qlv
where ¢, [, v are the Standard Model fermions, A, is the new massive boson, x is the
fermionic dark matter and gﬁ / v g}q/ Y are the (axial-)vector couplings of the new boson to
dark matter and fermions, respectively [81].

The total decay width of the mediator is described by
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where N}, = 1 for leptons and dark matter and N& = 3 for quarks and i sums over all
V/A

fermions above the production threshold [81]. Assuming identical couplings g,

, equation
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3.11 shows a reduced decay width for purely axial-vector mediator models compared to
purely vector mediator models, when m; =~ m,4. When constraining these models typically
stronger limits can thus be derived in vector mediator models in the m 4 —m, mass plane
near the threshold where m, = 2m, [82]. This is especially true when my4 is small, since
Standard Model particles then contribute significantly to the last term in the total decay
width as well.

In this work a pure axial-vector mediator is considered, coupling equally to up-type and
down-type quarks. To ensure comparability with other searches, the ATLAS CMS Dark
Matter Forum recommends to set the coupling g;‘ = 1 and the coupling qu = 0.25 [83]. The
remaining parameters are the dark matter mass m, and the mediator mass m 4, which span
a mass plane in which limits are derived. Fixing two of the four parameters is convention
to allow for well readable and comparable plots, as well as to limit the computational effort
to set reasonable limits on any such models.

Invisible Higgs Decays

The mediator coupling the dark sector to the Standard Model might be the Standard Model
Higgs boson. Since it couples to the Standard Model particles, with a strength depending
on their mass, it might as well couple to dark matter in a similar way. In that case the
Higgs boson would possess an additional invisible decay channel. In the Standard Model
the only invisible Higgs decay is via two Z bosons, which then decay to two neutrinos, each
(H — ZZ — vovw). The branching fraction for this process is ~0.1%, which no current
search is sensitive to [84, 85]. Any detection of an invisible Higgs would thus point to new
physics.

Using the Higgs boson as a mediator to the dark sector only requires to add a mass
term for the dark matter particle S, as well as a coupling to the Higgs boson [86]. In this
example the dark matter particle is assumed to be a scalar particle S:

1 1
‘CBSM = 5”%52 —l— 5)\h7SSQ|H|2, (312)
where S is the scalar dark matter particle and H the Standard Model Higgs boson. Such

a model predicts a branching fraction of
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additional to the invisible branching fraction of the Higgs boson predicted by the Standard
Model. There are many other models predicting additional contributions to the invisible
branching fraction of the Higgs [87, 88, 89, 90, 91], thus, setting upper limits on this invisi-
bile branching fraction further narrows down the size of possible additional contributions.
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3.3 The Search for Dark Matter

In addition to the numerous astrophysical observations, particle dark matter is sought to
be measured in a laboratory environment. Not only would this prove its existence in a
complementary way, it would also allow to inspect dark matter in a controlled environment,
which allows to understand its properties. Generally, approaches to search for dark matter
are classified in three categories: indirect, direct and collider searches.

Direct detection

X > X
Production Indirect
at colliders detection

P P

Figure 3.5: Feynman diagram with an unknown interaction between dark matter and the
Standard Model. Depending on the direction of the diagram it illustrates the three different
detection strategies: collider searches, direct- and indirect detection [92].

Indirect searches rely on the assumption, that dark matter particles annihilate with each
other, thereby producing Standard Model particles. This is assumed to occur in areas of the
universe where a large abundance of dark matter is expected. Searches are thus performed
with satellites to avoid the earths atmosphere or with larger ground-based telescopes. In
the annihilation it is assumed that photons and other cosmic rays are produced, which can
be detected by the experiments. Furthermore, ground based experimental facilities search
for enhanced neutrino fluxes, which may also be produced in dark matter annihilation [93].

In direct searches, dark matter is expected to scatter off Standard Model particles, thus
transferring some of its energy onto the Standard Model particle. The nucleus, the dark
matter interacted with recoils and the recoil energy can be measured. Different experi-
ments have different approaches and depending on the active material the recoil energy is
measured via ionization, heat, light, or the combinations thereof. The experimental facili-
ties are usually deep underground to provide proper shielding from other cosmic particles
entering the detector. These backgrounds, however, as well as the remaining radioac-
tive material in the detector, must be well understood in order to distinguish additional
contributions from dark matter interactions from the expected signals [94].

At collider searches Standard Model particles are accelerated and either fired onto a
fixed target, or two beams in opposite directions are collided. In both cases it is assumed
that dark matter particles can be produced in the collision. Searching for new particles
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means that many particle collisions need to be recorded, since most of the collisions will
produce known Standard Model particles. Dark matter particles would manifest themselves
as additional contributions to the expected observations. At colliders the initial state of the
collision is well studied, allowing for a very accurate estimation of the expected Standard
Model contributions [95].

All three approaches, illustrated in figure 3.5, have their strengths and weaknesses,
making their combinations a powerful tool to further narrow down the properties of dark
matter. This work focuses on collider searches performed with the ATLAS detector at the
LHC, which is particularly powerful, if the dark matter mediator (and the dark matter
particle) is within the energy reach of the collider. In this case the mediator can be
produced on-shell, meaning that it does not only contribute via virtual loop corrections,
and the production cross section for dark matter particles increases significantly.

3.4 Previous Collider Searches

Many searches for dark matter have been performed at colliders, however, so far dark
matter has eveaded detection. Generally, there are two main strategies at ATLAS how
to search for dark matter [97]. The first one assumes a mediator coupling to dark matter
as well as to the Standard Model. This mediator can be detected if instead of decaying
to dark matter particles, it decays back to two quarks or gluons as shown in figure 3.6b.
This way it would manifest itself as a bump in the otherwise smoothly falling dijet mass
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Figure 3.6: (a) Dijet search looking for a resonant signal in the invariant mass m;;
distribution of the dijet final state [96]. (b) A new mediator A coupling to Standard Model
quarks (and/or gluons) as well as the dark matter particle x could yield such a resonance.
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|

(a) without additional particle (b) with an additional particle P

Figure 3.7: Schematic view of the transverse plane of the ATLAS detector. In (a) dark
matter is produced without any additional particle. The momenta of the dark matter parti-
cles balance, leaving no detectable trace in the detector. (b) shows dark matter production
i assoctation with a Standard Model particle, which balances the dark matter transverse
momenta. This results in missing transverse energy EFS.

spectrum (figure 3.6a). This kind of signature has been searched for in the past, with the
most recent results coming from ATLAS [96, 98] and CMS [99].

The second approach is the direct production of dark matter in association with another
Standard Model particle. This is commonly referred to as a MET? + X search [2, 3]. The
dark matter candidate is not expected to interact with the detector material, as it only
interacts weakly with baryonic matter. Therefore, it does not leave a trace in the detector
which could be used to select such an event (see figure 3.7a). This is true unless there is a
Standard Model particle in the final state, which the dark matter can recoil against (see
figure 3.7b). In this case there is an energy imbalance in the otherwise balanced transverse
plane of the detector, as the Standard Model particle deposits its energy on one side of the
detector, whereas the dark matter still evades detection. This imbalance is called missing
transverse energy and can be selected. The additional Standard Model particle is usually
produced via initial state radiation (ISR), but depending on the model, it can also be
produced via mixing with the mediator coupling to the dark matter [97]. The production
of the Standard Model particle via ISR favors quarks and gluons, due to the larger coupling
strength of o, over the electroweak couplings.

Choosing the Standard Model particle for a possible search signature trades high statis-
tics for lower backgrounds. The leptonic decays of the electroweak vector bosons allow for
a high background suppression, since leptons are easily identified an thus provide a very
clean event selection. However, the branching ratio for an initial state radiation gluon
is much higher than for an electroweak vector boson which is why for many models this
channel remains the signal of choice.

2 Other common abbreviations are Missing E7, or Es.
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Figure 3.8: Monojet search signal region with new physics models [82]. Show are the
measured data compared to the Standard Model prediction. The size of the Standard Model
contributions is constrained via a global fit with several control regions. Possible beyond the
Standard Model contributions are added as dashed lines. The lower panel shows the ratio
between data and Monte Carlo simulation including statistical and systematic uncertainties.

The Classical MET + Jet Search

Many new physics models predict final states with large missing E7 and jets, which is why
the conventional search approach, the so called monojet search, is introduced here. It is
based on the ATLAS results published in [82].

The event selection exploits the final state topology as introduced above, which is
a single high pr leading jet (> 150 GeV) and no leptons (e or ) in the final state.
Furthermore, the momentum imbalance in the transverse plane is exploited by requiring
missing transverse energy of at least 250 GeV. The latter also drives the selection at trigger
level as at HLT level at least 90 GeV of EF** is required. This trigger is fully efficient in
the signal region such that no events are lost due to the HLT E%* resolution.

At tree level only a single Standard Model process produces the same signature, which
is the decay of a Z boson to two neutrinos (Z — vv). However, the limited acceptance
of the detector, as well as inefficiencies in the reconstruction of particles lead to several
other backgrounds that need to be accounted for. These are mainly W bosons decaying
leptonically, as well as top-antitop and single top production and di-boson production.
All these backgrounds can decay leptonically via a W boson, which produces missing
transverse energy and, if the lepton is not reconstructed, are therefore reconstructed in
the signal region. Lastly multijet events with mismeasured jets can lead to a transverse
momentum imbalances large enough to be mistaken as a signal event. This happens very
rarely, however, the high cross section of multijet events at the LHC causes it to be a
considerable background.
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Figure 3.9: Monojet search limit plot for a simplified model with an axial-vector mediator
[82]. Shown are expected and observed exclusion limits at 95% CL in the my-myz, plane.
The parameters g, = 0.25 and g, = 1.0 are fized. Additional limits are shown excluding
the parameter space producing a relic density abundance inconsistent with the WMAP
measurements [100] and where perturbative unitarity is violated (m, > \/m/2my, [101].

Typically the backgrounds in the signal region are estimated via control regions in
which their contribution is most significant and their Standard Model cross section can be
constrained. The result is then extrapolated to the signal region via a transfer function or
by simultaneously fitting the different regions.

The measured data is compared to the predicted Standard Model contribution in the
signal region, as illustrated in figure 3.8. Deviations from this comparison hint to physics
beyond the Standard Model. Additional models are generated (dashed lines) as possible
additions to the measured spectrum.

If no significant deviations are found, models which were expected to give a sizable
contribution can be excluded. This is usually done by selecting a few models of interest
and scanning their parameter space. In the example of a simplified model with an axial-
vector mediator as shown in figure 3.9, the model has 4 parameters, where two of them
are fixed and the other two are scanned. This means that a grid of combinations of in
this case m, and my, has to be produced and for every point in this grid signal events
have to be simulated, including the detector simulation. Afterwards, the simulated models
are excluded at a calculated confidence level (CL). With the extrapolation between the
generated grid points contour lines of an exclusion at usually 95% CL are drawn (see figure
3.9).
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3.5 Limitations in Current Interpretations

As shown in the above example of a MET + jet search, in the absence of new physics
the results obtained in an analysis are used to constrain models which have predicted a
signal in the respective phase space. In this case only a very limited amount of models can
be constrained. This is because in the conventional approach of a search, the respective
models are generated and have to be propagated through a detector simulation in order
to compare them to the recorded data. Also the generated grid points in the scanned
parameter space have to be optimized in order to reduce computing time. The limited
time and resources lead to only a selection of models being contrained.

After the work is published everyone could use the results to constrain additional mod-
els. However, the detailed detector simulation used in such an analysis within the ATLAS
collaboration is not publicly available. Therefore, new models need to be simulated with
an inferior parametrized detector simulation. The results are therefore not as accurate,
which results in larger uncertainties and less stringent limits.

A new search approach was developed and published in 2016 in which the data was
fully corrected for detector effects [4]. This greatly simplifies constraining an arbitrary
number of new models even after the data has been published and therefore increases the
longevity of the search results. This will become especially important, when the amount
of additional data delivered by the LHC will not increase by orders of magnitude anymore
and repeating previous analyses to make use of the additional data becomes less and less
practicable.

Correcting the data for detector effects, also referred to as unfolding, eliminates the
need for a detector simulation in subsequent limit settings and therefore the need for
parametrized detector simulations. The size of the correction depends on the process which
is unfolded, since reconstruction efficiencies and resolutions depend of the event topology.
In Standard Model measurements, where the contributing processes are well known and
simulated, unfolding has been used extensively in the past. In searches on the other hand
new difficulties are introduced which have to be addressed.

By definition in a search it is unknown what new physics might be in the data. There-
fore, the detector effects on the new physics contributions can not be included when deter-
mining the detector corrections. Only the Standard Model contributions can be considered.
It has to be ensured, usually by testing various probable models, that new physics contri-
butions do not significantly alter the detector response. This was performed in the first
iteration of the detector-corrected search presented in [4] and the first unfolded search
results were published in 2016.

A further improvement to this approach is to use an unfolding technique which is
able to incorporate new physics into its detector response without having to simulate it.
Therefore it would be less dependent on the Monte Carlo simulations used to define the
response initially. A technique which is capable of doing this is presented on the following
chapter and applying this technique to a dark matter search is the focus of this work.



Chapter 4

Unfolding in Searches

The search presented in this work corrects its measured observables for detector effects and
this chapter introduces the concept of unfolding in this context (section 4.1). Additional
challenges, which arise when unfolding searches for physics beyond the Standard Model,
are highlighted and a method called [terative Dynamically Stabilized (IDS) unfolding is
introduced in section 4.2, which was developed to address these challenges.

The data analyzed in this work is recorded using the ATLAS detector and reconstruction
algorithms as introduced in section 2.3 interpret the signals to infer particle types and
their four-momenta in each collision. The particles are therefore measured at the so-called
reconstruction-level. The theoretical predictions on the other hand are formulated in a
quantum field theory, as introduced in sections 3.1 and 3.2. The particles in the final state
are therefore always calculated at the so-called parton-level. When parton showering and
hadronization models are added, the predictions can be extended to the so-called particle-
level. The parton-level can be regarded as the theoretical product of a collision, while
the particle-level is the particle content of the final state accessible at the timescales and
distances of current detector technology.

The reconstruction-level is therefore by construction different from the theory prediction
it is compared to, as the detector introduces inefficiencies as well as acceptance effects.
Inefficiencies mean that some particles may not be reconstructed, as they may not have
left a clear signature for the reconstruction algorithms to interpret. Acceptance effects are
due to the fact that the detector is not fully instrumented in 47 solid angle. One gap being
the beam-line which has to enter and leave the detector, another being the tracking system
which is only present at pseudorapidities |n| < 2.4. Furthermore, the energy resolution of
the detector is finite, meaning that a particle might be reconstructed at an energy slightly
different from its particle-level energy.

In order to assess the validity of a theory it has to be compared to the measurement at
the same level and there are two ways to approach this:

1. Run a detector simulation on the theory predictions and compare to the measurement
at reconstruction-level.

2. Correct the measurement for detector effects and compare to theory at particle-level.
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The first approach is straight forward within a given collaboration, as they have a very
precise detector simulation of their experiment at hand. For ATLAS the simulation frame-
work is based on the Monte Carlo based GEANT4 toolkit [102]. It allows for very precise
estimates of the Standard Model expectations and has been validated extensively as a
framework [103, 104] and the modeling of various Standard Model processes has been in-
vestigated [105, 106, 107]. In searches the theory model of interest is also propagated
through the full detector simulation which allows to set limits at the reconstruction-level,
as introduced in section 3.4.

However, after a search is published only the reconstruction-level distributions are avail-
able to the public and reinterpreting those can be difficult. An analysis outside of the AT-
LAS collaboration has to rely on parametrized detectors simulations like DELPHES [108]
to account for the detector effects. These tools will provide less precise estimates resulting
in additional uncertainties and hence less stringent limits on a given theory.

The alternative to this procedure is to use the second approach where the measurement
is corrected for detector effects using the most precise detector simulation available. This
technique is referred to as unfolding. It increases the longevity of the physics results and
makes it more useful to people outside the respective collaborations.

4.1 Mathematical Formulation

Mathematically, the detector can be regarded as an operation D applied to an event x
which yields a measured event y

y = Dzx. (4.1)

This operation D is stochastic and on an event by event basis one can not predict its
outcome. It is only possible to make statistical predictions. For an observable at particle-
level one can thus obtain a probability density p(r,t) for the observable at reconstruction-
level. This allows to predict the probability of the reconstructed value r to lie in the
interval [a, b] for a given particle-level value ¢

b
P(r € [a,b]|t) :/ p(r,t)dr. (4.2)

In practice one uses binned histograms at particle-level and reconstruction-level such that
the observables always fall into a particular bin ¢; and 7;, respectiveley. This translates into
the conditional probability P(r;|t;), which is obtained from Monte Carlo simulations where
the event information before and after detector simulation is known. One can thus fill the
migration matrix A with its elements A;; counting the events in the 7" reconstruction-level
bin and the j** particle-level bin such that

Ay (4.3)

Py = P(rilty) = =
kioAkj



4.1 Mathematical Formulation 41

where NN, is the number of bins at reconstruction-level and fo;o Ay is the total number of
reconstructed events corresponding to particle-level bin j. In this thesis, the observables at
particle-level and reconstruction-level are one-dimensional with identical binning N, = N,,
however, it is straight forward to generalize this to multidimensional observables of different
binning [109].

Equation 4.3 can be understood as the folding matriz as it allows to calculate the
expected number of reconstructed events (n(r;)) in bin ¢ from a corresponding particle-
level distribution

N

n(r) =Y Plrilte)n(te), (4.4)

k=0

where n(t;) is the number of events at particle-level in bin k.

Using the inverse R;l = P, of P;; as the unfolding matrix can lead to large and un-
physical fluctuations in the unfolded distribution when small fluctuations in the measured
distribution are present. Also if A is singular, the inverse simply does not exist. Details
and how to avoid this by the use of regularized unfolding techniques are described in [110].
In this work the inverse of the folding matrix is therefore obtained using Bayes theorem
[111]

5 . (il = LUt P(E) _ Plrifty) P(t)
By = P(tj|r;) () N Pl Pl (4.5)

where the last equality uses equation 4.4 normalized to the total number of events. The
inverse now relies entirely on the folding matrix and the prior knowledge P(t;) about the
probability distribution at particle-level. This prior knowledge also comes from Monte
Carlo simulation and reduces equation (4.5) to

A
4’ (4.6)

Ny
k=0 Azk

Py = P(tj|r;) =

which is expected from equation 4.3 when normalizing the event count within one reconstruction-
level bin.

So far the unfolding matrix considers events which are generated in one bin of one
distribution and reconstructed in another bin of another distribution®. In reality this is
not always the case as the observable of interest is always constructed in a very specific
phase space, tailored to the analysis at hand. This means that certain selections and cuts
are applied before the event is classified into its respective bin. These cuts, as well as
limited detector acceptance and efficiency, can cause an event to be rejected entirely and
three cases need to be distinguished.

L' Technically the distributions can be of entirely different observables at particle-level and reconstruction-
level, as a relation between arbitrary observables and bins can be constructed in a Monte Carlo simu-
lation. However, in strongly differing definitions one would rely entirely on the simulation to describe
and extrapolate the physics sufficiently, which is better to be avoided.
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1. The event passes reconstruction-level selection, but does not pass particle-level selec-
tion.

2. The event passes both reconstruction-level and particle-level selection.

3. The event does not pass reconstruction-level selection, but passes particle-level selec-
tion.

The first case is considered a Fuke, as according to the particle-level selection it was falsely
reconstructed. The second case refers to the events that fill the migration matrix which
maps the bins at particle-level to the bins at reconstruction-level. In the case of identical
observable and binning this matrix will be the unity matrix, unless there are resolution
effects it accounts for. The last event type is called a Miss as according to the particle-
level selection it should have been reconstructed but was not. Fakes, misses and migrations
together represent the detector response and account for all possible corrections due to the
detector.

Truth{;  Miss Migration A;;

-
D3
-
«
-
Fake
FEEED
Reco r;

Figure 4.1: Schematic view of reconstruction-level and particle-level events. Events that
are present both at reconstruction-level and particle-level fill the migration matriz A;;.
Events that are only reconstructed are considered Fake. Fvents that are only present at
particle-level are considered a Miss. The projection of the migration matrix on the particle-
level (reconstruction-level) axis added with the missed (fake) events sum to the total number
of particle-level t; (reconstruction-level ;) events [112].

A visual representation of how fakes and misses can be added as an additional bin to
the migration matrix is shown in figure 4.1. It is straight forward to unfold a Monte Carlo
generated reconstruction-level distribution by applying this (N, + 1 x N; 4+ 1)-matrix to
it, as in Monte Carlo simulation one can easily extend the distribution by a bin for missed
events. In recorded data this is not possible and the correction for missed events is done
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via an efficiency correction instead, while the migrations matrix has dimension N, x N; + 1
only:

N,
— ’€=—0A’“j.
n(t;)

This factor is commonly referred to as stability correction.
Likewise, the correction for fake events, also named purity correction, can be done via
an acceptance

(4.7)

Ny
P — £&=k=0 Aik
= =)

o (4.8)

leaving an (N, x NV;)-matrix for the migrations.

In the simplest case referred to as bin-by-bin unfolding it is assumed that the migrations
due to resolution effects are small and can be neglected. This reduces the folding matrix
P;; to an identity-matrix, leaving only the stability and purity correction. Since these two
corrections are bin-wise correction factors, the bin-by-bin unfolding can be understood as
a diagonal matrix with

B n(t;) i = ]
Pij — J n(r) ‘ . (4.9)
0 i F ]

4.2 TIterative Dynamically Stabilized Unfolding

Known Standard Model processes can be unfolded following the above prescription, when
good detector simulation is available. In this case the detector effects can be modeled
in simulations for the contributing process and the derived corrections can be applied
directly to the measured distribution. In searches this is not the case as the contributing
processes are by definition unknown. The detector response may therefore be modified
by the presence of new physics and this has to be disproven before unfolding a search is
acceptable. The following method allows to unfold a search without the need of proving
this, since it incorporates new physics contributions into its particle-level model if new
structures are observed at reconstruction-level.

The unfolding method used in this analysis is called Iterative Dynamically Stabilized
(IDS) unfolding [113, 114]. It is structured in three steps. In the first step a bin-wise purity
correction as described in equation 4.8 is applied, which corrects for events from outside
the fiducial phase space? that are reconstructed in the signal region®. This is followed by an
iterative migration step, correcting for resolution effects, which is detailed later. Finally,

2 The fiducial phase space is a series of geometric and kinematic cuts at particle-level, defined to increase
the signal sensitivity.

3 The signal region is the implementation of the fiducial phase space at reconstruction-level and is therefore
based on reconstructed objects with all measurement errors.
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Figure 4.2: The reqularization function f(Ax,\,0) =1 — e~(35)° used in the IDS algo-
rithm.

the stability correction described in equation 4.7 is applied to account for events that are
inside the fiducial phase space, but are not reconstructed.

While the purity and stability corrections are straight forward to apply, the IDS method
aims at improving the resolution correction in several ways:

1. Improving the normalization of the Monte Carlo simulation with respect to data
2. Taking into account large uncertainties due to background subtraction

3. Recovering new structures in data, which are not present in the Monte Carlo simu-
lation modeling

A central component of the algorithm is a regularization function, which is used in
several places. It provides a measure for the significance of a deviation and translates this
into a number between 0 and 1. The function needs to be smooth and monotonous and
f(Az, N\ o) =1— e~(55)° was chosen in this work, which is depicted in figure 4.2. Ax is
the absolute size of the deviation in a bin for example between Monte Carlo simulation
and measured data. o is the uncertainty on this deviation and A serves as a regulariza-
tion parameter. The choice of this parameter can vary for the different steps where the
regularization function is applied. This allows to change what is considered a statistical
fluctuation or a real deviation.

Normalizing the Monte Carlo simulation with respect to data corrects the Monte Carlo
simulation for potential normalization biases. This is desired when only differences be-
tween data and reconstruction-level simulation (i.e. known and unknown structures) are
unfolded (see below), as it allows to specifically treat unknown structures as done by the
IDS algorithm. At the reconstruction-level this can be done by taking the ratio of the total
number of events in data and in the Monte Carlo simulation as a normalization factor.
Likewise, the IDS algorithm needs to normalize the Monte Carlo simulation particle-level
distributions to the unfolded spectrum, which can be done with the ratio of the sum over
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Figure 4.3: Normalization procedure in the IDS algorithm. The resonant structure in data
around bin 11, as well as the fluctuations around bin 4 result in a wrong normalization
of the Monte Carlo simulation. The normalization is iteratively improved by excluding
msignificant excesses as well as not-modeled structures.

these two spectra

ZNT n(d;) . ZNt n(u;)

Cc0 — _ 7
ZN,. n(ri) ZNt n(tye)

(4.10)

where n(d;) is the number of data events and n(u;) the number of unfolded events in
bin i. Furthermore, n(r*®) and n(t[*°) are the number of reconstruction-level events and
the number of particle-level events in bin ¢ predicted by the Monte Carlo simulation.
However, a significant amount of events that were not simulated (like a resonant structure)
or large statistical fluctuations (e.g. due to background subtraction) can lead to an offset
in otherwise well modeled bins. Therefore the IDS algorithm iteratively improves this
normalization by disregarding those events in the data distribution and recalculating the
normalization. A visualization of the two effects is given in figure 4.3. The regularization
function determines whether a discrepancy between the naive normalization and data is
significant. It assures that there is a smooth transition between disregarding a difference
entirely and not at all, allowing for a convergence of the normalization procedure. The
improved normalization C™ enhances the ability to differentiate between known and
unknown structures which can then be treated accordingly in the unfolding process.

The most important feature of IDS unfolding is its ability to retain structures in data
that are not modeled in the Monte Carlo simulation and unfold them correctly to particle-
level. In a search it has to be assured that potential new physics is not only identified at
reconstruction-level, but is also retained when unfolding to particle-level.

This is done by the iterative structure of the algorithm. After a first unfolding step using
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the unfolding matrix ij as described in equation 4.5 an unfolded sprectrum is obtained:
n(u;) = C™ - n(ty) + n(buy)

N N (4.11)
-+ Zf(|Adk‘,O', >\U) . Adk . ij + (1 — f(|Adk’,O', )\U)) . Adk . 5jk;
k=0

where
Ady, = n(dy,) — n(bdy,) — C™ - n(ry) (4.12)

and n(bu;) and n(bdy) are the number of events coming from fluctuations in the unfolded
and data distribution, respectively. Both are estimated in a separate step and in the case
of identical binning n(bu;) = n(bd;). Cases when n(ry) = 0 or n(dy) — n(bdy) < 0 are
detailed in [113].

From equation 4.12 one can see that if the Monte Carlo simulation describes the data
perfectly (after the normalization procedure described above) and n(bdy) = 0 then Ady, = 0.
From equation 4.11 it follows that the unfolded spectrum corresponds exactly to the (nor-
malized) particle-level distribution from Monte Carlo simulation ¢;. If not, the unfolding
matrix ]-:’k]- is applied to the remaining difference Adj, on reconstruction-level and the result
is partially (depending on the significance of Adj, according to the regularization function
f) added to the Monte Carlo simulation particle-level spectrum. The remaining fraction
(1-f) is added to the particle-level spectrum without applying the unfolding matrix. This
assures that only significant deviations are migrated.

In the case of f(|]Adg|, o, \y) = 1 this is equivalent to Bayesian unfolding [109], where
the unfolding matrix pkj is applied directly to data

Nr Nr NT‘
n(u;) = C™ - n(ty) + Y n(dy) - Py — C™ - “n(ri) - Py =Y _n(di) - Py (4.13)
k=0 k=0 k=0

n(t;)
The first unfolded result can now be compared to the Monte Carlo simulation particle-level

distribution. Any deviations which are statistically non-significant are now classified as a
statistical fluctuation and are therefore absorbed into the background term:

b = by = (1 — f(|Aus], ouj, As)) - Auy, (4.14)
where
Au; = n(u;) — C™ - n(t). (4.15)

The size of the absorbtion is determined by the regularization function.

Finally, the first unfolded result also provides a better estimate for the distribution of
events that should have passed the particle-level selections. Hence the migration matrix
A;; is updated:

1
Ay = Ay + F(Dw], 0, 00) - i - A - P

=) (4.16)

j.
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Figure 4.4: Bin-to-bin migrations in a flat (steeply falling) spectrum, assuming 10%
migrations at the edges of the bins. In a flat spectrum the number of events migrating
in an out of a particular bin, balance, while in a steeply falling spectrum there is a net-
magration towards higher bins.

It can be shown (see appendix A) that in the case of f(|Aug|, o, Ays) = 1 this is equivalent
to using the unfolded distribution? as derived from equation 4.11 as the updated prior in
equation 4.5. The IDS method, however, only corrects its matrix if there are significant
deviations, which is again determined by the regularization function. It is to be noted that
this updated migration matrix Aj; only modifies the unfolding matrix ]52] The folding
matrix F;; is assumed to be known exactly and is not modified. According to equation
4.5 this means that implicitely the prior knowledge about the particle-level distribution is
updated.

The application of the unfolding matrix according to equation 4.11 and the update
of the estimate of the fluctuations and the migration matrix is iteratively repeated. The
regularization function thereby causes the modifications to the migration matrix and back-
ground term to vanish when the unfolded distribution converges to the true result and any
additional iteration will not change the result anymore.

By iteratively updating the particle-level model in the unfolding matrix, potential new
physics in the data is incorporated in the unfolding method and therefore unfolded correctly
to particle-level. The advantage compared to bin-by-bin unfolding is most obvious when
migrations from one bin to another become relevant as they are neglected entirely in bin-
by-bin unfolding (see equation 4.9).

Migrations between reconstruction-level and particle-level bins of the same observable
happen either due to a wrong scaling between the two (e.g. systematic underestimation of
the observable at reconstruction-level) or because of large resolution effects. The former is
small as it is mitigated by the calibration procedure, which is subject of the performance

4 The stability correction is not yet applied, so it is not the final unfolded distribution, but rather the
data corrected for purity and resolution.
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Figure 4.5: Toy model simulating a steeply falling distribution. An additional Gaussian
structure, which is not modeled by the toy Monte Carlo simulation, is added to the toy data
distribution.

groups within the collaboration. The latter is usually mitigated by choosing proper bin
sizes, which reduces the amount of bin-to-bin migrations. However, there will always be
migrations at the edges of a bin, which can not be avoided.

In a steeply falling spectrum, this results in larger migrations to higher bins than to
lower bins, resulting in a change of the spectrum. Figure 4.4 illustrates how in a steeply
falling spectrum the distribution changes if 10% of the events migrate to neighbouring bins,
while a flat distribution remains constant.

In the presence of new physics these migrations become larger, which is not modeled
by the Monte Carlo simulation, but needs to be accounted for in the unfolding method to
obtain a consistent result.

The following example shows an exponentially falling distribution which is modeled by
a toy simulation. Each entry at particle-level is smeared by a Gaussian centred at 1 with a
width of 10%, simulating the resolution of the observable at reconstruction-level. Together
they fill the migration matrix A;;. In this example no purity and stability corrections
are considered. A data distribution is modeled according to the same distribution with a
Gaussian structure added to it. Both are depicted in figure 4.5.

The toy data is unfolded to particle-level using bin-by-bin unfolding as well as the
IDS algorithm introduced above. As shown in figure 4.6, the bin-by-bin unfolding does
not completely recover the additional feature in the toy data distribution, while the IDS
method does. This is because the bin migrations are not treated explicitly in the bin-by-
bin method, but are implicitely included in equation 4.9. The additional structure in the
above example, however, results in larger bin counts and therefore larger migrations, than
what was modeled in the simulation the bin-by-bin unfolding was derived from. The IDS
unfolding on the other hand started from the same incomplete simulation, but incorporated
the new structure into its particle-level description.

Although the above example uses large migrations and a large potential signal, it clearly
motivates the use of a more sophisticated unfolding method.
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Figure 4.6: Toy data unfolded using (a) bin-by-bin and (b) IDS algorithm. The new
structure is well recovered by the IDS algorithm, while the bin-by-bin algorithm does not.

Parameters

In the context of this thesis new physics is not expected to look like a bump as used in the
previous example, but rather like an additional tail in a steeply falling distribution.

In order to optimize the parameters of the IDS algorithm, a toy model is constructed
which simulates an exponentially falling distribution. This time, an additional acceptance
of 95% is defined for events at particle-level, as well as an efficiency of 98% for reconstructed
events. This ensures that the purity and stability corrections are non-trivial. As before,
an event at particle-level is smeared by a Gaussian centred at 1 with a width of 10%. The
new physics contribution, which is not modeled by this toy Monte Carlo simulation but is
present in the toy data, is an additional exponential distribution, starting at 450 in this
arbitrary observable.

The estimation of the parameters used for the IDS algorithm follows the recommenda-
tions given in [113]. First, a maximum of 20 iterations is defined. When testing different
sized new physics contributions it was shown that in extreme cases the algorithm may take
many iteratrions to reach convergence with the underlying particle-level distribution. Fur-
thermore, choosing a large number of iterations when only very few are necessary has no
disadvantage in case of IDS unfolding. This is because once the algorithm has converged
any additional iteration will not modify the result anymore.

The parameter Ay responsible for the regularization of the normalization procedure
is chosen to be 0.5. In a scan of this parameter, no large dependence was found as the
additional signal is not very significant, hence does not disturb the normalization procedure.
In order to still be sensitive to any mismodeling the parameter is chosen rather low.

According to the recommendations Ay, which regularizes the migrations in the first
unfolding step, is chosen to be large (5). This is in order not to migrate large statistical
fluctuations which might be present in the data, before they can be identified according to
equation 4.14.
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Figure 4.7: Toy model simulating a steeply falling distribution. An additional exponential
structure, which is not modeled by the toy Monte Carlo simulation, is added to the toy data
distribution.

The remaining parameters regularizing the migrations in the subsequent unfolding steps
Au, the size of the modification of the migration matrix Ay, and the definition of what
is considered a statistical fluctuation due to background subtraction Ag, are determined
via a scan. In order to evaluate the performance of the unfolding, a x? between the
unfolded distribution and the true toy Monte Carlo simulation distribution at particle-
level is calculated. The probability for the given x? is plotted as a function of Ay and A\,
for various values of A\g (see appendix B). For intermediate values of Ay the agreement
with the true distribution deteriorates, allowing only small or very large values of A\;;. The
dependence on Ag is found to be small which is why a moderate regularization of A\g = 1
is chosen, as depicted in figure 4.8.

For large values of Ay and A\y; a good x? probability is obtained. However, it is found
that this is due to enlarged uncertainties. This can be explained by the low correction per
iteration because of the high regularization parameter. More iterations are necessary until
the unfolding converges, which results in more iterations in which the uncertainties need
to be propagated. It is found that low values for Ay and \j; should be used. In order to
retain some regularization, values of 0.2 for both parameters are chosen.

Uncertainties

As for any measurement the correct treatment of the uncertainties in the unfolding is cru-
cial. While for bin-by-bin unfolding the propagation of uncertainties is straight forward,
Bayesian methods are more involved. Each iteration in the resolution correction intro-
duces correlations between the bins, which have to be treated carefully when propagating
their uncertainties. This is especially complex when iterating several times. In this case
analytical solutions become too involved to be feasible.

In this work, the data as well as the Monte Carlo simulation are bootstrapped [115]
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Figure 4.8: Parameter scan of Ay € [0,5] and Ay € [0,5]. g is fized to 1. The z-axis
displays the x* probability when comparing the unfolded distribution to the true toy Monte
Carlo stmulation at particle-level. For intermediate values of Ay this agreement becomes
worse. High values of Ay result in a good x* probability, because of enlarged uncertainties
in the unfolded distribution. Low wvalues of \y and Ay are preferred.

in order to estimate the uncertainties on the unfolded distribution. For each event n,.,
numbers are drawn from a Poisson distribution P(1) with a mean of 1: (1,22, ..., Zp,.,)-
An event counted in particle-level bin ¢; and reconstruction-level bin r; is now filled 2y = 1
times in the respective histrogram (called nominal histogram) and x1, x, ..., 7y,,, times in
the n,., replicas of the same histogram. This generates a set of n,, distributions each of
which can be unfolded. From this set of unfolded distributions one can now estimate the
mean and variance for each bin .

1 Nrep
() = —> uf (4.17)
TEP k=1

Nrep
1

o = > (uf = (u;))? (4.18)

~

as well as the correlations between bins

py = (119)
with Vi; = (uu;) — (w)(y ) (4.20)

where V; is referred to as the covariance matrix with V;; = o?. This allows for a reli-

able uncertainty estimation for very complex observables as well as to keep track of the
correlations between the unfolded bins.

When unfolding the replicas of the data distribution, the nominal replica of the Monte
Carlo simulation defining the detector response is used. This way the statistical uncer-
tainty of only data is propagated to the unfolded result. In addition, the nominal data



52 4. Unfolding in Searches

distribution is unfolded with all replicas of the detector response, which then accounts for
the uncertainty on the unfolded distribution due to limited statistics of the Monte Carlo
simulation. Both uncertainties are added in quadrature. Further uncertainties on the
unfolding technique are discussed in section 6.3.

Another advantage of the bootstrapping technique is that the Poissonian random num-
bers which populate the replica histograms are seeded by a unique number, namely the
run- and event-number. This means that a given event will always be replicated across the
bootstrap replicas in the same way. When applying a systematic variation to the Monte
Carlo simulation, in order to account for systematic uncertainties, the nominal distribution
and its variation are highly correlated. The identical random seed, however, ensures that
this correlation is retained in the bootstrap replicas. Dividing the systematically varied
distribution by the nominal distribution for each replica takes these correlation into ac-
count. This results in a smaller uncertainty on the systematic uncertainty (see appendix

Likewise, in the case of a combination of multiple measurements with overlapping signal
regions, the overlapping events will remain correlated via the bootstrap replicas, allowing to
derive a correlation matrix between measurements. Taking these correlations into account,
again, allows for smaller uncertainties and hence a better combined result.



Chapter 5

MET + Jet Reconstruction-level
Analysis

There is compelling evidence that dark matter exists. However, this evidence is based
entirely on astrophysical observation and all attempts to prove its existence in a laboratory
environment have not succeeded. Assuming the dark matter is made of particles and is
within the kinematic reach of the LHC it might be produced from the energy released in
its particle collisions. This would provide an excellent environment for discovery as well
as the study of its fundamental properties. This chapter introduces the search strategy
(section 5.1), object- and event-level selections (section 5.3 and 5.4) and reconstruction-
level results (section 5.7) of the dark matter search performed in this thesis. It is largely
based on [4] which this work aims to extend. Furthermore, the analyzed data and Monte
Carlo simulations are discussed in section 5.2. Backgrounds and Uncertainties are dicussed
in section 5.5 and 5.6, respectively.

5.1 Search Strategy

Missing transverse energy E7'** which is the energy imbalance in the transverse plane of
the detector, is one of the most promising signatures to search for dark matter. Usually this
imbalance should be close to zero, as in a head-on collision there is no initial momentum
in the transverse directions and due to momentum conservation there should not be any in
the final state. However, dark matter and neutrinos are not expected to interact with the
detector material, hence leaving no measurable energy. Constructing the energy balance
of all visible particles thus demonstrates of the transverse energy of the invisible particles.

This requires the existence of at least one visible Standard Model particle in the final
state and this search targets hadronic jets, originating from fragmented gluons or quarks.

Two different signatures aiming at different production mechanisms of dark matter are
chosen.

1. > 1 jet: the monojet signature, where dark matter is produced via some unknown
interaction with quarks and recoils against an initial state radiation jet (figure 5.1a)
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Figure 5.1: Possible Feynman diagrams of the two signatures studied in this work. (a)
shows the production of dark matter in association with an initial state gluon. (b) shows
the production of dark matter via vector boson fusion.

2. VBF: the vector boson fusion signature, where the dark matter is produced through
a yet unknown coupling to the electroweak vector bosons which are radiated off when
two quarks scatter off each other (figure 5.1b)

Possible Feynman diagrams for both signatures are illustrated in figure 5.1. The first
signature is the monojet signature which profits from the strong coupling of the gluon to
the initial state quark!. Therefore the process has a high branching ratio and provides
a large statistics dataset in which to search for deviations coming from physics beyond
the Standard Model (BSM). It is characterized by a single high energy jet in the detector
without any other particles present. Furthermore, the dark matter produces large amounts
of missing transverse momentum, which balances the pr of the jet.

Models with weakly interacting dark matter, however, would have a much lower cross
section than any QCD process, making it almost impossible to detect in a monojet signa-
ture. Therefore, a second signature is added in which the weak production of dark matter is
enhanced. The vector boson fusion signature is characterized by two quarks, which scatter
off each other at low angles. In the final state this manifests itself as two forward jets in
opposite hemispheres of the detector. In the scattering, the two quarks both radiate off an
electroweak vector boson, which fuse to produce other particles, potentially dark matter.
This will again result in copious amounts of missing transverse energy. The additional
signature extends the sensitivity of this search by looking at a larger spectrum of final
states in which a given model could manifest itself, as well as specifically targeting new
models. As this search aims at improving the longevity of the measured results, being as
inclusive as possible and covering a wider variety of models is crucial.

One final state in the Standard Model is indistinguishable from dark matter production.
This is the production of a Z boson which decays to two neutrinos (Z — vv, see figure 5.2).
Neutrinos only interact with other matter via the weak force, meaning, like dark matter,
they do not leave any visible trace in the detector. Since this background is irreducible it

I Similar diagrams with gg — xx and gg — xx exist.
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Figure 5.2: Feynman diagrams of the production of a Z boson decaying to either neutrinos
v or charged leptons ete™, utu~ for both the (a) > 1 jet and (b) VBF signature.

is added to the signal definition, ultimately making this search a measurement of the cross
section of Z — vv and looking for any deviation from the Standard Model prediction.

Furthermore, the decay of the Z boson into a pair of charged leptons differs from its
decay to neutrinos only in the mass and electric charge of the fermions. As illustrated in
figure 5.2 the Feynman diagrams of both decays look identical®. This is why the Z — ete™
and Z — putp~ decays can be selected in almost identical signatures as Z — v, all
targeting the decay of a Z boson in association with a jet (> 1 jet signature) and in a VBF
topology, and thereby they serve as control regions to the signal selection.

The cross section of both the signal region and the control regions are measured differen-
tially. This makes maximal use of the available information, as also the shape information
of the observables is retained. In the > 1 jet region the cross section is measured in bins of
the missing transverse energy E%5 same as in the VBF region. This is because physics be-
yond the Standard Model decaying to dark matter would produce additional events with
missing energy, making this observable ideal for dark matter detection. Also the EZs
spectrum tends to be harder, because of the higher energy scale of the interaction and the
large mediator mass present in many models beyond the Standard Model. This results in
an increased sensitivity in the large E7* bins.

Furthermore, in the VBF region the cross section is measured in bins of the invariant
dijet mass m;; and the signed angle between the two leading jets Agbj?". VBF processes
generally have a harder m;; spectrum than the QCD production of two forward jets,
yielding and increased sensitivity at high m;; values. The signed angle is defined as the
azimuthal angle A¢ between the two leading jets, which is an observable sensitive to CP-
even and CP-odd models [116]. In this work the two jets are furthermore ordered in rapidity
such that the sign of the angle is unambiguously defined. This retains the information about
the amount of CP-even and CP-odd contributions, should both be present in the new
theory [117]. These observables are therefore complementary in increasing the sensitivity
to different BSM models.

Furthermore, the differential distributions are unfolded to particle-level using the IDS

2 The prediction of their cross section differs by roughly a factor of 6.
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unfolding technique described in section 4.2. This increases the longevity of the results, as
it allows for a much simpler reinterpretation of the data. Additionally, it avoids the use of
parametrized detector simulations which are inferior to the detector simulation available
within the ATLAS collaboration.

Finally, the unfolded distributions are combined in the ratio R,,;ss of the fiducial cross
sections of EMS + jets and the fiducial cross section of Z — IT1~ + jets

o(EWss 4 jets)

Fmiss = o(Z = It~ + jets)

(5.1)

Many of the experimental uncertainties like energy scale uncertainties and resolution un-
certainties are correlated between the numerator and the denominator. Since the two
processes in the numerator and the denominator are so similar, they are furthermore ex-
pected be of similar size and the uncertainty on the ratio is thus expected to be small.
Mismodeling of the physics processes in the Monte Carlo simulation, originating from the
same source, will affect the numerator and denominator in a similar way and will thus be
mitigated in the formation of the ratio.

5.2 Datasets and Frameworks

Recorded Data

The dataset analyzed in this work corresponds to 36.2 fb~! of proton-proton collisions
recorded by the ATLAS experiment in 2015 and 2016 at a center-of-mass energy of 13 TeV.
This corresponds to ~92% of the recorded data [118]. The inefficiencies are explained by
the so-called warm-start of the pixel and tracking detectors, where preamplifiers and high
voltage supply are only switched on once the LHC delivers a stable beam. Furthermore,
during data taking some of the detector sub-systems may go into a degraded state which
results in incomplete or corrupted events. This is monitored and the system is recovered,
however, the corrupted events are excluded from the analyses via so-called Good-Run Lists.
The recorded integrated luminosity over time in the years 2015 and 2016 are displayed in
figure 5.3.

Uncertainties on the integrated luminosity are derived from the calibration of the lu-
minosity scale using x-y beam-separation scans, employing a method similar to the one
described in [119]. Furthermore, the calibration uses the LUCID-2 detector for the baseline
luminosity measurements [120]3.

The pileup conditions during the 2015 and 2016 data taking is summarized in figure
5.4. It shows the delivered luminosity of the LHC as a function of the mean number of
interactions per bunch crossing. The latter indicates the pileup conditions and is calculated
from the instantaneous per bunch luminosity as

o= Lbunch : Uinel/fr (52)

3 The formulation is taken and modified from [121] as proposed by ATLAS luminosity working group.




5.2 Datasets and Frameworks 57

— 5 ‘ ‘ ‘ ‘ — T
2 ;I4:TII.AScPreIiminary s=13Tev £ 50 ATLAS Online Luminosity  Vs=13Tev -
LHC Delivered > L . -
%’ 4F- [] ATLAS Recorded = : [ LHC Delivered 1
S I All Good for Physics 2 40 [C]ATLAS Recorded -
§ Total Delivered: 4.2 fb”" % [ Total Delivered: 38.5 fo! ]
4 3 Total Recorded: 3.9 " S gol Total Recorded: 35.6 fb" 1
el . 4y [0 L -
o) L All Good for Physics: 3.2 fbo =
© g u i
(o)) 2 o) [ .
[0 — — —
g2 £ 20f 1
s g g 1
S F 10 t
o I t GTH ‘\H‘\H‘\‘H\H‘m”:
e 17 18 18 110 111 18/04 16/05 13/06 11/07 08/08 05009 03/10 31/10
Day in 2015 Day in 2016
(a) 2015 (b) 2016

Figure 5.3: Cumulative luminosity as a function of time delivered to ATLAS (green),
recorded by ATLAS (yellow), and certified to be good quality data (blue) during stable
beams [17].

where Lyunen 18 the instantaneous per bunch luminosity, o, is the inelastic cross section
which is taken to be 80 mb at a center of mass energy of 13 TeV, and f, is the LHC
revolution frequency [17]. The average number of interactions per crossing was 13.7 in
2015 and 24.9 in 2016, which adds up to an average of 23.7 interactions per bunch crossing
over the whole run period.

Monte Carlo Simulation

The simulated data used in the background subtraction as well as the definition of the
detector response are obtained using the ATLAS simulation framework [122]. It is generally
divided into three steps, the event generation, the detector simulation and the simulated
digitization of the analog pulses in the detector into voltages and currents. The output of
these simulations contains the same information as recorded data would, allowing for an
identical treatment in subsequent analysis steps.

In the event generation the matrix element (ME) of the process of interest is calculated
up to a certain order. Usually the calculations are at leading order (LO) with next to
leading order (NLO) or even higher contributions for certain parts of the calculation. This
matrix element is furthermore convoluted with a parton density function (PDF). The
parton density function can not be calculated from first principles, but has to be modeled
and tuned to match the existing data. They are provided by several dedicated groups and
the PDF sets most commonly used are NNPDF [123], CT14 [124] and MMHT14 [125]. In
the event generation also the underlying event is calculated, which is the remaining low
energy fragments from the proton that interact aside from the hard scatter.

Following the ME calculation a parton showering model is employed. This is usually an
angular- [126] or ppr-ordered [127] emission of secondary particles due to bremsstrahlung
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Figure 5.4: Mean number of interactions per bunch crossing for the 2015 and 2016 data
taking period. All data delivered to ATLAS during stable beam is shown [17].

or gluon splitting. Usually this is split into initial state radiation (ISR) and final state
radiation (FSR). This has to be treated carefully as the radiation of an additional parton
is a higher order correction to the ME and might therefore be double counted, if not treated
accordingly. To avoid this a match and merge method like CKKW [128, 129], MLM [130] or
FxFx NLO [131] merging is employed. Furthermore, multiparton interactions are treated
as in the dense environment right after the collision the particles might interact with each
other more than once.

The parton showering is evolved in time and produces particles of a few GeV, where
perturbative QCD no longer holds. Therefore, hadronization models are employed which
form colorless objects from all quarks and gluons which were produced. Common models
employed are the cluster model [132] and the string model [127].

Furthermore, the simulated events are overlaid with additional pileup interactions.
These are soft QCD events simulated with Pythia 8 [127] using the A2 set of tuned pa-
rameters [133] and the MSTW2008LO [134] PDF set [135].

The final particle content of the event is propagated through a GEANT4 based simula-
tion [102] of the ATLAS detector, which simulates the scatterings and energy depositions
inside the detector material. The resulting energy deposits (hits) in the detector are then
digitized and the detector noise is added. Additionally, the hits in the detector are con-
verted into a bytestream identical to the readout of the detector [122]. The simulation
can finally be treated identically to the recorded data and the reconstruction algorithms
introduced in section 2.3 identify the physics objects produced in the (simulated) collisions.

Throughout this process, the truth information about the event that was generated is
retained. Thus, the Monte Carlo simulation provide the particle- and reconstruction-level
event description simultaneously. This is crucial, as it allows to retrieve the simulated
detector response.

The full list of simulated Monte Carlo samples together with a detailed tune of the
event generation and their cross sections and filter efficiencies can be found in appendix D.
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Reweighting of Monte Carlo Simulations

Events in a Monte Carlo simulation are generated with an event weight. This is because
only a limited number of events can be generated and all points in the phase space of
interest need to be populated. Instead of generating the events according to their proba-
bility distribution, they are generated flat, or in slices of certain observables which ensures
a uniform population of all distributions. Finally, the events are weighted such that they
match their actual probability distribution.

The Monte Carlo simulation (MC16a) is generated with a preliminary pileup profile,
which is the expected pileup distribution for 2015 and 2016 data at the time of production.
During data taking this may change and the simulation has to be corrected accordingly.
The events are therefore reweighted to match the pileup profile of the recorded data [136].

It may occur that a Sherpa generated event has a very large weight. While this is
mathematically correct, in a sample with limited statistics, like the Monte Carlo simula-
tion at hand, this can lead to unphysical features in the distributions. Therefore, events
with an event weight larger than 100 are rejected, with no impact on the observables in
the simulation [137].

Trigger scale factors are applied in the signal region targeting the selection of Z bosons
decaying to neutrinos. This is to correct for differences in the trigger efficiency between
data and Monte Carlo simulation (see section 5.4).

Known differences in the selection efficiency of leptons between data and Monte Carlo
simulation are corrected for by the use of event based scale factors. These scale factors
are designed to correct for various effects (reconstruction, identification, isolation, track-
to-vertex-association, etc) and their multiplication results in an overall factor calculated
per reconstructed lepton.

Pre-Processing

With a total size of ~1.4 petabyte for the entire recorded dataset (2015 and 2016) and an
additional ~250 TB for all necessary simulated datasets, the data is too large to handle ef-
ficiently. Since this search targets a monojet signature with large missing transverse energy
and a VBF signature with at least two high-pr jets in the forward direction a derivation of
the dataset is produced, reducing the total size to < 60 TB. This is achieved by requiring
a leading jet with pr > 100 GeV, or by requiring the two leading jets with a p;r > 40 GeV
and an invariant dijet mass of m;; > 150 GeV. Furthermore, only events are selected that
pass a list of EI*- single electron-, single muon- or single photon- triggers.

Afterwards, the data is processed further to minimize CPU time when it is analyzed.
This is done by a custom made skim, which further reduces the amount of information
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stored per file to a minimum and handles many of the necessary calibrations. This includes
additional restrictions on the triggers, since for this analysis only E*** and single electron
triggers are necessary. Events not triggered by any of them are rejected. Furthermore,
all particles are calibrated to the latest calibration provided by the ATLAS collaboration.
The calibrated particles are then used to calculate and calibrate the missing transverse
energy in the events. Throughout theses calculations, the necessary systematic variations
are propagated.

5.3 Particle-level Object and Event Selection

Object Selection

The event and object selections at particle-level define the fiducial phase space targeted by
this analysis. It defines the phase space the recorded data will be unfolded to and thereby
the selection any analysis has to apply to compare directly to the results of this work. The
selections are chosen to be as similar as possible to the reconstruction-level selections in
order to minimize the extrapolation in the unfolding process.

Electrons are selected by requiring a pr > 7 GeV and |n| < 2.47, excluding also the
crack region at the end of the electromagnetic barrel 1.37 < || < 1.52. Furthermore,
dressed electrons are required, meaning that within a cone of AR < 0.1 the four-momenta
of all photons are added to the electron four-momentum.

Muons are selected in a similar way, by requiring a py > 7 GeV and |n| < 2.5. Also here
dressed muons are used, adding the four-momenta of photons within a cone of AR < 0.1
to the four-momentum of the muon (appendix C motivates the low-pr choice).

Taus are required to decay hadronically, as leptonic decays will be included in the
electron and muon selections. They are required to have a pr > 20 GeV and |n| < 2.47
also excluding the crack region at 1.37 < |n| < 1.52. Furthermore, they are required to
be produced promptly and not be coming from a subsequent decay, like from a mesonic
or baryonic decay. Only the visible component of pr and n are considered, excluding
possible neutrinos in the decay. This again aims to have a definition close to the one at
reconstruction-level.

Jets are reconstructed using the anti-kr algorithm with a radius parameter of 0.4. At
particle-level the algorithm clusters the four-momenta of particles which were produced
in the showering and hadronization process of the partons. They are required to have a
pr > 30 GeV and a rapidity |y| < 4.4.

An overlap removal is employed to ensure similar minimal distances between particles,
like it is done at reconstruction-level. For this purpose jets are removed which are within a
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cone of AR < 0.2 around an electron, followed by a removal of electrons which are within
a cone of AR < 0.4 around a jet. Furthermore, jets that fall into a cone of AR < 0.2
around a muon are removed, followed by the removal of muons which are within a cone
of AR < 0.4 around a jet. Finally, jets are remove which are within a cone of AR < 0.2
around a tau.

The missing transverse energy at particle-level EZ' is defined as the sum of all invisible
particles in the event. Invisible here means particles which do not interact with the detector
and hence can not be reconstructed. As the only Standard Model particle with this property
is the neutrino, this is the sum of all neutrinos in the event for Standard Model processes.

The missing transverse energy in the signal region is the Z boson pr, except for ad-
ditional low-p7 neutrinos. Since the analysis aims at measuring a ratio between the sig-
nature E7**% + jets in the numerator with the main Standard Model contribution being
Z — vi + jets and the signature Z — [T~ + jets in the denominator, it is reasonable to
define the EZ™ for the denominator such that they can follow the same selection.

For the Z — [Tl~ + jets signature the invisible transverse energy E* is therefore
defined as the sum of all neutrinos in the event plus the two leptons coming from the decay
of the Z boson. This way the definition of EZ" is identical in the signal and control regions,
both targeting the Z boson pr plus low-pr neutrinos. Only the selection of the leptons,
which is restricted by pr and |n| requirements, causes some differences in the selected phase
space.

Event Selection

The event selection is motivated by the enhancement of the signal over the possible back-
ground contributions, as well as the ATLAS detector acceptance and trigger requirements.
The selections are summarized in table 5.1.

The most crucial requirement is F2Y > 200 GeV to select events with a large invisible
contribution, as would be expected from dark matter production. Additionally, no leptons
are expected in the final state of the signal region, so all events with a lepton, according
to the above selection, are vetoed. In the control regions this holds for additional leptons
aside from the two opposite charged, same flavor leptons coming from the Z decay.

An angular distance of A¢ > 0.4 between the first four leading jets and the ¢ direction
of the missing transverse momentum is required, to mitigate QCD background with large
Eim due to mismeasured jets.

In the > 1 jet signature the leading jet is expected to largely balance the Z boson
momentum, which is the main contribution to the size of E*. Therefore, a large leading
jet pr > 120 GeV in the central part of the detector |n| < 2.4 is expected.

The VBF signature has at least two jets which scatter off each other at low angles,
thereby each radiating off an electroweak vector boson that subsequently fuse. This mo-
tivates the selection of two jets with a large angular separation and moderate py. Again,
the jets balance the outgoing Z boson pr, which is why their momenta are chosen smaller
than in the > 1 jet signature. However, at least one large pr jet helps in suppressing QCD
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Figure 5.5: Feynman diagram of the production of a Z boson decaying to either neutrinos
v or charged leptons ete™, utu~ for the QCD production of a Z boson is association with
two jets.

backgrounds. For this reason asymmetric cuts of 80 GeV and 50 GeV are chosen. The
large angular separation could be achieved by requiring a certain An. In this analysis,
however, a large invariant dijet mass m;; > 200 GeV is required. Which is equivalent due
to the relation

mj; =2 i " - (cosh (P — 1P2) — cos(¢7! — ¢ie12)). (5.3)

The central jet veto is motivated by the missing color connection of the outgoing quarks. A
similar diagram to figure 5.2b exists, where the Z boson is produced by quarks (see figure
5.5. In this case the outgoing jets are color connected, leading to additional jets in the gap
between them. This is not expected without the color connection and therefore a veto on
additional jets in the rapidity gap between the two leading jets is employed.

As introduced above, these selections apply equivalently to the signal and control re-
gions, as the E% is defined accordingly. Additional selections are only necessary for the
selection of the two same flavor, opposite charge leptons coming from the Z boson decay.

The leading lepton pr is required to be larger than 80 GeV, which is less than half the
(approximate) Z boson pr due to the E&™ cut, but large enough to suppress non leptonic
backgrounds. As the processes in the denominator are statistically limit the measurement,
the second leading lepton pr is chosen to be as low as 7 GeV in order not to reduce statistics
further. To assure that the leptons are indeed coming from a Z decay, two same flavor,
oppositely charged leptons are required. Furthermore, their combined invariant mass my;
is required to be within a 50 GeV window around the Z mass.

5.4 Reconstruction-level Object and Event Selection

Object Selection

The object selection provides an unambiguous definition for the physics objects used in
the analysis. As a basis it uses the objects as they are reconstructed by the reconstruction
algorithms introduced in section 2.3. However, certain energy deposits may satisfy multiple
reconstruction algorithms. Therefore a well-defined object definition is necessary.
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Table 5.1: Fiducial phase space cuts listed for the signature EF'** + jets in the numerator
and the signature Z — 11~ + jets in the denominator of the ratio R;ss.

Numerator and Denominator > 1 jet \ VBF

Eiw > 200 GeV

(Additional) lepton veto No e with pr > 7 GeV, |n| < 2.47 (excl. crack region)
No p with pr > 7 GeV, |n| < 2.5
No 7 with pr > 7 GeV, |n| < 2.47 (excl. crack region)

Jet |y| <44

Jet pr > 30 GeV

Agﬁjet,E%m > 0.4, for the four leading jets with py > 30 GeV

Leading jet pr > 120 GeV > 80 GeV

Subleading jet pr - > 50 GeV

Leading jet n <24 -

mjj - > 200 GeV

Central-jet veto - No jets with pr > 30 GeV and y;1 <y < yj2

Denominator only > 1 jet and VBF

Leading lepton pr > 80 GeV

Subleading lepton pr > 7 GeV

Lepton 7 e (p) with n < 2.47 (2.5)

my 66 — 116 GeV

Electrons are required to satisfy the medium operating point of a likelihood discrimi-
nant. The discriminant combines information from the tracking system and electromag-
netic calorimeter into a likelihood function to distinguish electrons from jets and photons.
The medium operating point corresponds to a selection efficiency of 88% for prompt elec-
trons of Er = 40 GeV [138]. Furthermore, the electrons are required to be isolated,
to distinguish between prompt and non-prompt electrons. A combination of calorimeter
based and track based isolation is used, which both quantify the activity around the main
energy deposition. The Gradient isolation operation point is applied, which has a total
selection efficiency of prompt leptons of 90 (99)% at electron energies of pr = 25 (60) GeV
[138]. The electron clusters are required to have good quality, meaning that none of the
front-end-boards or heavy-voltage supplies malfunctioned. A pr > 7 GeV and |n| < 2.47
requirement selects the same kinematics as at particle-level, excluding also the crack region
at 1.37 < |n| < 1.52. Finally, so-called track-to-vertez-association (TTVA) cuts are em-
ployed, making sure the origin of the electron is the hard scatter vertex in the interaction.
The impact parameters z0 and d0 define the distance (of the point of closest approach) of
the track to the interaction vertex in the longitudinal and transverse direction respectively.
Cuts on |20sin(6)| < 0.5 mm and |d0|/o(d0) < 5 are employed.

Muons are required to satisfy a loose operation point designed to maximize the recon-
struction efficiency. By default it uses all four muon types (see section 2.3), restricting
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calorimeter-tagged and segment-tagged muons to the |n| < 0.1 region, and combined and
extrapolated muons are accepted in |n| < 2.5 and 2.5 < |n| < 2.7, respectively, requiring a
minimal amount of hits in the monitored drift tube layers [39]. In a subsequent step muons
are restricted to pr > 7 GeV and |n| < 2.5 and required to be either segment-tagged or com-
bined muons. They are also required to be isolated, following the Loose TrackOnly isolation.
It defines a track based isolation variable which quantifies the pr sum of tracks around the
muon track within a specified radius. The cut value on this variable is chosen such that a
muon selection efficiency of 99% is reached [39]. Furthermore, track-to-vertex-association
cuts are applied to restrict the muons to the hard scatter vertex. |20sin(f)| < 0.5 mm and
|d0| /o (d0) < 3 are required.

Leptonically decaying taus are not reconstructed, as they will be included in the re-
constructed electrons and muons. The hadronic tau selection uses a boosted decision tree
(BDT) to discriminate taus from quark- or gluon-initiated jets. Both 1- and 3-prong de-
cays are reconstructed, which reach a selection efficiency of 85% and 75%, respectively,
for the loose operation point used in this work [139]. The BDT thereby combines vari-
ables about the shower shape in the calorimeters, the pr of the T-candidate defined in
various ways (p¥C, pirF, p*®) and several event based variables like the number of tracks
(for a complete list, see [140]). The 7-candidates are required to have pr > 20 GeV and
In| < 2.47 excluding the crack region at 1.37 < |n| < 1.52. Furthermore, a dedicated
overlap removal with electrons is applied, rejecting 1-prong 7-candidates within a radius

of AR = 0.4 around an electron.

Jets are required to pass a pr threshold of 30 GeV and have rapidity |y| < 4.4. Further-
more, a discriminant called jet-vertexz-tagger (JVT) is introduced, which aims at suppress-
ing reconstructed jets coming from pileup [141]. It is constructed as a two-dimensional
likelihood of two variables (R,r and corrJVT), which use the fraction of tracks coming
from the primary vertex to decide if the origin of the jets was the hard interaction vertex.
The medium operation point is used, corresponding to a selection efficiency of 92% for jets
with |n| < 2.4. In the forward region at |n| > 2.5, where no tracking information is avail-
able, the so-called forward JVT (fJVT) is applied. It reduces stochastic pileup jets, which
are jets reconstructed from multiple pileup vertices, using timing and shape information.
Additionally, it reduces pileup jets reconstructed from single pileup vertices using topolog-
ical information. The tight operation point is used, which reaches selection efficiencies of
79.9% (94.6%) for jets with pr = 20 — 30(40 — 50) GeV, thereby reducing pileup jets by
> 50% [142].

The identification of leptons is in most cases more reliable than the identification of a
jet, as the latter clusters energy depositions without taking into account additional infor-
mation, like the shapes or tracks. Therefore, an overlap removal is applied, which favors
the reconstructed leptons over jets. It removes jets within a AR < 0.2 around a muon
and muons within a AR < 0.4 around the remaining jets. The latter aims at removing
non-prompt muons, which is also targeted by the isolation requirement. The remaining
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correction from the overlap removal is therefore expected to be small. Furthermore, jets
are removed which are within AR < 0.2 around an electron and electrons within AR < 0.4
around the remaining jets. The same argument as for the muon case applies here as well.
Lastly, jets are removed which are within AR < 0.2 around a hadronic 7-candidate. An
additional lepton-lepton overlap removal is employed, favoring muons, followed by electron
and finally 7-candidates. Electrons are removed if they share a common track with muons,
while 7-candidates are removed if they are within AR < 0.2 around muons or electrons.

The missing transverse energy is defined as the negative sum of all visible particles,
which is equivalent to the particle-level definition. It is computed by adding the four
vectors of all particle trajectories or energy depositions and adding their components in
the transverse x and y direction

miss __ I
By =—FE

)
Y

By — By — E;

x(y) T z

jet soft
o)~ Pawy — Lay)- (5.4)

All tracks and energy depositions are assigned either to one of the physics objects (e, u,
T, 7, jet) or, if no physics object is found nearby, to the soft term E;((’gff) This way all
contributions are added with the correct energy calibration. This requires that the physics
objects, which the tracks and clusters are assigned to, are defined in an unambiguous
way. The leptons are thus selected according to the definitions introduced in this chapter.
Jets are defined as all objects coming from the jet reconstruction algorithms without any
additional selection, such that a more inclusive assignment of tracks and clusters to the
physics objects is possible. Only the JVT and fJVT selection is applied to exclude jets
from pileup vertices. In the case of overlapping signals a preferred order is followed, where
muons are favored over electrons, followed by 7-candidates and jets and finally the soft
term [143].

In the case of an overlapping jet with a muon a special treatment is employed. Jets are
rejected if they are likely to come from pileup or a catastrophic muon energy loss. They are
not rejected entirely if they have a very low number of tracks and a low track pr compared
to the muon. In this case it is assumed that the jet was produced from bremsstrahlung of
the muon. Therefore, the jet momentum is corrected to the electromagnetic scale and is
included in the Ef¥s* calculation [143].

Similarly, in the case of an electron overlapping with a jet, the energy of the jet is
partially retained. All energy contributions coming from the electron are subtracted from
the jet and if the remaining jet-pr at the electromagnetic scale is still significant (larger
than 20 GeV), it is included in the Ef** calculation.

The calculation of missing transverse energy via the four-vectors of all components
allows to infer its magnitude, but also its ¢™** direction in the transverse plane [143].

The EI* calculation furthermore allows to treat certain particles as if they were
invisible to the detector. This means that leptons coming from the Z boson decay in the
control regions can be treated in the same way as the neutrinos are treated for the signal
region: as missing energy. Rather than subtracting the leptons from the real missing energy
in an event, this assures that the treatment of overlapping signals is consistent and double
counting of energy depositions is avoided.
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Event Selection

Reconstructed events are required to pass a Good-Run List as introduced in section 5.2 in
order to exclude partially reconstructed or corrupted events. Furthermore, requirements
on the data quality are employed. Events are excluded if any errors from the tile- or
liquid argon calorimeters are reported. Also no errors must be reported from SCT or due
to incomplete events from a TTC restart. Finally, events are vetoed which contain jets
likely to come from non-collision background. This may be beam induced background or a
cosmic ray shower overlapping with the collision event. Additional sources of energy might
significantly deteriorate the E7*** reconstruction, therefore the event is rejected entirely if
any jet is likely to come from non-collisional background. This is facilitated by a set of
loose selection criteria applied to all jets, or a tight set of selections applied to the leading
jet (for details see [144]).

A primary vertex must be reconstructed, which requires at least 2 reconstructed tracks
associated to it, as well as several quality and position requirements on the associated
tracks (for details see [145]). The vertex from the hard interaction is then defined to be
the one with the highest >, p%; of the tracks ¢ associated to it.

At least one trigger element in a set of triggers has to be passed. The list of triggers is
selected according to the targeted signature. For the signal region targeting new physics
and the decay of a Z boson to two neutrinos, the lowest unprescaled E* trigger in every
run period is selected. The same holds for the control region targeting Z bosons decaying
to a pair of muons. This is possible because muons are invisible to the HLT missing energy
triggers and can therefore be treated as invisible particles. The control region for Z bosons
decaying to a pair of electrons is triggered by a set of unprescaled single electron triggers.
Details about the trigger selections and efficiencies are found in section 5.4.

The event selection to single out the processes of interest follows table 5.1. Defining the
particle-level and reconstruction-level as similar as possible reduces the amount of physics
extrapolation in the unfolding procedure. This extrapolation would have to be modeled
by the Monte Carlo simulation in addition to the detector induced effects.

The missing transverse momentum is required to be greater than 200 GeV in the signal
and control regions. Here the advantage of defining the charged leptons from the Z boson
decay as invisible becomes obvious, as no separate selection needs to be applied.

No leptons are allowed in the event. In the signal region any selected lepton thus
vetoes the event. In the two-lepton control regions any additional lepton, aside from the
two leptons from the Z boson decay, rejects the event.

In order to suppress the large QCD background, giving rise to multijet final states, a
A¢ > 0.4 between the ¢ direction of the missing transverse energy and the first four leading
jets is required. These multijet final states should be largely suppressed by the requirement
of large missing transverse momentum. However, mismeasurements of single jets may result
in large missing transverse momenta and the large cross section of this process at a hadron
collider makes this a sizable contribution. If the missing transverse momentum is caused
by a mismeasured jet it will also point into the direction of the mismeasured jet. Therefore
a minimal A¢ between EM* and jets suppresses this contribution (referred to as jet- E7s
veto).
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In the > 1 jet signature a leading jet with pr > 120 GeV in the central part of the
detector |n| < 2.4 is required. This is motivated by the recoil of the jet against the Z boson,
which will largely balance the missing transverse momentum from the decay products.

In the VBF signature two high energy, forward jets are expected. Therefore p cuts of
80 GeV and 50 GeV for the leading and subleading jet, respectively, are required. The jets
are forced to point in forward direction by requiring a large invariant mass of the leading
dijet system, as introduced in equation 5.3. Finally, a central jet veto is employed, which
suppresses events with additional jets in the rapidity gap between the two leading jets.
This suppresses the QCD production of a Z boson coming from the diagram depicted in
figure 5.5, where the color connection between the two leading jets results in additional
QCD activity between them.

Additionally, for the two control regions two same flavor, opposite sign leptons (e, )
are required. The invariant mass of the dilepton system is furthermore required to be
within 50 GeV of the Z boson mass (66 < my < 116). The leading leptons must have a
transverse momentum larger than 80 GeV.

Trigger Selection and Efficiency

Triggering the events of interest is crucial for an analysis performed at ATLAS. The sig-
natures of interest need to be defined before the data is taken, as non-triggered data is
irretrievably lost (see section 2.2).

This analysis targets large amounts of missing energy which is why trigger items with
Ess are defined. As the energy resolution at trigger-level is not as good as in the offline
analysis (not all calibrations are feasible at HLT'), the trigger threshold needs to be below
the thresholds applied in the analysis. However, very low thresholds would occupy to much
bandwidth in the readout system. Therefore very low thresholds are prescaled, meaning
not every event that satisfies the trigger condition is written out. This reduces statistics in
exchange for a smaller bandwidth. Which trigger is prescaled and by how much depends
on the run conditions and may change over the course of a data taking period.

In this analysis the lowest unprescaled trigger is chosen in every run period. Assuring
the highest possible statistics with the lowest available threshold. The missing Frp triggers
are defined as follows:

e 2015 all periods: ~ HLT xe70_mht,
e 2016 periods A-D3: HLT xe90 mht_L1XE50,
e 2016 periods D4-L: HLT xe110 mht L1XE5O,

triggering events at 70 GeV in 2015, and 90 GeV and 110 GeV in different periods of
2016 [146]. In all cases the HLT trigger is seeded by events passing the Level-1 trigger
with missing transverse energy above 50 GeV and EJ* is calculated from jets only, but
including a correction for the soft term. These triggers apply for the signal region as well
as the two-muon control region. This is because the HLT missing energy algorithms do not
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use muon information and they are thus treated as invisible. A two-muon decay therefore
has the same signature as a two-neutrino decay.

The control region targeting Z boson decays to electrons is triggered using single electron
triggers. A logical OR of all lowest unprescaled triggers is used. In 2015 these are

o HLT e24 1hmedium L1EM20VH,
e HLT e60_lhmedium,
e HLT e120_1hloose,
and in 2016
e HLT e24 _1htight nodO_ivarloose,
e HLT e24 1hmedium nodO_L1EM20VH,
e HLT e26_1htight nodO_ivarloose,
e HIT e60_lhmedium nodO,
e HIT e60_lhmedium,
e HI.T e140_1hloose nodO,
e HLT e300 _etcut,

where HLT e24 _1htight nodO_ivarloose is used in periods A-D3 and

HLT_e24_1hmedium nodO_L1EM20VH is necessary in order to recover the full statistics due
to an autoprescale error in period A. HLT e26_lhtight nod0_ivarloose is used starting
in period D4, while all others are applied throughout the year 2016 [147]. The triggers use
a likelihood discriminant for the electron identification, paired with thresholds between 24
GeV and 300 GeV, depending on the applied working point of this discriminant.

In the following the trigger efficiencies of events in the signal and control regions are
investigated. For this purpose all selections according to section 5.4 are applied, except for
the trigger and the requirement of missing transverse momentum greater 200 GeV.

All events are counted in bins of the missing transverse momentum, before and after
applying the trigger strategy detailed above. The ratio between the two defines the trigger
efficiency as a function of the calibrated (offline) missing transverse momentum introduced
in this chapter.

Figure 5.6 shows the resulting trigger efficiencies in the signal region. The two control
regions can be found in appendix F. In 2015 the trigger efficiency in data is greater than
99% in the signal region (i.e. for EX*¢ > 200 GeV) (figure 5.6a), while in 2016 the efficiency
is greater 97% (figure 5.6b). In the Monte Carlo simulation (MC) the trigger efficiency is
greater than 99% in the signal region for the triggers applied in 2015 (figure 5.6¢) and 2016
(figure 5.6d).
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Figure 5.6: Trigger turn on curves for the trigger strategies applied in 2015 and 2016,
for data (top row), Monte Carlo simulation (middle row) and the ratio of both resulting in
the correction factor applied to the Monte Carlo simulation (bottom row).
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Table 5.2: The trigger efficiency as a function of EZ for data is divided by the same
trigger efficiency for the Monte Carlo simulation. The resulting plot is fitted, using an
error function with two parameters p1 and py to determine the correction factors applied
to the Monte Carlo simulation. The parameters p; and ps as they are returned from the fit
are displayed.

parameter H D1 ‘ D2

2015 T7T+12 | 52+£5
2016 02+8 | T4£3

The ratio between the trigger efficiencies of data and Monte Carlo simulation serves as
a correction (scale factor) applied to the Monte Carlo simulation. As illustrated in figure
5.6e and 5.6f the scale factors near the EZ'** threshold of 200 GeV are of the order of 1%
and 2% for the triggers applied in 2015 and 2016 respectively.

A fit is performed using the error function

1+ Erf (%)] (5.5)

the parameters p; and ps as estimated by the fit are given in table 5.2 . The fitted
errorfunction is shown in figures 5.6e and 5.6f together with its uncertainties. The dashed
uncertainty lines correspond to the fit function with the parameters varied up and down
one at a time, by one standard deviation.

For the two control regions the trigger efficiencies for the trigger selection in 2015 and
2016 are greater than 99% in all bins of Ef***. This holds for data as well as the Monte
Carlo simulation. The resulting trigger scale factors are all statistically compatible with
unity, which is why no trigger scale factors are applied in the control regions.

0.5 -

5.5 Backgrounds

Background estimates are taken from the Monte Carlo simulations of the various contribut-
ing Standard Model processes. The full list of simulated Monte Carlo samples can be found
in appendix D.

The QCD multijet background contributing to the signal region is estimated using a
data-driven technique, since the multijet in Monte Carlo simulations is rather imprecise in
this phase space. QCD multijets are largely suppressed by the requirement of large missing
transverse momentum, since there is no real EX** in the event. However, mismeasured
jets can result in an imbalance in the transverse plain which is reconstructed as missing
transverse energy. Most of this background is further suppressed by requiring a large
azimuthal angle A¢ between the missing transverse energy and the first four leading jets,
however, the large cross section of multijet events still makes it a sizable background.
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In order to estimate this background the jet smearing technique described in [4] is used.
A set of well-measured dijet events which are required to have almost no missing transverse
momentum is selected, which serve as seed events. The jets from these events are smeared
according to the jet energy resolution. By applying a random jet smearing 1000 times
to the seed events, a large pseudo data set is generated which contains events with large
quantities of missing transverse energy. For the correct normalization a control region is
defined which resembles the signal region with only the jet- EX**$ veto being inverted. This
multijet enriched control region is selected in data and other contributing backgrounds
are subtracted using Monte Carlo simulation. What remains is the dijet spectrum in the
multijet enriched control region. For each bin in the observable of interest a transfer factor
is now derived by selecting the signal region and multijet enriched control region in the
“smeared” pseudo-dataset. The ratio of the two defines a transfer function between the
two regions and can be used to obtain a multijet estimate in the signal region [148].

Additionally, non-collision backgrounds (NCB) might have an effect on the signal re-
gion. These are signals recorded by the detector, not coming from particle collisions, but
which are supplemental signals from cosmic particles, detector noise or beam-backgrounds.
These signals are expected to be low in energy, which is why an effect in only expected in
the low EMs region of the > 1 jet signature. NCB is largely suppressed by the jet quality
requirements, such that only small contributions are expected. The requirement of at least
two jets in the VBF signature, suppresses events recorded due to NCBs.

The low EI*** region was investigated for clear signatures of NCB and a slight increase
of events with the leading jet at the end of the tracker at n = 2.5 and ¢ = 0,7 is ob-
served. The latter is a distinct signature for non-collision background [149]. The fact that
it originates mainly from regions outside the tracker, indicates that electrons might be
identified as jets and the jets are not tagged as NCB by the rejection cuts. More details on
the NCB study are found in appendix G. For a proper determination of the non-collision
backgrounds further investigations are necessary. Since the effect is expected to be small
it is ignored in this work.

5.6 Uncertainties

Measuring the binned distribution of an observable corresponds to performing a counting
experiment in every bin. Thus, for measured data each bin follows a Poissonian distribution
with an uncertainty of o ~ /ng,.,. As introduced above, the Monte Carlo simulation does
not simulate each event according to the underlying distributions, but rather flat or in
slices of a given observable and reweights the simulated events to the corresponding cross
section. This way low statistics bins can be populated more efficiently and computation
time is minimized. In addition, the Monte Carlo simulation is reweighting for pileup and
scale factors to correct for know disagreements between data and Monte Carlo simulation.
Furthermore, it is scaled to the corresponding integrated luminosity. The uncertainty is
thus assumed to be Gaussian distributed, which for simulation is a good approximation
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according to the central limit theorem, as all bins are well populated.

As indicated in section 4.2, the statistical uncertainties can also be determined via boot-
strapping. In this work 5000 replicas of each event are filled into the replica-histograms
and the uncertainty is determined according to equation 4.18. Here, too, the uncertainty
is thus assumed to follow a Gaussian distribution. In the unfolded distribution bin-to-bin
migrations introduce correlations, which affect the statistical uncertainties on individual
bins. The bootstrapped histograms provide a distribution of bin counts for each bin ac-
cording to their probability density, allowing for an exact description of the uncertainty on
the unfolded results.

Experimental Systematic Uncertainties

Calibrating the observed final state particles to the correct energy scale is crucial, espe-
cially when calculating complex observables like the missing transverse momentum FEZ77s.
From the methods and measurements used to calculate the calibrations (see Section 2.3),
uncertainties are derived and are propagated as nuisance parameters. This allows to vary
the calibrations within their uncertainties and to study the effect on the result. The un-
certainties on the energy scales and resolutions of all physics objects are propagated, by
recalibrating all objects within their uncertainties and repeating the measurement. The
calibration is varied by one standard deviation (410 and -10) of a nuisance parameter and
one physics object (jets, electrons, muons, taus) at a time (rows 1-7 of table 5.3). The
relative shifts of the final distributions with respect to the nominal distribution is taken
as an uncertainty. For the jet energy resolution uncertainty applied in this work and the
E7ss soft term resolution, which also comes with an uncertainty (rows 8-9 of table 5.3),
only the +10 variation is provided. The down-variation is approximated by symmetrizing
the up-variation. Initially each nuisance parameter corresponds to a specific parameter or
object which is varied in the uncertainty estimation. However, in order to reduce compu-
tation times, the uncertainties are also provided in combined subsets of the initial nuisance
parameters. In the combination the least correlated variables are iteratively combined by
adding their uncertainties in quadrature. Thereby the meaning of the nuisance parame-
ters is lost, as well as some correlation information [150]. Using all nuisance parameters
in conjunction with the computationally intensive bootstrapping is not feasible for this
work. Thus, the conservative uncertainty due to the reduced set of nuisance parameter is
accepted.

When estimating the systematic uncertainty on the results due to each of the nuisance
parameters, the bootstrap method is exploited to obtain a realistic uncertainty on the
systematic shift. The systematically varied distribution is highly correlated to the nominal
one. Using the bootstrap replicas and dividing the systematically varied distribution by
the nominal one replica-by-replica takes these correlations into account. The mean value of
the replicas of the divided histograms provides the systematic uncertainty for each bin and
the root-mean-square, provides the uncertainty thereof. Due to the respected correlations
the latter provides a better estimate, than the one obtained from error propagation of only
two divided histograms (see appendix E).
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Table 5.3: Ezperimental systematic variations and their corresponding nuisance parame-
ters.

Systematic variation nuisance parameter

JET_Etalntercalibration_NonClosure_highE
JET_Etalntercalibration_NonClosure_negEta
JET Etalntercalibration NonClosure_posEta
jet energy scale JET Flavor Response
JET_GroupedNP_1
JET_GroupedNP_2
JET_GroupedNP_3
JET RelativeNonClosure MC16

JET_JER DataVsMC
JET_JER_EffectiveNP_1
JET_JER_EffectiveNP_2
JET_JER_EffectiveNP_3
jet energy resolution JET_JER EffectiveNP_ 4
JET_JER EffectiveNP_5
JET_JER_EffectiveNP_6
JET_JER EffectiveNP_7restTerm

electron energy scale EG_SCALE_ALL

electron energy resolution EG_RESOLUTION_ALL

MUON_SCALE
muon energy scale MUON_SAGITTA_RHO
MUON_SAGITTA_RESBIAS

muon track resolution MUON_ID
MUON_MS

TAUS_TRUEHADTAU_SME _TES_DETECTOR
tau energy scale TAUS_TRUEHADTAU_SME _TES_INSITU
TAUS_TRUEHADTAU_SME_TES_MODEL

E7ss soft term scale MET SoftTrk Scale

ERss soft term resolution MET_SoftTrk _ResoPara
MET_SoftTrk_ResoPerp

electron reconstruction efficiency EL_EFF Reco _TOTAL_1NPCOR_PLUS_UNCOR

electron identification efficiency EL_EFF_ID TOTAL_1NPCOR_PLUS _UNCOR

MUON_EFF_RECO_STAT
muon reconstruction efficiency MUON_EFF_RECO_SYS
MUON_EFF _RECO_STAT _LOWPT
MUON_EFF _RECO_SYS_LOWPT

muon isolation efficiency MUON_EFF_ISO_STAT
MUON_EFF_IS0_SYS

muon track-to-vertex-association efficiency MUON_EFF_TTVA_STAT
MUON_EFF_TTVA_SYS

trigger scale factors TRIG_SF_P1
TRIG_SF_P2

pileup reweighting PRW_DATASF
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Addidionally to the calibration of the physics objects, the. In addition to the uncer-
tainties on the energy scales and resolutions, uncertainties arise from selection efficiency
mismodeling for leptons. The operation points for the lepton selection are provided with
so-called scale factors, which account for these known differences (estimated in dedicated
measurements [39, 151, 138]). These scale factors are modifications to the event weight
(per lepton) and have an uncertainty which has to be propagated to the final result. As
before the scale factors are varied within their uncertainty and the measurement is repeated
(rows 10-14 of table 5.3).

Additional uncertainties come from the pileup reweighting, as well as the scale factors
introduced in section 5.4. Both modify the event weight and thereby reweight the final
distributions to better model the measured data. Again varying this reweighting or the
parameters thereof (in case of the trigger scale factors) yields an uncertainty on the final
result (rows 15-16 of table 5.3).

Theoretical Systematic Uncertainties

The simulation of the Standard Model as well as new physics models is done using fixed-
order perturbation theory. Higher-order terms are neglected which introduces an uncer-
tainty on the calculated cross section. To quantify the effect of possible higher order
corrections the QCD renormalization and factorization scales (see section 3.1) are varied
up and down by a factor of 2 (first row of table 5.4). As for the experimental uncertainties
the measurement is repeated and the shift with respect to the nominal variation is taken
as an uncertainty. The envelope of the 7-point scale variations are taken as a systematic
uncertainty on the final result.

The parton density functions (PDF) used to parametrize the contributions to different
initial state partons are determined by dedicated groups, which fit measured data for the
most probable composition of the proton. The PDF sets are provided with n error sets
accounting for different free parameters in the fit and measurement uncertainties of the
fitted data. For the NNPDF30.nnlo_as_ 0118 PDF set there are n = 101 variations [123]
(second row of table 5.4). The total uncertainty on the PDF set is determined by the
Standard deviation of all PDF variations:

g = | 3 (o) — (0))? (5.6)
with
(o) = % S o (5.7)

Furthermore, the value of the strong coupling g is determined via dedicated measurements
and extrapolated to the relevant energy scale via the renormalization group equation. As
the former yields experimental uncertainties on ag and the latter is only calculated up to
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Table 5.4: Theoretical systematic variations and their corresponding nuisance parameters.

Systematic variation nuisance parameter

MURO.5_MUFO.5_PDF261000
MURO.5_MUF1_PDF261000

renormalization and MUR1_MUFO.5_PDF261000
factorization scale MUR1_MUF1_PDF261000
variation MUR1_MUF2_PDF261000

MUR2_MUF1_PDF261000

MUR2_MUF2_PDF261000

nuisance parameter variation MUR1_MUF1_PDF261001
of default pdf set

MUR1_MUF1_PDF261100

variation of ay MUR1_MUF1_PDF269000
MUR1_MUF1_PDF270000
variation of pdf set MUR1_MUF1_PDF13000

MUR1_MUF1_PDF25300

a certain order, this uncertainty has to be propagated to the calculated cross section. It is
calculated by using PDF fits with different values of ag and repeating the analysis (third
row of table 5.4). The uncertainty on «g is then determined by

CT(O(S = 0.119) — J(O./S = 0.117)
2

00 = (5.8)

In accordance with [152] the PDF uncertainties as well as the uncertainties on «g are
combined by adding equation 5.8 and 5.6 in quadrature.

§PPF+as 5 — | /(§PDF )2 1 (50552 (5.9)

Finally, two other PDF sets (CT14nnlo [124] and MMHT2014nn1068cl [125]) apart from the
nominal are used (last row of table 5.4). The shift with respect to the nominal PDF set is
taken as uncertainty and added in quadrature to the other systematics.

Smoothing of Systematic Uncertainties

Additionally, a smoothing procedure is applied to the systematic uncertainties to mini-
mizes large fluctuations due to statistical limitations of the measurement. The bins of each
spectrum of systematic uncertainties are iteratively combined until their Gaussian signif-
icance is larger than two standard deviations. The improved uncertainty estimate due to
the bootstraping technique provides the uncertainties used in this calculation. Finally, a
Gaussian kernel smoothing obtains the values in the original binning [150].
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5.7 Reconstruction-level Results

ATLAS data recorded in 2015 and 2016 is analyzed with a total integrated luminosity
of 36.2 fb~1. The analysis selection is applied and the observables are compared to their
reconstruction-level prediction as generated by the Standard Model Monte Carlo simula-
tion. The multijet background is estimated using a data-driven technique as described in
section 5.5.

In the following the observables of interest in the signal and control regions of the > 1 jet
and vector boson fusion selection are displayed. The agreement between data and Monte
Carlo simulation is generally good and the experimental and theoretical uncertainties cover
all observed deviations. Displayed in figures 5.7-5.9 are the experimental uncertainties
(derived as described in section 5.6) added in quadrature to the statistical uncertainties.
The uncertainties listed in table 5.3 are assumed to be uncorrelated, hence they are added
in quadrature for each bin. Furthermore, the theoretical uncertainties on the Monte Carlo
predictions are displayed. They are calculated bin wise, according to the descriptions in
section 5.6.

In the E7** distribution of the > 1 jet signal region (see figure 5.7a) an agreement
at the level of 5% between data and the Monte Carlo prediction is observed and better
agreement in the control regions (figures 5.8a and 5.9a). The first bin in the signal region
has an increased disagreement of about 10%, which is most probably caused by non-
collision background. The added statistical- and experimental systematic uncertainties
are found to be between 13% (low E***) and 24% (high E}*). The largest systematic
uncertainty contribution originates from the jet energy scale and jet energy resolution
uncertainties, with a combined uncertainty of ~5%. All other systematic uncertainties
contribute with less than 1%. Uncertainties in the control regions behave comparably,
with additional uncertainties originating mostly from the lepton efficiencies. In both the
two-electron and two-muon control regions these contribute with uncertainties of the order
of 5% and 1-3%, respectively. The total systematic uncertainties range between 12% and
25% with the largest contribution being caused by the renormalization scale variations.
These uncertainties are consistent between the signal and control regions.

The E¥s* distribution in the VBF signal region shows a flat disagreement between data
and Monte Carlo simulation of about 10% (figure 5.7b). Similar differences are observed
in both control regions (figures 5.8b and 5.9b). The uncertainties are comparable to the
ones observed in the > 1 jet signature.

The m;; distribution of the VBF signal regions shows a significant shape difference
going from an underestimation of the Monte Carlo simulation of about 10% in the low
m;; bins, to an overestimate of about 20% in the high mj; tail, above 1.5 TeV (figure
5.7¢). This behavior is expected due to known modeling issues of the Sherpa simulation
[153] and is also present in the two-muon control region (figure 5.9¢). The two-electron
control region (figure 5.8¢c) shows a similar behavior until 1.5 TeV. However, above 1.5
TeV no overestimation of the Monte Carlo simulation is observed, but the ratio between
data and simulation fluctuates high, statistically compatible with one. The experimental
uncertainties are comparable to the ones observed in the EI** distributions. The theo-
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retical uncertainties are slightly larger, ranging between 15% and 30%, thus, covering all
observed deviations.

The A¢3;? distribution of the VBF signal regions is modeled well for large absolute
values of A¢Zi?, with a considerable underestimation of the simulation of ~15% when
ApZ? tends towards zero (figure 5.8d). The same behavior is observed in the control
regions, where only the bin at zero is compatible with one and deviates by 5% in the two-
electron and two-muon control region, respectively (figures 5.8d and 5.8d). As in the m;
distribution this mismodeling has been observed before in the Sherpa simulations [153] and
is covered entirely by the theoretical uncertainties.

The ratio R,ss (see equation 8.11) between the signal region and the per-bin-average
of the two control regions is displayed in figure 5.10. The observed ratio is found to be
compatible with its reconstruction-level prediction. The outliers in the first bin of the
Emss distribution and the central bin in the Agzﬁ‘;?g distribution both deviate by roughly
two standard deviations. The trend in the m;; distribution is caused by the different
behavior of data and Monte Carlo simulation in the high m;; range of the two-electron
control region, compared to the signal and two-muon control region. However, all data
points are still compatible with their prediction within less than two standard deviations.

The size of the uncertainties is comparable between the signal region and the per-bin-
average of the two control regions, in all observables. The theoretical uncertainties thus
cancel each other to ~1% precision across all bins of the EZ**** distributions. Similar behav-
ior is observed for the jet energy scale and resolution uncertainties, where the uncertainties
cancel down to a percent level, except for the highest E7* bins (~4%). The largest ex-
perimental uncertainty of the order of 2.5% - 3.5% originates from the lepton efficiencies.
In the high E7¥*5- and m,; region, the ratio measurement is statistically limited, with sta-
tistical uncertainties of > 20%. This is driven by the denominator, where the total number
of observed events is about a factor of 20 smaller than in the numerator. Combining the
two control regions doubles the statistics, nevertheless, it remains the limiting factor.
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Figure 5.7: Agreement of data and Monte Carlo simulation for zero-lepton signal region.
Theoretical systematic uncertainties are displayed only in the ratio panel.
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Figure 5.8: Agreement of data and Monte Carlo simulation for two-electron control region.
Theoretical systematic uncertainties are displayed only in the ratio panel.
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Figure 5.9: Agreement of data and Monte Carlo simulation for two-muon control region.
Theoretical systematic uncertainties are displayed only in the ratio panel.
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Chapter 6

Correcting for Detector Effects

The reconstruction-level results presented in the previous chapter are unfolded to particle-
level, in order to be able to compare the results directly to possible BSM models. This
chapter introduces the unfolding strategy applied in this search. First, the optimized bin-
ning, which is already used at reconstruction-level is motivated in section 6.1. Afterwards,
the investigation of two different possible approaches for the unfolding strategy are pre-
sented (section 6.2). The unfolded distributions are presented in section 6.3.

In order to correct the measured distributions for detector effects the unfolding method
introduced in section 4.2 is employed. The particle-level and reconstruction-level event
selection introduced in section 5.3 and 5.4 ensure a kinematically similar selection. The
only difference apart from the calibrated energy of the objects are measurement-related
cuts, like the data quality cuts and the rejection of non-collision background jets. This
minimizes the extrapolation performed by the unfolding method and mostly detector effect
are corrected for.

The measured observables have a finite resolution causing events to migrate from one
reconstructed bin into another particle-level bin. The size of this resolution depends on
the observable. As introduced in chapter 4 the unfolding can generally be split into three
different corrections: purity correction, resolution effects and stability correction. In the
resolution correction the migrations are treated and the uncertainties and correlations are
accounted for. However, in order to reduce the amount of migrations due to the resolution
correction, the bin width can be optimized.

6.1 Binning Optimization for Observables

Optimizing the bin width needs to balance two effects. On the one hand the migrations
in the unfolding need to be minimized, which can be achieved by choosing very large bins.
On the other hand as much of the shape information of the observable as possible needs
to be retained, requiring as small bins as possible.

If the bin size is chosen at the size of the resolution about 60% of the events will migrate
to the neighboring bin and about 13% will even migrate to next-to-neighboring bins. On
the other hand, if the bin is four times as wide as the resolution of the observable an
event falling perfectly into the middle of a bin will migrate to neighboring bins in only 5%
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Figure 6.1: Illustration of events migrating from one bin to another due to the finite
detector resolution. (left) If the bin width is chosen at the size of the resolution ~ 60% of
these events migrate, ~ 13% even to next-to-neighboring bins. (right) If the bin width is
chosen to be four times the resolution of the observable ~ 5% of the events in the middle
of the bin migrate to neighboring bins.

of the cases (assuming a Gaussian distribution for the resolution). Both these cases are
illustrated in figure 6.1.

In this work the migrations are treated by the unfolding algorithm, so all migrations
are accounted for. However, events with large uncertainties, introduced in the background
subtraction, which are iteratively moved from one bin to another can propagate these
uncertainties and create large correlations between bins. Furthermore, a possible mismod-
eling of the detector will be propagated, hence increasing a potential bias. The migration
of events with large uncertainties is suppressed by the IDS algorithm (see section 4.2), how-
ever, reducing this from the beginning is desirable. A bin width of twice the resolution is
chosen. This way about 31% of the events will migrate to neighboring bins, however, only
a negligible amount of 2.7%o to next-to-neighboring bins, suppressing correlations between
multiple bins.

Another constraint is that the binning has to be identical for the same observable in
all control regions as well as the signal region. This is because a ratio of the unfolded
distributions is measured and the binning has to match in the division. Therefore the bin
width is dictated by the region with the worst resolution for a particular bin. In order to
achieve this the main contribution to the signal region and each control region is studied.
These are the QCD production of Z bosons decaying to two neutrinos, to two electrons
and to two muons, respectively.
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Figure 6.2: Absolute resolutions of (a) EF*** and (b) mj; in bins of the reconstructed Ef"s*
and m;; respectively. Shown are the optimal binning for each channel after synchronizing
the bin edges among the regions.

Starting with the EZ'*** observable the resolution is obtained from Monte Carlo simula-
tion by analyzing the particle-level spectrum in a given EM***-range. The root-mean-square
(RMS) is used as the observable’s resolution, rather than fitting a Gaussian and using its
standard deviation, due to large tails in the distribution.

An iterative procedure is used to obtain the optimal binning for each of the three
leading processes in the signal and control regions. Here the bin edges are always rounded
to the next largest 10 GeV value. Afterwards, the bin edges between the processes are
synchronized in a conservative way, meaning the largest bin size of all three processes is
kept (details on the procedure are found in appendix H). An additional constraint requires
a minimal amount of expected event per bin. This is to avoid empty bins and to ensure
that the migrations are not statistically significant!. An optimum of at least six events
was determined.

Above 1.5 TeV there are less than 1 event expected in the E*¢ distributions of the two
control regions, which is why the last bin is cut off there. Likewise, the m;; spectrum is cut
off at 5 TeV. Figure 6.2 shows the absolute resolution within the optimized binning after
synchronizing the bin edges between the signal and control regions, for both the EX*$ and
m;; distribution. This includes the constraints on the minimal bin count and also excludes
the underflow bin at 150-200 GeV (see below). The absolute resolutions of the individual
channels and the corresponding relative resolutions can be found in appendix H.

For the unfolding one additional bin below the nominal cut values of 200 GeV in E7s
and m; is retained and filled when constructing the detector response. This way migrations

L Another technical issue is that the bootstrap replicas require a minimal amount of events per bin, since
a replica may otherwise be left with only a single negative entry in the migration matrix.
This would be unphysical and can be avoided with a minimal amount of events per bin, which reduces
the probability for such a scenario.
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into and out of the fiducial phase space are taken into account. The final phase space cuts
are applied afterwards.

Ounly the EZ¥*** and m; observables are optimized. The remaining measured observable
Ap3T" is expected to be comparably flat, which is why migration asymmetries as in a
steeply falling spectrum (see figure 4.4) are not an issue. Furthermore, it is designed to
differentiate between CP even and CP odd operators contributing to the coupling of the
two vector bosons, which can be detected by a very coarse binning already. An equidistant

binning of 12 bins in [—m, 7| is chosen, to avoid a finer, memory intensive binning.

6.2 Unfolding Strategies

Two possible unfolding strategies are considered in this work.

The first approach is to unfold the data without subtracting any backgrounds, but
the entire topological selection, hence referred to as topology unfolding. In this work the
signal region corresponds to the EM* + jets signature. Therefore, Z bosons decaying
to neutrinos as well as W bosons with out-of-acceptance leptons are selected along with
other minor backgrounds. In the unfolding, the detector response of the process under
consideration is used, as it is expected to best describe the relation between particle- and
reconstruction-level. Thus, in the topology unfolding strategy the response of the summed
Standard Model contributions is used. Potential new physics contributions in the data need
to be taken care of by the unfolding method as demonstrated in chapter 4. Backgrounds
like multijets which do not contain any real E#*$ and are therefore only reconstructed as
fake events are subtracted before (this is quivalent to a larger purity correction). In the
following studies the multijet background is therefore excluded.

In the second approach all but the most dominant Standard Model contribution are
subtracted from the data. What remains is the Standard Model process of Z — v + jets
in the signal region, plus potential new physics contributions. In this scenario the detector
response is consequently taken from the Monte Carlo simulation of that process. An
advantage of this strategy is, that data-driven background estimates can be used, reducing
the Monte Carlo simulation and thus the theory dependence.

Both of the strategies mentioned above can be applied in a completely analogous way
to the two control regions, in which a Z — [T~ + jets topology is selected.

Topology unfolding

The detector response used in the unfolding method has to describe the event selection
probabilities at particle- and reconstruction level as good as possible. Different processes
have different event topologies in the signal region, leading to varying efficiencies and
acceptances of the produced particles, which modify the event selection probability. In the
presented signal region an event with a leptonically decaying W will only pass the particle-
level selection, if the lepton is out of the detector acceptance. This forward topology is very
different from a Z boson decaying to neutrinos, which will decay mostly in the central part
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Figure 6.3: Topology unfolding applied to all Standard Model contributions in the >
1 jet signal region. The detector response is retrieved from the sum of the same set of
Monte Carlo simulations. (a) Unfolding the EXs distribution of the sum of Monte Carlo
simulations shows perfect closure with the particle-level prediction. (b) Equivalently every
simulated contribution is unfolded separately and the (stacked) sum of them closes also with
the particle-level expectation.

of the detector, due to the high E7¥** requirement. At reconstruction-level this may lead
to a modified resolution of reconstructed variables like the E%**. In the case of topology
unfolding the idea is to unfold the data as it is measured, without subtracting any of the
Standard Model backgrounds. This requires the detector response for all possible processes
in the selection. Naturally the sum of all contributing Standard Model processes scaled to
the integrated luminosity of the data are used. In the following this is referred to as the
topology response.

Using the reconstruction-level prediction of the Monte Carlo simulation as a proxy for
data, it can be shown that this detector response perfectly recovers the corresponding
particle-level prediction, as shown in figure 6.3a. As the unfolded Monte Carlo simulation
is simply the sum of its Standard Model contributions, this is equivalent to unfolding each
contribution separately using the above mentioned topology response. When adding these
unfolded contributions back together the particle-level prediction is recovered, as illustrated
in figure 6.3b.

Mathematically, the closure demonstrated in figure 6.3a is expected, since the detector
response is defined to map from exactly this reconstruction-level distribution to this exact
particle-level distribution.

Biases du to the Purity/Stability Corrections

When unfolding each Monte Carlo simulation contribution separately the use of the topol-
ogy response is not expected to achieve this closure. This is because the event selection
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Figure 6.4: Topology unfolded Monte Carlo simulation processes contributing to the >
1 jet signal region. Unfolding the EX*** distribution of the (a) Z — vv + jets and (b)
W — pv + jets component shows a non-closure with the particle-level prediction.

efficiencies are not specific to this single process, as demanded above, but rather an average
of all contributing Standard Model processes.

Figure 6.4 illustrates the bias on two of the topology-unfolded components to the signal
region. The main Standard Model contribution Z — vv + jets deviates by 5%-10% from
its particle-level prediction, while the W — uv + jets process deviates by 200%-300%.
Figure 6.3b, however, shows that the biases of all individual processes, weighted with
their fractional contribution, balance exactly in the result, where all unfolded processes are
added together.

The biases are explained by the topology (averaged) detector response of all Monte
Carlo simulation contributions used here. In the following the purity and stability correc-
tions, which are applied in the unfolding using the topology response, are compared to the
actual purity and stability of the different Standard Model processes. The corrections of
the topology response are in most cases found to be very different from what is necessary
accoring to the response of the individual processes.

Figure 6.5a shows the matching efficiency of particle-level events, which are selected
in the > 1 jet signal region, to their corresponding reconstruction-level selection. The
efficiency is plotted as a function of E**¢. Any deviation from one means that events which
are in the signal region at particle-level are missed at reconstruction-level and therefore
need to be corrected for in the stability correction?. Figure 6.5b shows the equivalent
matching efficiency for reconstruction-level events. A deviation from one corresponds to
faked events, which are reconstructed even though they are outside the fiducial phase space.
This is corrected for in the purity correction.

A clear difference between the matching efficiencies of particle-level and reconstruction-

2 Plotted in figure 6.5a is 1/stability correction since the stability correction maps from the resolution
corrected data to particle-level and not vice versa as in the plot.
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Figure 6.5: Matching efficiencies for particle-level and reconstruction-level events to their
respective reconstruction-level and particle-level counterpart. The efficiencies are plotted in
the > 1 jet signal region as a function of EF*. The matching efficiencies are directly
related to the stability and purity correction applied in IDS unfolding.

level events can be observed for the individual processes. The stability correction is rather
similar for the individual processes, where mostly events including 7-particles are missed.
This happens because hadronically decaying taus which are outside the pp- or n-acceptance
are misidentified as jets at reconstruction-level. These jets often point into the same
direction as the missing transverse energy, as they decay in association with a neutrino
and the jet-EN* veto thus rejects the event. Additional misses come from the lepton
veto, which rejects the event, when the 7 is reconstructed within the acceptance of the
detector.

The larger difference between the processes is found in the purity correction. Here
events including out-of-acceptance muons are affected by the E'** cut, since at reconstruction-
level these muons will leave no detectable trace in the detector, hence contributing to the
Ess calculation®. At particle-level the muons are not added to the F2" term, so events
with only small amounts of F2* may pass the reconstruction-level selection.

The largest effect, however, comes from the lepton identification efficiencies. Events
which are vetoed at particle-level because of a lepton within the fiducial phase space are
selected at reconstruction-level because the lepton is not reconstructed. This reconstruction
efficiency drops as a function of EJ*  especially because the decay products become more
collimated, resulting in a decreased efficiency of passing the isolation criterion.

The stability and purity corrections are non-iterative bin-wise correction factors on
the distribution of interest. Large deviations as seen in figure 6.5b will therefore have an
immediate effect on the unfolded spectrum. Especially leptonic processes are scaled very
differently with the averaged purity correction than they are supposed to be, resulting
in large biases with respect to their particle-level prediction. The different sizes of the

3 Out-of-acceptance electrons will be reconstructed as jets and are therefore accounted for with the wrong
energy when the object is considered for the E7'**® calculation.
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Figure 6.6: E7*S resolution and shape per Standard Model process contributing to the
> 1 jet signal region. The resolutions are similar across the different processes, except for
muonic processes, whereas the shapes deviate significantly.

stability and purity correction are thus the main contribution to the biases seen in figure
6.4.

Biases due to the Resolution Correction

The resolution correction is iterative and hence does not simply scale with the fractional
contribution of the respective process. This means that when the migration matrix of the
topology response, instead of the individual process is used in the resolution correction,
this matrix is iteratively updated to best describe the unfolded process. These updates to
the migration matrix might have a large effect and even bias the overall result when they
are employed in the artificial example of unfolding the Monte Carlo simulation.

The bin-to-bin migrations in the resolution correction are a convolution of the resolu-
tion of the observable and its underlying shape. The EI** resolution per Standard Model
processes together with the E7* distribution normalized to unity are displayed in fig-
ure 6.6. The resolution of processes including muons significantly deviate from the other
processes (see figure 6.6a) since out-of-acceptance muons add to the missing transverse
momentum at reconstruction-level, but not at particle level. The other processes are quite
similar in their resolution, with only the top-anti-top and single-top processes deviating
slightly. This is because here the EM** is not necessarily coming from a single boson, as
is the case for the other backgrounds, but is topologically more complex, resulting in a
slightly larger resolution. The shapes on the other hand are quite different, since the high
EIMss region is populated by events in the central part of the detector, whereas many of
the events coming from backgrounds with leptons will be in the forward region, where the
lepton is not identified. The leptonic backgrounds therefore preferrably populate the lower
ETs% region, resulting in a softer spectrum.
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Figure 6.7: Illustration of the different unfolding scheme to test for a potential resolution
correction bias. Blue: The purity and stability correction come from the simulation of the
individual process (here Z — vv) and the resolution correction come from the topology
response. Red: The purity and stability correction come from the topology response and the
resolution correction come from the individual process.

Different steps of the unfolding procedure are varied in the following, to illustrate
the effect of the resolution correction. In the example of unfolding the Z — vv + jets
component, the purity and stability correction can either come from the Z — vv or the
topology response. Likewise, the migration matrix, used in the resolution correction, can
be retrieved from either of the two responses. Mixing the responses, as illustrated in figure
6.7, in both cases yields a test, sensitive to the iterative updates to the migration matrix.

The first test is to unfold each Standard Model process individually, applying the
purity and stability correction of the respective process. This corresponds to the blue
path in figure 6.7, replacing Z — vv with the individual processes. This correction will
by definition be correct. Only in the resolution correction the (“wrong”) migration matrix
of the topology response is applied. When applying this unfolding scheme and adding the
unfolded contributions back together it shows that the overall effect on the result is very
small (see figure 6.8a). However, as was the case for the full topology unfolding it can
be shown that each unfolded process individually shows a deviation from its particle-level
prediction of up to 20% for Z — Il + jet and 40% for W — puv + jet: see figure 6.8b.
These are the processes which showed the largest resolution differences according to figure
6.6a. All individual processes unfolded with this unfolding scheme are found in appendix
I. This effect is considerably smaller than the effect of the purity correction, however, it is
a significant shift.

In the above case the migration matrix is not suitable to be applied to the individual
process since it is an average of all Standard Model contributions. However, the migration
matrix applied might also not be ideal because it is applied to a distribution, significantly
different from what it was defined for.

Therefore, in the second test each Standard Model contribution is unfolded using the
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Figure 6.8: (a) Overall bias between the sum of the individually unfolded Monte Carlo
simulation processes versus the unfolded sum of Monte Carlo simulations. (b) Unfolded
single component: W (— uv) + jets versus particle-level expectation. In the unfolding the
purity and stability correction from the individual processes are used, while the resolution
correction uses the migration matriz from the topology response.

purity and stability correction of the topology response, while the (“correct”) migration
matrix of the individual process is used for the resolution correction, as illustrated by the
red path in figure 6.7. For each process, a resolution correction is thus applied to a purity-
corrected spectrum, with a shape, different from what it would have been if the (“correct”)
purity correction from the individual process was applied. Again this unfolding scheme is
applied to all individual processes and the unfolded components are added back together.
After one iteration of the unfolding algorithm one can see that even though the correct
migration matrix was used for every processes, the summed unfolded distributions do not
recover the particle-level prediction (see figure 6.9a). This is exactly because the spectrum
that is unfolded is not what the migration matrix in the resolution correction was defined
for. After 20 iterations, however, the migration matrices are modified sufficiently by the
IDS algorithm, that the expected spectrum is mostly recovered (see figure 6.9b). The first
bin, however, still deviates by ~ 4%. All individual unfolded processes are also displayed
in appendix I.

The latter example shows that the resolution correction can have a crucial impact on the
unfolded result. If the resolution correction is applied to a spectrum of unexpected shape
even the iterative IDS algorithm might not fully recover the true particle-level spectrum.
The biases on the unfolded compontens might not balance each other and an overall bias
on the result follows. In case of topology unfolding the migration matrix of the topology
response is defined neither for the individual process corrected by the true purity correction,
nor the averaged purity correction. A bias on the final result thus can not be excluded.

Furthermore, comparing the Z — [l + jets contribution in figure 6.8 and 6.9b one
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the purity and stability correction from the topology response are used, while the resolution
correction uses the migration matriz from the individual processes.

can see that using the topology response in any of the unfolding steps leads to differences
in the unfolded spectra of the individual components. These effects mostly balance each
other, such that the Standard Model expectation is recovered to good approximation.
This is because most of the corrections are linear operations, like the bin-by-bin scaling in
the purity and stability correction or the matrix multiplication in the resolution correction.
These balance each other when they are weighted with the respective fiducial cross section,
such that the result remains the same. However, non-linearities in the IDS algorithm result
in some deviations as seen in figure 6.9. This is especially true when the exact composition
of the unfolded distribution is not know, as is the case in measured data.

Since it is already clear from section 5.7 that the Monte Carlo simulation does not agree
perfectly with the measured data, there are biases in the unfolded distribution, which need
to be accounted for. Consistently determining an uncertainty on this, however, is a major
challenge and the added uncertainty will deteriorate the results.

Unfolding with Background Subtraction

When the subdominant backgrounds are subtracted from the measured data, most of the
considerations for topology unfolding do not apply. In simulation it is trivial to subtract all
but the leading Z — vv + jets Standard Model contribution and the detector response can
be simulated using the Monte Carlo simulation of this remaining process. Unfolding the
reconstruction-level prediction to particle-level, by-construction retrieves the particle-level
expectation, as illustrated in figure 6.10 and there is no ambiguity which other process is
to be used for the unfolding. This means that there is no additional uncertainty on the
unfolded distributions because of potential biases in the procedure.
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Figure 6.10: Unfolding closure in unfolding with background subtraction. Subtracting
all subdominant backgrounds leaves only the Z — vv + jets process from which also the
detector response is retrieved. Unfolding the reconstruction-level prediction to particle-level
retrieves the particle-level expectation.

The corrections which are applied to the data distribution are all very small. As illus-
trated in figure 6.5 the purity and stability corrections are both at the level of 5% with a
turn-on in the underflow bin from 150-200 GeV in EI**. The resolution correction intro-
duces correlations between the E7* bins of the order of 20% (see figure 6.11a), however,
the net-migrations are almost negligible as illustrated in figure 6.11b. The latter figure
shows the reconstruction-level expectation of the Z — vv + jets process corrected for pu-
rity as well its particle-level expectation corrected by the inverse of the stability correction.
The ratio of the two shows an overall correction factor (disregarding correlations) to each
bin which is close to 1 for the entire spectrum. This is explained by a slight skew of the
resolution in each EX$ bin, which results in fractionally larger migrations to lower BN
bins than to higher ones. This counteracts the effect of the steeply falling distribution.

The small corrections in the unfolding with background subtraction originates from the
fact that the particle- and reconstruction-level phase spaces are very similar and that the
detector does not introduce large corrections to the measured spectrum. Larger corrections
as present in topology unfolding rely more on the Monte Carlo simulation to model this
difference. The correction factors for the EZ¥** distribution in the > 1 jet signal region as
they would be applied in a bin-by-bin unfolding are displayed in the following figure 6.12.

It shows that the extrapolation from reconstruction- to particle-level is larger in topol-
ogy unfolding than in the unfolding with background subtraction. This is mainly because
by including the leptonic W backgrounds, the topology response has to account for ineffi-
ciencies in the lepton reconstruction. The modeling of leptons can be neglected entirely in
the unfolding procedure in the case of background subtraction.
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Figure 6.11: (a) Correlations between bins of the EF* distribution in the > 1 jet signal
region introducesd by the unfolding procedure. Neigboring bins show a correlation of the
order of 20%. (b) Ratio between the purity-corrected reconstruction-level distribution and
the 1/stability-corrected particle-level distribution. This estimates the resolution correction
per bin. The net-migrations to other bins are found to be close to one.
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Figure 6.12: Correction factors for the EF*s distribution in the > 1 jet signal region as
they would be applied by a bin-by-bin unfolding. When unfolding with background subtrac-
tion the corrections Cz,, are close to 1 for the entire spectrum, while in topology unfolding
Cs mc they are at the order of 10% smaller.

Conclusion and Decision

Topology unfolding is a method which allows to unfold measured spectra to particle-level
without the need of background subtraction. Furthermore, this reduces the effect of theory
uncertainties on the final results, as the uncertainties on the individual backgrounds are
not propagated in the background subtraction.
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However, the theory uncertainties can not be fully cancelled from the final results
as they still affect the topology response, which is used to unfold the data to particle-
level. This can not be avoided and the unfolding will always rely on the Monte Carlo
simulation modeling via the definition of the detector response and thereby induce theory
uncertainties.

In the presented analysis, the topology unfolding, furthermore, has to model additional
leptonic backgrounds, which are present in the signal regions. These background have
very different acceptances and efficiencies than the signal and thereby they introduce large
purity and stability corrections into the topology response. These differences lead to large
biases in the unfolded individual Monte Carlo simulation processes which contribute to
the signal region. Even though these biases cancel in the artificial example of unfolding
the Monte Carlo simulation, this will not be the case when the exact composition of the
data is unknown. It was shown that applying the topology response in any of the 3
detector-correction steps will lead to biases in the individual unfolded distributions and
might therefore lead to biases in the unfolded result. An additional uncertainty has to
be introduced in order to account for these biases, however, estimating this uncertainty is
very challenging. The iterative unfolding technique, which partially recovers mismodeling
when using a wrong detector response adds to the complexity of these uncertainties.

Furthermore, the overall corrections which are applied in the unfolding with back-
ground subtraction are much smaller, indicating a smaller dependence on the Monte Carlo
simulation.

Another consideration is that the ratio measurement performed in this analysis relies
on the fact that the numerator and denominator are essentially the same process, as the Z
boson can either decay to neutrinos or charged leptons. In case of topology unfolding this
ratio would include additional processes including W bosons and top-anti-top or single top
production. The experimental and theoretical uncertainties on such processes are not as
similar anymore which would result in a reduced mitigation of these uncertainties in the
final ratio measurement.

For these reasons in the following the subdominant backgrounds are subtracted from
data and the unfolding is done using the detector response as simulated for the leading Z
boson production process.
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6.3 Detector Corrected Measurement

The measured data is unfolded to particle-level, after all subdominant backgrounds are
subtracted. The detector response is obtained from the Monte Carlo simulation of the
leading Standard Model process in the selection. Potential additional contributions are
taken care of by the IDS algorithm. In the following the derivation of the statistical and
systematic uncertainties is detailed and the unfolded results are presented.

The histograms used in the unfolding process are produced with 5000 bootstrap replicas
to ensure that no artificial correlations due to the finite amount of replicas are introduced
between bins. Figure 6.13 shows the correlations (according to equation 4.20) of the back-
ground subtracted data for the £ distribution in the > 1 jet signature. The correlations
between bins are smaller than 2.5% for all bins except for 2 outliers with 2.6% and 3.0%.
Correlations in the other observables are found to be of similar size.

The nominal data replica unfolded with the nominal detector response yields the un-
folded data spectrum. The statistical uncertainty on this result is determined via the
bootstrap replicas in the following way: All background-subtracted data replicas are un-
folded using the nominal replica of the detector response. The standard deviation of all
unfolded replicas represent the statistical uncertainty on the unfolded result, due to the
limited data statistics. Furthermore, the statistical uncertainty of the Monte Carlo sim-
ulation is taken into account, by using all replicas of the detector response to unfold the
nominal data distribution (both covariance matrices are found in appendix J). The two
uncertainties are added in quadrature for a total statistical uncertainty on the unfolded
data?.

4 Tt was checked that it is equivalent to unfolding each data replica with a different replica of the detector
response, which is easier to technically merge both statistical uncertainties into one (bootstrapped-)
histogram.
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In the unfolding procedure events are migrated from one bin to another resulting in
correlations between the bins up to 40%. These correlations are determined from the
bootstrap replicas using equation 4.20. Furthermore, the bootstrap histograms allow to
determine the correlations between different observables of interest. This is because every
event is seeded with the run- and event-numbers, which means that an event being recon-
structed in several of the observables will be distributed among the histogram replicas in
an identical way. Following the notation in section 4.2 the degree of correlation between
two bins of any distribution can therefore be retrieved via

Nrep
1

k —k k —k
g o= —— 3 (W — @)k — ), 6.1
Pij NyepTi0 k=1 (UZ ul>(u-7 uj) ( )

The obtained correlation matrix between all bins of all observables can be found in appendix
J. Accounting for the statistical correlations between bins of all observables allows to take
these into account, for example when limits on new physics models are derived.

Systematic uncertainties are propagated to the final result by varying one nuisance
parameter from the list of experimental and theoretical uncertainties (see section 5.6) at
a time and repeating the unfolding. In the systematically varied unfolding procedure
the varied reconstruction-level predictions of all backgrounds are used in the background
subtraction. Likewise, the varied Z — vv + jets Monte Carlo simulation provides the
detector response which is used in the unfolding procedure in the signal region. The
unfolded results, using systematically varied backgrounds and responses, divided by the
nominal unfolded results yield the systematic uncertainty for each bin. Due to the CPU
and memory intensive calculation of the bootstrap replicas, the varied backgrounds as
well as the varied detector responses are generated without bootstrapping. This omits the
statistical uncertainty of the Monte Carlo simulations on the uncertainty of the systematic
variation. This is acceptable, since statistics in simulation are generally better than in
data and the uncertainty is thus subdominant. Furthermore, this merely yield a better
estimate of the uncertainty on the systematic uncertainty, which is used in the smoothing
procedure.

The experimental systematic uncertainties added in quadrature to the statistical un-
certainties are displayed in figures 6.14-6.16 as hashed bands. Furthermore, the theoretical
uncertainties on the unfolded data as detailed above are displayed in the ratio panels as
an orange band (around one for visibility).

Figures 6.14-6.16 show the background subtracted data unfolded to particle-level for
the four observables of interest. In the signal region this is compared to the particle-level
prediction of Z — v+ jets, while the two-electron and two-muon control regions compare
to the particle-level prediction of Z — ete™ + jets and Z — utu~ + jets, respectively.

The agreement in the E7¢* distribution of the > 1 jet signal region (see figure 6.14a)
is good, with an almost flat ratio between data and Monte Carlo simulation at the level
of 6%. The first bin agrees well with the particle-level prediction, indicating that data
events migrated out of the fiducial phase space, into the low EX** region, when the IDS
algorithm updated its prior, taking into account the additional observed events. Similar
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Figure 6.14: Agreement of background subtracted data unfolded to particle-level and
particle-level Monte Carlo simulation in the zero-lepton signal region. Theoretical sys-
tematic uncertainties are displayed only in the ratio panel.
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Figure 6.15: Agreement of background subtracted data unfolded to particle-level and
particle-level Monte Carlo simulation in the two-electron control region. Theoretical sys-
tematic uncertainties are displayed only in the ratio panel.
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Figure 6.16: Agreement of background subtracted data unfolded to particle-level and
particle-level Monte Carlo simulation in the two-muon control region. Theoretical sys-
tematic uncertainties are displayed only in the ratio panel.
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to the reconstruction-level results, the control regions (figures 6.15a and 6.16a) show bet-
ter agreement, with the ratio of unfolded data and particle-level Monte Carlo simulation
fluctuating around one. The deviations in the signal region are covered by the statistical
(systematic) uncertainties ranging between 0.5% (20%) in the low EZ'*** region and 15%
(5%) in the high EM* region.

Similar agreement is observed in the E7'** distribution of the VBF signature, where an
almost flat disagreement of 15%-20% between data and simulation is observed in the signal
region (figure 6.14b). Asin the > 1 jet signal region the first bin obtained a large correction,
due to events migrating to the low Ef¢* region. The agreement in the control regions is
better with a data-simulation disagreement at the level of 5%-10% covered entirely by
the statistical uncertainty(figures 6.15b and 6.16b). The uncertainties in the signal region
are of similar size as in the > 1 jet signature, such that unfolded data and Monte Carlo
prediction are compatible with each other.

The m;; distribution of the VBF signature shows a similar behavior as at reconstruction-
level (figure 6.14c). A shape difference between data and Monte Carlo simulation can
be observed, with a difference of +25% in the first bin and —50% around 2 TeV. The
relative shape difference increased with respect to the reconstruction-level results, due to
the background subtraction, which keeps the absolute difference between data and Monte
Carlo simulation constant. In the signal region this effect is more pronounced than in the
control regions, since the background processes make up about 50% of the measured data
in the signal region, while in the control region only about 5% of the measured events
are considered background. The data-to-Monte Carlo simulation agreement in the control
regions is thus similar to the one at reconstruction-level, between +10% and —20% (figures
6.15¢ and 6.16¢). The theoretical systematic uncertainties in the signal region range from
15% in the low m;; region to 95% in the highest m;; bin, thus, covering all deviation from
the Monte Carlo prediction. The smaller uncertainties in the control regions also cover all
observed deviations.

The same effect is observed in the A¢?7 distribution of the VBF signature. The large
background subtraction in the signal region increases the relative difference between data
and simulation, resulting in an increased disagreement at particle-level (figure 6.14d) of
the order of 30% when A¢77? approaches zero. The agreement improves for larger absolute
values of Aqﬁ;?g. This trend is not as pronounced in the control regions (figures 6.15d and
6.16d) where the background subtraction has a smaller effect. Here the ratio between data
and simulation is statistically compatible with one. Again the systematic uncertainties in
the signal region cover all deviation within less than two standard deviations.

The overall trends agree between signal and control regions, but partially vary by
their magnitude, mostly because of the reinforcing effect of the background subtraction.
Therefore, when constructing the ratio R,,;ss between the signal region and the per-bin-
average of the control regions, a remaining mismodeling is observed. The ratio at particle-
level is displayed in figure 6.17. The E*** distributions in the > 1 jet and VBF signature,
show an increase in data of 5%-15%, as expected from the larger disagreement in the signal
region. The first bin, where many events in the signal region migrated into the low Es
region is lower than the prediction. Furthermore, the increased disagreements in the signal
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Figure 6.17: Agreement of ratios R,ss between unfolded data and particle-level Monte
Carlo simulation. Theoretical systematic uncertainties are displayed only in the ratio panel.
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Table 6.1: Ezperimental and theoretical systematic uncertainties and statistical uncer-
tainty on the ratio R,;ss. Displayed are the uncertainties on the first bin of EX' in the
> 1 jet signature, the first bin and the bin at 3 TeV of m;; and the central bin greater than

zero of A¢ZY in the VBE signature.

Ratio R, Emiss low m; high m;; ApS
expected 7.6 7.6 7.7 7.2
observed 7.4 8.8 3.7 8.0
Systematic uncertainty source E7*** [%] low my; [%] high my; (%] A¢S [%]
Jet energy resolution and scale +13,-14  +4.3, -4.1 +24, -23 +7.7,-7.2
Ess soft term +2.9,-3.0 +1.1,-1.0 +5.5,-4.7  +1.1,-0.8
Lepton efficiencies (combined) +0.8,-0.8  +0.9, -0.9 +2,0,-23  +0.9,-1.0
Trigger scale factors +1.1,-1.2 +0.2,-0.1 +0.6,-0.5  +0.1,-0.1
Pileup reweighting +0.7,-1.0  40.1,-0.2 +2.0,-1.6  +40.0,-0.2
Scale uncertainties (ug, (r) +13, -17 +11, -15 +28, -66 +11, -17
PDF and ag +1.1,-1.2  +1.1,-0.8 +11, -8 +1.0, -1.6
Total systematic uncertainty +19, -22 +12, -16 +39, -71 +14, -19
Statistical uncertainty 0.8 2.5 32 4.2
Total uncertainty +19, -22 +12, -16 +50, -78 +14, -19

region is clearly visible in the ratios of the mj; and A¢Z;? distributions, where trends
due to the Sherpa mismodeling are largest. Disagreements between +10% and -50% are
observed in the my; distribution as well as up to 30% in A¢j;?. The uncertainties are
very different between the signal and control regions, also driven by the different impact of
the background subtraction, such that they do not cancel as at reconstruction-level. The
uncertainties as given in table 6.1 are driven by the uncertainties coming from the signal
region and cover all deviations observed in the ratio distributions.

Table 6.1 shows the increased systematic uncertainties, which are dominated by the
scale uncertainties of the Monte Carlo simulation, followed by the jet energy scale and res-
olution uncertainties. The statistical uncertainties are subdominant. The simulation comes
with large theoretical uncertainties, which are propagated to the result in the background
subtraction. Without further constraints the use of the Monte Carlo simulation to derive
the background estimates, limits this search. The agreement as well as the uncertainties
are expected to improve, when data-driven background estimates are used.



Chapter 7

Interpretation

The unfolded distributions presented in the previous chapter constrain new physics models,
since none of the deviations from the Standard Model prediction are found to be significant.
The results are thus used to derive limits on two possible models beyond the Standard
Model. Limits on a simplified model of dark matter are derived in section 7.1 and the
invisible branching fraction of the Standard Model Higgs boson is constrained in section
7.2. In the following the methodology to derive such limits is described.

Since a theory can never be proven, but only falsified, models are constrained by ex-
cluding certain parameters. If a particular set of parameters would lead to a signal, which
contributes to the measurement significantly enough that it would be seen in the data, but
no excess is observed, the model (set of parameters) can be excluded. As neither obser-
vation nor expectation are known with infinite precision, possible excesses may be due to
fluctuations and a notion of significance needs to be defined.

The CLg method [154, 155] is a procedure used to derive a confidence limit to exclude a
certain model. It developed from frequentist exclusion limits on model parameters, which
provide intervals that cover the parameters with a given probability. These frequentist
limits, however, allow to exclude models, which the experiment is not sensitive to [156].
The CLg method thus penalizes the frequentist limits by also considering the exclusion
limits under the background-only hypothesis. If the sensitivity to distinguish the two is
low, a large penalty is applied to avoid false exclusions.

The Likelihood

In order to derive a confidence limit, the observed quantity is compared to its expectation.
The latter is usually given in terms of a probability density and a probability can be
determined, whether the observed value could have originated from a fluctuation of the
expectation, or is incompatible with the expectation. In this work the event counts in
different bins of different observables are measured, each of which can be considered as
independent counting experiments. The observed quantity in each bin i is thus n!, , while

. obs?
its expectation is given by n.,,. The probability of a counting experiment is usually given
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by a Poisson distribution and (omitting the bin index)

(nexp ) Nobs

' exp(—Nexp) (7.1)

P(nobs|nexp> = n
obs*

returns the probability for the observation. Since the Monte Carlo simulation estimates,
after being rescaled for various effects, are not expected to follow Poissonian statistics
anymore, the bootstrapping method [115] was introduced. A distribution of n!,, is thus
obtained from the bootstrap replicas, which can be normalized and used as its probability
density. In this work, however, the probability density is approximated by a Gaussian
distribution in order to reduce computation times. The root-mean-square Jibm and mean
value (nl, ) (nl,, for brevity) of the bootstrap replicas are used to define the probability

density (omitting the bin index)

1 _(nobs — TNeg )2
G (Nobs|Neap, Onesy) = 577 OXP ( 52 L : (7.2)

Experimental and theoretical uncertainties are introduced via nuisance parameters g. Since
both uncertainties can be understood as modifications to the expected event yield, they
are introduced as

ﬁéxp(é') = nixp + Z Uékek ) (73)
k

where néxp is the expected event yield when all nuisance parameter take their nominal values
(0) and oy, is the absolute uncertainty on the event yield in bin i due to nuisance parameter
;. Since the systematic uncertainties are described by Gaussian uncertainties around their
most probably value, the nuisance parameters 6, are constrained by a Gaussian distribution
centered at zero with a width of one G(6x|0,1). A one sigma variation of the nuisance
parameter thus modifies the event yields by the Gaussian width of the uncertainty: aék.
The combined probability of all measured bins, given an expected event yield, taking into
account their nuisance parameters, is thus given by

L (Tops|iicaps 0) = [ [ Gnigsl i (0). 07,,,,) T GO0, 1). (7.4)
i l

Modifying the nuisance parameters 6 in favor for a better agreement of n},  and nl,,
thus penalizes the likelihood due to the Gaussian distribution of the nuisance parameter.
A multidimensional optimization has to be performed, to obtain the maximum likelihood
estimated of 77,

Limits on a particular model are usually parametrized in terms of a signal strength .
This means that the number of expected events is a sum of the expected Standard Model

contribution b/, and the expected signal contribution sixp, scaled by the signal strength.



107

The impact of experimental and theoretical uncertainties are derived separately for each
of them

—

ﬁéxp(:“? 9) = bixp T pe Séxp + Z(O—g; T O—;;)eka (75)
k

where 052 and ng are the impacts of the uncertainties in bin ¢ due to nuisance parameter
0 on the signal yield and background yield, respectively.

So far only statistical uncertainties on nixp were considered, while the statistical uncer-
tainty on n!,  and possible new signals were omitted. After unfolding the observed events
in each bin are no longer statistically independent, but correlated as shown in figure 8.19
of appendix J. This means that the multiplication of independent Gaussian probability
densities as done in equation 7.4 is no longer valid. Instead, the likelihood is generalized

to a multivariate Gaussian distribution defined as (omitting normalization)

—

E(ﬁobsllu’a 9) X €xp ((ﬁobs - ﬁea:p(,ua §>)Tvil(ﬁobs - ﬁemp(:ua 5))) H G(el‘ou 1) (76)
l

where V! is the inverse of the covariance matrix, which accounts for the statistical un-
certainties of ngs as well as fe,, by adding the statistical uncertainties of signal and
backgrounds in quadrature to the diagonal elements of the covariance matrix of n,ps:

Vig = Vi - biom, + o). (7.7)

For technical reasons, a;iwp is omitted in the later minimization. Due to its small size
compared to the other uncertainties the uncertainty is negligible.

Hypothesis Testing

In order to test the measured data against different model hypotheses a test statistic is
defined. This test statistic allows to summarize the measured data-vector into a single
quantity. Furthermore, it is defined such that the probability density of the test statistics
is distributed differently for the different models under test. For a maximal separation
power between models, the most powerful test statistic is the ratio of the likelihoods of
the two hypotheses under test, according to the Neyman Pearson Lemma [157]. The test
statistic defined for this work is g,, which is a modification of the profile likelihood ratio
Au- It uses the likelihood introduced in equation 7.6:

, (7.8)

—2In), ifpu<p/ <0
qu =
0 else

L(Tobs |11, 5*)
L(Tobs |1, 0/>’



108 7. Interpretation

where 1/ and ¢ are the parameters of the global maximum of the likelihood, while 0
maximizes the likelihood for a given parameter p. According to the Neyman Pearson
Lemma it thus separates optimally between the model with signal strength p under test
and the model with the best fit value y/. Defining ¢, in this way, furthermore, allows to
minimize a sum of the parabolas, which were the arguments in the exponential functions of
the Gaussian distributions in 7.6. This is computationally advantageous over maximizing a
product of exponentials. The restriction on y’ assures that no negative signal contributions
are allowed and that the limits are computed one-sided. This means fluctuations in data,
resulting in a higher global y’ than the p under test, can not lead to the rejection of the
model.

The test statistic takes exactly one value qff’s for the measured data, given a specific
model and parameter ;. In order to reject the model or not based on this observation, the
probability distribution f(g,|x) of the test statistic g, for the model under test must be
known in order to determine the p-value ps,. This p-value is defined as the probability to
obtain the observed value qzbs or larger, simply due to a statistical fluctuation within its
expectation:

o0

Ps+b = f(%m)d% = CLgyp. (7-10)

ngs

The value of p,y, defines the confidence in the model with signal strength g under the
signal-plus-background hypothesis. Conventionally a limit av = 0.05 is defined, such that
models are rejected at 95% confidence level if p,y, < a.

The probability density f(g,|x) can be generated using pseudo experiments. Poissonian
random numbers for n’,, are drawn as well as random values for the nuisance parameters,
after the latter were fit to their most probably values. For a specific value of i a distribution
of g, can thus be obtained [158]. This method, however, is computationally too expensive,
due to the many measured bins and nuisance parameters used in this analysis and an
asymptotic approximation based on theorems by Wilks and Wald [159, 160] is employed.
In this approximation, the profile likelihood is approximated as

(u— )2

2
O

—2In\, ~ (7.11)

and consequently f(g,|p) is given analytically with only the standard deviation o, left to
be defined [161]. It can be shown that an artificial dataset called Asimov dataset exists!,
which can be used to approximate p' and o,. In the presented case it is given by the
expected event yields, when all nuisance parameters are set to their expected value, under
the background-only hypothesis. Scanning p and calculating g, with this dataset yields /'
and o, which then define f(g,|x) [161]. This procedure has to be performed only once,
in contrast to the many pseudo experiments, which are otherwise necessary. Given this

L The existence is not strictly proven, but in binned analyses, like the one presented, an Asimov dataset
can typically be found [161].
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approximation the p-value under the signal-plus-background hypothesis can be computed
according to equation 7.10. The value 1 — pgy; yields the exclusion probability of the
frequentist limits.

As mentioned at the beginning of this chapter, frequentist limits allow to reject models,
even when the measurement is not sensitive to distinguish between background-only and
signal-plus-background. The CL, method solves this issue by also considering the p-value
under the background-only hypothesis, setting ;1 = 0. The final p-value, which is no longer
a p-value in the frequentist sense, is thus defined as

Ps+b CLs—i-b
. = = =CL, 7.12
p L= oL (7.12)
using
o = [ fa0dg, (7.13)
an°

When the sensitivity of an experiment is very high, the probability densities f(g,|n) and
f(q.|0) are well separated such that p, — 0. In this case the CL, limit approaches its fre-
quentist limit. In the worst case of no sensitivity the distributions can not be distinguished
such that ps, = 1 — p, and thus ps = 1, which allows no exclusion. By definition the CL;
limit therefore overcovers the true value.

Exclusion limits are presented for each model as CL; limits. In addition to the observed
limits, which use qzbs as the lower integration limit in equations 7.10 and 7.13, the expected
limits are cited. The latter are computed under the assumption that no additional signal is
present, thus setting n,, to its Standard Model expectation b.,,. This corresponds exactly
to the Asimov dataset introduced above and qzbs is consequently replaced by the median
of f(qu|0): ¢;'. The exclusion limits are computed for this value in the p-value calculations
in a completely analogous way. The +1o and 420 uncertainty bands are furthermore

calculated from the respective quantiles around the median q:j‘.

7.1 Simplified S-Channel Mediator Model

The results presented in section 6.3 are translated into exclusion limits on a simplified model
of dark matter [162]. The model introduces a WIMP dark matter candidate and an axial-
vector boson, mediating between the Standard Model and the dark sector. As introduced
in section 3.2, the spin-1 mediator couples to pairs of Standard Model fermions, as well
as pairs of dark matter particles, which produces final states like the ones targeted in the
presented search. Events are generated at NLO precision using Powheg-Box v2 [163]. The
NNPDF30nnlo PDF set [123] is used such that PDF related uncertainties can be directly
correlated with the Standard Model processes. The parton showering is performed using
Pythia 8 [127] with the A14 [133] tune. The event generation is performed within the
software frameworks provided by the ATLAS collaboration [122].
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Figure 7.1: Construction of the expected and observed CLg limits on p. p-values according
to the CLgs method are calculated for a simplified model with dark matter mass m, = 250
GeV and mediator mass ma = 1500 GeV [162]. The coupling of the azial-vector mediator
to quarks is set to g, = 0.25 and the coupling to dark matter is set to g, = 1.0. Uncertainties
on the expected limit are indicated by the +1o and £20 bands.

The coupling of the axial-vector mediator to quarks is set to g, = 0.25, while the
coupling to the dark matter candidate is set to g, = 1, as recommended by the ATLAS
CMS Dark Matter Forum [83]. A grid of mass points is generated in the mediator versus
dark matter candidate mass plane (m4 —m,). For each of these grid points a set of 10000
events is generated.

The generated events are further analyzed using a Rivet [164] routine?, written to apply
the particle-level selections presented in section 5.3. The Rivet analysis yields particle-level
distributions of the relevant observables, such that expected event yields per bin can be
extracted for the generated models.

The observed data, the Standard Model expectation and the BSM prediction are com-
bined in the likelihood of equation 7.6. Nuisance parameters are introduced for each of
the systematic sources listed in table 5.4. To reduce computation times and ensure con-
vergence of the minimization, the PDF variations are combined into a single nuisance
paramter, with an uncertainty as calculated in equation 5.6. Similarly, experimental un-
certainties are added one nuisance parameter at a time as listed in table 5.3. Uncertainties
contributing insignificantly to the overall systematic uncertainty are neglected. These are
the scale and resolution uncertainties on electrons, muons and taus, as well as the pileup
reweighting uncertainty.

The BSM signal expectation is extracted from the generated events, for each of the
models generated in the m, —m4 plane and a scan of the signal strength p € [0, 3] in steps
of 0.1. Using the test statistic of equation 7.8, the expected and observed CL; limits as

2 The Rivet routine was taken from [4] and modified to fit the exact fiducial selections of this work.
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Figure 7.2: Upper limits on p and expected and observed exclusion limits in the m, —my
mass plane for a simplified dark matter model [162]. The coupling of the axial-vector
mediator to quarks is set to g, = 0.25 and the coupling to dark matter is set to g, = 1.0.
(a) Upper limits at 95% confidence level on the signal strength p, calculated for a grid of
dark matter and mediator masses. Signal strengths between the generated grid points are
interpolated. (b) Exclusion limits on m, and ma: Mass points below the p = 1 line are
excluded by this measurement. Uncertainties on the expected limits are indicated by the
+1o and +20 bands.

presented in equation 7.12 are calculated. Figure 7.1 displays an example for m, = 250

GeV and my4 = 1500 GeV.

The red line in figure 7.1 indicates a p-value of 0.05, meaning that values below this
line are excluded at 95% confidence level. The intersection of the observed limits with 0.05
thus defines the upper limit on u to be 1.2. The model under test can therefore not be
excluded by this measurement, since the signal strength would be required to be larger
than one. The same considerations apply for the expected limit in the absence of a signal,
indicated by the black dashed line and its uncertainty bands.

Observed and expected upper limits on p are thus derived in the m, — my4 plane and
displayed in figure 7.2. Limits between the generated mass points are interpolated using
Delaunay Triangulation and linear barycentric interpolation. The contour line, where
1 = 1 in this interpolated mass plane, indicates the edge of the mass points, which the
data excludes at 95% confidence level. All mass points below this line are thus excluded.
The contours are calculated for the observed and expected limits as well as the uncertainty
band at £10 and £20.

Mediator masses up to 1.4 TeV are expected to be excluded, as well as dark matter
particle masses up to 390 GeV. The observed limits are slightly higher, excluding mediator
masses up to 1.5 TeV and dark matter particle masses up to 400 GeV. This improves on
the previously observed (expected) results obtained in [4] by ~20% (~30%).

Most of this sensitivity comes from the EZ¥* distribution of the > 1 jet signature. As
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Figure 7.3: FEzpected and observed exclusion limits in the m, — ma mass plane for a
simplified dark matter model [162]. The coupling of the axial-vector mediator to quarks
is set to g, = 0.25 and the coupling to dark matter is set to g, = 1.0. Mass points
below the p = 1 line are excluded by this measurement. Uncertainties on the expected
limits are indicated by the £10 and £20 bands. (a) Ezclusion limits calculated by only
considering the measurment of the EF¥s% distribution of the > 1 jet signature. (b) Exclusion
limits calculated by only considering the measurment of the EF'* distribution of the VBF
signature.

illustrated in figure 7.3a the expected limits derived by considering only this distribution
are about 10% weaker than the limits from the combination of all signatures. However,
additional sensitivity is added by the EI** distribution of the VBF phase space. The two
distributions are highly correlated, as shown in appendix J, but the latters adds signifi-
cantly to the achieved limits. The mj; and A¢37" distributions are not sensitive to this
particular model. However, when including the two distributions in the limit setting, the
underfluctuation of data in the mj; distribution affects the minimization of the likelihood
and thus the impact of the nuisance parameters. The most probable Monte Carlo pre-
diction is thus increased, such that an overall underfluctuation of data is observed. This
causes the observed limits to be stronger than the expected limits.

7.2 Invisible Higgs Decays

Events are generated to set limits on invisible Higgs decays. The cross sections and un-
certainties for the Standard Model Higgs boson production are taken from reference [165].
H — Z7Z — vivi events are generated using Powheg-Box vl [166, 167, 168] with the
NNPDF30nnlo PDF set [123] and parton showering, using Pythia 8 [127]. The branching
fraction of the Higgs boson decaying invisibly is set to 100%, but smaller branching frac-
tions are obtained by scaling the event yield accordingly. The events are finally propagated
through a Rivet routine, in order to apply the selections described in section 5.3. From
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Figure 7.4: Limits on the branching fraction of the Standard Model Higgs boson decaying
1nvisibly.

the distributions obtained by applying the Rivet routing, the expected event yields per bin
are extracted and combined with the Standard Model expectation and observed events.
Limits are derived on the invisible branching fraction of the Higgs boson.

Branching fractions between 0.1 and 1 are considered in steps of 0.05. For each branch-
ing fraction the CLg limits according to equation 7.12 are calculated, as a function of the
signal strength parameter . The observed and expected upper limits on p are extracted
and displayed in figure 7.4, together with the +£1¢ and +20 uncertainty bands. Branching
fractions can be excluded if the signal strength is smaller than one as indicated by the red
dashed line.

According to figure 7.4 branching fractions larger than 0.7 were expected to be excluded
by this measurement in the absence of a signal. The observed exclusion limit is found to
be at a branching fraction of 0.5. The increased sensitivity in driven by the overestimation
of the Monte Carlo simulation in the tail of the m;; distribution. The latter is the variable
most sensitive to invisible Higgs decays, since large contributions at high m;; are expected.
The down fluctuation of data allows to identify possible new physics contributions more
easily, hence better limits than the expectation are observed.

The most recent dedicated ATLAS search [169] for invisibly decaying Higgs bosons,
optimized for the Higgs mass at 125 GeV finds observed (expected) exclusion limits at
95% confidence level of 0.37 (0.28).
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Discussion

The derived limits demonstrate that a limit setting procedure based on the unfolded dis-
tributions yields reasonable constraints on new physics models. Even though a back-
ground subtraction based on the Monte Carlo simulation is suboptimal, the observed
(expected) limits derived on a simplified dark matter model improved on the previous
detector-corrected measurement [4] by ~20% (~30%). The use of data-driven background
estimation techniques is expected to yield even stronger limits, especially on the invisible
branching fraction of the Higgs boson. The latter suffered from the Sherpa mismodelling of
the m;; distribution, which is expected provide largest sensitivity to this signature. A bet-
ter background estimate with reduced uncertainties is thus expected to strongly improve
the obtained limits.

All the tools used to set limits as described in this chapter are publicly available,
allowing more new physics models to be constrained in later studies. No detector simulation
is necessary, instead events can be generated with any event generator and analyzed using
for example a Rivet analysis. The resulting contributions to the measured distributions
can be translated into limits on the proposed model, allowing to constrain a variety of
models in a simple and straightforward way.



Chapter 8

Conclusion and Outlook

There is compelling evidence from astrophysical observations for the existence of dark
matter. So far, all these observations are based on the gravitational force exerted by the
dark matter. Interactions with baryonic matter via any of the other fundamental forces
have yet to be proven.

The presented analysis searches for dark matter signatures using 36.2 fb=! of proton-
proton collisions at /s = 13 TeV, delivered by the LHC and recorded by the ATLAS
detector. The cross sections of two different topological selections are measured differ-
entially, in four observables. The first topology aims at mono-jet signatures which are
expected from the production of dark matter recoiling against an initial state radiation jet.
The second topology enhances the sensitivity to the electroweak production of dark matter
by selecting a vector boson fusion signature. It therefore enhances the sensitivity of the
search and, furthermore, allows to constrain a wider range of models. Two control regions
are defined which target Z bosons decaying to two electrons or two muons, respectively.
The results are presented as a ratio of cross sections of the signal and the combined control
regions.

In conventional search approaches, only a few models can be tested against the data,
due to the computationally intensive detector simulations. In this work the measured data
is instead corrected for detector effects, allowing to compare the results to new physics
models at the particle-level. The unfolding method, employed in this work, carefully takes
new physics structures into account, that are not included in the description of the detector
response.

Two different unfolding strategies are investigated in the context of the work. The
first one unfolds the entire selected topology, meaning that no background subtraction is
necessary. The second one subtracts all but the most dominant Standard Model processes
contributing to the measured spectra, before unfolding the remaining data. The topology
unfolding is found to introduce biases in the results and the background subtraction method
is consequently used to obtain the final results.

CL; limits are derived on a simplified model with mediator couplings fixed to g, = 0.25
and g, = 1.0. Observed (expected) upper limits at 95% confidence level are found to
exclude axial-vector mediator masses of up to 1.5 (1.4) TeV and dark matter masses of 400
(390) GeV. Furthermore, limits on the invisible branching fraction of the Standard Model
Higgs boson are derived at 95% CL. Branching fractions larger than 0.5 (0.7) are observed
(expected) to be excluded.

In order to significantly improve this analysis the background estimates taken from
Monte Carlo simulation are required to be replaced by data-driven techniques. Further-
more, the considered control regions statistically limit the derived limits. Additional con-
trol regions with photons, jets or leptonically decaying W bosons in association with jets,
provide larger cross sections and, thus, smaller statistical uncertainties. This is expected
to significantly improve the sensitivity of this search.






Appendix

A Equivalence of IDS and Bayesian Unfolding

Update Unfolding Matrix
According to equation 4.3 the folding matrix is related to the migration matrix via
Aij = nlt;) - Py (8.1)

this uses the particle-level distribution obtained from Monte Carlo simulation ¢;. In the
case of an unfolded distribution the latter can be replaced by n(u;), which is coming from
data and is therefore implicitly normalized by C™. This is reverted

1

Ay = o n(u;) - By (8:2)
and adding 0 leads to
Ay = g nle) Byl By () Py (83
= nlty) - Py + [n(uy) = C™ -n(t;)] - ﬁ - By (8.4)
= nlty) Py + Auy e s Py (55
— A+ Au—— . Py, (8.6)

C(m)

which is the formula used to modify the migration matrix in IDS unfolding method using
f(JAdg|, 0, A\) = 1. From this A.., a temporary folding matrix can be deduced

75
/ /
;o Aij _ Aij

(8.7)

Using Bayes theorem as in equation 4.5, with the unfolded distribution u; as truth prior,
this leads to an updated unfolding matrix
- Al
Py=—g2 . (8.8)
h=0 ik
In the IDS algorithm equation 8.7 and the application of Bayes theorem are implicit and
equation 8.8 can directly be applied.
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B Parameter Estimation for the IDS Method

Parameter Scan of Ay and A\,

(x2n)

0.8 o

(c) As =2 (d) \s =3

Figure 8.1: Parameter scan of Ay € [0, 5] and A\ys € [0,5] for various values of As (a)-(d).



C Choice of Lepton p;y Cut 119

Fraction
Fraction

OO 200 400 600 800 100012001400160018002000 00 200 400 600 800 100012001400160018002000

p-VITJiSS p-flT-\iss
(a) pr <7 GeV (b) pr <15 GeV

Figure 8.2: Relative Contribution for different cut values of the minimal lepton pr.

C Choice of Lepton py Cut

The pr dependence of the signal significance in the > 1 jet phase space was studied, to
decide between a lepton pr-cut of 15 GeV or 7 GeV.

The signal region is defined as in table 5.1, only the lepton selection is varied by changing
the lepton pr threshold between the two values. Figure 8.2 shows the relative contributions
of the signal (Z — v + jets) and the most dominant background contributions in the
signal region. The relative contributions and resulting significance

Nsig

§=—29_ (8.9)
VMbkg
per bin are shown in the following tables for the selection with pr < 7 GeV in table 8.1
and for pr < 15 GeV in table 8.2.

It is shown that the signal fraction is larger in the case of a lower lepton pr threshold.
This is explained, by the higher suppression factor for leptonic backgrounds like W — [v.
A lower threshold increases the fiducial acceptance of the leptons and thereby increases
the suppression due to the leptonic veto.

A global improvement of the significance from 715 to 779 for EZ*** > 200 GeV and
from 1040 to 1140 for Ef**¢ > 150 GeV is found. In both cases this corresponds to an
improvement of ~ 10%.

Table 8.1: Relative contribution and significance for lepton pr <7 GeV

bin [ 150- [ 200- [ 240- | 300- | 380- | 470- | 570- | 670- | 790- | 910- | 1040- | 1180-
7 —w 46.9 [ 50.6 | 54.0 | 58.0 | 61.2 | 64.8 | 66.6 | 67.6 | 69.6 | 67.3 | 68.5 | 75.4
W —ev | 846 | 7.01 | 6.07 | 552 | 4.92 | 3.75 | 3.33 | 2.49 | 2.62 | 2.23 | 2.21 | 1.66
W — v | 11.3 | 9.91 | 854 | 7.20 | 5.92 | 5.06 | 4.56 | 4.53 | 4.00 | 4.51 | 4.73 | 3.41
W = 7v | 238 | 21.7 | 205 | 185 | 17.6 | 16.3 | 14.9 | 144 | 12.7 | 143 | 12.9 | 8.85

Significance || 842 | 521 | 439 | 308 | 189 | 122 | 74.1 [ 49.8 [ 31.9 [ 19.5 [ 13.0 | 9.89
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Table 8.2: Relative contribution and significance for lepton pr < 15 GeV

bin | 150- | 200- | 240- | 300- | 380- | 470- | 570- | 670- | 790- | 910- | 1040- | 1180-
Z —wvv 42.2146.1 [ 49.8 [ 54.1 [ 57.7 [ 61.2 [ 63.5 | 64.7 | 66.7 [ 64.6 [ 65.6 | 72.2
W — ev 10.6 | 887 | 7.73 [ 6.88 | 6.11 | 4.91 | 4.29 | 3.51 [ 3.15 [ 3.11 | 2.81 | 2.41
W — uv 13.9 | 12.2 [ 10.5 | 8.89 | 7.45 | 6.58 | 5.94 | 5.73 [ 5.29 | 5.55 | 5.35 | 4.75
W — v 23.0 [21.2 203|186 | 17.8 [ 16.7 [ 153 | 149 | 13.5 | 14.7[ 135 | 9.84

Significance || 767 | 477 | 404 | 285 | 176 | 114 [ 69.4 | 46.7 | 29.9 | 184 [ 12.2 | 9.12

D Monte Carlo Simulation Samples used for the Anal-
ysis

The following descriptions are standardized descriptions provided by the ATLAS collab-
oration. They were obtained from [170], to describe the Monte Carlo simulation used in
this work.

Events containing W or Z bosons with associated jets are simulated using the Sherpa
2.2.1 [132] event generator. Matrix elements are calculated for up to 2 partons at NLO
and 4 partons at LO using Comix [171] and OpenLoops [172] and merged with the Sherpa
parton shower [173] according to the ME+PS@NLO prescription [174]. The NNPDF30nnlo
PDF set [123] is used in conjunction with dedicated parton shower tuning developed by
the Sherpa authors. The W/Z + jets events are normalized with the NNLO cross sections
(see k-Factors below).

For the generation of ttbar events, Powheg-Box v2 [175, 176, 163] is used with the
CT10 PDF set [177] in the matrix element calculations. Electroweak t-channel , s-channel
and Wt-channel single top-quark events are generated with Powheg-Box v1. This event
generator uses the four-flavor scheme for the NLO matrix element calculations together
with the fixed four-flavor PDF set CT10f4. For all top processes, top-quark spin corre-
lations are preserved (for t-channel, top quarks are decayed using MadSpin [178]). The
parton shower, hadronization, and the underlying event are simulated using Pythia 6.428
[179] with the CTEQG6L1 PDF set [180] and the corresponding Perugia 2012 set of tuned
parameters (P2012) [181]. The top mass is set to 172.5 GeV. The EvtGen 1.2.0 program
[182] is used for the properties of b- and c-hadron decays.

The renormalization and factorization scales are set to:

t-channel: 4 - y/m(b)? + pr(b)? - b denotes the spectator b-quark

s-channel: m(top)

Wt : m(top)

tthar : \/m(t)% + pr(t)?
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Diboson processes with one of the bosons decaying hadronically and the other leptonically
are simulated with the Sherpa 2.2.1 event generator [132]. They are calculated for up
to 1 additional parton at NLO and up to 3 additional partons at LO using Comix [171]
and OpenLoops [172], and merged with the Sherpa parton shower [173] according to the
ME+PS@NLO prescription [174]. The NNPDF30nnlo PDF set [123] is used in conjunction
with dedicated parton shower tuning developed by the Sherpa authors. The event generator
cross sections are used in this case (already at NLO). Diboson processes with 4 charged
leptons, 3 charged leptons + 1 neutrino or 2 charged leptons and 2 neutrinos are simulated
with the Sherpa 2.2.2 event generator [132]. Matrix elements contain all diagrams with
four electroweak vertices. They are calculated for up to 1 partons at NLO and up to 3
partons at LO using Comix [171] and OpenLoops [172], and merged with the Sherpa parton
shower [173] according to the ME4+PS@NLO prescription [174]. The NNPDF3.0nnlo PDF
set [123] is used in conjunction with dedicated parton shower tuning developed by the
Sherpa authors. The event generator cross sections are used in this case (already at NLO).
Multiple overlaid proton-proton collisions are simulated with the soft QCD processes of
Pythia 8.186 [183] using the A2 set of tuned parameters [133] and the MSTW2008LO [134]
PDF set [135].

Table 8.3: EWKVjj Sherpa 2.2.1 Monte Carlo simulation samples with production cross
section times branching ratio, K-factors and filter efficiencies.

’ Sample ID ‘ Sample ‘ ox BR [pb] ‘ K-factor ‘ Filter eff. ‘
308092 | EWKV]j.Sh221 Zee2jets 0.6315 1.0 1.0
308093 EWKYVjj_Sh221_Zmm?2jets 0.6353 1.0 1.0
308094 | EWKVij_Sh221 Ztautau2jets |  0.6334 1.0 1.0
308095 EWKYVjj_Sh221_Znunu2jets 2.9327 1.0 1.0
308096 | EWKVij_Sh221 Wenu2jets 6.803 1.0 1.0
308097 EWKYVjj_Sh221_Wmunu2jets 6.8008 1.0 1.0
308098 EWKYVjj_Sh221_Wtaunu2jets 6.7983 1.0 1.0
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Table 8.4: Z — vv Sherpa 2.2.1 Monte Carlo simulation samples with production cross
section times branching ratio, K-factors and filter efficiencies.

’ Sample ID ‘ Sample ‘ ox BR [pb] ‘ K-factor ‘ Filter eff.

364142 Znunu_MAXHTPTV0_70_CVetoBVeto 10706 0.9728 0.8211
364143 Znunu_MAXHTPTV0_70_CFilterBVeto 10705 0.9728 0.1119
364144 Znunu_ MAXHTPTVO0_70_BFilter 10705 0.9728 0.0674
364145 Znunu_MAXHTPTV70_140_CVetoBVeto 607.65 0.9728 0.6903
364146 Znunu_MAXHTPTV70_140_CFilterBVeto 607.59 0.9728 0.1896
364147 Znunu_ MAXHTPTV70_.140_BFilter 607.97 0.9728 0.1196
364148 Znunu_MAXHTPTV140_280_CVetoBVeto 222.33 0.9728 0.6170
364149 Znunu_MAXHTPTV140_280_CFilterBVeto 222.31 0.9728 0.2337
364150 Znunu_ MAXHTPTV140_280_BFilter 222.38 0.9728 0.1581
364151 Znunu_MAXHTPTV280_500_CVetoBVeto 47.423 0.9728 0.5613
364152 Znunu_MAXHTPTV280_500_CFilterBVeto 47.401 0.9728 0.2650
364153 Znunu_MAXHTPTV280_500_BFilter 47.421 0.9728 0.1805
364154 Znunu_MAXHTPTV500.1000 9.9101 0.9728 1.0

364155 Znunu_ MAXHTPTV1000_E_CMS 0.818 0.9728 1.0

Table 8.5: Z — ce Sherpa 2.2.1 Monte Carlo simulation samples with production cross

section times branching ratio, K-factors and filter efficiencies.

’ Sample ID ‘ Sample

| ox BR [pb] | K-factor | Filter eff.

364114 Zee MAXHTPTV0_70_CVetoBVeto 1981.6 0.9751 0.8213
364115 Zee MAXHTPTVO0_70_CFilterBVeto 1981.5 0.9751 0.1139
364116 Zee MAXHTPTVO0_70_BFilter 1982 0.9751 0.0658
364117 Zee MAXHTPTV70.140_CVetoBVeto 110.65 0.9751 0.6942
364118 Zee_ MAXHTPTV70.140_CFilterBVeto 110.5 0.9751 0.1886
364119 Zee MAXHTPTV70_140_BFilter 110.46 0.9751 0.1183
364120 Zee_ MAXHTPTV140-280_-CVetoBVeto 40.679 0.9751 0.6162
364121 Zee MAXHTPTV140_280_CFilterBVeto 40.671 0.9751 0.2329
364122 Zee MAXHTPTV140_280_BFilter 40.674 0.9751 0.1533
364123 Zee_ MAXHTPTV280.500_CVetoBVeto 8.6701 0.9751 0.5674
364124 Zee_ MAXHTPTV280_500_CFilterBVeto 8.6668 0.9751 0.2662
364125 Zee MAXHTPTV280_500_BFilter 8.6812 0.9751 0.1765
364126 Zee MAXHTPTV500-1000 1.8092 0.9751 1.0

364127 Zee MAXHTPTV1000_.E_CMS 0.1488 0.9751 1.0
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Table 8.6: Z — pp Sherpa 2.2.1 Monte Carlo simulation samples with production cross
section times branching ratio, K-factors and filter efficiencies.

’ Sample ID ‘ Sample ‘ ox BR [pb] ‘ K-factor ‘ Filter eff.
364100 Zmumu_MAXHTPTV0_70_CVetoBVeto 1982.4 0.9751 0.8218
364101 Zmumu_ MAXHTPTV0_70_CFilterBVeto 1982.1 0.9751 0.1136
364102 Zmumu_MAXHTPTVO0_70_BFilter 1981.5 0.9751 0.0658
364103 Zmumu_MAXHTPTV70.140_CVetoBVeto 109.13 0.9751 0.6895
364104 Zmumu_MAXHTPTV70_140_CFilterBVeto 108.81 0.9751 0.1970
364105 Zmumu_MAXHTPTV70_140_BFilter 108.98 0.9751 0.1177
364106 Zmumu_MAXHTPTV140_280_CVetoBVeto 39.873 0.9751 0.6028
364107 Zmumu_MAXHTPTV140_280_CFilterBVeto 39.86 0.9751 0.2353
364108 Zmumu_MAXHTPTV140_280_BFilter 39.891 0.9751 0.1562
364109 Zmumu_MAXHTPTV280_500_CVetoBVeto 8.5256 0.9751 0.5602
364110 Zmumu_ MAXHTPTV280_500_CFilterBVeto 8.5259 0.9751 0.2664
364111 Zmumu_MAXHTPTV280_500_BFilter 8.5273 0.9751 0.1766
364112 Zmumu_ MAXHTPTV500.1000 1.7871 0.9751 1.0
364113 Zmumu_MAXHTPTV1000_E_CMS 0.1476 0.9751 1.0

Table 8.7: Z — 71 Sherpa 2.2.1 Monte Carlo simulation samples with production cross
section times branching ratio, K-factors and filter efficiencies.

’ Sample ID ‘ Sample ‘ ox BR [pb] ‘ K-factor ‘ Filter eff.
364128 Ztautau_ MAXHTPTV0_70_CVetoBVeto 1981.7 0.9751 0.8345
364129 Ztautau_ MAXHTPTV0_70_CFilterBVeto 1981.7 0.9751 0.1096
364130 Ztautau_ MAXHTPTVO0_70_BFilter 1982.1 0.9751 0.0658
364131 Ztautau MAXHTPTV70.140_CVetoBVeto 110.61 0.9751 0.6927
364132 Ztautau_ MAXHTPTV70_140_CFilterBVeto 110.56 0.9751 0.1902
364133 Ztautau_ MAXHTPTV70.140_BFilter 110.66 0.9751 0.1109
364134 Ztautau_ MAXHTPTV140_280_CVetoBVeto 40.771 0.9751 0.6181
364135 Ztautau_MAXHTPTV140_280_CFilterBVeto 40.716 0.9751 0.2343
364136 Ztautau_ MAXHTPTV140_280_BFilter 40.746 0.9751 0.1553
364137 Ztautau_ MAXHTPTV280_500_CVetoBVeto 8.6639 0.9751 0.5634
364138 Ztautau MAXHTPTV280_500_CFilterBVeto 8.676 0.9751 0.2643
364139 Ztautau_ MAXHTPTV280_500_BFilter 8.6795 0.9751 0.1763
364140 Ztautau_ MAXHTPTV500-1000 1.8078 0.9751 1.0
364141 Ztautau_MAXHTPTV1000_E_CMS 0.1483 0.9751 1.0
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Table 8.8: W — ev Sherpa 2.2.1 Monte Carlo simulation samples with production cross
section times branching ratio, K-factors and filter efficiencies.

’ Sample ID ‘ Sample

‘ ox BR [pb] ‘ K-factor ‘ Filter eff.

364170
364171
364172
364173
364174
364175
364176
364177
364178
364179
364180
364181
364182
364183

Wenu_MAXHTPTV0_70_CVetoBVeto
Wenu_MAXHTPTV0_70_CFilterBVeto
Wenu_ MAXHTPTV0_70_BFilter
Wenu_MAXHTPTV70.140_CVetoBVeto
Wenu_MAXHTPTV70_140_CFilterBVeto
Wenu MAXHTPTV70.140_BFilter
Wenu_MAXHTPTV140_280_CVetoBVeto
Wenu_ MAXHTPTV140_280_CFilterBVeto
Wenu_MAXHTPTV140_280_BFilter
Wenu_MAXHTPTV280_500_CVetoBVeto
Wenu_MAXHTPTV280_500_CFilterBVeto
Wenu_ MAXHTPTV280_500_BFilter
Wenu_MAXHTPTV500-1000
Wenu_MAXHTPTV1000_E_CMS

19153
19145
19138
944.98
945.74
945.75
339.67
339.87
339.64
72.074
72.105
72.091
15.047
1.2344

0.9702
0.9702
0.9702
0.9702
0.9702
0.9702
0.9702
0.9702
0.9702
0.9702
0.9702
0.9702
0.9702
0.9702

0.8247
0.1309
0.0448
0.6748
0.2441
0.1034
0.5988
0.2888
0.1090
0.5483
0.3197
0.1371
1.0
1.0

Table 8.9: W — uv Sherpa 2.2.1 Monte Carlo simulation samples with production cross
section times branching ratio, K-factors and filter efficiencies.

’ Sample ID ‘ Sample

| ox BR [pb] | K-factor | Filter eff.

364156
364157
364158
364159
364160
364161
364162
364163
364164
364165
364166
364167
364168
364169

Wmunu_ MAXHTPTV0_70_CVetoBVeto
Wmunu_ MAXHTPTV0_70_CFilterBVeto
Wmunu_ MAXHTPTV0_70_BFilter

Wmunu_ MAXHTPTV70.140_CVetoBVeto
Wmunu_ MAXHTPTV70_140_CFilterBVeto
Wmunu_ MAXHTPTV70_140_BFilter
Wmunu_ MAXHTPTV140_280_CVetoBVeto
Wmunu_ MAXHTPTV140_280_CFilterBVeto
Wmunu_ MAXHTPTV140_280_BFilter
Wmunu_ MAXHTPTV280_500_CVetoBVeto
Wmunu MAXHTPTV280_500_CFilterBVeto
Wmunu_ MAXHTPTV280_500_BFilter
Wmunu MAXHTPTV500-1000

Wmunu_ MAXHTPTV1000_E_CMS

19149
19142
19138
945.52
945.38
944.34
339.71
339.88
339.64
72.079
72.1
72.058
15.006
1.2348

0.9702
0.9702
0.9702
0.9702
0.9702
0.9702
0.9702
0.9702
0.9702
0.9702
0.9702
0.9702
0.9702
0.9702

0.8245
0.1309
0.0446
0.6743
0.2435
0.0837
0.6020
0.2925
0.1103
0.5477
0.3202
0.1254
1.0
1.0
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Table 8.10: W — 1v Sherpa 2.2.1 Monte Carlo simulation samples with production cross
section times branching ratio, K-factors and filter efficiencies.

’ Sample ID ‘ Sample ‘ ox BR [pb] ‘ K-factor ‘ Filter eff.
364184 Wtaunu MAXHTPTV0_70_CVetoBVeto 19155 0.9702 0.8246
364185 Wtaunu-MAXHTPTV0_70_CFilterBVeto 19149 0.9702 0.1315
364186 Wtaunu-MAXHTPTVO0_70_BFilter 19144 0.9702 0.0451
364187 Wtaunu - MAXHTPTV70.140_CVetoBVeto 945.02 0.9702 0.6756
364188 Wtaunu MAXHTPTV70_140_CFilterBVeto 946.23 0.9702 0.2425
364189 Wtaunu MAXHTPTV70_140_BFilter 945.71 0.9702 0.1039
364190 Witaunu- MAXHTPTV140_280_CVetoBVeto 339.66 0.9702 0.5988
364191 Wtaunu MAXHTPTV140_280_CFilterBVeto 339.74 0.9702 0.2874
364192 Witaunu MAXHTPTV140_280_BFilter 339.31 0.9702 0.1058
364193 Wtaunu- MAXHTPTV280_500_CVetoBVeto 72.075 0.9702 0.5700
364194 Witaunu_MAXHTPTV280_500_CFilterBVeto 71.984 0.9702 0.3187
364195 Wtaunu-MAXHTPTV280_500_BFilter 71.945 0.9702 0.1360
364196 Witaunu-MAXHTPTV500-1000 15.052 0.9702 1.0
364197 Wtaunu- MAXHTPTV1000_.E_CMS 1.2341 0.9702 1.0

Table 8.11: TTbar and SingleTop Monte Carlo simulation samples with production cross
section times branching ratio, K-factors and filter efficiencies.

’ Sample ID ‘ Sample ‘ ox BR [pb] ‘ K-factor ‘ Filter eff. ‘
410470 ttbar_hdamp258p75_nonall had 729.77 1.1398 0.5438
410644 singletop_schan_lept_top 2.0267 1.0170 1.0
410645 singletop_schan_lept_antitop 1.2674 1.0167 1.0
410646 Wt_DR_inclusive_top 37.936 0.9450 1.0
410647 Wt_DR_inclusive_antitop 37.905 0.9457 1.0
410658 tchan_ BW50_lept_top 36.996 1.0 1.0
410659 tchan_BW50_lept_antitop 22.175 1.0 1.0
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Table 8.12:
section times

Diboson Sherpa 2.2.1 Monte Carlo simulation samples with production cross
branching ratio, K-factors and filter efficiencies.

’ Sample 1D ‘ Sample ‘ ox BR [pb] ‘ K-factor ‘ Filter eff.
363355 Sherpa_221_NNPDF30NNLO_ZqqZvv 15.567 1.0 0.2798
363356 Sherpa_221_ NNPDF30NNLO_ZqqZll 15.561 1.0 0.1409
363357 Sherpa_221_NNPDF30NNLO_WqqZvv 6.7908 1.0 1.0
363358 Sherpa_221_ NNPDF30NNLO_WqqZll 3.4332 1.0 1.0
363359 | Sherpa_221 NNPDF30NNLO_WpqqWmly |  24.710 1.0 1.0
363360 Sherpa_221_NNPDF30NNLO_WplvWmqq 24.728 1.0 1.0
363489 | Sherpa_221 NNPDF30NNLO_WlvZqq 11.418 1.0 1.0
363494 Sherpa_221_NNPDF30NNLO_vvvv 0.6033 1.0 1.0
364250 Sherpa_222 NNPDF30NNLO_III 1.2519 1.0 1.0
364253 Sherpa_222_NNPDF30NNLO_lllv 4.5786 1.0 1.0
364254 Sherpa_222 NNPDF30NNLO_llvv 12.500 1.0 1.0
364255 Sherpa_222_NNPDF30NNLO_lvvv 3.2350 1.0 1.0

Table 8.13: Triboson Sherpa 2.2.2 Monte Carlo simulation samples with production cross

section times branching ratio, K-factors and filter efficiencies.

| Sample ID | Sample | ox BR [pb] | K-factor | Filter eff.
364242 | Sherpa_222 NNPDF30NNLO_WWW_313v | 7.1979¢-03 1.0 1.0
364243 | Sherpa_222 NNPDF30NNLO_WWZ . 412v | 1.7966¢-03 1.0 1.0
364244 | Sherpa_222 NNPDF30NNLO_WWZ_2l4v | 3.5467¢-03 1.0 1.0
364245 | Sherpa_222 NNPDF30NNLO_WZZ51lv | 1.8807¢-04 1.0 1.0
364246 | Sherpa_222 NNPDF30NNLO_-WZZ313v | 1.6680e-03 1.0 0.4463
364247 | Sherpa_222 NNPDF30NNLO_ZZZ_610v 1.4508¢-05 1.0 1.0
364248 | Sherpa_222 NNPDF30NNLO_ZZZ_412v 3.8533e-04 1.0 0.2245
364249 | Sherpa_222 NNPDF30NNLO_ZZZ_2l4v 3.85450-04 1.0 0.4447
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E Bootstrapped Uncertainties in Systematic Varia-
tions

When systematically varying one of the nuisance parameters of the analysis (see table 5.3)
the spectrum of the final observable will vary to a certain degree, since the object selection
or calibration changed. The relative change in each bin

Tyaried

R = T;llominal (810)

of the distribution is taken as a systematic uncertainty due to this nuisance parameter.

When estimating the statistical error on the systematic uncertainty one could use nor-
mal error propagation, using the statistical error of the numerator and denominator. How-
ever, this does not respect the correlations between the two distribution.

n n
e -
g g
> 400 > 400
O 5
= =
200 |- : 200 |- :
100 |- —— . 100 —— L
e ——
40 40
- - -nominal spectrum - - -varied spectrum
20 1 2 3 20 1 2 3

bin bin

Figure 8.3: Systematic variation indicating an up-shift in the bin content of ~10% (black
points). The events that are identical between the nmominal and the varied distribution
(light orange) are shifted exactly by 10% (dark orange) whereas additional events which
migrated in/out have an additional effect (changing whitespace between orange bars and
black points).

Looking at a particular bin r;, in the varied distribution many of the events will remain
in the same bin as they were in the nominal distribution (light orange in figure 8.3).
These events may modify the spectrum due to the systematic shift (e.g. modified event
weight due to lepton efficiency scale factors, dark orange in figure 8.3), however, they are
reconstructed in the same bin. Only a few events will have migrated out to other bins
or in from neighboring bins (changing whitespace between orange bars and black points
in figure 8.3), thereby modifying the spectrum due to their systematic shift (as above)
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and their presence in a different bin. Keeping track of the correlations between bins
without bootstrapping is in principle possible, but tedious. However, without taking the
correlations into account and using normal error propagation, some information is lost.

This challenge is solved by the bootstrapping approach. Each event in the bootstrap
replicas is initialized with an individual random seed, which is always the same. This
means that a particular event will distribute to the bootstrap replicas in the same way
for the nominal and varied distributions. Calculating the ratio between the varied and
the nominal distribution of all bootstrap replicas means that the shift due to the identical
events in a bin is thus exactly the same in all bootstrap replicas. If no migrations from
one bin to another were present, the uncertainty on the shift would therefore be 0, as it
is present in all replicas in an identical way. However, some events are different between
the nominal and varied bin content and the shift is therefore not the same in all replicas.
The spread of the shift over all replicas is the uncertainty on the systematic variation. The
large fraction of identical events, which are respected with the bootstrap method, however,
result in a more realistic uncertainty estimate.

Hypothetically, if no events are reconstructed in the same bin before and after a sys-
tematic variation, the uncertainty from Gaussian error propagation is recovered, as the
replicas would be completely uncorrelated. In the case of 100% of the events being in the
same bin before and after the variation, an uncertainty on the systematic variation of 0
could be assigned.

F Trigger Efficiency for Z— ee and Z— uu Selection

Shown in figures 8.4 and 8.5 are the trigger efficiencies for the control regions targeting
the Z boson decay to two electron and two muons, respectively. Both trigger strategies are
more than 99% efficient in their respective control region. This is true for data recorded
in 2015 and 2016 as well as for the Monte Carlo simulation. The resulting scale factors
are compatible with one, such that no scale factors to correct for data to Monte Carlo
simulation disagreements are applied in the analysis.
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Figure 8.4: Trigger turn-on curves (a-b) in data and (c-d) in Monte Carlo simulation
and (e-f) corresponding scale factors in (left) 2015 and (right) 2016.



130 8. Appendix

%) = ] %) L i
3 U J Saauoastieetenieeny . 5 U 999
2 . . II|II”|||” ] 2 i T
& C 1 & C
5 08 7 5 08 7
(=] (=]
2 r ] 2 r ]
F o6 - F o6 -
0.4 (5= 13 TeV, 3.2f0". . 0.4 \5= 13 TeV, 33.0fb" f
a + W+ jets (2 1 jet) 1 * W+ jets (2 1 jet) 1
0.2 — 0.2 ° ]
0.990 Efficiency @ 149.44 - o 0.990 Efficiency @ 191.47 -
1.000f§$§ Efficiency @ 200 ] ¥++‘o 0.995,*000000‘2 Efficiency @ 200 ]
e b b e b e b e b b e e b e b e b
%** 700 200 300 400 500 600 % 100 200 300 400 500 600
Emiss Emiss
T T
(a) trigger turn-on in 2015 data (b) trigger turn-on in 2016 data
2 r ) 2 r o
9 17 1 ] v 9 17
k<] r ] k<] r ]
T B ] T r ]
I} 0.8 — > 0.8j ]
(=] I 7 [*]
2 F : 2 5 ]
F o ooel . = 0.6~ N
04 (5= 13 TeV, MC16a ] 0.4 . V5= 13 TeV, MC16a -
* W+ jets (=1 jet) ] H W+ jets (=1 jet) 4
! : - .
0.2 0.990 Efficiency @ 148.98 . 0.21 g 0.990 Efficiency @ 195.03 ]
+ 1_000%00032) Efficiency @ 200 i r o 0.993,*000000‘3 Efficiency @ 200 ~
8 P Y E N B B R e s T
0 100 200 300 400 500 600 0 100 200 300 400 500 600
Emiss Emiss
T T
(c) trigger turn-on MC: 2015 triggers (d) trigger turn-on MC: 2016 triggers
5 18y T 5 108y
(Lé C | (Cé C
£ 1025 = £ 102k B
o C 7 o C
S 1.01 — S 1.01 7
U“)’ C +T | U% c +++¢
@ i|= batens 990 09009 ¢ | 5 1= + 0944900
g TW : Bk o rammmm I
= 0.99F + E = 0.99F + g
0.98F E 0.98F i
0_97; W+ jets (2 1| Jet) é 0_97; W +jets (21 E:
0.96F 3 0.96F i
| B S 1 | RN AR A A AR A RN A A A TR AR A S N N B B LA N A AE AR
0-9% 100 200 300 400 500 600 0-9% 100 200 300 400 500 600
Emiss Emiss
T T
(e) scale factors for 2015 trigger simulation (f) scale factors for 2016 trigger simulation

Figure 8.5: Trigger turn-on curves (a-b) in data and (c-d) in Monte Carlo simulation
and (e-f) corresponding scale factors in (left) 2015 and (right) 2016.
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Figure 8.6: 7-¢ map of the leading jet in the > 1 jet phase space. Ezxcesses of jets are
found at ¢ ~ 0 and ¢ ~ m outside the tracker coverage, at |n| > 2.5.

G Non-Collision Background in the Signal Region

Non-collision background (NCB) are signals recorded by the detector, which do not come
from particle collisions, but are supplemental signals from cosmic particles, detector noise or
beam-backgrounds. It is found, that there is a contribution of beam background remaining
in the signal region, which is faking jets. Fake jets due to non-collision background are
suppressed by the jet cleaning cuts introduced in section 5.4. However, a significant amount
is found to remain at low missing transverse energies in the > 1 jet signal region.

Fake jets from beam induced backgrounds are identified as excesses in the ¢ distribution
of the jets [149], which is observed in the signal region of the > 1 jet selection, as depicted
in figure 8.8 (figure shows 200 GeV < Es < 270 GeV slice). Here excesses of jets are
found at ¢ ~ 0 and ¢ ~ 7 outside the tracker coverage, at |n| > 2.5.

Furthermore, non-collision backgrounds can be identified as belated signals in the detec-
tor, since they do not originate from bunch crossings, which are timed precisely. Displayed
in figure 8.7a is the timing of jets faked by beam-background, compared to nominal colli-
sion jets, as it is expected from beam-backgrounds [184]. Additionally the observed events
as a function of ¢ and the timing in nano-seconds are shown in figure 8.7b. Mistimed jets
are present with a similar timing profile, tending towards early signals at negative timing
values, as is expected from beam-backgorund. The jets are found in the ¢ region where
excesses of jets are observed.

Furthermore, it is found that these fake jets deposit a significant amount of energy in
the electromagnetic calorimeter and have a very narrow width in the ¢ direction. Both of
these properties hint to electrons, which are misidentified as jets. Electrons are identified
very efficiently, as long as they are within the tracking acceptance. This is no longer the
case at |n| > 2.5, thus, they are more easily misidentified as jets.

These events can partially be rejected by applying cuts on the jets, applying the fol-
lowing logic:

e Events are rejected if any jet within |¢| < 0.5 or |¢| > 2.5, and |n| > 2.5 is timed at
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Figure 8.7: Faked jets due to non-collision backgrounds (a) compared to jet coming from
the bunch crossings (separate study taken from [184]). (b) Number of jets measured as
function of ¢ and timing. FEzcesses towards early (negative timing values) signals are
wdentified as jets coming from beam background.

t > 4ns or t < —2ns.

e Events are rejected if the leading jet is timed at ¢ > 4ns or t < —2ns.

e Events are rejected if the leading jet is within |¢| < 0.5 or |¢| > 2.5, and |n| > 2.5,
and has an electromagnetic fraction larger than 95% or a width in the ¢ direction
smaller than 0.005.

It is found that jets are efficiently reduced in the targeted region and the ¢ distribution
approaches a flat behavior, as would be expected without NCB.

The effect on the EJ*** distribution of the > 1 signal region is found to be ~ 3% in
the 200-270GeV bin and < 1% in all other bins. The effect on the distribution of the VBF
signal region is found to be negligible. More detailed studies are ongoing in order to deduce
a background estimate or a correction for this effect.

H Binning Optimization for Observables

Introduced in this section are the iterative procedure and supplementary plots to the
binning optimization of the EJ¥*** and m; observables.

Starting with the Ef**% observable, a two dimensional map of all events in the respective
signal/control region is constructed, counting all events reconstructed in bin r; and coming
from particle-level bin ¢;. At this point the histogram is binned very finely in steps of 1
GeV (see figure 8.9a).
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Figure 8.8: Number of events as a function of ¢ in the [200,270] GeV E* bin in the
> 1 jet region, before (black) and after (red) the addition NCB rejection cuts.

For a given range of reconstructed E* the resolution can be determined by looking
at the distribution of the particle-level Ei™ in that bin'. Figure 8.9b illustrates the dis-
tribution of particle-level EZ" in the range of 400 GeV < EFs% < 450 GeV, as marked in
figure 8.9a. The resolution as given by a Gaussian fit to the distribution is 32.7 GeV. Large
tails of the distribution cause a slight underestimation of the resolution, which is why in
the following the root-mean-square (RMS) is used instead of a fit to the distribution.
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Figure 8.9: A resolution estimate in a given interval of EN'* is estimated by analyzing
the distribution of EX in that interval. A Gaussian fit underestimates the tails of this
distribution, motivating the use of the RMS for the resolution.

L Einv at particle-level is the transverse energy of all invisible particles, which is the equivalent of EM%s
at reconstruction-level.
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Figure 8.10: Absolute resolutions of EF'* in bins of the reconstructed EF**. Shown are
the optimal binning for each channel individually before synchronizing the bin edges.

To obtain a bin size as close as possible to twice the resolution for all bins, an iterative
approach is implemented. The bins from figure 8.9a are added one by one from small to
large values of EZ7¥*** until the resolution within this (growing) bin is smaller than twice
the bin size. Afterwards it is rounded to the next largest 10 GeV value. The upper edge
then defines the lower edge for the next bin where the process is repeated.

This is done for all three signal and control regions with the respective Z decay, resulting
in an optimal binning for each channel. The absolute resolution for each region within this
optimized binning is illustrated in figure 8.10 (relative resolutions are shown in 8.11a).

In order to synchronize the bin edges, all edges between the three channels are com-
pared. The first deviating bin edge, again going from small to large values of the observ-
able, is fixed to the largest upper bin edge for all channels. Afterwards the bin edges for
the remaining bins are re-optimized according to the above prescription, before the next
synchronized upper edge is determined.

Figure 6.2a in the main body of the text shows the optimized EZ"** binning for the three
regions after the bins are synchronized (relative resolutions are shown in figure 8.11b).

The same procedure as described for the EJ** observable is employed for mj;. The
respective plots and the final binning are summarized below. Figure 8.12 shows the
reconstruction-level vs particle-level m;; distribution used to optimize the binning. Fig-
ure 8.13 shows the optimized binning of the m;; observable for the three regions before
synchronizing the bin edges, while figure 6.2b shows the absolute resolution after the syn-
chronization. The relative resolutions in both cases are furthermore shown in figure 8.14.
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I Variations of Process versus Topology Detector Re-
sponses

Shown in figures 8.15 and 8.16 are the different Monte Carlo simulation processes con-
tributing to the > 1 jet signal region. Each of the processes is unfolded and compared to
its particle-level expectation. In the unfolding the four possible combinations are tested in
which purity and stability correction are coming from either the topology response or the
individual process, and the resolution correction is coming from either of the two as well.

Using all corrections coming from the individual process by construction recovers the
particle-level expectation (green), whereas using all corrections coming from the topology
response recovers the biases seen in figure 6.4 (yellow).

Choosing only the resolution correction from the topology response, while the stability
and purity correction are coming from the simulation of the individual process, shows the
bias due to the different migration matrices (blue).

Using the stability and purity correction from the topology response and taking the
migration matrix from the individual process is more difficult to interpret. The purity
correction results in modified spectrum different from what the migration matrix of the
individual process is build from. Hence the IDS algorithm will modify the migration matrix
in order to recover this mismodeling. Furthermore, the bias introduced by the stability
and purity correction, as seen in topology-response-only unfolding is also visible here (red).
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Figure 8.16: Biases in the unfolding as function of EF* with respect to the particle-level
expectation of the individual processes contributing to the > 1 jet signal region. The input
to the unfolding is varied to use the stability-, purity- and resolution correction from either

the topology response or the individual process.



140 8. Appendix

J Covariances and Correlations after Unfolding

The unfolding procedure introduces correlations between the measured bins, due to the
migration of events from one bin to another. Therefore, after the unfolding the statistical
uncertainties on the respective bins are also correlated. This is represented in the covariance
matrices displayed below.

The covariance matrices show the uncertainty on the E*** bins in the signal region of
the > 1 jet signature after taking into account the statistical uncertainty on the data and
the Monte Carlo simulation respectively. The uncertainty coming from the limited statistics
of the background subtracted data is obtained by unfolding 5000 bootstrap replicas (see
section 4.2) of the data distribution with the nominal detector response from Monte Carlo
simulation (see figure 8.17). The uncertainty on the Monte Carlo simulation is obtained
by unfolding the background subtracted data distribution with 5000 bootstrap replicas of
the detector response (see figure 8.18).

ET* bin

4 6 8 10 12 14

E™* bin

Figure 8.17: Covariance matriz of the unfolded EX** distribution in the signal region of
the > 1 jet signature due to limited data statistics.



J Covariances and Correlations after Unfolding 141

x10°
C (D)
o) 4000
@ ©
.%J'— £

30008
@)

2000

1000

—1000

4 6 8 10 12 14

ET* bin

Figure 8.18: Covariance matriz of the unfolded EF** distribution in the signal region of
the > 1 jet signature due to limited Monte Carlo statistics.

The uncertainties are added in quadrature by the equivalent procedure of unfolding the
5000 data distributions using 5000 response replicas.

Furthermore, the correlations between the different observables are determined via the
bootstrap replicas. The correlations between all bins of the four observables of interest in
the signal region is displayed below. It is found that the £ distributions of of the > 1 jet
and the VBF signature are highly correlated, whereas all others mostly show correlations

with neighboring bins.
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Figure 8.19: Correlation matriz of the bins of all observables of interest in the signal
region. Large correlations between the EF*S distributions of of the > 1 jet and the VBF
signature are observed.

K Likelihood Combination of Z— ee and Z— uu for
2016 Paper

In the published paper “Measurement of detector-corrected observables sensitive to the
anomalous production of events with jets and large missing transverse momentum in pp-
collisions at /s = 13 TeV using the ATLAS detector” [4] two control regions targeting
leptonically decaying Z bosons are measured. In order to construct a ratio

o(Emiss + jets)

Rmiss - ; .
o(Z — It~ + jets)

(8.11)

between the signal region and the two control regions, a statistical combination of the latter
was required. In the paper a combination using the best linear unbiased estimate (BLUE)
method [185] is employed. To check the validity of these results a maximum likelihood
(ML) estimation technique is performed in addition. This served as a cross check for the
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results obtained by BLUE.

In a ML estimation the set of parameters is searched, which maximizes the probability
for the measured data. In the presented case, the parameters of interest are the number of
expected events in each bin of the measured distributions ny,, for a Z boson decaying to
two leptons Z — [l. Measured data was obtained for the Z boson decay to two electrons
Nipece s well as to two muons n}, . The uncertainties are assumed to follow Gaussian
statistics, as the data was unfolded to particle-level, which introduces correlations between
the bins, such that the uncertainties no longer follow Poissonian statistics. The probability

for a measurement, given a certain expectation value is thus defined by

1 _(nobs — Neg )2
G (Mobs|Teaps Tnyy) = 55— XD < 57 L. (8.12)
Nobs

Tobs

where o, ,_ is the statistical uncertainty on the measurement of n,s. The likelihood for a
single bin is the product of the probability densities of the two measurements, given that
they should both have the same expectation value:

ﬁ(nobs,e& nobs,uu|nemp) = G(nobs,ee|nexp7 U"obs,ee) ' G(nobs,,uu|nemp> O-nobs#m)' (813)

—

Systematic uncertainties on the measurement are introduced via nuisance parameters 6.
Since an uncertainty can be understood as a possible modification to the observed event
yield, they are introduced as

ﬁf)bs = obs + Z Uekek ) (814)

where n!,  is the number of observed events when all nuisance parameters are set to 0
and Jék is the absolute uncertainty on the event yield in bin ¢ due to nuisance parameter
0r. The systematic uncertainties are described by Gaussian uncertainties around their
most probably value, so that the nuisance parameters 6, are constrained by a Gaussian
distribution centered at zero with a width of one G(6;|0,1). A one sigma variation of the
nuisance parameter thus modifies the event yields by the Gaussian width of the uncertainty:
ol

The Gaussian constraints are multiplied to the Likelihood. Correlated uncertainties
like the jet energy scale and resolution are constrained by the same nuisance parameter,
whereas individual uncertainties like the electron and muon efficiency uncertainties are
constrained by different nuisance parameters.

The likelihood for the combination of the two channels is therefore given by

£<ﬁ0b87€€7ﬁ0b37ﬂﬂ|ﬁewp79) = HG obsee é:pp? ;’LOZ,SY%)‘G( obs,,u,u( )|In’éxp7 ’;Lobsuu)
X H G(0,]0,1) H G (6,0, 1). (8.15)
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The negative natural logarithm of this likelihood is minimized, in order to find the most

probably values for n,, as well as the nuisance parameters 6, and the obtained results are

checked against the estimates obtained by BLUE.
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Figure 8.20: Agreement between the best linear unbiased estimator and the maximum
likelthood estimate of the two control regions.

As illustrated in figure 8.20 the estimates of the BLUE and the ML method are in
agreement with each other. Small deviations of up to 7% are found in bins with a very
low event yield, where the assumption of Gaussian uncertainties no longer holds. The
uncertainties are in agreement at the level of less than 10% between the two methods.
Since the cross check was designed to get a coarse estimate of the validity of the results
obtained by BLUE, no further investigations were conducted.
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