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Abstract

Exclusive photoproduction of p° vector mesons is studied with the H1 detector
at HERA. A sample of over 900000 77~ photoproduction events was collected
in the years 2006-2007 using the H1 Fast Track Trigger. It corresponds to an
integrated luminosity of 1.3 pb~!. The dataset is used to study single-, double-,
and triple-differential 777~ photoproduction cross-sections as a function of the
invariant mass of the pions my., the photon-proton collision energy W,,, and the
squared momentum transfer at the proton vertex t. The phasespace is restricted
to 0.5 GeV < mr < 2.2 GeV, 20 GeV < W, < 80 GeV, —t < 1.5 GeV?, and a
photon virtuality Q2 < 0.1 GeV2. Reactions in which the scattered proton stays
intact are statistically separated from those where it dissociates to a low-mass
hadronic system in the range m, < my < 10 GeV.

The my, distributions are parametrized by a S6ding model to extract the p°
contribution to 77~ production. Single- and double-differential p° cross-sections
are measured as a function of W,, and ¢. The observed kinematic cross-section
dependencies are parametrized using fits and are compared to expectations from
phenomenological models as well as results from previous measurements. From the
double-differential p° cross-section, the effective intercept and slope of the leading
Regge trajectory in the measurement phasespace are extracted:

a(t =0) = 1.0659 + 0.0033 (stat.) T0-90% (syst.)
o/ (t=0)=0.243 £0.050 (stat.) 75939 (syst.) GeV 2

Kurzfassung

Exklusive Photoproduktion von p° Vektormesonen wird mit dem H1 Detektor am
HERA Beschleuniger studiert. Ein Datensatz von iiber 900 000 77~ Photopro-
duktionsreignissen wurde in den Jahren 2006-2007 unter Verwendung des H1 Fast
Track Triggers aufgezeichnet. Er entspricht einer integrierten Luminositdt von
1.3 pb~!. Der Datensatz wird verwendet um einfach, doppelt und dreifach differen-
zielle 77~ Photoproduktionswirkungsquerschnitte als Funktion der invarianten
Masse der beiden Pionen m,,, der Photon-Proton Kollisionsenergie W.,,, und des
quadratischen Impulsiibertrags am Protonvertex ¢ zu studieren. Der Phasenraum
ist auf 0.5 GeV < my, < 2.2 GeV, 20 GeV < W,, < 80 GeV, —t < 1.5 GeV?,
sowie eine Photonvirtualitit Q2 < 0.1 GeV? beschriinkt. Ereignisse, in denen das
gestreute Proton erhalten bleibt, werden statistisch von solchen getrennt, in denen
es in ein hadronisches System niedriger Masse im Bereich m, < my < 10 GeV
dissoziiert.

Die my, Verteilungen werden durch ein S6ding-Modell parametrisiert, um den p°
Beitrag zur 777~ Produktion zu extrahieren. Einfach und doppelt differenzielle
p® Wirkungsquerschnitte werden als Funktion von W., und ¢ gemessen. Die
beobachteten kinematischen Abhéngigkeiten der Wirkungsquerschnitte werden
mittels Fits parametrisiert und mit Erwartungen aus phinomenologischen Modellen
sowie Ergebnissen fritherer Messungen verglichen. Aus dem doppelt differenziellen
p° Wirkungsquerschnitt werden der effektive Achsenabschnitt und die Steigung der
fiihrenden Regge-Trajektorie im Phasenraum der Messung extrahiert:

a(t =0) = 1.0659 + 0.0033 (stat.) T0-90% (syst.)
o/(t=0)=0.243 £0.050 (stat.) 75930 (syst.) GeV 2
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1 INTRODUCTION

In this thesis exclusive diffractive production of p° mesons is studied in electron-proton
collisions at the HERA collider. That is the scattering process ep — ep’Y’, in which the final
state systems p and Y are well separated spatially in the center-of-mass frame. A diagram of
the process is given in Figure 1.1. As depicted, the p® meson decays almost exclusively in the
77~ channel at BR(p® — 777~) ~ 100 % [1]. Concerning the system Y, two scenarios are
considered: elastic scattering, where Y = p is the elastically scattered proton, and diffractive
proton-dissociation, where the incoming proton scatters inelastically and dissociates into a
system of multiple particles with small invariant mass.

Figure 1.1: Diagram for p° electroproduction in the 777~ decay channel.

Exclusive production of vector mesons, of which the p° meson is the lightest, is a phenomenon
of the strong interaction. It is a special case of soft hadron-hadron scattering. As such, it
satisfies all characteristics of these kinds of interactions. Namely:

e a steep, exponentially falling momentum transfer distribution (forward scattering),
e a slowly increasing cross-section (elastic and total) with the scattering energy, and
e shrinkage of the forward peak with the scattering energy.

In general, the strong interaction is described by the theory of quantum chromodynamics
(QCD). Complex QCD observables can only be evaluated perturbatively, which requires the
presence of a hard energy scale. Given the small momentum transfer in soft hadron-hadron
scattering, such a scale is typically missing. As a consequence, perturbative QCD is not
applicable. Instead, other theoretical models have to be employed to describe it. In this
thesis, scattering cross-sections are studied in the context of Regge theory, which is one of
the oldest and most fundamental of those. In particular, it describes the energy dependence
of the cross-section and the shrinkage of the forward peak as the consequence of the coherent
exchange of resonance families, which are characterized by so-called Regge trajectories. In
the high-energy regime that is studied in this thesis, the exchange of the Pomeron trajectory
plays the dominant role.

Exclusive vector meson production offers a unique environment to study soft hadron scattering.
For once, it allows measuring interactions at continuous scattering energies at a single
experimental setup. In particular, in the context of Regge theory, this allows studying Regge
trajectories in a single measurement. Furthermore, in vector meson electroproduction a
typical energy scale of the process p = m%,M + @Q? is given by the mass of the vector meson
myw and the squared momentum transfer at the electron vertex 2. Thus, measurements of



vector meson production for a range of mesons of different mass and in various Q? regimes
allow investigating the transition of the strong interaction from the non-perturbative (small
) into the perturbative QCD regime (large u). Vector meson production has been studied
extensively at HERA for p¥ [2-17], w [18, 19], ¢ [2, 3, 15, 16, 20-23], J /4 |7, 15-17, 24-35],
¥(25) [36, 37|, and T [29, 38-40] mesons and in various Q? regimes. Further measurements
have also been performed at various fixed-target experiments and other colliders, such as the
Large Hadron Collider (LHC) at CERN.

This analysis focusses on the production of p mesons in the photoproduction regime with
Q? ~ 0 GeV?, i.e., in interactions with quasi-real photons. In particular, multi-dimensional
differential cross-sections are measured as a function of scattering energy and the momentum
transfer at the proton vertex. They allow extracting properties the leading Regge trajectory
directly. The measurement is based on a large dataset of 777~ photoproduction events
collected with the H1 detector at the HERA collider. With roughly 900 000 selected 77—
events, the dataset is the largest available at H1 and thus offers higher statistical precision
than any previous measurement.

One of the main challenges of measuring vector meson photoproduction at HERA is that
the final state kinematics can only be partially reconstructed. One consequence is a reduced
resolution of measured kinematic variables and the experimental indistinguishability of elastic
and proton-dissociative events. Building on previous H1 analyses [41-43], an improved
unfolding approach is devised for this thesis to fully take into account and correct these
resolution effects and to statistically separate elastic from proton-dissociative scattering
events. While the chosen unfolding approach relies on the simulation of p° photoproduction
in H1, it is set up in a way that significantly reduces the dependence on the underlying
Monte Carlo models. Doing so is vital because for vector meson photoproduction only
phenomenological models which parametrize previous measurements are available at HI1.
The unfolding approach then allows measuring elastic and proton-dissociative differential
cross-sections as functions of well defined kinematic variables and in a well defined fiducial
phasespace. When measuring p° photoproduction, an additional challenge comes from
irreducible background contributions to the #+7~ final state. Following the approaches
taken by past p° analyses, first 777~ cross-sections are measured. Subsequently, the p°
contribution is extracted by fitting a S6ding model to the measured invariant 7+~ mass
distributions.

The document is structured as follows: An introduction into the theoretical concepts relevant
for the understanding of p° meson photoproduction is given in Chapter 2. A focus is put on
Regge theory to describe soft hadronic scattering cross-sections. The experimental setup, i.e.,
the HERA collider and H1 detector, is described in Chapter 3. The 777~ photoproduction
dataset used for the present cross-section measurement is described in Chapter 4. The chapter
covers the underlying H1 dataset, event selection and reconstruction, composition of the data
and contamination by background processes, and the tagging of proton-dissociative events.
The simulation of 77~ photoproduction and other relevant processes in the H1 detector is
described in Chapter 5. The modeling does not perfectly reproduce the reality, and systematic
uncertainties are derived to cover potential discrepancies. In particular, the simulation of
the H1 trigger system is flawed, which requires the introduction of ad-hoc trigger correction
factors. They are derived in a dedicated trigger study that is documented in Chapter 6.
The methods applied for the cross-section measurement are explained in Chapter 7. A
focus is put on unfolding measured detector level 7+ 7~ distributions, calculating differential
77~ cross-sections, and extracting the p® contribution to these. Results, i.e., elastic and
proton-dissociative differential 7+7~ and p® cross-sections are then presented in Chapter 8.
They are interpreted using models in the context of diffractive scattering and Regge theory.
The analysis and main results are summarized in Chapter 9.



2 THEORY

Our modern understanding of the natural world sees it built from a set of fundamental
elementary particles. They interact with one another via four fundamental forces: the
gravitational, electromagnetic, strong, and weak force. Mathematical theories are employed
to describe the particles and their interactions; the most successful and fundamental of which
is the standard model of particle physics (SM). Around the SM, a multitude of other models
exists to describe particular, isolated phenomena.

Particle physics analyses benefit from a close interplay between theory and experiment. Only
experimental observations can provide the input upon which theories can be built. In turn,
the theories provide a structured understanding of observed phenomena. They can also help
to design reasonable experiments and define relevant observables. For the analysis performed
in this thesis, theoretical concepts are used to build Monte Carlo event generators that aim
to model and reproduce experimental observations (Chapter 5). Moreover, a simulation of
the experimental setup is used to correct the measured data for detector effects (Chapter 7).
The measured cross-sections are then interpreted in the context of Regge theory (Chapter 8).

Theoretical concepts that are relevant for understanding the present measurement are thus
briefly introduced in the following sections. In Section 2.1, basic ideas of the SM are
outlined with a focus on the strong force. In Section 2.2, diffractive scattering of hadrons,
a phenomenon of the strong force is discussed. The photoproduction of vector mesons is
introduced as a particular case of diffractive scattering in Section 2.3. It can be studied in
electron-proton scattering as is explained in Section 2.4.

2.1 The Standard Model of Particle Physics

The standard model of particle physics is a set of mathematical concepts that describe
fundamental particles and their interactions via the electromagnetic, strong, and weak force.
In the following basic features are summarized. For a detailed introduction, it is referred to
the literature, e.g., the introductory books by Griffiths [44] or Peskin and Schroeder [45].

The SM is formulated as a collection of relativistic quantum field theories, in which quantized
gauge fields mediate the interactions. The fundamental matter particles are twelve fermions
of spin 1/2 which come in 3 generations. Each generation consists of a lepton and quark
doublet. The lepton doublets consist of a neutral particle, the neutrino, that couples only to
the weak force and an electromagnetically charged particle that couples to both the weak
and electromagnetic force. Quarks couple to all three forces. The coupling of the fermions
to the gauge fields is determined by a set of quantum numbers: the electric charge, weak
isospin, and strong color.

The electromagnetic and weak force are described in a unified gauge theory with a U (1) xSU(2)
symmetry group [46-48|. The symmetry is spontaneously broken by the Higgs-mechanism [49—
51]. After symmetry breaking, the fundamental gauge bosons mix to form the massive W+
and Z° bosons that mediate the weak interaction, as well as the massless photon for the
electromagnetic interaction. The weak force only couples to left-handed particles. The
coupling of the W bosons to quarks is special in that it does not couple directly to the
mass eigenstates but rather to mixtures thereof, which then form weak eigenstates. The
mixing of mass into weak eigenstates is described by the CKM matrix formalism [52, 53|. All
fermions except for the three neutrinos obtain a mass from a Yukawa coupling to the Higgs
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field. Neutrinos obtain tiny masses only because of mixing between the three generations, as
described by the PMNS formalism [54-57].

The field theory describing the strong interaction is Quantum Chromodynamics (QCD) [58, 59],
a non-abelian gauge theory with symmetry group SU(3). The structure of the gauge group
predicts eight massless exchange bosons, the gluons. Among the fermions, only the quarks
couple to gluons. However, the gluons themselves carry two color charges each which give
rise to self-coupling.

There are several phenomena the standard model does not describe. Most importantly,
while it obeys the rules of special relativity, it does not include the rules and metric of
general relativity. Hence, it is not capable of describing gravitational effects. On the level of
individual particles, these are so small compared to the other forces that they are virtually
negligible. The SM also fails to describe other phenomena such as the observation of dark
matter. Nor can it explain the asymmetry between the matter and antimatter content in the
universe. Moreover, for many phenomena that are in principle governed by the particles and
interactions included in the SM, numerical predictions can not be made. Relevant for this
thesis are in particular phenomena of the strong interaction that can not be calculated in

QCD.

2.1.1 Phenomenology of the Strong Force

The strong force exhibits two very distinct and opposing features. For short-distance
interactions with large momentum transfer, it becomes very weak, resulting in asymptotic
freedom of quarks [60, 61]. Asymptotic freedom first revealed itself experimentally in deep
inelastic electron-proton scattering where the measured cross-section can be described in terms
of an interaction between the electron and seemingly free partons within the proton [62, 63].
At large distances, on the other hand, the strong force becomes increasingly strong, resulting
in the confinement of quarks [64]. A consequence of confinement is that quarks can not be
freely observed, but only within colorless bound states, called hadrons!.

The great success of QCD as the fundamental description of the strong interaction can
be attributed to the fact that it can describe both phenomena as a consequence of the
self-interaction of gluons. QCD is most successfully evaluated perturbatively, i.e., observables
are expanded in a series in powers of the strong coupling strength «s. Among the higher-order
contributions are those with internal quark and gluon loops. Upon numerical evaluation,
they result in ultra-violet divergences that would also cause a divergence of the expansion
series. QCD is a renormalizable theory which means that for every order of the series
the divergences can be absorbed into the strong coupling constant, whose (finite) value
then can not be predicted by the theory anymore but has to be experimentally measured.
Renormalization depends on the typical energy scale of a studied process, which results in a
scale dependence of the effective strong coupling constant. Combining perturbative QCD
with measurements, the scale dependence of oy can be determined. Example measurements
are shown in Figure 2.1. For large scales, i.e., short-distance interactions, indeed ag becomes
small and the interactions increasingly weak whereas for small scales, i.e., long-distance
interactions, « diverges.

For small scale processes, such as the hadronization of quarks, csy becomes so large that the
perturbative series converges only slowly or not at all. Although they are thought to be
fundamentally described by QCD, these processes can then not be numerically evaluated?.

Due to the self-interaction of gluons and confinement, free gluons can not be exchanged
over large distances. However, QCD still gives rise to long-distance phenomena. Historically,
the strong force was discovered as the nuclear binding force between protons and neutrons.
However, as first predicted by Yukawa [65], the force is then not mediated by gluons but

1 An exception is the top quark which due to its short lifetime decays before it can hadronize.
2An alternative way to evaluate QCD are lattice calculations. Thus far they can only be performed for very
simple observables.
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Figure 2.1: Measurements of o, as a function of the energy scale Q). The order
of perturbative QCD employed in the extraction of «; is indicated in brackets.
Figure from the PDG [1].

pions. A similar phenomenon is found in high-energy diffractive scattering processes. These
typically happen at low momentum transfer such that (free) gluons can again not be the
force mediators; nor can perturbative QCD be employed to calculate diffractive scattering
processes.

2.2 Diffractive Scattering of Hadrons

Flastic and inelastic hadronic scattering cross-sections are dominated by soft interactions.
For these, there is no large momentum transfer or mass present that would give rise to a hard
scale at which as < 1. Consequently, these processes can not be calculated in perturbative
QCD and alternative models are needed to describe them. For reference, in Table 2.1 the
total and elastic pp cross-section at a center-of-mass scattering energy of /s = 13 TeV? is
compared to dominant perturbative processes; even inclusive jet production with the highest
cross-section lies several orders of magnitude below the total and the elastic cross-section.

cross-section measured value
opp(total) ~ 110 mb
opp(elastic) ~ 30 mb
opp(incl. jet R =0.4,|y| < 3) ~ 1.9 ub
Tpp(W) ~ 190 nb
opp(tt) ~ 800 pb

Table 2.1: pp scattering cross-sections for selected processes at /s = 13 TeV.
The large gap between typical perturbative processes and the total cross-section is
filled by soft interactions, a significant contribution to which comes from elastic
scattering. Numbers measured by the ATLAS Collaboration [66].

Due to the phenomenology of soft interactions and qualitative parallels to Fraunhofer
diffraction of classical light waves, they are often referred to as diffractive interactions.
Detailed introductions to diffractive hadron scattering are given by Alberi and Goggi [67],
or Predazzi [68], for example. An extensive overview of current experimental results and
their interpretation is given by Pancheri and Srivastava [69]. Here, only basic concepts that
are relevant for this thesis are summarized, broadly following the arguments given in the
references.

3Throughout the text natural units are used with ¢ = h = 1.



2.2. DIFFRACTIVE SCATTERING OF HADRONS

2.2.1 Phenomenology of Soft Diffraction

The phenomenology of diffractive interactions is studied by considering 2 — 2 scattering of
hadrons as an example. A generic diagram depicting the scattering of initial state particles a
and b into final state particles ¢ and d is given in Figure 2.2.

a(pa) c(pe)

b(ps) : d(pa)

Figure 2.2: 2 — 2 scattering diagram.

Three Lorentz-invariant variables, the Mandelstam [70] variables, can be calculated from the
four-momenta p of the scattering particles:

s = (pa +11)°, (21
t= (pa - pc)27 (2 2
u = (po — pa)*-
Only two of them are independent because
Z m;=s+t+u, (2.4)

i=a,b,c,d
where the sum runs over the masses m; of the scattering particles. In the following, the
center-of-mass scattering energy s and the momentum transfer t between particles a and
c will be used. In particular, ¢ is related to the scattering angle between a and ¢ in the
center-of-mass frame. If all masses of the participating particles are equal to m, the relation
is simply
Do * D 2t
cosf = I_),a Zic =1+ > (2.5)
|pa| |pc‘ s—4m

Under the equal mass assumption, the physical ranges for the Mandelstam variable values
are s > 4m?, t < 0, and u < 0; which is still approximately true in the general mass case.

Mathematically, the scattering can be described in terms of a scattering amplitude Agp—cq-
The squared amplitude gives the probability that final state ¢(p.)d(pq) is reached from
an initial state a(p,)b(py) with given momentum configurations. Instead of scattering
amplitudes, scattering processes are typically described in terms of scattering cross-sections
Oab—seq In an experimental context. These describe event rates and thus can be measured.
The differential cross-section do/dS2 is defined as:

do  ‘“rate of scattered particles into the solid angle d©?”

g 2.
dQ “flux of incoming particles” - dQ2 (26)

In the high-energy limit, where particle masses m < s can be neglected with respect to the
scattering energy, the 2 — 2 scattering cross-section is related to the scattering amplitude
via

do 1

—=——A 0))? 2.
dQ 167r23| ab—ed(Q)I, (2.7)

where the pre-factor describes the flux of incoming particles.
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Differential Diffractive Cross-Sections

The total and elastic pp scattering cross-sections are shown as a function of the center-of-mass
energy s in Figure 2.3. Both are driven by soft diffractive interactions and exhibit the same
qualitative behavior to be expected for all diffractive processes. At first, the cross-sections
fall off with some power of s at low energies before they start to rise slowly with increasing s.
Noticeably, the elastic cross-section changes more steeply with s than the total cross-section.
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Figure 2.3: Total and elastic pp cross-section as a function of the center-of-mass
energy /s (left) and differential elastic cross-section do,,/dt as a function of
momentum transfer ¢ at /s =7 TeV (right). Data from [1] and |71, 72|

A further characteristic of hadronic scattering is the generally small momentum transfer ¢,
i.e., particles are predominantly scattered under small angles. As an example, the differential
elastic pp cross-section do/dt as a function of ¢ and the scattering angle 6 between the in-
and the out-going proton is also shown in Figure 2.3. The cross-section falls off exponentially
at small [¢| and then transitions into a softer power-law dependence at larger |¢|, where
perturbative QCD again becomes applicable.

Parallels to Optical Diffraction of Light Waves

The Fraunhofer limit studies scattering of a light wave off a target under the small wavelength
and large distance condition, i.e., the wavelength A is much smaller than the size of the target
R, R/A > 1, and the intensity pattern of the scattered wave is observed at a distance D far
away from the target, R/D < 1. The combined Fraunhofer requirement is R?/(\ D) < 1.
Let Iy €”*" be an incoming plane wave with amplitude I, and wave vector k. The wavelength

is then given by A = I% In the Fraunhofer limit, the amplitude of the scattered wave I(r)
can be written as [67]:
Iy ik i1y eikr / > _ihe 127
I = — e - b 104 d b 2'
(1) = et 4 L0 [ (e 025, (28)

i.e., as the undisturbed wave plus additional contributions from the scattering of the incoming
wave off the target. The function f (l_;) is the profile function describing the absorption by the
two-dimensional target at position 5, and ¢ = k — k' the momentum transfer between in- and
outgoing waves. The scattering amplitude A corresponds to the second part of Equation (2.8).
It is given by the Fourrier transform of the profile function f(b). For a fully absorbing black
disc of radius R with f(b) = 1 for |b| < R and f(b) = 0 otherwise, the scattering amplitude

1S

J1(|q1R)
A(r) o« ——+, 2.9
with J; being a Bessel function of the first kind. For a Gaussian profile, the amplitude follows

an exponential function; compare Figure 2.4.
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Figure 2.4: Profile functions for a circular disc with radius R (a) and a Gaussian
function with width R (c). The corresponding scattering amplitudes A are shown
in (b) and (d), respectively.

In the context of the particle-wave-duality [73] these considerations also apply to high-energy
particle scattering. The de Broglie wavelength of a particle with momentum p'is

2
AdB = 75
[Pl

(2.10)
The typical size of a hadron is R ~ 1 fm, the size of particle physics experiments D is of
the order of centimetres and larger. The long distance requirement is then always fulfilled
with R/D < 107!, For high-energy particles with |p] = 50 GeV, also the short wavelength
condition R|p] ~ 50 is met*. And even for very high-momentum particles in the TeV range
the Fraunhofer condition R?/(\ D) < 1 is still well satisfied. The considerations for the
optical diffraction amplitude then also hold for the particle scattering amplitude. In this
context, observed differential hadronic cross-sections (compare Figure 2.3) suggest that
hadrons are intransparent (black) discs with rather hard edges. This reflects the short range
of the strong interaction.

2.2.2 Regge Theory

Regge theory (after Tullio Regge [74, 75]) attempts to describe hadronic cross-sections from
basic principles of scattering theory. First developed in the 1950s and ’60s, it predates QCD.
It builds on the idea that hadron-exchange carries the strong force over larger distances.
However, instead of individual hadrons, the correlated exchange of whole hadron families
(orbital excitations) is considered. The exchanges are characterized by Regge trajectories
that interpolate between resonances in the (complex) angular momentum and mass plane. In
the following, some of the key ideas are discussed for the example of elastic 2 — 2 scattering
with the goal to gain some insight on the energy dependence of hadronic cross-sections. A
textbook introduction to basic scattering theory can be found in Peskin and Schroeder [45],
for example. Introductions to Regge theory are provided by Collins [76], Forshaw and Ross
[77], or Donnachie et al. [78].

4Using a conversion factor 200 MeV fm = 1.
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Scattering Theory

The transition of the asymptotic initial state |i) = |a,b) to the asymptotic final state
|f) = |e,d) is described by a scattering matrix S that relates to the transition probability of

i) going to |f):
Py = 11812 (211)

Typically, S is written in terms of the scattering amplitude A by factoring out the case
where no interaction takes place:

Sip = 8ig +i(2m)6" (i — ps) Ais- (2.12)

Here, ;; = 1 fori = f and &;; = 0 otherwise and similarly 6*(p; —py) ensures four-momentum
conservation p; = py with p; = p, +py and py = p. + pq. The scattering amplitude is related
to the differential scattering cross-section as defined in Equation (2.7). Expressing the
scattering angle in terms of the momentum transfer ¢ and neglecting all particle masses in
the high-energy limit, one finds:

do 1

— = —— Ay (s, )% 2.13
Irrespective of the underlying interaction, S is expected to have several fundamental proper-
ties:

1. Lorentz invariance:
S should be Lorentz invariant and thus be a function of only Lorentz invariant variables,
ie., S =8(st).

2. unitarity and the optical theorem:
To conserve total probability, S should be unitary, i.e.:

1=8.8t=87.5. (2.14)

To ensure the unitarity condition, the imaginary part of the scattering amplitude A
must satisfy:

23 [Aig] = (276 (s — pg) 3 AuAl. (2.15)
k

An interesting consequence of the unitary condition for the scattering amplitude arises
for the case of elastic forward scattering (f = ) with vanishing momentum transfer
(t =0). Then,

23 [Ayi(s,t = 0)] = (2m)" Y 6% (pi — i) | Air|* o G, (2.16)
K

where the sum of the squared amplitude over all final states k is proportional to the
total scattering cross-section oy,. Consequently, the total scattering cross-section
ab — anything is given by the imaginary part of the elastic forward amplitude. This
relation is called the optical theorem and central to the study of hadronic cross-sections.
In the high-energy limit the proportionality constant is a flux factor ® ~ 2s and the
total cross-section is given by:

T (5) =~ [Acas(5, = 0)]. (2.17)

3. analyticity and crossing-symmetry:
Typically, it is also assumed that A is a (complex) analytic function. The analyticity
assumption is connected to causality. It has multiple consequences, e.g., on the
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singularity structure of A or on the dispersion relation that connects the imaginary
with the real part of the amplitude. Furthermore, analyticity is a necessary requirement
for crossing-symmetry to hold. Assuming the scattering amplitude A,p—cq(s,t) for a
process a(pq) b(py) — ¢(pe) d(pq) is an analytic function, it can be continued beyond the
physical region of the scattering process (s = 4m?, ¢t <0, and u < 0) to all (complex)
values of s, ¢, and u. Crossing-symmetry then is the requirement that the crossed
process a(pq) &(—pe) — b(—pp) d(pa)® with:

St = (pa + (_pc))2 =t Z 4m?
te = (pa— (—pp))* =550

is described by the same amplitude Aqp—cq(s,t) once s and ¢ are interchanged:
Agb—sed(8,t) = Agospalts 8)- (2.18)

Crossing symmetry holds order by order in perturbative quantum field theory where
amplitudes are constructed with Feynman rules. Here, it is assumed to also be true in
general. A crucial consequence of crossing-symmetry is the concept that an s-channel
resonance in aé — bd can be exchanged in the t-channel in the crossed scattering
process ab — cd, as is illustrated with a generic leading order diagram in Figure 2.5.

0(pa) T b—py)  alp)

e(—po) dp) bl d(pa)

Figure 2.5: Diagrams for s-channel resonances in aé — bd (left) that are ex-
changed in the ¢t-channel in the crossed process ab — cd (right).

t-Channel Resonance Exchange Amplitude

Regge theory aims to understand the high-energy behavior of the amplitude Aup—ca(s,t)
for ¢-channel exchange. Using crossing symmetry, Aqp—cq(s,t) can be expressed in terms
of the crossed amplitude A, ;,(t,s) that is continued to the regime s > 4m? ¢ < 0. In
general, the amplitude A,; ;,(s,t) can be expanded in a partial wave expansion as a series
of Legendre polynomials:

Ageial(s,t) = Z (20 + 1)a;(s)Pi(cos O(s, 1)), (2.19)
1=0

The sum runs over the contributing angular momenta I, a;(s) is the so-called partial wave
amplitude, and P;(z) a Legendre polynomial of order I. Figuratively, the presence of a
resonance with spin .J and mass® m it gives rise to a pole in s around which it becomes the
dominant contribution”:

Pj(cosf(s,t))

Aaé Bd(87 t) ~ Ares(s> t) ~ (2.20)
- S — m%

5b and ¢ denote the anti-particles of b and ¢, respectively

6For hadron resonances, a finite resonance width can be absorbed into a (complex) mass my and is ignored
in the following.

7 A more formal argument is given for example by Forshaw and Ross [77]. It involves continuing the amplitude
to complex and continuous angular momentum and, using Cauchy’s integral formula, write the partial
wave equation as a contour integral in the complex [-plane. By choosing appropriate boundary conditions
a;(t) can be uniquely continued to a(l,t) with a(l,t) = a;(t) for integer I such that the integral/series
converges.

10
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Using crossing symmetry and expressing the scattering angle 6 in terms of the momentum-
transfer ¢ via Equation (2.5), the amplitude for ¢-channel exchange of the resonance can be
written as:

Py(1+ t—ijn?)

A b—s .d(S,t) =A__ Ed(t,S) ~
ab—c ac— t_ m%

(2.21)

As |t] < s (for diffractive scattering), for large enough s — oo the Legendre polynomials P;
are dominated by the leading exponent, P;(1 + tjjn ;) ~ s7. Using the optical theorem,
this allows to find the asymptotic dependence of the total cross-section for single particle

exchange:

7 s~ for J=0
Otot —% ~ S s0, for J=1 . (2.22)
s
st for J=2

Unfortunately, applying this to hadronic scattering processes by considering the exchange of
hadrons fails to describe experimental data. Baryon exchange is negligible mainly due to
large particle masses and quantum number constraints. Mesons, on the other hand, all have
integer spin. They are then not able to reproduce measured cross-sections; compare the pp
scattering cross-section presented in Figure 2.3 for an example. Furthermore, the presence of
hadrons with large spin J > 1 is problematic because their exchange leads to cross-sections
in violation of unitarity.

Regge Trajectories and Resonance Families

The idea of hadron exchange governing diffractive hadron-hadron scattering is saved by the
realization that the hadronic resonances that are exchanged are not elementary particles
but composite objects made from quarks. As such they can have orbital excitations which
can also be exchanged®. To get the correct t-channel exchange amplitude, all exchange
contributions have to be summed up coherently. The sum is performed by introducing
so-called Regge trajectories ap(t) that interpolate between resonance poles of a single family
in the (complex) angular momentum versus mass plane. The trajectories are defined such,
that the value at a pole gives the angular momentum of the corresponding resonance:

ap(t=m%)=J. (2.23)

As first observed by Chew and Frautschi [79], and Gribov [80], the real part of hadronic
Regge trajectories in the resonance region (¢ > 0) is very well described by a linear function®:

ar(t) =ap+a t. (2.24)
In Figure 2.6, the spin of mesons from the p, w, fo and a families is plotted against their mass
squared. They all lie on degenerate Regge trajectories with ag ~ 0.5 and o/ ~ 0.9 GeV 2.

If the exchange of a resonance family is considered instead of a single resonance, the sum
over all resonances in Equation (2.21) can be performed by employing the Regge trajectories.

8For example for the spin-1 p(770) meson in the ground state, one can also observe a spin-3 p(1690) and
spin-5 p(2350) excited state [1].

9This can be simply taken as an experimental observation. However, it also follows from simple hadron
string models where the hadrons are assumed to be rotating systems of quarks connected by an open
color string. If the force between any two points of the string is constant, then the contribution from the
string to J is proportional to its contribution to the mass squared: Js¢ring o< mgt”-ng. As a consequence,

the Regge trajectories are linear with a universal slope [81]. For real hadrons, the linearity has to break

down eventually when the energy stored in string becomes large enough for fragmentation to occur.

11
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Figure 2.6: Chew-Frautchi plot for the four dominant and degenerate Regge
trajectories from the p, w, fo and @ meson families. Data from [1].

For this, the trajectories need to be continued into the scattering region (¢ < 0). For small
negative t, they are found to continue linearly, such that one can replace the mass poles by

t)y—J
t—mjzw. (2.25)
«
The t-channel Reggeon exchange amplitude then approximately becomes
o0 Sl o0 a/
Agpsed(s,t) =5 ~ = L 2.26
b— d(s ) ;t—m? ;l_am(t)s ( )

The dominant contribution comes from the pole at I = ap(t) and in the high-energy limit,
the amplitude asymptotically behaves like

Aapsed(s,t) 2F ~ som, (2.27)

A proper formal derivation results in the asymptotic Regge amplitude [77]:

5—00 n—+ eiiﬂam‘(t) ﬂaC(t)ﬂbd(t) amr(t
Aab—)cd(sat) _— QSinT(Ozﬂq(t) F(&R(t)) s ® (228)
Formally, this resembles the exchange of a single resonance with ¢-dependent spin ar(t)
and with couplings B,.(t) and Spq to the scattering particles. n = + specifies the so-called
signature of the amplitude, and T'(ar(t)) absorbs a remaining pole structure. It is thus
sometimes spoken of Reggeon exchange, as depicted in Figure 2.7. However, Reggeons are
not actual particles but the combined effect of the coherent exchange of multiple resonance
excitation states.

a(pa) 62(‘0) C(pp,>
R, ap(t)
b(ps) < d(pa)
Bea(t)

Figure 2.7: Diagram for Reggeon exchange.

12
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Reggeon Phenomenology

Elastic differential diffractive cross-sections are experimentally found to exponentially depend
on the momentum transfer ¢ for small values of |t|. Taking also the energy dependence of the
Reggeon exchange cross-section into consideration, the differential elastic cross-section can
be parametrized as:

delas s—oo  d0elas 2(ar(t)-1) 2(ar(0)—1) ,
Ud; (s,t) =3 Ud; (50,0) <8> eb0t=<8> 9t (2.29)

S0 S0

with
b(s) = by + 2’ In(s/s0) (2.30)

and a reference energy sg. The intercept apk(0) thus dominantly controls the variation of
the cross-section with the center-of-mass energy s, while the slope o' results in an effective
shrinkage of the diffractive forward peak with increasing energy.

The Regge amplitude in Equation (2.28) suggests factorization of hadronic cross-sections,
i.e., scattering processes in which the same Regge trajectories are exchanged differ only in
the couplings S..(t) and Bpq(t) but otherwise exhibit the same energy dependence that is
governed by the Reggeon trajectory.

Using again the optical theorem, total scattering cross-sections governed by Reggeon exchange
have the asymptotic energy dependence

Oror = somO)-1 (2.31)
The dominant Regge trajectories have ar(0) ~ 0.5 and thus reproduce the measured hadronic

cross-section up to energies of approximately s < 10 GeV.

2.2.3 The Pomeron

Hadronic cross-sections are experimentally observed to slowly rise with the scattering energy
above s 2 10 GeV. For reference, the total cross-sections for selected processes are shown as
a function of s in Figure 2.8.
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Figure 2.8: Energy dependence of total hadronic cross-sections for selected scat-

tering processes. Data from the PDG [1].

In the Reggeon exchange picture, this requires a Regge trajectory with an intercept larger
than 1. However, there is no evidence for a hadron family providing that. Instead, an ad-hoc
trajectory is introduced to describe the high-energy behavior. It is typically called Pomeron

13



2.2. DIFFRACTIVE SCATTERING OF HADRONS

trajectory (IP) and named after the physicist Isaak Pomerantschuk [82]. The canonical
parameters of the Pomeron trajectory have been determined by Donnachie and Landshoff
[83, 84] from proton-proton and proton-antiproton scattering cross-sections:

a2l (t) = 1.0808 + 0.25 GeV 2t (2.32)

A further defining property of the Pomeron trajectory is that it corresponds to color-singlet
states that have no strong isospin and transform even under charge and parity conjugation.
One central phenomenological consequence is that particle-particle and particle-antiparticle
Pomeron exchange interactions have the same cross-sections; compare Figure 2.8.

At first glance, the Pomeron trajectory appears to violate unitarity. The Froissart-Martin
bound [85, 86] sets an upper limit on the maximally allowed rise of a cross-section with
energy:

Otor < C'ln? s, (2.33)

The proportionality factor C' is typically estimated from the pion mass to be of the order of
60 mb [77]. While the Pomeron exchange cross-section mathematically rises more steeply, the
limit then is only crossed for scattering energies beyond the Planck scale (s > 10%® GeV2).
Furthermore, it is expected that eventually at very high energies the exchange of multiple
Pomerons results in a softer energy dependence [87, 88].

At energies currently accessible at particle colliders, the total hadronic scattering cross-sections
for two particles a b — anything can be simply parametrized by:

ot (s) = XWsor -1 4 (yab 4 yabysen0)-1 "and (2.34)
o (s) = Xbsor @=L 4 (yeb — yob)gem©-1 (2.35)

with a universal Pomeron intercept ap(0) and a degenerate, universal mesonic Reggeon
intercept ar(0) [78]. The normalization factors X, Y#*, and Y absorb previously intro-
duced Pomeron and Reggeon coupling. Y_,‘_‘b and Y ? take into account Reggeon trajectories
transforming even and odd under charge-conjugation. In principle, also a Pomeron trajectory
that transforms odd under charge-conjugation is expected [89]. It is typically referred to as
an Odderon trajectory and as of yet lacks solid experimental evidence.

The Pomeron in QCD

Since the Pomeron is a phenomenon of the strong interaction, it is desirable to embed it
into the framework of QCD. One way to do this is to associate the Pomeron trajectory in
the resonance region with glueballs [90], i.e., hadrons with only valence gluons instead of
quarks. These lack strong experimental evidence, but mass spectra can be calculated in
lattice QCD [91] or by classical potential model approaches [92, 93]. Alternatively, there have
been attempts to describe Pomeron exchange in terms of QCD. Indeed, to lowest order, it
can be associated with the simultaneous exchange of two gluons [94, 95]; compare Figure 2.9.
However, while two-gluon models provide the correct color and parity, they fail entirely to
describe the energy dependence of diffractive interactions. The underlying reason is that the
colored gluons strongly interact with one another so that higher-order corrections need to be
taken into account.

In the presence of gluon self-coupling, QCD calculations of Pomeron exchange can then only
be performed perturbatively. A necessary requirement is the presence of a hard scale like
a large momentum transfer |¢|. If such a scale is provided, and if the scattering energy s
is much larger than |¢|, the two-gluon exchange can be described by the Balitzky, Fadin,
Kuraev, Lipatov (BFKL) evolution equation [96-99]. In the BFKL picture, it takes the form
of a gluon ladder; compare Figure 2.9. A more detailed introduction to the topic is given
by Forshaw and Ross [77], for example. Soft hadronic interactions, such as measured in

14
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a C a C
99 gg ladder
b d b d

Figure 2.9: Two gluon (left) and gluon ladder exchange (right).

this thesis, typically do not provide a hard scale and are thus not amenable to this or other
perturbative QCD approaches but only to Regge theory.

Nonetheless, (perturbative) QCD calculations at hard scales have implications also for the
soft regime. In the context of this thesis, QCD constraints of the Regge trajectories are
particularly interesting. While these are observed to be linear in the resonance region and
also in the scattering region at small negative ¢, they obtain a hard lower bound from
QCD [100-102]. The bound is approached from above [103]. The linearity can thus not
continue to arbitrarily large negative ¢, and the trajectories must flatten. Indeed, it has been
suggested that deviations from linearity might already be present around ¢t < —1 GeV in
exclusive electroproduction of p°; ¢, and J/¢ vector mesons [93, 104].

The phenomenology of the hard BFKL-Pomeron is very different from the soft Pomeron that
governs soft diffractive interactions. Typically, there is a much steeper energy dependence of
the cross-sections and very little or no shrinkage of the forward peak with energy. This raises
the question of whether the two Pomerons are really two phenomena of one single underlying
dynamic or something different, entirely. In order to address this question from a theoretical
standpoint, it is desirable to find a unified approach that allows describing both regimes
in a single framework. A focus of these attempts typically lies on an understanding of the
Pomeron trajectory. Simple approaches try to find the asymptotics in the hard scattering
region (t — —oo) and the glueball resonance region (¢ — +00), e.g., in classical strong
potential ansatzes [93], and aim to interpolate between the regions; compare Figure 2.10.
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Figure 2.10: Pomeron trajectories extracted from a potential model (left) [93]
and from a string theory approach (right) [105].

More comprehensive attempts to find a common description build on the idea that strongly
interacting quantum field theories are dual to string theories on a suitable higher dimensional
background space. This so-called AdS/CFT duality!? [106-108] has been used to study the
Pomeron trajectory [105, 109, 110]. In string theory, the Pomeron is associated with the
graviton. Since that is a massless spin-2 particle, a priori the intercept of the Pomeron

10The duality between Anti-de-Sitter space, defined by the properties of the metric, and conformal field
theories.
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trajectory is at 2. However, it can be lowered by higher-order corrections to bring it into better
agreement with the experimentally measured intercept close to 1. Trajectories extracted
like that resemble the canonical linear Pomeron trajectory at large positive ¢t and transition
smoothly into a flat BFKL-like trajectory at large negative ¢t. Qualitatively, they thus manage
to connect the two regimes; compare Figure 2.10. However, the duality becomes invalid in
the region of small negative ¢t because confinement effects break the conformal symmetry.
The exact structure of the transition can thus not be understood from such approaches.

2.2.4 Diffractive Dissociation

Another phenomenon of diffractive scattering that is relevant for this thesis is diffractive
dissociation [111, 112]. Diffractive dissociation is an inelastic scattering process ab — Y +b
where one of the incoming particles, a, breaks up into a system of several particles Y which
have typically the same quantum numbers as a. The characteristic kinematic variable of
diffractive dissociation is the mass my of the dissociative system. Cross-sections are then

expressed double-differentially in ¢ and my.
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Figure 2.11: Double-differential proton-dissociative cross-section dzo(pd —
Y d)/dtdm3 as a function of my (labeled as My in the figure). Data is taken
at a center-of-mass energy /s ~ 10 GeV and in two ranges of proton-momentum
transfer ¢ as labeled in the figure. Figure from [113]

For this thesis, in particular, dissociation of the proton target is of relevance. In Figure 2.11 the
double-differential cross-section for proton-dissociative proton-deuteron scattering pd — Y d
is shown as a function of the dissociative mass my. At low values, the cross-section exhibits
multiple resonance peaks corresponding to excited proton states. At high values, the cross-
section falls off continuously following an approximate 1/m? behavior.

Several theoretical approaches aim to describe diffractive dissociation. For detailed reviews
see Zotov and Tsarev [114], or Kaidalov [115], for example. The resonance region is often
described in the optical analogy (eikonal models) as a partial absorption effect and the
excitation of internal degrees of freedom. In the Good and Walker formalism [112] a physical
state undergoing a diffractive scattering is described as a superposition of bare eigenstates of
the interaction. These states are absorbed by the target in different ways. As a consequence,
their composition is modified, which results in the apparent generation of new states in
the scattering. The high mass continuum region can be understood in a Regge approach
in so-called triple Regge models. A graphical illustration of the principle considerations
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Figure 2.12: Tllustration of the triple Regge approach to describe diffractive
dissociation. The squared dissociative amplitude (a) is interpreted as s-channel
resonance exchange (b) and replaced by the crossed ¢t-channel Reggeon exchange
diagram (c). Figure inspired by Reference [114].

underlying these models is given in Figure 2.12. The squared amplitude of diffractive
dissociation scattering is interpreted as a sum over s-channel resonances. To reproduce the
continuum spectrum, these are assumed to be manifold and wide. Using crossing-symmetry,
the resonances can again be interpreted in terms of Reggeon exchange, giving rise to a triple
Reggeon coupling. Considering only Pomeron contributions in the high-energy limit, the
triple Reggeon diffractive cross-section can be written in the form [114]:

d*o ap(t)— ap(0)—2amp(t)
m ~ GP]P]P(t) 82 (1) =2 (m%) w r s (236)

where the coupling factor

Gppp ~ B(t) B(0) gprp(t) (2.37)

combines the particle-Pomeron and triple Pomeron couplings. The triple Pomeron coupling
can be experimentally determined from measured dissociative spectra [115]. Equation 2.36
suggests factorization also holds for diffractive dissociation. As a consequence, the same
energy dependence is expected for elastic and proton-dissociative amplitudes.

Large Rapidity Gaps

In the QCD picture, a central feature of both elastic and dissociative diffractive scattering is
that the exchange objects are color-singlets, i.e., there is no color flow between the scattering
objects. As a consequence, a characteristic experimental signature of diffractive scattering
events is the presence of large rapidity gaps'! in the measured activity in a particle detector.
In deep inelastic or hard interactions, on the contrary, color can flow between the scattering
objects. Due to confinement, radiation and hadronization occurs along the color connection
and populates the region between the scattering objects with new particles. The topology
of the rapidity gaps gives insights into the diffractive scattering. Besides elastic and single-
diffractive dissociation, there are further diffraction phenomena such as central diffraction,
with topologies as illustrated in Figure 2.13.

The idea of large rapidity gaps to identify diffractive events has its limitations, though. There
is a significant chance that the gaps are filled with secondary particles arising from additional
soft interactions occurring in parallel to the diffractive exchange. This effect has to be taken
into account in the form of a rapidity gap survival probability, which in practice is often very
difficult to calculate. For electron-proton scattering, the survival probability is expected to
be large and thus does not play a role in the present analysis.

1 The rapidity is a measure for the polar coordinate in a particle detector. Typically the pseudorapidity
n = —In[tan(0/2)] € (—oo,o0) is used with 6 being the polar angle coordinate.

17



2.3. PHOTOPRODUCTION
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Figure 2.13: Basic types of diffractive two-particle scattering with the expected
activity to be observed in a particle detector: elastic (a), single-diffractive dissocia-
tion (b), central diffraction (c), and non-diffractive (d). The diffractive types can
be arbitrarily combined to form more complex topologies.
2.3 Photoproduction
Photon-hadron interactions are a special case of diffractive scattering interactions. As

quantum-mechanical objects, photons can fluctuate into virtual quark-antiquark pairs. The
time-scales over which these fluctuations exist are large enough to allow for the formation of
(virtual) bound hadron states and the subsequent strong interaction with other hadrons [116].
These bound states can only be vector mesons such as the p°(770), w(782), ¢(1020) mesons
because they need to preserve the photon quantum numbers; namely a spin of one and
negative parity and charge conjugation. Historically, this led to the modeling of the photon
as a superposition of light vector mesons in so-called vector meson dominance (VMD)

models [117].

The strong contributions dominate the total photon-hadron cross-sections which then behave

;W .
3 7P —> J/¥p E
TR
g 7P = Y(2S)p ]
I O fixed target
| % HERMES i
- ® HizZEUS ;
| A LHCb/ALICE §
| yp —> T(1S)p]
Covl L Ll !

1 10 10° 10°

W (GeV)

Figure 2.14: Vector meson photoproduction and total photon-hadron cross-
sections as a function of the scattering energy W. Figure from [118].
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largely like other hadron-hadron cross-sections [119]; compare also Figure 2.8. They are
however suppressed by a factor 1/, compared to other hadron-hadron cross-sections from
the coupling of the photon to the quark-antiquark pair. Through the scatterings, the virtual
vector mesons can be pushed onto the mass shell and become real particles in the final state.
Photon-hadron scatterings in which real vector mesons are produced are thus called vector
meson photoproduction.

In Figure 2.14, an overview of various vector meson photoproduction cross-sections as a
function of the scattering energy is given. The universality of the Pomeron trajectory
breaks down for diffractive vector meson production. Possible explanations encompass
contributions from the hard Pomeron in addition to the (universal) soft Pomeron characterized
by Equation (2.32) [120, 121], or perturbative effects arising in the presence of a hard scale
provided by the mass of heavy vector mesons.

2.3.1 w7~ Photoproduction

Vector meson dominance can not be the complete picture of photon-hadron interactions.
This can be well observed for the case of 77~ photoproduction that is studied in this thesis.
At first glance, 77~ photoproduction is dominated by p° resonance production with a
subsequent decay into two charged pions. It also obtains smaller contributions from other
vector mesons, such as the w or excited p’ mesons. However, as first proposed by Soéding
[122], there must also be a significant non-resonant contribution. It is necessary for example
to explain the difference in the lineshape of the 77~ mass distribution as it is measured in
direct p® resonance production in electron-positron annihilation compared to the lineshape
observed in 777~ photoproduction.

More recent models consider all these contributions. So does the effective field theory approach
proposed by Ewerz et al. [123] that is applied to 777~ photoproduction in Reference [124].

p,w,p’

AN ’ PPts
S //,Q o
;N _- \ PPl
pwp TN - \ -
\

Figure 2.15: Diagrams for vector meson photoproduction (a), and non-resonant
7t~ photoproduction (b-d) considered in the model by Ewerz et al. [123][124].
Figures from Reference [124].
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2.4. DIFFRACTIVE ELECTRON-PROTON SCATTERING

Exemplary diagrams for vector meson and non-resonant 777~ photoproduction that are
considered in the model amongst many others are shown in Figure 2.15. The invariant
77~ mass distribution predicted by the model is shown in Figure 2.16. In particular,
the interference between resonant and non-resonant amplitudes results in the significant
characteristic skewing of the p" peak towards lower mass values.
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Figure 2.16: Differential cross-section do(yp — 777~ p)/dm, as a function of
the invariant 777~ mass in the model by Ewerz et al. [123|[124]. The left plot
shows the individual resonant and non-resonant contributions considered in the
model. The right plot illustrates the Soding mechanism which attributes the
skewing of the p° lineshape to an interference with non-resonant contributions.

Figures from [124].

2.4 Diffractive Electron-Proton Scattering

The hadronic properties of the photon give rise to diffractive interactions in electron-proton
scattering. Formally, they correspond to the reaction ep — ¢ X Y with two distinct hadronic
systems in the final state X and Y, which are separated by a large rapidity gap. X then is
the distinct photon, and Y the proton remnant, such that for elastic scattering Y = p is the
elastically scattered proton. A generic diagram for a diffractive ep-scattering in the Regge
17.

picture is depicted in Figure 2.

Figure 2.17: Diffractive electron-proton scattering.
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Kinematic Variables in ep Scattering

The four-momenta of the incoming (outgoing) electron and proton are denoted with e (e’)
and p (p'), respectively, k is the four-momentum of the system X and ¢ = (e — ¢’) the four
momentum of the photon. Five Lorentz-invariant variables are then used to describe the
kinematics of diffractive ep scattering:

e the photon-virtuality Q?, i.e., the momentum transfer at the electron vertex (by
convention, @Q? is defined to be positive):

Q' =—g"=(e—¢€), (2.38)
e the photon-proton center-of-mass energy W,:

Wop = (q+p)°, (2.39)
e the momentum transfer at the proton vertex t:

t=@-p), (2.40)
e the mass of the photon remnants mx:

mik = k?, (2.41)

e and the mass of the proton remnants my:
my = (p')%. (2.42)
In particular, in the context of diffractive ep interactions W, takes over the role of the
hadron-hadron center-of-mass energy.
Further relevant variables regularly used in the context of ep scattering are

e the electron-proton center-of-mass energy

s=(e+p)? (2.43)
e the inelasticity y, i.e., the fraction of the electron’s energy carried by the photon:
q-p
= 2.44
V=g (2.44)
e and the Bjorken scaling variable x:
2
o9 (2.45)
2q -7/

They are related to the other variables by the equations:
Q* = zys, (2.46)
and

W, =ys — Q* —mi. (2.47)

The photon virtuality is used to distinguish two distinct kinematic regimes. In photoproduction
Q? ~ 0 GeV? and a quasi-real photon interacts with the proton. Real photoproduction is
not accessible in ep collisions as Q? is kinematically constrained to [125]:

2,2

2 2 mey
Q Q. ~ ) 2.48
> min 1 _ y ( )

However, Q2. typically is negligibly small. In the kinematic range of the present photopro-

duction analysis Q2. ~ 107'2 GeV?. Events with large Q? > 0 GeV? are then referred to
as deep inelastic scattering (DIS) and production of vector mesons in DIS called electropro-
duction. In an experimental context, the definition of the two kinematic regimes is often

loosened. In the context of this thesis, photoproduction refers to the regime Q* < 2.5 GeVZ.
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2.4. DIFFRACTIVE ELECTRON-PROTON SCATTERING

The Electron as a Photon Source

In this analysis, a priori an electron-proton cross-section o, is measured. However, in the
context of diffractive scattering, the photon-proton cross-section o+, is of interest. By
interpreting the electron as a photon source emitting a flux of photons @, ., the electron-
proton cross-section can be expressed in terms of the photon-proton cross-section:

Oep = // O"y*p(W2aQ2) (I)v/e(va2) dde2 (249)
y JQ?

As the emitted photons are virtual, they can in particular also be longitudinally polarized.
Introducing a longitudinal (superscript L) and transverse (superscript T') cross-section,
Equation (2.49) can be decomposed into:

aep:// (cr?;*p(WQ,Qz) o7, (4, Q%) + ok, (W2, Q?) @ﬁ/e(y,QQ)) dydQ?. (2.50)
y JQ?

In the equivalent photon or Weizsicker- Williams approximation [126-129], the flux of both
transversely and longitudinally polarized photons can be calculated:

aem >
7. (y,Q%) = 222( +(1—y)?* —2m? Q2> (2.51)
1

®L L (1,Q%) =2 (1), (2.52)

Q2
It is particularly noteworthy that the photon-flux decreases steeply with 1/Q? and the
longitudinal component vanishes for y — 1.

For the photoproduction regime studied in this thesis o2, (W2, Q?) vanishes as @* — 0 GeV?
and only the transverse component of Equation (2.50) is of relevance. Photoproduction
cross-sections are then approximated for average center-of-mass energy (W,,) and virtuality
(Q?) by normalizing the measured electron-proton cross-section by the integrated photon
flux:

Oc
p (W), (Q%) = 0 GeV?) ~ 2, (2.53)
v/e
with
int Y Cma T 2 2
e :/ /2 @/ (y, Q%) dyd@”. (2.54)

min min

Tt should be kept in mind that Equation (2.53) is only an approximate inversion of Equa-
tion (2.50) and only valid for (infinitesimally) small @ and y, i.e., W,,, intervals.
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3 HERA AND THE H1-DETECTOR

The measurement presented in this thesis is based on ep collision data recorded by the
H1 experiment at the HERA collider. The collider is briefly described in Section 3.1
followed upon by an overview of the main H1 detector in Section 3.2. The H1 components
most relevant to the analysis are described in more detail. Those are the central tracking
detector (Section 3.2.1), the calorimetry system (Section 3.2.2), and the forward detectors
(Section 3.2.3). The H1 the trigger is described in Section 3.3. The luminosity is measurement
explained in Section 3.4.

3.1 The HERA Collider

The HERA (Hadron Elektron Ring Anlage) was a high-energy particle collider at the DESY
(Deutsches Elektronen Synchrotron) laboratory in Hamburg, Germany. In a unique setup,
HERA combined a proton and an electron synchrotron storage ring within a single, 6.3 km
long tunnel. The full HERA machine, including pre-accelerator structures, is illustrated in
Figure 3.1.

~s—Electrons/Positrons
~<—Protons

ZEUS

Figure 3.1: HERA and its pre-acceleration facilities. The positions of the H1 and
ZEUS detectors is indicated by the respective detector drawings (not to scale).
Figure provided by DESY [130] and adapted.

HERA’s electron machine provided two operation modes to accelerate beams of either
electrons or positrons! to an energy of 27.5 GeV. In the proton machine, proton beams
circulating in the opposite direction could be brought to energies up to 920 GeV. The beams
were collided at a center-of-mass energy of up to /s = 318 GeV at two interaction points.
The HERA machine was operated from 1992 until 2007. Over the turn of the century,
it received a major luminosity upgrade for the HERA-II running period. The key design
parameters of the HERA-II machine are summarized in Table 3.1.

n the following, the word "electron" is used for both electrons and positrons indiscriminately.
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3.2. THE H1 DETECTOR AT HERA

proton beam electron beam

energy [GeV | <920 27.5
number of bunches total/colliding 180/174 180/174
particles per bunch 10 - 1010 4.2.10%0
beam current [mA] 140 58
beam size o, X o, [pm X pm] 118 x 32 118 x 32
bunch spacing [ns] / bunch crossing rate [Mhz] 96 / 10.4
luminosity |em™2?s7!] 7.36 - 103!
specific luminosity [em™2s~!'mA 2| 1.64 - 10%°

total integrated luminosity (2004-2007) [pb™" | 645 [131]

Table 3.1: HERA-II design parameters given by the H1 Collaboration [132].

The HERA’s electron-proton scattering events were recorded by two large, multi-purpose
detectors built around the two interaction points: H1 and ZEUS. To this day, the collected
data is used to study a wide range of particle physics’ questions. The investigation of the
internal structure and dynamics of the proton stands at the core of the physics program. The
main legacy of the HERA experiment is the precise measurement of the parton distribution
functions [133]. However, H1 and ZEUS also contributed to a better understanding of
many other topics. They provided for example measurements of the scale dependence of
the strong coupling constant over a wide energy range [134], found first direct evidence for
electroweak unification [135, 136], and gave insights into the hadronic structure of the photon
and hadronic scattering at high energies. It is to the latter topic where this thesis aims to
contribute. The complete lists of H1 and ZEUS publications can be found at Refs. [137-139].

In addition to H1 and ZEUS, HERA also accommodated two fixed target experiments: In
HERA-B [140], the proton beam was collided with various targets to study b-hadron decays.
In HERMES [141], the electron beam was scattered off target nuclei from various elements
to study their respective spin structures.

3.2 The H1 Detector at HERA

This analysis is based on data taken with the H1 detector during the HERA-II phase. H1 is
a multi-purpose detector covering almost the full 47 solid angle. At a size of 12 x 10 x 15 m?,
it weights around 2800 tons. It consists of three main subsystems for tracking, calorimetry,
and muon detection that are each built from various subdetectors. The asymmetry in the
electron and proton beam energies is reflected in an asymmetric detector design. A schematic
drawing of the detector in its HERA-II configuration is given in Figure 3.2.

The coordinate system used by H1 has its origin at the nominal interaction point (IP). The
right-handed system is defined with the z-axis pointing forward in the flight direction of the
protons and the z-axis pointing towards the center of the HERA ring. The y-axis then points
upwards. In spherical coordinates the polar angle 0 < 6 < 180° is defined with respect to
the z-axis such that § = 0° corresponds to the proton beam direction. The azimuthal angle
—180° < ¢ < 180° in the xy-plane is defined such that ¢ = 0° corresponds to the z-axis.
Alternatively to the polar angle 0, often the pseudorapidity n is used, which is defined as:

n=—In {tan (g)} (3.1)

and covers a range from n = oo for § = 0° to n = —oo for § = 180° with n = 0 for § = 90°.
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3. HERA AND THE H1-DETECTOR

i

/

Beam pipe and magnets 2 Nominal interaction point
Tracking systems Central Tracking Detector 4 Forward Tracking Detector

1
3
5  Superconducting coil
6
8

Calorimetry systems Spaghetti Calorimeter 7  Liquid Argon Calorimeter
Liquid Argon Cryostat 9  Plug Calorimeter
Muon systems 10 Muon Chambers 11 Instrumented iron

12 Forward Muon Detector 13 Muon toroid magnet

Figure 3.2: Illustration of the H1 detector based on the GEANT detector simula-
tion. The detector is built from various subcomponents that are arranged in the
typical onion structure. The most relevant components are labeled in the figure.
The forward-backward asymmetry of the detector is reflective of the asymmetric
beam configuration. In the used right-handed coordinate system the proton enters
in positive z-direction and the x-axis points towards the center of the HERA-
accelerator as illustrated by the arrows. Average sized scientists are shown for
scale. Some detector systems are not included in the figure because they are placed
far up and down the beam-pipe. Among those are for example the luminosity
system, proton taggers and spectrometers, and others. Image provided by the
H1 Collaboration and modified.

The innermost part of the H1 detector is occupied by a tracking system built directly
around the IP. The tracking system is further subdivided into a Central Tracking Detector
(CTD), a Forward Tracking Detector (FTD), and the Backward Proportional Chambers
(BPC). The trackers are surrounded by calorimeters: the backward region is covered by the
Spaghetti Calorimeter; the forward and central region by the Liquid Argon Calorimeter. The
coverage in the forward direction is further increased by a Plug calorimeter. The tracking and
calorimetry systems are embedded into a uniform axial-symmetric magnetic field of 1.15 T.
The field is provided by a superconducting solenoid magnet built around the calorimeter.
The iron return yoke outside of the solenoid is instrumented with streamer tube detectors for
muon detection. Additional dedicated muon detectors are installed in the forward direction.
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3.2. THE H1 DETECTOR AT HERA

Auxiliary systems, e.g., for proton tagging or the luminosity measurement, are placed further
up- and down-stream of the nominal interaction point and not included in Figure 3.2. A
detailed description of the H1 detector is provided in Refs. [142, 143]. This analysis relies
on the CTD for precise tracking, the calorimetry system, various forward detectors, and the
luminosity system. They are described in more detail in the following sections.

3.2.1 The H1 Central Tracking Detector

The H1 central tracking system coveres the full azimuthal angle and a range of roughly
20° < 6 < 160° in the polar plane?. A detailed view of the inner part of the H1 detector in
the polar plane, as well as a transverse view of the CTD are given in Figure 3.3.

2 1 0 -1 -2[m]

1 Nominal interaction point (IP) 2 Beampipe and focussing quadrupoles
3 Central Silicon Tracker (CST) 4 Central Inner Proportional Chamber (CIP)
5 Inner Central Jet Chamber (CJC1) 6  Central Outer z Drift Chamber (COZ)
7 Central Outer Proportional Chamber (COP) 8  Outer Jet Chamber (CJC2)
9  Forward Tracking Detectors (FTD) 10 Forward trigger scintillators (FTi)
11 Backward Proportional Chamber (BPC) 12 Spaghetti Calorimeter (em/had SpaCal)

Figure 3.3: Left: Inner part of the H1 detector. Right: Transverse view of one
quadrant of the CTD. Images provided by the H1 collaboration and modified.

As illustrated, the CTD consists of several components within a radius of roughly 90 cm.
The innermost component is a silicon strip detector build closely around the beam pipe at
a radius of 7 = 4 cm. This Central Silicon Tracker (CST) [144, 145] provides high spatial
resolution for a precise reconstruction of the primary vertex of an interaction and secondary
decay vertices of long-lived particles. Around the CST, the Central Inner Proportional (CIP)
chamber provides some very fast tracking and timing information. Built around the CIP, the
two large Central Jet Chambers (CJC) are the backbone of the H1 tracking. They provide
precise tracking information, in particular in the transverse plane. To improve the z-position
information for tracking, the CJCs are supported by the Central Outer z-Drift Chamber
(COZ) placed in between them. A second proportional chamber is placed around the COZ
but is not used at all for the analysis.

The Central Inner Proportional Chamber

The CIP is a multiwire proportional chamber [146]. It provides fast tracking and timing
information. In particular, it allows reconstructing the z-vertex position of an interaction
at trigger level. The chamber is built from 5 radial layers with the innermost being placed
at r ~ 15 cm and the outermost at r ~ 20 cm. 16 azimuthal segments cover the full circle.
Along the z-axis it extends from z = —112.7 cm up to z = 104.3 cm. The CIP’s 9600 readout
pads are positioned in a projective geometry, as is illustrated in Figure 3.4. In this geometry,

2Further tracking is provided by the CTD in the forward direction (7° < 6 < 20°) and the BPC in backward
direction (160° < 6 < 175°).
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all tracks that originate from the same z-position produce the same hit pattern in the radial
layers. The pattern is only shifted by a constant number of pads for different track 6.

L4, 14 pads
L3, 15 pads
L2, 16 pads
L1, 17 pads
LO, 18 pads

[TTTTTTITTI

328.50 mm

P protons, z-axis Zy

Figure 3.4: Projective geometry of the CIP. Tracks originating from the same
position along the z-axis create the same hit pattern. The pattern is shifted along
the z-axis by a constant number of pads depending on the track . Figure from
Urban [147] and adapted.

The Central Jet Chambers

The Central Jet Chambers [148] are two large, concentric drift chambers that are used to
track charged particles. The geometries of the two chambers are specified in Table 3.2. The
chambers are filled with an argon and ethane based gas mixture. In the transverse plane,
the inner CJC1 is segmented into 30, the outer CJC2 into 60 drift cells as is illustrated in
Figure 3.3. The boundary planes of the cells are tilted by 30° with respect to the radial
direction. They are formed by cathode wires strung parallel to the z-axis. Centrally in each
drift cell 24 (CJC1) or 32 (CJC2) anode wires are strung parallel to the cathode wires. By
applying a high voltage to the cathode wires, a static electric field is created inside of the
drift cells. In this field, charge carriers that are ionized when a charged particle traverse the
gas volume drift to the anode and cathode wires. The field is further shaped to optimize the
drift behavior by adding additional potential wires to the cells. In the CJCs the electrostatic
field is superimposed by the magnetostatic field from the solenoid. The electrostatic field
is shaped such that the isochrones of the combined fields, i.e., the lines of constant field
strength, form circles in the near field around the anode wires. The charge carriers then
always drift to the closest wire. The Lorentz angle of that configuration, i.e., the angle
between the drift direction in the superimposed electric and magnetic field and the field lines
of the electric field alone, is approximately 25°. The tilt of the drift cells goes in the opposite
direction to the Lorentz angle so that charge carriers ionized by a straight high pr track
always drift perpendicular to the track. The isochrones in a drift cell and the drift behavior
of charge carriers are illustrated in Figure 3.5.

CcJC1 CJC2
number of cells 30 60
number of sense wires/cell 24 32
inner radius [cm] 20.3  53.0
outer radius [cm] 42.6 844
active radius [cm] 225 29.6
z-min [cm] —112.5
z-max [cm] +107.5

Table 3.2: CJC geometry as described by Burger et al. [148].
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Figure 3.5: Schematic structure of a CJC drift cell constructed from cathode
planes and anode wires. Additional potential wires that are present in the actual
cells are not shown. The drawings illustrate the isochrones of the combined electro-
and magnetostatic field (left) and the drift behavior of charge carriers (right).
Charge carriers drift to the closest anode wire along a direction perpendicular

to the track. Real charges can not be distinguished from mirror charges. Figure
provided by Bolz [149].

The anode wires in the CJCs are used as sense wires and the signals induced in them by the
drifting charge carriers are read out. A measurement of the drift times can be combined with
the precise knowledge of the drift behavior of free charge carriers in the field to calculate the
hit position of an ionization in the r¢-plane. The achievable transverse hit resolution is about
160 pum. However, with the given field configuration, it can not be distinguished whether a hit
occurred on the left or right side of the anode wire. Hits thus always come with a mirror hit
as is illustrated in Figure 3.5. While traversing the jet chambers, a charged particle produces
multiple hits. This allows reconstructing the associated track as is described further down in
the text. The left-right ambiguity of hits within a single drift cell can be resolved for tracks
crossing a cell boundary®. The 30° tilt of the drift cells ensures that a straight track always
crosses at least two cells. In addition, a straight track also crosses at least one anode plane.
Hits produced close to the crossing point have the shortest drift times. The minimum drift
time of an associated hit is used to measure the timing of a track with a resolution of ~ 2 ns.
This allows in particular to distinguish tracks originating from different bunch crossings.

The z-positions of hits can also be measured with the CJCs. For this, the anode wires are
read out at both ends. The total charge induced in the wire by a hit is divided between both
ends. The further a hit is away from the wire end, the weaker is the fraction of the signal
that is read out there. However, the available z-resolution is limited to 2 — 8 cm depending
on the total induced charge. The z-information from the CJCs is combined with the hits
measured by the COZ for an improved measurement of the z-position of tracks,

Track Reconstruction

Charged particles in the central detector are bent onto circular trajectories in the transverse
plane by the H1’s solenoidal magnetic field B. The z-momentum component is not affected
so that the particles travel on a helix trajectory in three dimensions. The helix can be
described by a set of 5 parameters: These are in the transverse plane the curvature s, the
radial distance of closest approach to the IP d., and the azimuthal angle ¢y at the point of
closest approach to the IP. In the rz-plane, they are the z-position at the point of closest
approach to the IP and the polar angle 6. k is the inverse of the bending radius R and thus
varies with the transverse momentum of a particle:

zeB
bt

k=1/R= (3.2)

3In fact, the anode wires are positioned in a staggering scheme, i.e., wires are alternatively shifted by
4150 pm away from the nominal plane. This already helps to resolve the ambiguity within a single cell.
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where ze is the charge of the particle. For the field configuration in the H1 detector, the
bending radius for a track with pp = 1 GeV is approximately 3 m. A corresponding track is
illustrated in Figure 3.3.

From the hits left by a charged particle along its trajectory, the helix, i.e., the particle track
can be reconstructed. The track reconstruction starts by first finding and then fitting all
tracks in an event. For an improved track reconstruction then further corrections might be
applied. The cornerstones of the track reconstruction are:

e Track Finding:

The track finding algorithm aims to identify tracks from all hits in the jet chambers. In
a first step, a pattern recognition algorithm tries to identify hit triplets from adjacent
or next-to-adjacent wires. The triplets are then fitted in the transverse plane with a
circle going through the nominal beam-axis to extract approximate values for x and
¢g. Triplets from a single track give similar values for £ and ¢y and thus cluster in the
k¢-plane. Based on this clustering, triplets are merged in an iterative procedure and the
fits are repeated. Small deviations from the helix trajectory, e.g., because of multiple
scattering with the detector material are considered by performing a broken-lines
fit [150]. Once outlier hits are rejected and the beam-axis constraint is released, a final
track fit provides a set of non-vertez-fitted tracks with parameters k, ¢g and d.,. In a
second step, zg and 0 for a given track are obtained from a straight-line fit in the polar
plane.

e Vertex Fit:

Tracks from a single scattering event originate from the same primary vertex. This
can be used as a constraint to improve the track fits and resolution. The z-vertex
position varies strongly from event to event. A provisional value is determined from
the weighted mean of the measured zy values of the non-vertex-fitted tracks. The beam
position in the transverse plane only changes little over time and is thus averaged over
many events. However, the actual beams are slightly tilted with respect to the H1
coordinate system so that the actual z- and y-vertex positions need to be corrected for
the measured z-vertex. All tracks are then individually refitted in the transverse plane
using the calculated vertex as a constraint. Finally, the new track parameters are used
for a common z-vertex fit with all tracks. The vertex-refitting procedure is repeated
iteratively with the fitted z-vertex if necessary.

e Energy Loss Corrections and Particle Identification:

Particles can lose a significant amount of energy in interactions with the material in
front of or in between the two jet chambers. To improve the fitted track parameters, the
material is modeled in detail, and the energy loss is corrected for. The ionization energy
loss dE/dx in the CJC can directly be measured. It is described by the Bethe-Bloch-
Formula and in particular, depends on the velocity of the charged particle [1]. Together
with the momentum measurement, this allows to identify the mass and thus type of
low-momentum particles. The energy loss corrections and the dE/dx measurement
for particle identification in the CJC are described in more detailby Berger [42], for
example.

All details on the track fitting procedure can be found on the H1 Tracking Group home-
page [151].

3.2.2 The H1 Calorimetry System

The H1 calorimetry system provides precise energy measurements of individual particles
and jets. It is composed of the Liquid Argon (LAr) and Spaghetti Calorimeter (SpaCal).
Both consist of an electromagnetic section surrounded by and hadronic section. To perform
the energy measurement incident particles are stopped in the calorimeters and their energy
deposition is turned into an electronic signal.
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The Liquid Argon Calorimenter

The Liquid Argon Calorimeter [152] covers the full azimuthal angle and a range 4° < 6 < 154°
in the polar plane. It is a sampling calorimeter consisting of alternating layers of passive
and active material. The passive layers are made from high Z materials which facilitate
the generation of cascades of secondary particles (showers) from the incident particle. Lead
absorber plates are used for the electromagnetic part of the calorimeter. They add up to a
total of 20 to 30 radiation lengths. In the hadronic part, plates of stainless steel are used. For
the active material, argon is cooled down to 90 K to liquefy. The liquid argon is contained in
a large vessel that the whole calorimeter is submerged in. Charged particles ionize the liquid
argon and a signal is measured by collecting the ionization charge. The whole calorimeter is
subdivided into 45 000 individual calorimeter cells. For reconstruction, the energy deposits
above noise from neighboring cells are grouped into energy clusters [153].

The LAr is a non-compensating calorimeter with a different response to electromagnetically
induced particle showers as compared to hadronic showers. For electromagnetic showers,
the deposited energy is proportional to the total collected charge. Electromagnetic clusters
can thus easily be calibrated. For hadronic showers, a significant fraction of the energy
deposit is invisible to the charge collection, e.g., because it is used to free nucleons from
nuclei in hadronic interactions or carried by invisible neutrinos within the shower. A complex
software compensation and energy calibration are applied to recover the missing energy
fraction [154]. The energy deposits in each of the cells contributing to a shower are calibrated
separately. The fine granularity of the LAr cells allow to distinguish electromagnetic and
hadronic subcomponents of a hadronically induced shower and calibrate them accordingly.

The Spaghetti Calorimenter

The Spaghetti Calorimeter [155] covers the backwards region in a range 153° < 6 < 177.5°.
It consists of an electromagnetic and a hadronic section, that are both made from lead
absorbers interlaced with scintillating fibers. The lead absorbers correspond to a total of 28
radiation lengths. Similar to the LAr, they initiate the cascading decay of incoming particles.
Secondary particles can then be counted using the scintillation signals they produce in the
fibers. The 2340 fibers in the SpaCal are grouped into 4 x 4 cm? cells whose combined light
output is read out by a photo-multiplier tube. The SpaCal’s main purpose is the precise
measurement of the energy and scattering angle of the scattered electron in interactions with
medium momentum transfer at the electron vertex (Q2 ~ 2 — 100 GeV?).

3.2.3 H1 Forward Instrumentation

The H1 detector is equipped with forward detectors that are essential for diffractive analyses.
For this analysis, the forward region of the LAr calorimeter is used both on trigger and
analysis level to select events with a large rapidity gap (LRG) between the scattered proton
and the centrally produced diffractive system. This ensures the diffractive nature of the
selected processes. On trigger level, the LRG requirement is also ensured by the forward
scintillator wall FTi2.

Furthermore, several forward detectors are used to tag proton-dissociative events on analysis
level. Those are the Plug Calorimeter, the Forward Muon Detectors (FMD), and the Forward
Tagging Stations (FTS). H1 is also equipped with spectrometers to reconstruct the elastically
scattered proton, but they cover only a very limited acceptance region and are thus not used
for this analysis®*.

4E.g., the H1’s Very Forward Proton Spectrometer (VEPS) requires a fractional proton momentum loss
1—E, /Ep 2 0.008 to detect the elastically scattered proton [156]. For centrally produced p° mesons
that are studied here, a typical value is 1 — F,//Ep ~ 0.0004.
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Forward Veto Counters

H1 is equipped with two scintillator rings placed in front of and behind the FTD; compare
Figure 3.3. According to Berger [42], the first ring (FTil), which is placed between the central
and forward trackers has never been operational. The second ring (FTi2) is placed between
forward tracker and LAr and used in the H1 trigger as a veto for non-diffractive events.
Unfortunately, it appears that the technical drawings of the scintillators and with them the
knowledge of their precise position in the detector are lost. One particular consequence of
this is that the scintillators are not included in the detector simulation.

The Plug Calorimeter

The plug calorimeter consists of a lead absorber followed by four scintillator layers. It covers
the pseudorapidity range 3.5 < n < 5.5 and can be used to tag proton-dissociative events on
analysis level.

The Forward Muon Detector

The Forward Muon Detectors are positioned outside of the iron return yoke and in front
of the main H1 detector. Meant primarily for the detection of forward muons, it covers
a range of 1.9 < n < 3.7. The detector consists of six double-layer drift chambers that
allow the measurement of ¢ and 6 hit coordinates. A toroid magnet between the third and
fourth chamber provides bending strength necessary for momentum measurements. For this
analysis, the first three chambers are used parasitically for tagging proton-dissociative events.
Particles from the dissociative system which are scattered under small angles can hit the
beampipe or one of several collimators that are placed inside of it to protect the central
detector from synchrotron radiation. Secondary particles produced in these interactions can
reach the FMD and produce a signal. The effective acceptance of the CMD can thus be
lowered to n ~ 6.5 for tagging proton-dissociative events [157].

The Forward Tagging System

The Forward Tagging System consists of four scintillator stations positioned around the
proton beam pipe at z = 26 m, z = 28 m, z = 53 m, and z = 92 m. Generally, only
the two closest stations are useful for tagging proton-dissociative events because elastically
scattered protons often hit the beampipe and produce secondary particles that imitate the
proton-dissociative signature in the far-away stations. The station at z = 26 m was not
fully operational during the considered run periods. For this analysis, thus only the station
at z = 28 m is used to tag proton-dissociative events. It covers a range of approximately
6.0 <n<75.

3.3 The H1 Trigger System

The bunch crossing rate at HERA is 10.4 MHz giving rise to an event rate of a similar
magnitude. At the same time, the H1 detector can only be read out completely at a rate of
roughly 50 Hz. Storing data permanently on tape is then only possible for 10 to 20 events
per second. The data rate thus needs to be reduced by a factor of roughly one million in
a short amount of time. This is achieved by the H1 Central Trigger (CT), an event filter
operating in four levels.

At the first trigger level (L1 [158]) dedicated hardware operates on a small subset of signals
produced by the H1 detector to generate a trigger signal. In parallel, various algorithms scan
the signals from different sub-detectors for interesting event signatures such as muon tracks
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in the muon systems, large energy deposits in the calorimeter or specific track topologies
in the central tracker. From this information, 256 individual Trigger Elements (TEs) are
derived. They are combined by the Central Trigger Logic (CTL) via logical AND and OR
operations to 128 raw L1 subtriggers. If a subtrigger condition is met, the second stage of
the trigger system is initiated. Some subtriggers with a particularly high rate are artificially
scaled down by a factor n so that only every n-th occurrence produces an actual trigger
signal. The trigger scales are dynamically adapted to the present run conditions [159]. The
L1 trigger is operated dead-time free so that every event is analyzed. However, trigger
signals are produced with a latency of up to 2.3 us corresponding to 24 bunch-crossings.
The detector signals recorded in the meantime have to be temporarily stored in pipelines.
Detectors with a good timing resolution like the CIP or SpaCal define a L1 trigger reference
time that is used to identify a bunch-crossing. This allows reading out the correct position
in the pipeline when a positive trigger decision is reached. The L1 trigger reduces the event
rate to roughly 1 kHz.

At the software-based second trigger level (L2 [160]) events are analyzed in more detail by
combining L1 information from various sub-detectors. Many L1 subtriggers, do not have L2
conditions and are validated by default. In the case of a positive L2 decision, data-taking is
halted, and the full detector is read out. The readout can take up to 2 ms depending on the
size of an event. A third trigger level (L3 [161]) was commissioned in 2005 to reduce dead
time. It uses the information available early during readout, such as tracks provided by the
Fast Track Trigger, to perform a partial event reconstruction. If the L2 decision can not be
validated by the L3, the readout can be stopped after around 100 us. Once the detector is
fully read out, all buffers are cleared and data taking and L1 operation is resumed. The L2
and L3 triggers reduce the event rate to approximately 200 Hz and 50 Hz, respectively.

After the detector is completely read out, further processing of the data happens asyn-
chronously to the detector operation. In a fourth trigger level (L4) a complete event
reconstruction is performed by the H1 reconstruction software (H1Rec). A final event fil-
tering is performed to discard remaining unwanted events, e.g., events not originating from
ep interactions. Also, specific high-rate processes can be further down-scaled. All other
events are stored permanently on Production Output Tapes (POT). For faster analysis,
reconstructed high-level objects such as tracks and clusters are also written onto Data
Summary Tapes (DST).

3.3.1 The Fast Track Trigger

Track reconstruction is typically slow and computing-intensive because of the combinatorial
problem that needs to be solved when assigning a large number of hits to a large number of
tracks. Nonetheless, in H1 some tracking information is already available at the trigger level.
It is provided by the Fast Track Trigger (FTT), an FPGA and associative-memory-based
fast tracking engine [162, 163]. With the FTT it is possible to reconstruct tracks down
to a transverse momentum of 100 MeV at the first trigger level. With a refined track
reconstruction at the second trigger level, track parameter resolutions comparable to the
offline reconstruction can be achieved. The FTT contributes to an improvement of the
performance of many subtriggers. In particular, it is essential for triggering photoproduction
events of light vector mesons. For these, the scattered electron is not reconstructed and only
small energies are deposited in the LAr calorimeters. A detailed description of the FTT
system is provided by Berger [42] and Baird et al. [162], for example. The main working
principles are outlined in the following.

FTT Working Principle
The FTT uses partial information from the Central Track Chambers to reconstruct tracks.

Twelve radial trigger layers are defined, consisting of a single wire per drift cell. Only the
signals from those wires are read out by the FTT at a rate of 20 MHz, i.e., approximately

32



3. HERA AND THE H1-DETECTOR

Valid Masks

max |-

Figure 3.6: Illustration of the FTT’s working principle. In the first trigger stage
CJC hits from 4 radial trigger groups with three wires each are read out. The hit
patterns from each group are compared on FPGAs to predefined patterns using
Content Addressable Memories. Curvature and angular position of a track segment
can be determined from the respective values of a matching pattern. Figure from
Berger [42] and adapted.

twice the L1 rate. Sets of three neighboring wires each form one of 4 trigger groups. Three
of the groups lie in the inner, the fourth in the outer jet chamber. For track finding, the
hits from all wires are filled into shift registers. If all three wires of one trigger group in a
drift cell have a hit, the resulting hit pattern is tested for compatibility with a track. For
this purpose, hit pattern masks for a large set of possible tracks are a priori generated using
the detector simulation and stored on Content Addressable Memory (CAM) chips. Usage of
CAMs allows for a parallel and fast comparison of the measured hit pattern with all stored
masks. If a matching mask can be found, an L1 FTT track segment is created using the
track parameters corresponding to that mask. The track segments are characterized by the
track curvature k o 1/pr and the azimuthal angle ¢ of the CJC drift cell they originate
from. The pattern masks are generated in 2 x 16  bins for positive and negative tracks. The
granularity in ¢ is given by the 30 drift cells of the inner CJC1. The structure of the FTT
inputs and pattern recognition is also illustrated in Figure 3.6.

In a second step, the identified track segments are combined to complete tracks by the FTT’s
L1 Linker algorithm. First, the x and ¢ values from each trigger group are filled into a
2D histogram. To increase a potential overlap of track segments from the four groups, the
resulting histograms are smeared. Along ¢, the number of bins is doubled and the bin content
copied to both new bins. Along the x dimension, bins containing an actual track segment
weighted by a factor of 3, while neighboring bins get filled with a weight of 1. Since curved
tracks produce patterns at different angles in the 4 trigger groups, a Hough-transform is
performed to match the ¢ values from the first, second and fourth trigger group to ¢(r3) as
it would have been measured at the radius of the third trigger group r3. The construction of
the track segment histograms is illustrated in Figure 3.7.

The track segment linking is then performed by adding the 4 histograms. Patterns from
the same track tend to cluster in the k¢-plane. Among the bins exceeding a threshold of 4,
i.e., obtaining contributions from at least two track segments, local maxima are searched.
Each local maximum gives rise to an L1 FTT track candidate, with x and ¢(r3) defined by
the position of the maximum. To avoid double counting of tracks, bins adjacent to a local
maximum are vetoed. See also Figure 3.8.
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Figure 3.7: Illustration of the smearing and Hough-transform performed on the
trigger group track segment histograms by the FTT L1 Linker. a) Track segment
parameters for the 4 trigger groups in a schematic k¢-plane, where ¢ corresponds
to the position of the CJC cell the track segment lies in. b) Histograms are shown
after smearing, i.e., duplicating each ¢ column. In a Hough-transform, which
also takes into account the cell tilt, the track parameters are shifted so that in
each histogram ¢ corresponds to the angle ¢(r3) measured in the third trigger
group. ¢) Track segments with compatible parameters sit in the same place in the
transformed k¢(rs)-plane. Figure from Berger [42].
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Figure 3.8: Working principle of the FTT L1 Linker algorithm. a) Track segment
histograms in the 4 trigger groups after the Hough-transform. The numbers
represent the weights given to the bins. b) For linking of track segments, the 4
histograms are added. Shaded bins exceed a threshold of 4 and are considered in
the search for track candidates. If several adjacent bins exceed the threshold, only

the local maximum is considered as indicated by the red circle. Figure from Berger
[42].

FTT at Level 1

The reconstruction of Level 1 FTT track candidates can be performed within the 2.3 us
time frame available for the H1 L1 trigger. Track reconstruction itself is very fast, and a
majority of the time is needed to wait for charge collection and readout of the CJC. From
the track candidates, 16 FTT L1 trigger bits are constructed. They encode information on
track multiplicities, the summed charge of all tracks, and the topological structure of the
event. The track multiplicities are defined for various momentum thresholds, as defined in
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Table 3.3. Charge information is available from the sign of the measured s values. For the
topological structure, the transverse plane is segmented into 10 slices in ¢ and considering
rotational symmetries 78 distinct topologies are defined, depending on the pattern of segments
containing at least one track.

kbins  pr [GeV ] 1/pr[GeV™!]  trigger element Ny

0, 15 0.100 10.00 FTT_mul_Ta 7
1, 14 0.125 8.00 — —
2,13 0.160 6.25 FTT_mul_Tb 3
3, 12 0.250 4.00 — -
4,11 0.400 2.50 FTT_mul_Tc 3
5, 10 0.600 1.66 - -
6, 9 0.900 1.11 FTT_mul_Td 3
7,8 1.800 0.55 FTT_mul_Te 3

Table 3.3: FTT L1 track momentum thresholds. 6 L1 trigger elements are defined
from the multiplicities of tracks exceeding a given threshold. Only a limited number
of bits are available for the FTT trigger elements resulting in a maximum track
multiplicity that can be encoded for each threshold.

FTT at Level 2 and 3

At the second H1 trigger stage, FTT track reconstruction is performed at much higher
precision. Not only is the resolution in x and ¢ increased to 40 and 640 bins, respectively,
but also the z-coordinate of tracks is determined by a measurement of the charge division in
the CJC wires. Thus the full 3D track information for up to 48 tracks can be measured at
a resolution similar to that provided by the offline track reconstruction. In particular, the
full tracking information allows the reconstruction of more complex event variables, such as
the z-vertex position, invariant masses, etc. to be used by the H1 L2 trigger. In the third
trigger stage, L2 FTT tracks can be combined with objects from other sub-detectors for a
more complete event reconstruction.

3.3.2 The CIP Trigger

The CIP’s projective geometry allows for fast track recognition and z-vertex reconstruction
already at trigger level. For the z-vertex reconstruction all valid CIP track patterns with hits
in at least 4 layers are identified and their measured z-coordinates filled into a histogram.
From this histogram a CIP significance and multiplicity can be calculated and used to
distinguish signal from background events. The multiplicity corresponds to the number of
entries in the histogram. The significance gives the fraction of signal-like central (z < 50 cm)
with respect to background like backward (z > 50 cm) entries. Background events identified
by the CIP mainly originate from interactions of the proton beam with collimators in front
of the detector or with remaining gas in vacuum of the beampipe. An example CIP z-vertex
histogram is provided in Figure 3.9.

The fast CIP signal also provides good timing information with a resolution of ¢ = 7.1 ns.
This is well below the 96 ns bunch spacing in HERA so that the CIP timing can be used to
identify the exact bunch crossing an event originates from.
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Figure 3.9: Illustration on the construction of the CIP trigger z-vertex histogram
(left) and example histograms (right). Histograms are shown for signal events from
ep collisions (light gray) and for background events from collisions of the incoming
proton beam with the collimators C5A and C5B (dark gray). For the trigger,
histograms are only evaluated within the specified trigger range. Light gray bins
are considered as signal and dark gray bins as background. Figure from Urban
[147] and adapted.

3.4 Luminosity Measurement

The (instantaneous) luminosity £ relates the event rate dN/d¢ of a process to the underlying
cross-section o:

AN/dt = Lo (3.3)

To measure a cross-section via a counting experiment in which all events are recorded and
counted over a period of time, the luminosity integrated over that time, Li,, thus needs
to be precisely known. The instantaneous luminosity delivered by the HERA machine is
monitored using the Bethe-Heitler-process ep — epy [164] for which the cross-section can be
precisely calculated in perturbative QED. Dedicated detector systems are installed upstream
of the H1 detector to monitor the rate of Bethe-Heitler events by measuring the scattered
electron and photon.

For a more precise measurement of the integrated luminosity an offline analysis of the QED
Compton (QEDC) process [165] is performed. The QEDC final state is the same as for
the Bethe-Heitler process but photon and scattered electron emerge with a large transverse
momentum. QEDC events can thus be reconstructed with the main H1 detector using events
with back-to-back energy deposits in the SpaCal. For the HERA-II period, the luminosity
measurement from the QEDC analysis yields a total uncertainty of 2.7% that is dominated
by systematic effects.
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The p® meson decays almost exclusively into a pair of charged pions. The p° cross-section
measurement presented here is thus based on a sample of 777~ photoproduction events.
The event topology is very simple, with only the two pions in the central detector. In the
photoproduction regime, the scattered electron leaves the interaction point undetected, as
does the diffractively scattered proton. The transverse momentum of the 77~ system, which
balances the proton and electron momentum transfer, then is very small. As a consequence,
the two pions emerge from the interaction point back-to-back in the transverse plane and
with small transverse momenta pr < 1 GeV. An exemplary event can be seen in the H1
event display shown in Figure 4.1.

run 468537 event 4592 ”

Figure 4.1: H1 event display of a 7t7~ photoproduction event candidate. The
detector is empty but for two central, low pr, back-to-back tracks and associated
calorimeter clusters.

Measuring 77~ photoproduction events with the H1 detector is more complicated than
the simple topology might suggest. A main experimental challenge is that they have to be
triggered with track information only. For the H1 experiment, tracking information was
available on the first trigger level mainly from the Fast Track Trigger (FTT). In Section 4.1
the trigger strategy for 7+~ photoproduction events is described. The reconstruction of
events then has also to be performed using mostly information from the two pion tracks. How
various kinematic variables that are relevant for this thesis can be reconstructed is detailed
in Section 4.2. The selection cuts applied on top of the trigger in order to enhance the purity
of the 777~ photoproduction data sample are documented in Section 4.3. The section also
describes the definition of dedicated signal and control regions to study remaining events from
wrongly or partially reconstructed background processes. The dataset contains contributions
from elastic and proton-dissociative events. Their respective fractions are determined using
information from forward detectors to tag the proton-dissociative events, as is explained in
Section 4.4. Throughout the chapter, the data is compared to the MC model introduced in
Chapter 5.

4.1 H1 Dataset and Trigger

The analysis is based on ep scattering data collected by the H1 experiment during the
2006,/2007 HERA running period. Only runs with a positron beam and at the high proton
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beam energy of E), = 920 GeV are considered. During the running period, the H1 detector
configuration was stable, and in particular, the FTT reached peak performance. Events
are preselected to ensure all sub-detectors used in the analysis were operational during the
corresponding data acquisition runs. The total, QED Compton-corrected luminosity in
the considered run range is Ly p+os/07 = 130.0 pb™! £2.7% (syst.). A dedicated 7t
photoproduction trigger, the s14 subtrigger, is used to trigger events. Due to the large p"
photoproduction cross-section, the trigger is heavily prescaled with an average prescale of
(Ps1a) HE+06 so7 = 97.6. The effective, prescale corrected luminosity thus is:

L1 506j0r = 133 pb ™1 £ 2.7% (syst.). (4.1)

It relates the number of triggered 777~ photoproduction events to the production cross-
section and thus serves as the normalization factor for the cross-section measurement; compare
Chapter 7.

Beam-Gas Template

The vacuum in the HERA beampipe is not perfect, and some free atoms remain in it.
Interactions between the particle beams and these restgas atoms are possible. They contribute
as a background component to the present dataset. A dedicated data subset exists that can
be used to study these interactions. It is obtained from so-called pilot bunch events collected
from bunch-crossings in which one of the colliding electron or proton bunches is purposefully
left empty. As a consequence, the incoming beam particles can only interact with atoms
from the restgas. Events from these pilot bunches are weighted to match the luminosity of
the main dataset, put through the full data selection and then used to construct a template
for the beam-gas induced background contribution to the dataset. The event weights are
obtained from the ratio of pilot-bunch to colliding-bunch currents, which are proportional to
the instantaneous luminosity for the respective process.

The s14 Subtrigger

The s14 trigger mainly exploits FTT information to identify events with the 777~ photo-
production topology. Information from other trigger systems is added to suppress events
from various background processes. A positive trigger decision requires at least 2 L1 FTT
tracks with transverse momenta above 160 MeV and at most 3 tracks with pp > 100 MeV.
An additional third track is allowed in order to accommodate a considerable rate of fake,
wrongly reconstructed FTT tracks. Two of the three tracks have to be of opposite charge.
Besides the FTT requirements, cuts on the CIP significance, multiplicity, and timing ensure
events originate from ep collisions at the nominal interaction point. Vetoes on activity in
the inner forward liquid argon calorimeter and the forward FTI2 veto wall mainly suppress
non-diffractive events or diffractive proton-dissociation events with a large invariant mass of
the dissociative final state. The remaining trigger elements are a set of standard H1 vetoes
against events from beam-gas and beam-machine interactions; in particular, from outside
the nominal interaction region. In between the considered runs, the online trigger definition
was subject to slight changes. For consistency, the trigger definition is harmonized in the
offline event selection. Also, in 2007 the s14 was extended by an L2 FTT vertex selection
that cannot be applied to earlier runs. In practice, it is found to be almost fully efficient
and can thus be ignored. The formal definition of the s14 is given in Chapter 6. There, the
trigger is studied in more detail, and trigger correction factors for the H1 detector simulation
are derived. In all of the following plots, the trigger correction has been applied to the MC.

In Figure 4.2, the s14 event yield is shown as a function of the run number. The yield
is defined as the number of triggered events within a given time period divided by the
corresponding prescale corrected luminosity. For better visualization, consecutive runs
are combined to bins corresponding to a luminosity of approximately 2 pb~' before trigger
prescaling. The yield is shown for the online s14 definition, the offline harmonized trigger, and
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for events passing the full offline selection. The step in the online yield can be attributed to
the FTI2 veto being temporarily taken out of the online trigger definition. After harmonizing
the trigger definition offline, the yield becomes constant over time. This indicates a stable
detector performance. The pull distribution of the offline harmonized yield is also shown in
the figure, to illustrate this better. The pull is defined as the difference between the yield
measured in run ranges of roughly 1 pb~! and the average yield of the full dataset divided
by the statistical yield uncertainty. Within uncertainties, the pull is roughly consistent with
a normal distribution with zero mean and a width of 1.
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Figure 4.2: Left: Event yield against run number in blocks corresponding to
2 pb~!. The yield is shown for online s14 accepted events, events accepted by the
offline harmonized s14 trigger, and events accepted by the full offline selection as
labeled in the legend. Right: Pull distribution of the harmonized s14 yield with
respect to the average yield.The pull distribution is fitted with a Gaussian function
to validate consistency with a zero-mean and a variance of one.

4.2 Event Variables Reconstruction

In the photoproduction 7+ 7~ event topology, only the two pion tracks are precisely measured.
All kinematic variables thus have to be reconstructed from the two pion four-vectors alone.

The momentum transfer at the electron vertex Q2 can be measured in deep inelastic scattering
from the electron scattering angle 6., and the initial and final state electron energies F. and
FE.r, respectively:

Q*=2E.E. (1 +cosf.). (4.2)

The experimental signature of photoproduction is that the scattered electron is not recon-
structed. Scattered electrons can be measured up to 0., < 177.5° only, given the limited
acceptance of the SpaCal. This limits Q? < 2.5 GeV?; compare Section 7.1. Momentum
conservation also enforces a lower bound of

2,2
2 mey

minzl_y7

(4.3)

with the electron mass m. and the inelasticity of the scattering process y, as defined in
Section 2.4. MC studies suggest Q2 =~ 10712 GeV? and an average value of (Q?) ~
0.02 GeV? for the kinematic range of the present analysis. Compared to other scales of
the process, such as the center-of-mass energy, Q2 is very small and for practical purposes

Q? ~ 0 GeV? is assumed in the reconstruction of further kinematic variables.
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4.2. EVENT VARIABLES RECONSTRUCTION

Since the two pion tracks are directly measured, the kinematics of the di-pion system are
precisely known apart from the inherent tracking resolution. In particular, the invariant
7T~ mass can be calculated from the 4-vectors of the two pions, p,+ and p,—:

Myr = |p7r+ +pﬂ'_| =V (E72r7r - |ﬁ7r77|2)' (44)

E.r and Py, are the energy and three-vector of the 777~ system, respectively.

The photon-proton center-of-mass energy W, = |p, + pe — per|, can be approximately
calculated from the two tracks via
Wwp = \/2Ep (Eﬂ'Tr - pz,Trﬂ')- (45)

Only the known the proton beam energy FE,, the reconstructed di-pion energy, and the
longitudinal di-pion momentum p, . enter the expression. However, an approximation is
made wherein contributions of the order of mg, Q?, my?, and t are neglected relative to
the actual W72p5 compare derivation in Appendix C. For the higher end of the energy range
probed by this analysis (W, ~ O(80 GeV)), these are all valid assumptions. However, at the
lower end (W, ~ O(20 GeV)) and for proton-dissociative events with large my ~ O(10 GeV)
the approximation breaks down. In Figure 4.3, the relative difference between the actual
and approximated value of W, is plotted against the mass of the proton-dissociative system
using generated events from the 777~ signal MC samples. At large my ~ 10 GeV the
relative error on the average approximated W, value is roughly 3% but can be expected to
be more significant for small W.,,,.
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Figure 4.3: Average relative error for the approximation of W.,, using only di-pion
information as a function of my. The curve is constructed using generated tracks
from the elastic and proton-dissociative 777~ signal MC samples as indicated in
the legend.

The momentum transfer at the proton vertex t = |p, — ppr |2 roughly equals the negative
squared transverse momentum of the di-pion system:

t~ —pzTym. (4.6)

The expression is precisely valid only for Q% = 0 GeV? and if m, and my are neglected
relative to a much larger W.,,; compare derivation in Appendix C. These assumptions become
problematic in some regions of the probed phasespace. In Figure 4.4, the relative error in
the approximated value for ¢ is plotted as a function of both @ and my using generated
events from the signal 777~ MC samples. For large Q% ~ 2.5 GeV? the average error grows
to around 20-40%! and for large my ~ 10 GeV to roughly 30%.

IThe structure in the Q2 dependence of the error is related to the p° — 777~ decay topology that changes
qualitatively once Q2 is larger than the average |t|; compare e.g., Chapter 6.
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Figure 4.4: Average relative error for the approximations of ¢ using only di-pion
information as a function of Q? (left) and my (right). The curves are constructed
using generated tracks from the elastic and proton-dissociative 77~ signal MC
samples as indicated in the legend.

The remaining unknown variable in the final state is the mass of the proton-remnants my-,
in events where the proton dissociates. It can not be determined from the two pions alone.
The event selection applied on the dataset constrains it to roughly below 10 GeV; compare
Section 7.1. However, dedicated forward detectors are used to separate elastic (my = my,)
from dissociative events (my > m,,) as is explained further on in the chapter in Section 4.4.

4.3 Event Selection

To select a clean sample of 777~ photoproduction events, various event and track quality
cuts are applied on top of the run period and trigger selection. The selection procedure is
further split into two stages. First, a common base selection is applied. Events satisfying the
base selection are then split into a signal and multiple background control regions. The signal
region is very pure in 7t7~ events. However, it is still contaminated by misreconstructed
events from various background processes. Those are studied in more detail in multiple
background control regions that are enriched in a given kind of process. All selection steps
are described in the following. For a compact overview, all cuts are also summarized in
Table B.2 in Appendix B. Throughout the description, the measured data is compared to
the MC template model via control distributions of various kinematic variables. The MC
template is defined in Chapter 5.

4.3.1 Base Selection
Photoproduction and Event Quality

The selection of photoproduction events is ensured by a veto on the scattered electron. It
is required that no electron candidate is found in neither the SpaCal nor LAr calorimeter
and that the energy deposited in the SpaCal is below 10 GeV. Out of time events are
rejected by cuts on the liquid argon and CJC timing. Background events from beam-gas and
beam-machine interactions are suppressed by selecting the z-vertex position of the interaction
to be within 40 cm of the nominal interaction point.
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Central Tracks

Only events with exactly two reconstructed central tracks of good quality are considered.
The selected tracks have to be fitted to the primary vertex with a distance of closest approach
below 10 mm in the transverse plane. They need to satisfy minimum requirements on the fit
quality, the track length, and the associated number of hits in the CJCs and be within the
acceptance of the central tracking detector. The central tracker acceptance is defined by the
requirements pr, ¢k > 160 MeV and 25° < 0, < 155° on the track parameters. The polar
acceptance is slightly reduced compared to the actual CJC geometry for an improved trigger
performance; compare Chapter 6. The two tracks have to have opposite charges. Cuts on the
CJC timing ensure that the tracks originate from the same bunch crossing. To improve the
performance and modeling of the FTT, a minimum opening angle of A¢pprr > 20° between
the tracks in the transverse plane is required. A¢ppr is evaluated at the position of the third
FTT trigger group at a radius of 22 cm. Additionally, the transverse opening angle between
the tracks at the vertex is required to be larger than 50°. The cut reduces contributions from
backgrounds with additional neutral particles in the final state, which are not well modeled
by the available MC samples. Finally, a veto on tracks originating from cosmic muons is
applied as described by Huber [43]. The two tracks are then considered to be candidates for
the 7T and 7~ particles.

Large Rapidity Gap

The diffractive nature of the selected events is ensured by requiring a large rapidity gap
(LRG) between the centrally produced pions and the forward energy flow from the scattered
proton system. The LRG selection comprises a veto on events with more than a single track
in the forward tracking detector. A single track is allowed to account for detector noise or
proton-dissociative scattering events. Furthermore, no energy cluster above a noise level of
600 MeV is allowed in the forward region, 6 < 20°, of the liquid argon calorimeter. The cut
is defined conservatively in order to supersede the forward trigger vetoes and improve the
modeling thereof.

Visible Analysis Phasespace

The analysis phasespace is explicitly defined by the cuts 0.3 GeV < m,, < 2.3 GeV,
15 GeV < Wi <90 GeV, and p7, . < 3 GeV? on the reconstructed event variables. It is
further discussed in Section 7.1.

4.3.2 Signal Region Selection

For the 7+ 7~ signal, only two (pion) tracks are expected in the detector. The base selection
does not explicitly suppress background events with additional neutral particles, events
with additional charged particles outside of the CJC acceptance, or events with the two
tracks topology but with final state particles other than pions. A signal region is defined by
implementing additional cuts to suppress such background contributions.

Beam-Gas Events

The z-vertex distribution is shown in Figure 4.5. The sidebands are dominated by events
from beam-gas interactions. These events are suppressed in the signal region by applying a
tighter cut |zysx| < 25 cm on the z-vertex.
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Figure 4.5: z-vertex distribution for events satisfying the base selection. The
black data points are compared to the MC template with stacked contributions
shown as labeled in the legend.

Energy Deposits

Energy clusters from the liquid argon and spaghetti calorimeter are summed to give the
respective total energy deposits in the LAr and SpaCal. Only clusters above a noise level of
600 MeV for the LAr and 300 MeV for the SpaCal are considered. A geometric cluster-to-
track matching is performed to associate clusters with the two selected tracks. A cylindrical
cluster-to-track distance is calculated at the particle’s entry point into the calorimeter and
with a cylinder axis along its momentum direction upon entry. Calculating the entry point at
the calorimeter is essential for performing a proper matching with low pr, i.e., strongly bent
tracks. In figures 4.7 and 4.6, the distribution of the distance measure is shown for LAr and
SpaCal clusters, respectively. Clusters within a cylinder with a radius of 60 cm are considered
to be originating from a track. The large radius ensures that secondary particles emerging
from nuclear interactions of the pions with the detector material are also attributed to a
track. A significant excess of clusters associated with a track in data compared to the MC
template is attributed to an underestimation of the nuclear interaction cross-section by the
detector simulation; compare Section 5.2. This is not corrected, but potential consequences
are mitigated by the cluster-to-track matching and consequently not using the associated
energy any further.
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Figure 4.6: LAr control distributions for events satisfying the base selection. Left:
Minimum cylindrical distance between clusters and either of the two tracks as
defined in the text. Center: Energy associated with either of the tracks. Right:
Energy not associated with either of the tracks. The black data points are compared
to the MC template with stacked contributions shown as labeled in the legend.
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Figure 4.7: SpaCal control distributions for events satisfying the base selection.
Left: Minimum cylindrical distance between clusters and either of the two tracks
as defined in the text. Center: Energy associated with either of the tracks. Right:
Energy not associated with either of the tracks. The black data points are compared
to the MC template with stacked contributions shown as labeled in the legend.

For signal 77~ events, significant energy deposits that are not matched to a track are
not expected. However, they can occur in background processes with additional particles
in the final state. If those particles are neutral, e.g., for w — 77~ 7% photoproduction,
or lie outside of the CJC acceptance such events are not rejected by the track selection.
Instead, they are suppressed by cuts on the un-associated energy Ez’jioc < 0.8 GeV, and
E?;jgfll < 4 GeV in the LAr and SpaCal, respectively. The distributions of the total energy
deposits which are either associated and not associated with a track are shown in figures 4.6
and 4.7 for the LAr and SpaCal, respectively.

Particle Identification

The specific energy loss by ionization dE/dx in the central tracker is measured for each
track. The loss depends primarily on a particle’s velocity and thus can be used together with
the momentum measurement to discriminate particles of different mass. Due to a limited
resolution of the momentum and dE/dx measurements, only low-momentum particles can be
well separated. In Figure 4.8, the measured dE/dx in units of the energy loss of a minimum
ionizing particle (MIP) is plotted for selected tracks as a function of the track momentum.
Three distinct bands clearly separate low momentum pions from kaons and protons.
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Figure 4.8: Measured dE/dx distribution as a function of the log of the track
momentum for data events satisfying the base selection (left) and additionally the
particle identification selection (right). The four distinct bands differentiate pion,
kaon, proton, and deuteron tracks.
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4. 777~ PHOTOPRODUCTION DATA SAMPLE

Tracks are tested for compatibility with a particle hypothesis by comparing the measured
dE/dx value to the expected value for that hypothesis. The expected values are calculated
with the Bethe-Bloch formula [1]. The compatibility is quantified in terms of a y? probability.
The probability is calculated from the difference in the measured and calculated dE/dx values
relative to the resolution of the dE/dx measurement. Details on the procedure are given
by Berger [42]. A loose pion selection is applied by requiring the pion probability to exceed
1079, Furthermore, kaon, proton, and deuteron vetoes are applied for tracks with momenta
below 400 MeV, 900 MeV, and 2 GeV respectively if the corresponding likelihood exceeds
10%. The veto mostly reduces backgrounds from beam-gas interactions with a pion-proton
track topology and ¢ — K™K~ events. The impact of the selection is also illustrated in
Figure 4.8.

Control Plots

After the full signal selection, over 900000 di-pion photoproduction events remain in the data
sample. Using the MC model, the fraction of exclusive 777~ signal events is approximately
90%. The exact event yields, as well as the fractional contributions from all background
processes, are summarized in Table 4.1.

N(signal region)
data 943962 + 0.12% (stat.)
MC model 944 380 £ 0.30% (stat.) +6.04% (syst.)

contribution [%)]

excl. ™ 89.2
~-dissociation 3.4
w — 3T 2.7
P — 4w 2.6
beam-gas 1.7
10) 0.4

Table 4.1: Number of events in the 777~ photoproduction signal region after
applying all selection cuts and fractional contributions from the various signal and
background processes considered in the MC model.

Control distributions of the invariant di-pion mass, the photon-proton scattering energy, and
the squared transverse 777~ momentum for events satisfying the signal selection are shown
in Figure 4.9. The sample is indeed dominated by the p® resonance, which gives rise to a large
peak around m,, ~ 0.770 GeV. A second 777~ resonance can be seen on the logarithmic
scale at a higher mass of around m,, ~ 1.6 GeV. Various wrongly reconstructed background
processes then contribute over the whole mass range. The falling W, distribution is mostly
a feature of the photon flux decreasing with increasing energy; compare Section 2.4. The
lower and upper energy range is restricted by the polar acceptance of the central tracker. The
p3. .~ —t distribution is steeply falling, as is expected for diffractive processes. At low p3. |
it is dominated by elastic scattering, whereas at large pQT’7r7T > 0.5 GeV?, proton-dissociation
becomes dominant. All distributions are well described by the MC model. This can only be
achieved after tuning the MC samples to the present data; compare Section 5.3.

Further control plots showing distributions of the pion track variables are presented in
Figure 4.10. Most notably, they illustrate the low transverse momenta of the pion tracks with
typical values of pr nigh ~ 0.4 GeV for the leading and pr 10w ~ 0.3 GeV for the sub-leading
track. Another important topological property of the events is illustrated by the distribution
of the transverse opening angle between the two pions. Due to the small momentum transfer
at both the electron- and proton-vertex in diffractive photoproduction and the consequently
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Figure 4.9: m,, distribution on a linear (a) and logarithmic y-axis scale (b),
W, distribution (c), and p7. ., distribution (d) for events satisfying the signal
selection. The black data points are compared to the full MC model with stacked
contributions shown as labeled in the legend.

system, the two pion tracks mostly emerge back

to back. The distributions of the polar angles of the two tracks are shown because they
are very sensitive to good modeling of many detector effects with polar dependencies. In
particular, the polar angle of the less central of the two tracks is used for the correction of
the trigger simulation; compare Chapter 6. Overall, the MC template model describes the
data quite well in all studied variables. Some discrepancies between data and the nominal
MC distribution persist, but the full systematic uncertainty band typically covers them.
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Figure 4.10: Control plots of track variables for events satisfying the signal
selection. Distribution of the lower (a) and higher of the two track transverse
momenta (b), of the difference between the two track transverse momenta (c), of
the azimuthal angle of the positive (d) and negative track (e), of the difference
between the azimuthal angles (f), of the lower (g) and higher of the two track
polar angles (h), and of the less central polar angle (i). The black data points are
compared to the full MC model with stacked contributions shown as labeled in the
legend.

47



4.3. EVENT SELECTION

4.3.3 Background Control Regions

Several wrongly or partially reconstructed background processes populate the 777~ photo-
production dataset even after the full signal event selection that is described in the previous
section. The dominant processes to be considered are diffractive photoproduction of other
vector mesons, such as the w(782), #(1020), p(1450), or p(1700) mesons, and diffractive
photon-dissociation. A generic diagram for these processes is depicted in Figure 4.11. Some
of the considered vector mesons can decay into a pure 777~ final state, which is then
indistinguishable from the signal and treated as such; compare Chapter 5. However, the
dominant decay modes generally include multiple pions, kaons, and other particles in the
final state; compare Table 5.1 in Chapter 5. Another important background comes from
interactions between either of the incoming particle beams and remaining atoms in the
imperfect vacuum in the beam-pipe. Further backgrounds are not considered and assumed
to be negligibly small.

P Y

Figure 4.11: Diagram of generic vector meson production with multiple particles
in the final state. If only two charged particles are reconstructed, these processes
can give background contaminations to the selected 7+~ dataset.

Due to the limited acceptance and efficiency of the H1 tracking detectors and the limited
sensitivity of the calorimeter, charged an neutral particles are easily missed in the event
reconstruction. If only two charged particles from a multi-particle background event are
reconstructed, it can satisfy the 777~ criteria and be wrongly selected. Event displays of
two background event candidates that satisfy the base selection are shown in Figure 4.12.
The two events show additional activity in the calorimeters that can not be associated with
the two selected tracks.

-FI!I_

i

run 468632 event 29445

Figure 4.12: H1 event displays for events with the dipion photoproduction track
topology and additional activity in the LAr (left) or SpaCal calorimeter (right).
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For the analysis, various background control regions are defined in which a specific background
component is enhanced. They allow to study the respective components and modeling thereof
in more detail. More importantly, they are used for normalizing the background MC samples;
compare Chapter 5 and Chapter 7. The control regions are defined orthogonally by inverting
or replacing a subset of the previously defined 7+ 7~ signal selection cuts on top of the base
selection.

Photon-Dissociation Control Region

The final state particles from photon-dissociation typically emerge in the direction of the
photon, i.e., they preferably produce signals in the backward region of the H1 detector. To
identify photon-dissociation events thus the cut on the unassociated energy deposited in the
SpaCal is replaced by the requirement 4 GeV < Eg’;;g{ll < 10 GeV . An exemplary event
with two tracks plus un-associated energy deposits in the SpaCal calorimeter is shown in
Figure 4.12. The lower energy bound distinguishes photon-dissociation from p’ — 47 and

w — 77770 events. The upper bound is retained as a veto against DIS events.

Control distributions of event variables in the photon-dissociation control region are presented
in Figure 4.13. Generally, the data appears to be well described by the MC model, though
the size of the sample is rather small. The purity of y-dissociation events in the control
region is roughly 78%.
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Figure 4.13: mq, (left), W,, (center), and p7 .. (right) distribution in the
~v-dissociation control region. The black data points are compared to the MC
template with stacked contributions shown as labeled in the legend.

w — 37 Control Region

The w meson decays primarily into two charged and a neutral pion. For an enhanced selection
of such w — w7~ 7" events, the cut on the energy deposit in the LAr that is not associated
with the tracks is inverted, i.e., it is required that E*$3°¢ > 0.8 GeV. An exemplary data
event with two tracks plus unassociated energy deposits in the LAr calorimeter is shown in
Figure 4.12. On detector level, w and p’ events with unassociated energy deposits are very
similar. As the w meson is lighter than the considered p’ resonances, it can be distinguished
by requiring the mass of the 777~ system to be below 0.55 GeV in the w control region.
Furthermore, an event mass meys is constructed, which is calculated from the four-vectors
of the two pion tracks and all the four-vectors of unassociated LAr and SpaCal clusters. A
control distribution of the event mass is given in Figure 4.14 for events satisfying the base
selection. For the w control region, meyt < 1.2 GeV is required.

Control distributions of event variables in the w — 37 control region are presented in
Figure 4.15. Generally, the data appears to be well described by the MC model. The purity
of w events in the control region is roughly 54%. A better purity could not be achieved
because of the similarity of w events to p’ and v-dissociation events on detector level.
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Figure 4.14: Control distribution of the event mass variable me, for events passing
the base selection. The black data points are compared to the MC template with
stacked contributions shown as labeled in the legend.
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Figure 4.15: m,, (left), W,, (center), and p%m (right) distribution in the w
control region. The black data points are compared to the MC template with
stacked contributions shown as labeled in the legend.

p' — 4w Control Region

Excited p’ mesons decay primarily into four pions with various different charge configurations.
For an enhanced selection of such p’ — 47 events, the cut on the energy deposit in the LAr
that is not associated with the tracks is inverted to the requirement E*§5°¢ > 0.8 GeV. p’
events are separated from w events, by requiring the event mass to be larger than 1.2 GeV.
Ideally, additional tracks would be used to identify p’ decaying into multiple charged pions.
However, this is not possible for this analysis. Additional central tracks can not be used
because of the poor MC modeling of the FTT fake track rate and the track multiplicity
requirements on trigger level. Forward tracks can not be used because of the forward FTI2
veto in the trigger which is not included in the simulation but can be expected to have a

significant impact on p’ events; compare Chapter 6.

Control distributions of event variables in the p’ — 47 control region are presented in
Figure 4.16. Some mismodelings might be present in the m,, distribution. Structures
in m,, are sensitive to the p’ decay modes, in particular to those with and without an
intermediate p° resonance. Those are only roughly estimated in the p’ MC samples; compare
Section 5.3. A dedicated systematic uncertainty on the decay modes is estimated to cover
potential discrepancies; compare Section 5.5. The purity of p’ events in the control region is
roughly 48%. A better purity could not be achieved because of similarities between w, p’,
and v-dissociation events on detector level.
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Figure 4.16: my, (left), W, (center), and p7 . (right) distribution in the p’
control region. The black data points are compared to the MC template with
stacked contributions shown as labeled in the legend.

¢ — KK Control Region

The ¢ meson decays primarily into a pair of charged kaons. Those can be identified via
their specific energy loss in the CJCs. The signal pion dE/dx selection is thus replaced by a
requirement that the dE/dx likelihood under a kaon hypothesis exceeds 1% for both tracks.
Selected kaons are ensured to originate from ¢ mesons by requiring the invariant mass of
the two tracks reconstructed under a kaon hypothesis to be within 15 MeV of the ¢ meson’s
mass. The ¢ meson tends to have a larger transverse momentum so that also the cut on the
transverse opening angle between the two tracks at the vertex must be removed.

Control distributions of event variables in the ¢ — KK control region are presented in
Figure 4.17. Generally, the data appears to be well described by the MC model. The purity
of ¢ events in the control region is roughly 89%.
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Figure 4.17: mg (left), W,, (center), and p%,m (right) distribution in the ¢
control region. Only the invariant mass is calculated under a kaon track hypothesis.
The black data points are compared to the MC template with stacked contributions
shown as labeled in the legend.

Beam-Gas Control Region

The remaining gas in the beam-pipes is homogeneously distributed. Events from beam-gas
interactions are thus also uniformly distributed along the z-vertex position. Unlike signal
events that peak at zyi, = 0 cm. A corresponding beam-gas control region is thus defined
from the zyty sidebands 25 < |zyix| < 40 cm.

Control distributions of event variables in the beam-gas control region are presented in
Figure 4.18. Generally, the data appears to be well described by the MC model. The purity
of beam-gas induced events in the control region is roughly 42%.
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Figure 4.18: my (left), W, (center), and p7 . (right) distribution in the beam-
gas control region. The black data points are compared to the MC template with
stacked contributions shown as labeled in the legend.

Control Region Yields

Event yields and purities in the signal and all control regions are summarized in Table 4.2.

CR N data £ stat. N MC model + stat. + syst. purity
excl. 7t7~ 943962 4+ 0.1% 944380 £ 0.3% + 6.0% 89 %
~-diss. 1108 4+ 5.0% 1117+ 21% +£39.5% 78 %
w — 3w 2146 + 2.7% 2144 +28% +21.2% 54 %
p — 4w 39355 + 0.6% 39357+ 1.5% +22.9% 48 %
¢ — KK 6432 + 1.5% 6432 +1.1% +£14.7% 89 %
beam-gas 12602 + 1.1% 12704 +£10.0% +21.3% 42 %

Table 4.2: Event yields and purity in the signal and control regions. The beam-gas
region is dominated by weighted data events from pilot bunch interactions, hence
the large statistical uncertainty.

A summary of all signal and control region cuts is given in Table B.2 in Appendix B.

4.4 Proton-Dissociation Tagging

The 77~ photoproduction data sample is dominated by elastic scattering events. However,
it also contains contributions from proton-dissociative scattering where the final state proton
decays into a system Y of multiple particles with a combined invariant mass my > m,.
The event selection, most notably the veto on energy deposits in the forward LAr, limits
my < 10 GeV; compare Section 7.1.

The proton remnants emerge in the very forward direction, which is not well covered by
detector instrumentation. They can thus not be entirely or reliably reconstructed, but mostly
leave the detector undetected through the beampipe. However, some of the remnant particles
do occasionally induce signals in one of several forward detectors. Either by direct interaction
or via indirectly produced secondary particles from collisions with the beampipe, collimators
or other infrastructure. An exemplary event with activity in the forward Plug calorimeter is
shown in Figure 4.19.

Not every dissociative event produces a signal in the forward detectors. Besides, signals can
also occur in the presence of detector noise or when the elastically scattered proton produces
secondary particles upon interacting with the detector infrastructure. Consequently, proton-
dissociative scattering events can not be identified on an event-by-event basis. However,
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information from the forward detectors can be used to define event tags that allow splitting
the dataset into control regions enriched in either elastic or proton-dissociative events.
These regions then allow the determination of the overall elastic and proton-dissociative
contributions to the dataset.

A==l =

. . v
run 468634 event 23206 4—1 4—1

Figure 4.19: H1 event display for a proton-dissociative di-pion photoproduction
event candidate with a signal in the Plug calorimeter (highlighted in red).

—
—_—

4.4.1 Forward Detectors For Tagging

The forward detectors used by the present analysis for tagging proton-dissociative events
are the Forward Tagging Station (FTS) at z=28 m, the Plug calorimeter and the Forward
Muon Detector (FMD). Neither of them provides complete coverage of the forward direction.
However, in combination, they cover a large range in forward rapidity up to approximately
n < 7.5; compare Chapter 3. The usage of these detectors in an analysis is potentially
problematic because the H1 simulation does not describe their respective responses very well.
A two-step procedure is applied to make the simulation more robust and bring it into better
agreement with the actual performance of the real detectors. First, only binary tagging
information from the detectors is used to distinguish whether there was a signal or not.
Secondly, the tagging information from the three detectors is combined in order to reduce
dependence on good modeling of a single detector. A tagging rate is defined as the fraction
of fully reconstructed events that are tagged by a single subdetector or a combination of
multiple detectors:

N (tagged && selected)
€lag =
fag N (selected)

(4.7)

Tagging rates are used to study the tagging performance of each sub-detector in data and the
MC model and to ensure that the combined tagging information is reasonably well described
by the simulation.

tagprs @ Nptgas > 0

An event is tagged by the FTS at z=28 m if there is at least one hit recorded. A priori, the
FTS has a significant fake tagging rate for elastic scattering events. For large momentum
transfers and certain azimuthal scattering angles, the elastically scattered protons can hit
a collimator in front of the FTS and induce signals via secondary particles. Unfortunately,
the collimator appears not to be correctly positioned in the simulation resulting in a wrong
description of the MC tagging rate for these events. The FTS can thus only reliably be used
for events where the proton does not hit the respective collimator. Exploiting the momentum
balance in an event, for 77~ signal events this can be ensured via acceptance cuts on the
7t 7~ kinematics; namely on the azimuthal angle and transverse momentum of the 7+~
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system. The FTS is then only used for events which satisfy either of the requirements:

FTS acceptance = (p%mr < 100 MeV) (4.8)

| (D% r > 100 MeV && [prre| > 120°)
| (P75m > 300 MeV && [rr| < 45°).

In Figure 4.20, the distribution of the number of FTS hits within this acceptance is shown
for data and the MC model. The tagging rate for the FTS is shown in the same figure as
a function of pQTmT for data, the full MC template, and the elastic and proton-dissociative
signal 777~ MC samples. While the number of FTS hits is ill-described by the MC, the
tagging rate measured in data seems to be well reproduced by the full MC model within
systematic uncertainties. The pzT,Tr7r dependence of the tagging rate is significantly shaped by
the FTS acceptance cuts and varies between 25% and 10% for proton-dissociative events.
Elastic events are still wrongly tagged at a rate of about 1% because of noise in the FTS.
The total MC rate rises from 5% at low p3 . to roughly 10% for p7. . = 1 GeV because of
an increasing contribution from proton-dissociative events towards higher p%,m; compare
also Figure 4.9 (d).
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Figure 4.20: Left: Distribution of the number of FTS hits within the FTS
acceptance as it is defined in the text. The black data points are compared to
the MC model with stacked contributions as labeled in the legend. Right: FTS
tagging rate as a function of p%,w. The rate is shown for data, the full model, and
the elastic and proton-dissociative signal 77~ MC as labeled in the legend.

NEC>1.2 GeV >1

tagPlug : Plug

The Plug calorimeter suffers from a high noise level. Also, its energy response is not well
modeled. For tagging purposes thus only the number of Plug clusters above a noise threshold
of 1.2 GeV is considered. If there is more than one such cluster in an event, it is considered
to be tagged by the Plug. The distribution of the number of plug clusters above the noise is
shown together with the plug tagging rate in Figure 4.21. For dissociative events, the rate is
about 10% and varies only little with p7. . For elastic events, the rate due to remaining
noise is almost negligible. A change in the relative proton-dissociative contribution leads to
a change in the tagging rate in data with p%,m. The remaining differences between the data
and full model rates appear to be within the systematic uncertainty band.
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Figure 4.21: Left: Distribution of the number of Plug clusters above noise. The
black data points are compared to the MC model with stacked contributions as
labeled in the legend. Right: Plug tagging rate as a function of pQT,M. The rate is
shown for data, the full model, and the elastic and proton-dissociative signal MC
as labeled in the legend.

tagpnp @ Neaap > 0

An event is tagged by the FMD if there is at least 1 hit in any of the first three FMD layers.
In Figure 4.22, the number of FMD hits in the first 3 layers is shown together with the
tagging rate as a function of p%ﬁm. The distribution of FMD hits is poorly described by
the MC. The tagging rate, on the other hand, is much better modeled. Contrary to the
other detectors the FMD suffers from a rather large noise level resulting in a roughly 20%
mistag rate for elastic events. Naturally, the noise level is independent of kinematic variables.
Simultaneously, the FMD provides a high tagging rate for dissociative events that varies
from ~ 55% at low p7. .. to ~ 65% at p7 . ~ 3 GeV. The data rate is described by the MC
within uncertainties and exhibits a similar pzT,m dependence as observed for the previous
detectors.
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Figure 4.22: Left: Distribution of the number of hits in the first three FMD layers.
The black data points are compared to the MC model with stacked contributions
as labeled in the legend. Right: FMD tagging rate as a function of pQT,M. The rate
is shown for data, the full model, and the elastic and proton-dissociative signal
MC as labeled in the legend.
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4.4.2 Application of Tagging Information
Tagging Categories

The tagging information from the 3 forward detectors is combined to reduce the dependence
on the individual detectors and in turn reduce a potential impact from the mismodeling they
are subject to. For the combination, the tags from FTS, FMD and the Plug calorimeter in
an event are counted to give the total number of tags in an event:

Ntags = tagpiyg + tagprs + tagevp, 0 < Nyags < 3, (4.9)

Only this combined tag information is used. Four different tagging categories are defined. The
requirements Niags == 0, Niyags == 1, and Niaes > 1 define orthogonal zero-tag, single-tag
and multi-tag categories, respectively. The two latter categories can be combined to an
inclusive-tag category corresponding to the requirement Niags > 0.

The tagging rates for the zero-tag, single-tag, and multi-tag categories are shown in Figure 4.23
as a function of pQTﬂm. The rates appear to be well described by the MC within uncertainties.
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Figure 4.23: Zero-tag (a), single-tag (b), and multi-tag tagging rate (c) as a
function of pQT,M. The rate is shown for data, the full model, and the elastic and

proton-dissociative signal MC as labeled in the legend.

The event yields in the three tagging categories in the signal region are summarized in
Table 4.3. The respective fractions of proton-dissociative 777~ events are also listed. The
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zero-tag and multi-tag categories provide two control regions that are very pure in elastic
and proton-dissociative events, respectively. The single-tag category can then be considered
as a transition region where the respective contributions are of a more similar size.

tagging region N data & stat. N MC model + stat. &= syst. NJj/N™"

zero-tag 661755 + 0.14% 664052 £ 0.28% + 5.58% 10 %
single-tag 243472 £ 0.23% 240895 £ 0.37% + 8.53% 36 %
multi-tag 38735 + 0.61% 39432 + 0.75% + 13.31% 91 %
inclusive-tag 282207 £ 0.21% 280327 £ 0.39% £ 8.77% 44 %

Table 4.3: Event yields for the tagging categories in the signal region and fraction
of proton-dissociative 777~ events.

Application of Tagging Information

The tagging categories allow determining the elastic and proton-dissociative contribution
to the dataset. For a simplified argument, background contributions are neglected for the
moment, and it is assumed that the N measured data events are constituted of N elastic and
Npqa proton-dissociative events. Using any two orthogonal tagging categories with tagging
rates €pag1 and €gag0 the dataset can be split into two categories:

Ntagl = €tagl N = €el,tagl Nel + €pd,tagl di (410)

NtagQ = €tag2 N = €el,tag2 Nel + €pd,tag2 di (411)

If the tagging rates are correctly described by the elastic and proton-dissociative MC, the
MC rates can be inserted, and equations (4.10) and (4.11) be solved for N and Npq:

mc mc
€pd tag2Vtagl — €pd tag1 NVtag2
Nel — pd,tag pd,tag (412)

emc emc _ emc 6’I"I’LC
pd,tagl“el,tag2 pd,tag2*el,tagl

mc mc
Ny — eel,tag?lvtagl - 6eLtagl]Vt?’Lg? 41
pd = T The mc mc mc ( . 3)
€ € — € €
pd,tagl“el,tag2 pd,tag2*el,tagl

However, this simple approach (“ABCD” method) poses a risk. Since two equations are used
to determine two unknown parameters, there is always a unique solution. The validity of the
solution then relies on the tagging rates being correctly simulated. Judging from the control
distributions of the tagging inputs from FMD, FTS, and the Plug calorimeter, a priori, this
is not a save assumption for the present analysis?.

In order to determine the elastic and proton-dissociative contributions more robustly, three
tagging categories are used instead of two: the zero-tag, single-tag, and multi-tag category.
Equations (4.10) and (4.11) are then extended by a third. In the presence of mismodeling of
the tagging detectors, statistical, and systematic uncertainties, the three equations can not
be analytically solved using MC tagging rates. Instead, a fit has to performed to determine
optimal N¢ and N,q that best satisfy all three conditions. Similar considerations also
apply in the presence of additional background contributions where additional constraints
on the event yields come from the background control regions. As the number of events in
these regions is rather small, they are only split into two tagging categories, the zero- and
inclusive-tag category.

2The argument remains the same even when distributions are considered instead of total event yields because
the Difft VM MC generator does not predict kinematic cross-section dependencies. Instead, those have to
be tuned to data. Equations (4.10) and (4.11) then simply have to be solved independently to every bin
in a considered distribution. This is achieved in the unfolding approach for the cross-section measurement;
compare Chapter 7.
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This fitting procedure is applied twice in the present analysis. First, it is used to determine
the normalizations of the MC samples for the construction of the MC template model. Details
are described in Section 5.3. Furthermore, a fit in the tagging categories is performed in the
unfolding procedure for the cross-section measurement; compare Section 7.2.

Using the single- and multi-tag categories instead of the inclusive-tag category has another
advantage: It provides some sensitivity to the distribution of the mass of the proton-
dissociative system. The three tagging categories perform differently in different my ranges.
In Figure 4.24, the respective rates are shown for the 777~ signal MC samples as a function
of my. At low masses around my ~ 1 GeV, most events do not obtain any tag. A single
tag dominates moderate masses around my =~ 3 GeV. For higher masses, increasingly two
or more of the forward detectors receive a hit from the proton remnants. This is found to
greatly reduce the dependence of the cross-section measurement on the MC modeling of the
my distribution. For the final result, using 3 instead of 2 tagging categories is found to
reduce the uncertainty of the proton-dissociative cross-section associated with the my shape
by a factor of approximately 2.
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Figure 4.24: Zero-tag, single-tag, and multi-tag tagging rate as a function of my-
for the elastic and dissociative 77~ signal MC as labeled in the legend.

Control Plots

Throughout this section, the MC model can simultaneously describe all tagging rates
reasonably. Both for the individual forward detectors and the combined tagging categories.
This consistency is taken as an important validation for a reasonable modeling of the
forward tagging information and for the procedure applied to normalize the elastic and
proton-dissociative MC contributions. For further validation, the m,., W,,, and t control
distributions are shown for the three tagging categories in the signal region in Figure 4.25.
Within uncertainties, the MC also reproduces the kinematic dependencies in the tagging
categories quite well.
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Figure 4.25: Control distributions for my, (left column), W,, (center column),
and p%m (right column) for events from the signal region in the zero-tag (top
row), single-tag (center row), and multi-tag category (bottom row). The black
data points are compared to the full MC model with stacked contributions shown
as labeled in the legend.
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5 SIMULATION OF w77~ PRODUCTION

The present analysis relies on the simulation of 777~ electroproduction and various back-
ground processes at HERA and their measurement with the H1 detector. For once, simulated
events that mimic the measured data are used to validate the understanding of the dataset;
compare Chapter 4. More importantly, the simulation is used to model the response of the
H1 detector to 777~ production. The detector simulation can then be used to correct the
measured data distributions for detector effects; compare Chapter 7. With the corrected
distributions, 7+ 7~ photoproduction cross-sections can be measured on particle level, i.e.,
before the final state particles have interacted with the detector. Simulated events are built
in two stages: First, a Monte Carlo (MC) event generator is used to randomly generate
events that reproduce the event rate distributions to be expected from an underlying physics
model. The generated events are then processed through a simulation of the experimental
setup, i.e., of HERA and the H1 detector.

This analysis makes use of the Diff VM event generator that is introduced in Section 5.1.
The detector simulation is described in Section 5.2. In Section 5.3, the various MC samples
that are used for this analysis are introduced. They model relevant signal and background
processes and are combined to a template model aiming to reproduce the photoproduction H1
dataset; compare Chapter 4. For an improved description of the data, the MC samples are
tuned; which is described in Section 5.4. A good description of the data is only possible once
systematic model uncertainties are accounted for. The sources of systematic uncertainties
considered for this analysis are discussed in Section 5.5.

5.1 The Diff VM Generator

This analysis uses the DiffVM [166] event generator to simulate diffractive vector meson
production in ep collisions. Both elastic scattering and proton-dissociation are modeled. The
description of the diffractive interaction is based on the Vector Meson Dominance Model
(VDM) [117, 119, 167-169] and Regge theory. Diff VM is both used to model signal 7+~
photoproduction as well as various diffractive background processes. The generator is briefly
described in the following.

Vector Meson Production

Difft VM assumes the incoming electrons emit virtual photons. The ep cross-section then is
modeled in terms of a photon flux @, /. and the photon-proton cross-section o« :

d*o.,
dyd@Q?

Q?, vy, and W,, are the photon-virtuality, inelasticity, and photon-proton center-of-mass
energy, respectively, as they are introduced in Section 2.4. For virtual photons with non-zero
@?, both transverse and longitudinal polarization states as indicated by the superscripts T
and L can contribute. The longitudinal and transverse photon flux is simulated according to
the Weizsécker-Williams approximation as introduced in Section 2.4.

= (b;/e(y’ QZ) U?*p(Www Qz) + (I)S/e(ya QZ) UI?*p(va Qz) (5.1)

The photon-proton cross-section is expressed in terms of the real photoproduction (Q? =
0 GeVz) cross-section modified by a phenomenological Q? dependence. For transversely
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5.1. THE DIFFVM GENERATOR

polarized photons it is parametrized as

az*p(QQ) = Ovp <1> ) (5.2)

1+%

with phenomenological parameters A and n,. The longitudinal cross-section then is parametrized
in terms of the transverse cross-section as

Q2
aﬁ*p(QQ) =Rp/r JWT*Z,(QQ) = % UWT*p(QZ), (5.3)

+X§%=
ﬁ*p vanishes for Q2 —
0 GeV? while az*p approaches the photoproduction cross-section. The parameters for the
Q? dependence are roughly chosen to reproduce measured cross-section distributions. A is
set to the mass of the simulated vector meson. For the other parameters the values n, = 2.4,
¢ =0.42 and x = 0.12 are chosen. They roughly reproduce the spectra measured for p°
electroproduction by the H1 Collaboration [2]. Since the present analysis only considers

events at low Q2 values, it is not very sensitive to the precise modeling of the Q2 dependence.

with additional free model parameters £ and y. In particular, o

In the spirit of vector meson dominance, o, is assumed to be a superposition of vector
meson cross-sections OXPM. However, no assumption on the coupling between photons and
vector mesons is made. Instead, every process can only be simulated independently, and the
coupling is absorbed into a global normalization factor that has to be provided externally.
A simple, non-relativistic Breit-Wigner function is assumed for the lineshape of the vector
meson mass distributions:

d VM FQ
%(m) o BWron-re1(m) = VM . (5.4)

(m —myvm)® + 102y

In the parametrization, m is the generated invariant vector meson mass, and mvyy and 'y
are the Breit-Wigner mass and width parameters, respectively. Various decay channels can be
modeled with branching-ratios again having to be provided by external measurements. The
angular decay distributions are modeled under assumption of s-channel helicity conservation,
where the vector mesons retain the helicity state of the photon. The mass shape of the
DiffVM samples used for the present analysis is further discussed in Section 5.4.

Pomeron Exchange

The meson-proton interaction is modeled following Regge phenomenology by considering the
exchange of a single leading Pomeron trajectory

at)=a(0)+a't=1+¢e+a't, (5.5)
with free parameters €, and o’. ¢ is the momentum transfer at the proton vertex as introduced

in Section 2.4. The cross-section is then assumed to rise exponentially as a function of W,
and t:

do¥YM dog VM 4(e+a’ t)
d”t” (W, t) = d”t” (W, = Wo,t =0) ( M}:) et (5.6)

Again, any couplings are absorbed into the global cross-section normalization at a reference
energy Wy and zero momentum transfer. The ¢-dependence is parametrized by an additional
parameter b. For this analysis, different values for €, o/, and b are assumed for various
simulated processes. A detailed discussion follows further on in the text in Section 5.4.
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5. SIMULATION OF 777~ PRODUCTION

Diffractive Dissociation

DiffVM can model both elastic scattering and diffractive dissociation of the final state proton.
However, the processes are simulated independently, and no assumption is made on the
relative normalization. For proton-dissociation, the mass spectrum of the proton remnants
Y is modeled according to

do _ f(m})
dmis " (m)

: (5.7)

with a free a model parameters ey The function f(m? ) models the resonance structure of the
excited proton. For low masses m3- < 3.6 GeV?, f (m3) is obtained from a parametrization
and fit of the resonance structure observed in proton-dissociative proton-deuteron scatter-
ing [170, 171]. In particular, several N*T resonances observed in data are included in the
model, such as the N(1440), N(1520), N(1680), and N(1700) resonances. For resonance
production, the proton decay is modeled according to the measured resonance decay modes.
In the continuum regime with m?2- > 3.6 GeV?, the function f(m?) is set to 1 and the proton
modeled as a quark-diquark system. The quark is assumed to be set free in the scattering.
For the subsequent fragmentation, a Lund string model as implemented in JETSET [172] is
used.

The photon can also dissociate diffractively instead of forming a bound vector meson state.
This is modeled in Diff VM by assuming that the photon forms a quark-antiquark pair
collinear with the photon flight direction. For the mass myx of the diffractive system, the
cross-section is expected to behave like

do 1
X
dmi — (m%)""

(5.8)

with a free parameter ex. The fragmentation is again modeled in JETSET.

From Regge theory, it is expected that diffractive dissociation is governed by triple Pomeron
exchange; compare Chapter 2. The dissociative cross-section dependencies modeled by
DiffVM have a simpler form. In particular, they do not model a ¢-dependence of the
dissociative mass spectrum. For ey = ex = 0.0808 the Donnachie and Landshoff Pomeron
intercept is chosen.

5.2 The H1 Detector Simulation

The H1 detector is precisely modeled and its response to particles is simulated in the
H1Sim [173] program. H1Sim is based on GEANT3 [174] to simulate the interaction of
particles with the detector material. Events generated by the Monte Carlo event generators
are passed through the simulation to produce detector signals similar to those obtained for
events observed with the real H1 detector. These signals are then processed by the standard
H1 reconstruction software that is also used for real data. This provides simulated events on
detector level that can be compared to measured events.

This analysis relies mainly on the central tracker and thus precise modeling of it. Un-
fortunately, there are some flaws in the simulation that need to be accounted for. They
mostly affect the simulated detector response on trigger level and require a correction of
the simulated trigger efficiencies. The trigger correction factors are derived in Chapter 6.
Another known problem of the simulation is an inadequate description of nuclear interactions
between particles traversing the detector and the detector material itself. Nuclear interac-
tions are simulated with the GEISHA program, which is not reliable in the intermediate
track momentum range of 100 to 500 MeV [175]; also compare the discussion by Berger
[42]. Unfortunately, this range is most relevant for the process studied in this thesis. The
simulated tracking efficiency is retroactively corrected for an underestimation of the nuclear
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5.3. MODELING THE 777~ PHOTOPRODUCTION DATASET

interaction cross-section [176]. The simulated tracking resolution and response of other
detector components such as the calorimeters are not. Instead, conservative uncertainties
are assumed to cover a potential impact on the analysis; compare Section 5.5.

5.3 Modeling the ™7~ Photoproduction Dataset

Several MC samples are used to model the 777~ photoproduction dataset that is introduced
in Chapter 4. They model elastic and proton-dissociative production of p°(770), w(782),
¢(1020), p(1450), and p(1700) vector mesons, as well as photon-dissociation. All samples
are generated with the Diff VM generator, and the events are propagated through the H1
simulation. Table 5.1 summarizes all used samples and lists the decay modes considered by
the generator.

process N events decay modes BR [%]
0 A(770) 107 elas.tic ‘ R 99.0
107 p-dissocative ~ wtm v 1.0
— reweighted to describe all 777~ final states
1 ata—nd 89.2
(782) 106 elas.tic . w0y 8.6
10% p-dissocative  wTmw— 2.2
— 777~ removed, included in signal
2 KtK- 49.0
X KK 34.4
109 elastic LS
#(1020) 6 i atp=, n=pt, 700 each 4.3
10° p-dissocative 00
rtaln 2.4
ny 1.3
3 POnta=, prr=x0, pmata® each 25.0
TaTataT 15.0
p(1450) T
& each 106 elastic atar 7m0 8.0
»(1700) each 10% p-dissoc. 7t~ 2.0

— 777~ removed, included in signal
— merged p(1450) : p(1700) =1:1

107 elastic JETSET

107 p-dissocative — w7~ removed, included in signal

~y-dissoc.

Table 5.1: Diff VM MC samples used to model the 777~ photoproduction dataset.
All decay modes with a branching fraction > 1% are simulated. For the p(1450)
and p(1700) samples the branching fractions are only estimates. For the other
vector meson decays the measured PDG [1] values are used. The 77~ final states
are removed from background samples and modeled instead by reweighting the p°
sample.

Several of the considered processes result in an exclusive 777~ final state. Since they
are simulated by Diff VM independently, interference effects are not considered. However,
these can be quite significant. For example, the interference between the p° resonance
and non-resonant 777~ production causes a strong skewing of the p° lineshape; compare
Section 2.3. Better modeling of dipion production is achieved by removing the exclusive
7T~ final state from all background samples and modifying the p° samples to account
for every w7~ contribution, instead. The modification is done in a way to include also
interference contributions. The exact procedure is described below in the text in Section 5.4.1.

64



5. SIMULATION OF 777~ PRODUCTION

Redefining the p° to an exclusive 77~ MC results in a small inconsistency with respect to
the p° — 7+ 7=~ contribution. For technical reasons, it is kept in the sample but treated as
background in the final 77~ cross-section measurement; compare Chapter 7. For a good
description of the measured distributions, further optimizations for the MC samples are
needed; these are also described in the following section.

A template model is constructed from the tuned MC samples in order to describe the
measured 77~ photoproduction data. The two samples for p(1450) and p(1700) production
are experimentally not distinguishable in the present analysis in which only two charged pions
are reconstructed. They are thus merged one-to-one to a combined p’ sample. An additional
background contribution from beam-gas interactions is considered using data events from
pilot bunch crossings; compare Section 4.1. The complete model then has the form:

4
M= (FMCs + M) + BG. (5.9)
=0

MC¢ and MCP? are the elastic and proton-dissociative component of the i*" MC sample.
They are scaled by factors ff' and P d, respectively. BG is the luminosity normalized
beam-gas background contribution; compare Section 4.1. In principle, the scaling factors ffl
and fP 4 could be calculated from the cross-sections of the given processes and the integrated
luminosity. However, for many of the considered MC processes, cross-section measurements
are not available. Instead, the scaling factors are obtained by fitting the MC template to the
present dataset. For the fit, the selected event yields in the signal and background control
regions as they are defined in Section 4.3 are considered. In order to independently normalize
the elastic and proton-dissociative MC samples, the signal region is split into three, and
the background control regions into two orthogonal forward-tagging categories; compare
Section 4.4. The fit is performed by varying f¢ and f7 4 in order to minimize the x? between
the event yield distribution in data D and the MC template M:

2 f;d):gf (DLj) - M)’

(Astar D)% + (AstacM(5])? (5.10)

The fitted event yield distribution is shown in Figure 5.1. The MC scaling factors are
summarized in Table 5.2.

i DiffVM sample scale factor stat. unc.
0 p°(770) elastic 0.350 0.002
0 p°770) p-dissociative 0.163 0.002
1 w(782) elastic 1.12 0.14
1 w(782) p-dissociative 0.55 0.14
2 ¢(1020) elastic 0.43 0.02
2 ¢(1020) p-dissociative 0.32 0.02
3 p(1450) + p(1700) elastic 0.80 0.06
3 p(1450) + p(1700) p-dissociative 0.24 0.10
4 ~-dissociative elastic 0.21 0.03
4 ~-dissociative p-dissociative 0.21 0.05

Table 5.2: Scaling factors for the Diff VM samples obtained from the template fit
to data that is described in the text.
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Figure 5.1: Event yields (left) and event fractions (right) in the signal and control
regions of the 77~ photoproduction dataset. The MC template is fitted to the
data. Individual contributions are stacked on top of one another as labeled by the
legend. The dashed lines show the proton-dissociative background samples that
are not listed.

5.4 Diff VM Sample Tuning

Besides the normalizations, Diff VM is also not predictive in the cross-section shapes and does
only provide phenomenological parametrizations for the kinematic cross-section dependencies.
The Diff VM distributions thus also need to be adapted to real data. The approach taken to
achieve this is that all samples are first generated with a default set of model parameters. The
kinematic distributions are then reweighted retroactively to describe the data distributions
better. For this analysis, the reweighting serves a second essential purpose: the p® sample
is adapted to describe all contributions to exclusive 777~ production. That includes
contributions from non-resonant, w, and p’ production as well as interference effects between
them; compare Section 2.3. In order to avoid double-counting, simultaneously all exclusive
7T~ final states are removed from the background MC samples.

5.4.1 Signal p° MC Tuning

The generated m, W,,, and ¢ distributions of the p® MC samples are simultaneously
reweighted to describe the data better. The reweighting is achieved via two (multiplicative)

event weights weVf (Mgen, tgen; ©) and WS (Ween, tgen; ©) that depend on the generator level
variables mgen, Waen, and tgen and a set of weighting parameters 6.

p° — mtm~ Weight

The generated m.,, distributions of the elastic and proton-dissociative Diff VM p® samples are
reweighted to the extended S6ding model Sext that is defined in Equation (A.3) in Section A.1.
The model includes contributions from a non-resonant, an w, and a single p’ amplitude
and takes into account also interference effects. For the reweighting, the model parameters
are assumed to be the same for the elastic and dissociative MC. The sole exception is the
non-resonant phase ¢y, which is tuned independently. In Chapter 8, it is observed that
the non-resonant background changes with ¢. That change is approximately modeled by a
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5. SIMULATION OF 777~ PRODUCTION

t-dependence of the parameter A,, that is parameterized as:
Ape(t) = 4m2 + Ao t. (5.11)

Events from the p” samples resulting in the exclusive 717~ final state are then weighted by
the weight:

evt Sext (mgen7 tgen)

Wt (mg9n7 tgen) = BW l(m )
non-re gen

(5.12)

The generated and tuned m,, distributions of the elastic and proton-dissociative DiffVM
MC samples are shown in Figure 5.2. Differences between the tuned lineshapes of the two
processes are mainly due to the t-dependence of the parameter A, (¢) and different ¢ spectra.

Diffractive Cross-Section Weight

The generated W, and t distribution are also modified to describe the data better. At
large |t|, the simple exponential cross-section t-dependence assumed by Diff VM does not
describe the data spectra anymore. Instead, the MC distributions are reweighted to the
parameterization

Wien 4(e+a’ t) b\ @
(Waen tgen) (;()) (1 - a) : (5.13)

do
dt

tune

For the t-dependence, it interpolates between an exponential behavior o< e? at low and a
|t|~?-behavior at high |[t|. An event weight for all events in the p° samples is then defined as

do
en7t en T
tu.ne(VVg ® )> / < de

All weight parameters are assumed to be independent for the elastic and proton-dissociative
MC samples so that they can have different kinematic distributions. The generated and
tuned W,, and ¢ distributions of the elastic and proton-dissociative Diff VM MC samples are
shown in Figure 5.2.

ov do
wWEe(Wgenvtgen) = (dt

<Wgemtgen>) (5.14)
Diff VM

-3
10! ey x107° ; ; ‘ 1 : ‘ ‘ ‘
= EH1 work in progress elastic 0 E—1 14 [H1 work in progress elastic p® 1 = EH1 work in progress elastic p°
< £ — Difﬂ/]\( generated ] & b —_ |)iﬂfv1\(7 generated | & — DiﬂVl\f generated
--- reweighte 1 --- reweighted 1 10-! --- reweighte ]
p-diss, p0 1 p-diss. [p" q p-diss. 0
— DIffVM generated [ — DiffVM generated 3 — DiffVM generated

-~ reweighted -~ reweighted

- reweighted

1074

107 04 06 08 1 12 14 16 18 2 22 0 20 40 60 80 100 120 0 0.5 1 1.5 2 2.5 3

M gen [GeV] Wop,gen [GeV] [tgen| [GeV?]

Figure 5.2: Generated and tuned lineshapes for the elastic and proton-dissociative
Diff VM p° MC sample as a function of m, (left), W,, (center), and ¢ (right).

Sample Normalization

In order to preserve the normalization of the MC samples, every sample is retroactively
scaled with the average event weight:

sample 1

w = . 5.15
<w$r\;tt (mgem tgen) : w%‘/{f‘ (Wgen’ tgen)>events ( )
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Weight Parameter Optimization

In order to obtain optimal weight parameters, the weighted MC samples are fitted to the three-
dimensional detector level m .. ® W, ®t distribution. The distribution is split into the three
signal tagging categories to provide constraints on elastic and proton-dissociative reweighting
parameters. For technical reasons, it is difficult to directly optimize the parameters in the fit
because every variation requires a time-intensive reprocessing of the affected MC samples.
Instead, optimal parameters are only approximated. The approximation is performed by
starting with an initial set of parameter values and associated uncertainties. The uncertainty
A©y, of a parameter ©y, then gives rise to a corresponding uncertainty of the weighted MC
template:

AMj = M(6 + ABé,) — M(O) (5.16)

Instead of fitting the parameters 6 directly, a x? function is defined in which the template
uncertainties are included via unconstrained nuisance parameters 3:

CR (t,W,m) . . . 2
2(fd fpd ) — (D[, 1] = M5, 1 = >, BeAM[4, 1))
X (f 1, f d,ﬂ) - ; ; (AstatD[jv l])2 + (AkstatM[j, ”)2 - (517)

The x? is then minimized by varying E . The scale factors f_‘;l and fgd depend on the weighting
parameters are are thus also re-fitted. The background MC samples are constrained again
by the event yields in the background control regions split into two tagging categories as
described in the previous section. In an iterative procedure, the nominal weight parameters
and uncertainties are varied in the direction of E as obtained from the fit. Optimal weight
parameters are defined by requiring they result in fitted values 5 ~ (. One-sigma parameter
uncertainties are estimated by requiring the fitted uncertainties to be Ag ~ 1. Uncertainty
correlations are not considered.

excl. wm elas.

excl. wm p-diss.

w — 37 (el/pd)
)

H1lwork in progress—;

106

#events

107 —I— da"ca
— 6 (el/pd

10° p/ = 4r (el/pd)
~-diss. (el/pd) ]
10% beam-gas (data) ]

103
102
10

02040608 1 12141618 2
Mar @ Wap ® p7 o © CR bin number

x103

data/MC
o =N

Figure 5.3: Tuning distributions m,. ® W,, ® ¢t in the 7*7~ signal region
split into three tagging categories. The distributions are projected onto a one-
dimensional bin-number distribution. Additional bins consider the event yields in
the background control regions split into two tagging categories per region. The
MC template is fitted to data. Individual contributions are stacked on top of one
another as labeled in the legend.
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The best tuning parameters provide a y?/ndf = 2776/1874 = 1.5. The corresponding fitted
distribution is shown in Figure 5.3. Considering that the tuning model is quite crude and still
has to describe the three-dimensional distribution m . ® W,, ® ¢ in all tagging categories,
this is deemed to be good enough. Also, only statistical uncertainties are considered in the
fit while generally systematic uncertainties play a dominant role for the present dataset;
compare Section 5.5.

The optimal tuning parameters for the p” MC samples are summarized in Table 5.3. At this
point, the parameters are not required to be physical. For once, no proper fit is performed
and some of the reweighting parameters are strongly correlated. Moreover, it is not clear if
the model is valid for the three-dimensional cross-section as a function of my, W,,, and t.
The mass reweighting parameters could be compared to those discussed in Appendix A.1.
However, the assumptions on the ¢t-dependence of the non-resonant background certainly
affect the parameters obtained in the tuning. The parameters for the W, and ¢ reweighting
can certainly not be compared to those measured in Section 8.2. First, the reweighting is
for the full 7+7~ cross-section while in Section 8.2, only the p® cross-section is analyzed.
Secondly, while the reweighting is done in the full phasespace, the cross-sections are measured
in the fiducial phasespace only, and the phasespace restriction significantly shapes the
measured distributions; compare Section 7.1. What is surprising at first though, is that the
elastic and proton-dissociative tuned values for € and o’ are very different and thus might
appear to violate factorization. However, it is not clear if factorization should be expected
to hold here. It applies to amplitudes or differential cross-sections in my. However, the
reweighting is done for cross-sections that are integrated over my. The my distribution
assumed by DiffVM is simplified and does not follow the parameterization expected from a
Regge approach for which factorization would hold. In particular, no ¢-dependence of the
my spectrum is assumed. It is thus not clear what the consequences of the integration are
and whether e,q4 and ai)d might simply compensate for a poorly modeled my distribution.
Furthermore, the considered phasespace extends to rather large [¢t| < 3 GeV. It is not clear
whether the Regge trajectory is linear over that range as assumed in the model. With the
proton-dissociative contribution probing larger |¢| on average, this might also lead to different
parameter values for the (linearised) trajectory.

wint Wiy
parameter  DiffVM tuned value parameter DifftVM tuned value
m, [MeV] 770 772.9 £0.4 W 90 90
I'yo [MeV] 151 149.1 +£ 0.8 €cl 0.0808 0.068 £ 0.002
far - 0.22740.003 | o/, [GeV 2] 0 0.23 £0.01
me, [MeV] - 780 + 1 el 00 18.24+0.6
T, [MeV] - 0.85 (PDG fix) | be [GeV 2] 5 11.04 £ 0.06
fow - 0.154 £ 0.006 | €pa 0.0808  —0.061 £ 0.005
e - ~0.08£0.00 | aly [Gev™?] 0 0.04 £ 0.01
my [GeV] - 1671+ 6 apd 00 7.8+04
T, [GeV] - 282 + 14 bpa [GeV 2 2 5.740.1
I - 0.017 £ 0.001
By - 1.64 £ 0.07
Onr - 1.47+0.01
Ao - 1.81 £0.02
Pur el - —0.198 + 0.006
bur.pd - —0.14 + 0.02

Table 5.3: Parameters for reweighting the p® MC samples obtained from tuning
the MC model to data.
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Given this ignorance about the model, no definite conclusion can be drawn as to whether
the tuned parameters make physical sense. However, they results in a reasonable description
of the data in all accessible variables; compare Chapter 4. Concerning the measurement
performed in this thesis, the unfolding approach to extract cross-sections greatly reduces
the sensitivity to the my~, W5, t and even the my distribution in the visible phasespace;
compare Chapter 7. However, the limitations of the DiffVM model certainly do not allow to
extrapolate measured cross-sections to regions of the phasespace that are not accessible by
the analysis.

5.4.2 Background Sample Tuning
The mass distributions of the resonance background samples are reweighted to follow a
relativistic Breit-Wigner shape:

mI'(m)
(m? = m3p)? + miyy T2 (m)’

BWhe = (5.18)

A mass-dependent width is assumed. In in the enumerator, it accounts for the phasespace
threshold. The width is calculated according to

3
m? — ('nfdec"ndec)2 ) 2 mVM' (519)

F(m) Fv (m%/M - (ndecWLdec)2 m
The formula is a simple extension from a two-body decay to decays with nge. final state
particles of mass mgqec. Strictly, this extension is invalid. Furthermore, only the dominant
decay mode is considered for resonances with multiple modes. However, the approach was
found to lead to an improved and reasonable description of mass related variables in the
background control regions; compare Section 4.3.3. It is thus good enough for the present
analysis. Event weights are then defined as

evt BWrel(m)

Wiy (M) BWaonra(m)’ (5.20)
The background samples are also reweighted in their respective W, and ¢ distributions.
The weight is defined analogously to Equation (5.14), but also for the tuned distributions a
simple exponential t-dependence is assumed (a = oc). For elastic ¢ photoproduction, the
ZEUS Collaboration has measured by e = 6.3 £ 1 (tot.) [16]. For elastic w photoproduction
the ZEUS Collaboration has measured b, ¢ = 10.0 £ 1.8 (tot.) [19]. The parameters for
the elastic p’ and y-dissociation samples are estimated to provide a good description of
the measured p2T1M distributions in the respective control regions; compare Section 4.3.3.
For the p° sample it is found that bpa =~ 0.5 bei, which is also assumed for all background
samples. For the elastic trajectories, the Donnachie-Landshoff parameters are assumed. For
the proton-dissociative samples, values closer to those determined for the dissociative p°
sample are used. All background reweighting parameters are summarized in Table 5.4. In
order to preserve the sample normalization, the background samples are also retroactively
scaled by the average event weight.

5.4.3 Detector Level Corrections

The distribution of the z-vertex position in the simulation does not quite reproduce the data
distribution. For an improved description of the data, the MC distributions are reweighted.
To extract reweighting parameters, the beam-gas background is subtracted from the zy¢y
distribution of selected data events and the original MC template model. The resulting
z-vertex distributions are parametrized by the function:

N(ave) = No (7352 4 ¢). (5.21)

70



5. SIMULATION OF 777~ PRODUCTION

Ndec Mdec b [Gerz] € o [GerZ]

w elas. 3m, 100+ 18 (5) 0.0808 = 0.04 (0.0808) 0.25 (0)

w p-diss. 3 My 5.0+0.9 (2) —0.0500 £ 0.05 (0.0808) 0.00 (0)

¢ elas. 2mr  6.3+1.0 (4) 0.0808 =+ 0.04 (0.0808)  0.25 (0)

¢ p-diss. 2mr 32405 (15)  —0.0500 % 0.05 (0.0808) 0.0 (0)

/' elastic Am. 94420 (8/8)  0.0808 % 0.04 (0.0808) 0.25 (0/0.25)
o p-diss. Am,  47£10(4/2) —0.0500=£0.05 (0.0808) 0.00 (0/0.25)
~v-diss. elas. - 3.0+ 1.0 (0.5) 0.0808 + 0.04 (0.0808) 0.25 (0.25)
+-diss. p-diss. ; 1.540.5 (0.5)  —0.0500 % 0.05 (0.0808)  0.00 (0)

Table 5.4: Reweighting parameters for the background Diff VM samples. The
original Diff VM production values are given in brackets.

Optimal parameters for the data and MC distributions are obtained with a x? fit. The
resulting values are summarized in Table 5.5. MC events with a reconstructed zy¢x are then
weighted with the factor

Ndata (thx)

Naro (o) (5.22)

Wytx (thx) =

2o [cm] o, [cm] c
data —0.019 £0.014 8.50£0.01 0.0041 £ 0.0003
MC  —0.0374+0.014 8.54+0.01 0.0013 + 0.0004

Table 5.5: Parameters for reweighting the simulated z-vertex distribution.

5.5 Systematic Uncertainties

The MC model is not perfect. For example, in comparison to data some mismodeling is
observed that is not covered by statistical uncertainties alone; compare Chapter 4. However,
more generally, it can not be expected to be. The underlying Diff VM event generator has
many known limitations, as has the simulation of the H1 detector. In order to account for
these limitations, systematic uncertainties are assigned to the model.

Deriving meaningful systematic uncertainties for this analysis is challenging. The high
statistical precision of the 77~ photoproduction dataset at hand ideally requires the MC
models and the detector to be understood on a similar level of precision. This in particular
means that any mismodeling with an impact on the cross-section measurement of the size of
the statistical uncertainty or larger need to be understood and the effect size and potential
kinematic dependencies covered by appropriate systematic uncertainties. Such a detailed
understanding could not be achieved in the context of this thesis. The study of the trigger
mismodeling that is documented in Chapter 6 illustrates the challenges or even impossibility
of assigning good uncertainties in the absence of a reliable control-region with sufficient
statistical precision. As a consequence of these challenges, uncertainties for known limitations
are often only estimated to cover the respective effect sizes approximately. Beyond that, it
can not always be ensured that shapes and kinematic dependencies are also meaningfully
covered.

Two types of mismodeling are considered: such that affect the model underlying the DiffVM
event generator and such that are present in the detector simulation. Uncertainties on the
Diff VM model are estimated by reweighting the generated kinematic distributions of the
MC samples. Uncertainties on the detector simulation are estimated by either varying the
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5.5. SYSTEMATIC UNCERTAINTIES

detector response to the MC events or by simultaneously varying the selection in MC and
data.

Model Uncertainties

The parameters for re-weighting the MC samples as described in Section 5.3 are independently
varied up and down by the uncertainties listed in Table 5.3 and Table 5.4. Uncertainties
on the Q? and my dependences of the MC samples are estimated following the procedure
described in Reference [24]. The Q? dependence of the MC samples is varied by applying a
weight (14 Q2 /m3, 27)7999 And the my dependence of the proton dissociative sample is
varied by applying a weight (1/ m%,,gen)io'w.
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Figure 5.4: Impact of the variation of the p’ mass and branching fraction on the
reconstructed di-pion mass in p’ control region (left) and the signal region region
(right).

For the p’ background MC samples, further model uncertainties are considered for the
relative p(1450) and p(1700) contributions and resonance decay modes. The first is estimated
by varying the relative p(1450) : p(1700) weight from 1:1 up and down to 2:1 and 1:2,
respectively. An uncertainty on the p’ decay channels is estimated by varying BR(p' —
ptrFr0) = (0.50 & 0.25)% while simultaneously scaling all other decay modes proportionally.
The impact of these variations on the m,, distribution in the signal and p’ control region
is shown in Figure 5.4. The mismodeling in the m,, distribution in the p’ control region
is roughly enclosed by the variation of the branching fraction. But the variation does not
provide the correct shape. Neither could another configuration of varied branching fractions.
It is assumed, that the difference in the line-shape originates from a p’ — p’7%7° mode,
which is not included in the MC sample, at all. This could not be further investigated in the
context of this thesis.

A shape uncertainty on the mass distribution of the photon-dissociative mass is conservatively
estimated by reweighting the distribution by (1/m§(7gen)i0'15. This mostly affects the
normalization of the photon-dissociative sample. The reconstructed 77~ mass appears to
be largely decoupled from mx.

Simulation Uncertainties
An uncertainty of 20% on the simulated track pr resolution is assumed [176]. It is applied on
the signal 777~ MC samples only by smearing the reconstructed track pr .. with respect

to the generated true pr gen:

pT,rec — pT,rec +0.2 (pT,rec - pT,gen) . (523)
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5. SIMULATION OF 777~ PRODUCTION

tagging rate noise rate

(p-dissociative samples )  (elastic samples)

tagprs 5% 50%
tagplug 5% 100%
tagevn 5% 5%

Table 5.6: Uncertainty on the tagging rate and noise for the FTS, Plug and FMD
tag that are applied to proton-dissociative and elastic MC samples, respectively.

The track p; rec and @yq. as well as the reconstructed vertex are preserved by the procedure.
The smearing is applied track-by-track and event-by-event and the impact is propagated to
all kinematic variables reconstructed directly from the two pion four-momenta. Similarly, a
20% uncertainty is assumed on the resolution of the polar angle measurement. It is applied
to the signal 777~ MC samples only by smearing the reconstructed track 6,.. with respect
to the generated true Oge,:

grec — grec =+ 02 (Grec - 0gen) . (524)

The track pr rec and ¢rc. as well as the reconstructed vertex are preserved by the procedure.
The smearing is applied track-by-track and event-by-event and the impact is propagated
to all kinematic variables reconstructed directly from the two pion four-momenta. The
uncertainties aim to cover the effect the mismodeling of the nuclear interaction cross-section
has on the tracking resolution, as well as potential inhomogeneities of the B-field that might
affect the track pr measurement.

The energy scales of the LAr and SpaCal clusters are independently varied by +10%. The
variations are assumed to be independent of the cluster energies in the energy range that
is relevant for this analysis. The variations are applied before the respective cluster noise
cut is applied. The impact of the variations on the energy deposits in LAr and SpaCal not
associated to a track is shown in Figure 5.5. The variations are more conservative than the
actual energy resolution provided by the detectors and aim to also cover the impact of the
mismodeling of nuclear interactions on calorimeter variables.

Uncertainties on the trigger correction factors are considered as discussed in Chapter 6. They
cover parameter uncertainties for the parametrizations of the correction factors, as well as
an uncertainty to account for phasespace effects when applying correction factors derived in
DIS to the photoproduction event topology. The uncertainties related to the correction of
the central tracker CIP+FTT trigger elements are shown in Figure 5.6.

In order to estimate an uncertainty on the forward tagging, the tagging rates and noise
levels of the FTS, Plug and FMD detectors are independently varied. For the tagging
rate uncertainty, the tagging rate of the proton-dissociative MC samples is scaled down by
randomly discarding a fraction of events with positive tags. Similarly, to estimate the noise
uncertainty the noise level in the elastic MC samples is scaled down by randomly discarding
a fraction of events with a positive tag. The relative uncertainties for the tagging rates and
noise levels of the three detectors are summarized in Table 5.6. They are roughly estimated
so that data-MC discrepancies in the individual tagging rates are covered by the systematic
uncertainty band; compare the figures in Section 4.4. No kinematic dependence is assumed.

An uncertainty on the MC z-vertex distribution is estimated by independently varying the
z-vertex reweighting factors within the uncertainties listed in Table 5.5.

Selection Uncertainties
The noise cut on LAr and SpaCal energy clusters is independently varied up and down

to 800 MeV and 400 MeV, respectively, corresponding to the noise uncertainty assumed
in Reference [177].
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Figure 5.5: Impact of the LAr and SpaCal energy scale variations of the respective
total energy deposits for events satisfying the base selection. (a) SpaCal energy
associated to the tracks, (b) SpaCal energy not associated to the tracks, (¢) LAr

energy associated to the traks, and (d) LAr energy not associated to the tracks.

The black data points are compared to the nominal and varied MC samples as

labeled by the legend.
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Figure 5.6: Uncertainties for the CIP && FTT trigger elements correction as a
function of W, for events in the 777~ signal region. The black data points are
compared to the nominal and varied MC samples as labeled by the legend.
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5. SIMULATION OF 777~ PRODUCTION

The cut applied for associating clusters to tracks is varied up and down to 70 cm and
50 cm, respectively. This estimates a potential impact from wrongly assigning clusters from
secondary particles due to nuclear interactions to the two pion tracks. The cover a potential
mismodeling of the nuclear interactions in the simulation; compare Figure 4.6.

In the particle identification, the cut on the Kaon, Proton, and Deuteron dE/dx rejection
likelihoods is varied up and down to 0.12 and 0.08. Simultaneously, the cut on the pion
dE/dx selection likelihood is varied down and up to 1071 and 108, respectively.

The veto on the number of forward tracks is varied up and down to allow either zero or up
to two tracks in the forward tracking detector.

The geometric acceptance of the CJC in 8 and pr is independently varied. The #-acceptance
cut is varied up and down to 20° < 6 < 160° and 30° < 6 < 150°, respectively. The pp
acceptance cut is varied up to pr > 180 MeV. The @ variation is also meant to cover a
potential mismodeling of the impact of the two pions on the forward and backwards trigger
vetoes; compare Chapter 6.

Normalization Uncertainties

Normalization uncertainties are only applied to the unfolded cross-sections. The luminosity
is measured with a 2.7% uncertainty [165]. The uncertainty on the track reconstruction
efficiency is 1% per track [176]. No kinematic dependency is assumed and both tracks
are affected coherently. For the two tracks in the analysis, this results in a 2% overall
normalization uncertainty.

Others

A 25% uncorrelated normalization uncertainty is assumed for the beam-gas background
templates corresponding to the variance of the pilot bunch event weights.

Uncertainty Calculation

Uncertainties are calculated from the MC variations. Most variations are two-sided resulting
in two-sided systematic uncertainties. If My is the nominal MC template and M,
and My, a systematic up and down variation, the associated up and down uncertainty is
calculated as:
dn +(Mup—Muom

Mo & AL = Mo + 3= Moom) (5.29)
In particular, two-sided variations are not symmetrized. One-sided systematic variations
M. are always symmetrized to give a two-sided uncertainty:

Mnom = Asyst = Mnom =+ (Mvar - Mnom) . (526)

For the control plots presented in Chapter 4, a special procedure is applied to the selection
uncertainties that arise from simultaneous variations of data and the MC template. In order
to give a more realistic representation of the actual impact of the selection uncertainties on
the final result, only the relative variation between the MC sample and the data is included
as a MC uncertainty. For a one-sided variation it is calculated as:

1 Mvar Mnom
Mnom =+ A:;st - Mnom + < - > Dnorm

5.27
Dvar DIIOIH ( )

and correspondingly for two-sided variations. The propagation of uncertainties through the
unfolding for the final cross-section uncertainties is described in Chapter 7.
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6 TRIGGER SIMULATION CORRECTION

The 77~ photoproduction data sample that is used for the cross-section measurement
presented in this thesis is collected with the H1 s14 subtrigger. The s14 subtrigger is a
dedicated track-based 77~ photoproduction trigger using mainly FTT and CIP trigger
elements. From past analyses, it is known that the modeling of the trigger elements by the
simulation is flawed and needs to be corrected retroactively [41, 149, 177]. The correction
factors derived in those past analyses can not be reused for this measurement. The analysis
by Weber [41] is based on a different dataset that was collected in 2005. The detector
conditions then were very different compared to the 2006,/2007 running periods during
which the present dataset was recorded. Notably, different high voltage settings in the
CJC resulted in a significantly different FTT performance. The correction factors used in
Reference [177] can also not be used because a different unfolding approach is taken in the
present analysis compared to the reference. In particular, the present approach requires a
different treatment of correction factors for elastic and proton-dissociative events. Instead,
a dedicated study of the s14 performance is conducted for this thesis. It results in the
derivation of dedicated scaling factors to correct the mismodeling of the trigger simulation
for the present measurement.

The performance of the trigger is studied in an independent 777~ sample from deep inelastic
scattering (DIS) events. The sample is selected using independent triggers based on the
detection of the scattered electron in the SpaCal. The DIS 77~ dataset used for the trigger
study is introduced in Section 6.1. The performance of the FTT, the s14 subtrigger, and
its constituting trigger elements is analyzed in data and MC in Section 6.2. Indeed, some
mismodeling is observed, and trigger scaling factors to correct the simulation are derived in
Section 6.3.

6.1 DIS wT#n~ Data Set

The DIS 7+7~ sample is collected from the 2006,/2007 high-energy positron run period using
a combination of L1 subtriggers that are solely based on SpaCal information. The employed
triggers all require a local energy deposit in the SpaCal but at different energy thresholds of
either 6 GeV or 9 GeV. They also consider different geometric trigger regions in the SpaCal,
effectively probing different ranges of the electron scattering angle 6.,. The subtriggers are
all independently scaled down. In combination with the topological requirements, this would
result in discontinuities in the measured data spectra. These are removed by weighting data
events with appropriate prescale correction factors.?

Event Reconstruction and Selection

The event selection for the DIS 77~ sample mimics the selection for photoproduction signal
events that is described in Section 4.3. Mostly the electron veto and cuts on the SpaCal
energy deposits are replaced by an electron selection. Also, some background rejection and

IThe H1 subtriggers s0, s1, s2 and s3 are used and combined with a logical OR. While the raw trigger
conditions are partially inclusive, the actual triggers could fire independently because of different scale
factors. In the considered run period, the average scale factors are 5.2 ; 31.5, 1.5, and 1 for the four
subtriggers, respectively. Data events are weighted to correct for the combined scale factor. The weight
is calculated by taking overlaps between the triggers into account following the procedure described by
Sauter [178, Appendix EJ.
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6.1. DIS 7tn~ DATA SET

s14 performance improvement cuts are not applied in the DIS sample. All selection cuts
are summarized in Table B.1 in Appendix B. For the electron selection, a single electron
candidate has to be found in the SpaCal. Candidates within ill-performing SpaCal regions
are rejected following the selection procedure by Jung [179]. In order to ensure that a
candidate is really the scattered electron, the associated cluster energy has to pass the cut
Espacal,er > 17 GeV. For large scattering angles, the scattered electron can traverse the
central tracker. In order to study the s14 subtrigger performance in a two-track topology
similar to 77~ photoproduction this is to be avoided. The radial position of the electron
trajectory at the edge of the CIP zgip can be calculated from the scattering angle ., and
under consideration of the reconstructed z-vertex position:

ToT,er = tan(m — fer) - (2vex — 2c1P)- (6.1)

In order to avoid the electron penetrating the CIP and thus any other component of the
central tracker relevant for the s14 subtrigger, rcr s < 16 cm is required. Cutting on ror e
is found to perform better than a simple cut on 6. to keep the electron out of the CI, because
of the large variation of the zytyx position.

The kinematics of elastic 7+7~ production are over-constrained with the detection of the
scattered electron. The energy of the scattered electron can be reconstructed with higher
resolution from the scattering angle 6.:

o 26E - E7r7r +pz,7r7r

Be = 1—cos(fe) (62)
where E. is the electron beam energy. Furthermore,

Q* =4E.E. cos%%), (6.3)

W,y =|p+e—¢€|, and (6.4)

b~ 7(pT,7r7'r + 6’/1“)27

where p and p’ and e and €’ are the four vectors of the incoming and scattered proton and
electron, respectively, and Err, pr = and p. »» denote the energy, and the transverse and
longitudinal momenta of the 7+ 7~ system, respectively.

The visible DIS phasespace varies slightly compared to the considered photoproduction
phasespace. It is defined in terms of the reconstructed Q?, mr, W, and ¢ in Table 6.1. The
range in Q2 is implicitly restricted by the SpaCal acceptance and the requirement to keep
the scattered electron out of the central tracker. The considered range in the invariant 7+r~
mass is explicitly limited to the region around the p° mass peak so that background processes
can be neglected. The visible W, range is determined by the CJC acceptance in the polar
angle. In DIS, the acceptance allows for higher W, values compared to photoproduction
because of the larger momentum transfer at the electron vertex. The t-range in DIS is chosen
to match the photoproduction phasespace.

min variable max
25 < Q*[GeV?] < 20
0.6 < mg [GeV] < 1.0
20 < W,, [GeV] < 180
B3 < t[GeV] < 0

Table 6.1: Phasespace for the DIS 777~ dataset defined in terms of myr, Wy,
t, and Q2.
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6. TRIGGER SIMULATION CORRECTION

Control Plots

The data is compared to an MC model of exclusive elastic and proton-dissociative 77~
events. Contributions from misreconstructed background processes are not considered. Like
the photoproduction samples, the DIS MC samples are tuned in my,, W,,, and ¢ describe
the data better [149]. The respective elastic and proton-dissociative normalizations are
determined using the tagging information from the forward detectors; compare Section 5.3
and Section 4.4, but in DIS only two tag categories are used. Control distributions for
Q?, Myr, W,,p, and t are shown in Figure 6.1. The data distributions are compared to the
nominal MC models. Systematic uncertainties are not evaluated. Generally, the agreement

seems reasonable within statistical uncertainties.
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Figure 6.1: Q? (a), m. (b), W,, (c), and ¢ (d) control distributions in the
DIS 77~ sample. The black data points are compared to the MC model with
contributions from elastic and proton-dissociative 77~ production as labeled in
the legend. Systematic uncertainties are not evaluated, and only the statistical

data and MC uncertainties are shown.
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DIS vs Photoproduction Topology

The event topology and kinematics of the two pions in the DIS and photoproduction samples
are compared in Figure 6.2. The distributions are shown for selected signal events from the
777~ MC that satisfy either the DIS selection criteria described in this chapter and the
photoproduction criteria described in Chapter 4.
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Figure 6.2: Di-pion kinematics and topology for events from the 777~ signal
MC samples that satisfy the DIS (left column) or photoproduction selection (right
column). The 2D generator level distributions of the negative against the positive
pion pr (top) , ¢ (center), and 6 (bottom) are shown.

The topologies are very different. In DIS, the p° meson obtains a large transverse boost from
the momentum transfer at the electron vertex. The angular structure of p° electroproduction
and decay is such that the two pions emerge primarily in and opposite to the flight direction
of the p® meson in the lab frame [180]. As a result, there is only a small transverse opening
angle between the two tracks as well as a large imbalance in their respective transverse
momenta. In photoproduction, on the other hand, the p° meson has a very small transverse
momentum. Consequently, also both pions have small transverse momenta and emerge
back-to-back in the transverse plane. The difference in the DIS and photoproduction 7+~
kinematics is of great relevance for applying trigger correction factors derived in DIS to the
photoproduction samples because the trigger performance strongly depends on the 77~
kinematics and topology.
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6.2 s14 Subtrigger Performance

Trigger Definition

The s14 trigger is constituted from several L1 trigger elements. The exact composition used
in the online trigger changed slightly in between run periods and for the actual analysis a
unified offline definition is used:

sl4;; = CIP_TO && CIP_sig>2 && CIP_mul<6 (6.6)
&& FTT_mul_Tb>1 && FTT_mul_Ta<4 && FTT_chg_1
&& 'LAr_IF && 'FTi2_Gl
&& !SPCLh_AToF_E_1 && !SPCLh_ToF_E_2
&& !BToF_VETO && !SToF_BG && !VETO_BG

The central trigger elements come from the FTT and CIP. The 7t 7~ event topology is
selected by the FTT trigger requirements. At least 2 L1 FTT tracks above a transverse
momentum threshold of pr > 160 MeV (FTT_mul_Tb>1) and at most 3 tracks above a
threshold of pr > 100 MeV are required (FTT_mul_Ta<4). The summed charge of all FTT
tracks must not exceed £1e to ensure that two of the tracks have opposite charge (FTT_chg_1).
The CIP has to provide the right timing (CIP_TO), and the CIP significance and multiplicity
have to meet the requirements for ep interactions (CIP_sig>2 and CIP_mul<6). Two vetoes
on a significant energy deposit in the inner forward LAr trigger tower (!LAr_IF) and on
activity in the FTi2 scintillator wall (!FTi2_G1) limit the forward energy flow and thus
ensure the diffractive nature of the events. The trigger is complimented by various standard
H1 vetoes against events from beam-gas and beam-machine interactions from outside the
detector.

Most of these trigger elements are not part of the SpaCal triggers used for selecting the
DIS data sample and thus their performance can be studied without introducing a bias.
In particular the SpaCal vetoes (!SPCLh_AToF_E_1 and !SPCLh_ToF_E_2) are on energy
deposits in the hadronic section of the SpaCal and thus are not affected by the DIS selection
because the scattered electron deposits energy in the electromagnetic section only. An overlap
between the triggers exists however for the global H1 vetoes !BToF_VETO, !SToF_BG, and
'VETO_BG. These then can not be investigated with the DIS dataset at hand and are assumed
to be either well modeled or to have negligible impact on the analysis.

Trigger Performance
In the following, trigger efficiencies for individual trigger elements and combinations thereof
are defined with respect to the full 77~ signal selection:

- Nftrigger accept && selected)
Corigger = N (selected)

(6.7)

The overall trigger efficiencies for the s14 subtrigger and the trigger elements constituting it
are shown in Figure 6.3. The efficiency measured in the DIS data sample is compared to the
efficiency measured with the corresponding MC model. The figure shows large discrepancies
between data and the MC that can be traced back to a significant mismodeling of the CIP
and FTT trigger elements. The LAr veto is superseded by the event selection and thus
almost fully efficient and overall well described. The FTi2 veto is not implemented in the
trigger emulation at all and thus is fully efficient in the MC. In data, however, a significant
amount of proton-dissociative events are rejected by the veto?. The SpaCal vetoes appear to
be almost fully efficient in both data and the MC.

2The offline selection limiting the energy deposit in the forward region of the LAr ensures that no non-
diffractive events are selected. The inefficiency is thus solely attributed to a rejection of diffractive
dissociation events.
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Figure 6.3: Efficiencies of the s14 subtrigger and the trigger elements constituting
it as measured in the DIS 77~ sample. The black data points show the efficiencies
measured in data and are compared to the orange MC model. Only statistical
uncertainties are shown.

In order to be able to perform a meaningful cross-section measurement, the mismodeling of
the trigger efficiency needs to be corrected. This is challenging because the efficiencies and in
particular the data-MC discrepancies have strong kinematic dependencies. Furthermore, the
kinematics of photoproduction and DIS events are very different. If correction factors are to
be derived from the DIS sample, they need to be defined in such a way that these differences
factorize out. For 77~ events, the FTT and CIP trigger elements are constructed only from
the two tracks. It thus suggests itself to understand the trigger performance and data-MC
discrepancies in terms of the track kinematics.

s14 L2/L3 Performance

In 2007 an FTT vertex constraint was added in the second trigger level to the s14 subtrigger.
The constraint can also best studied with the matching part of the DIS data sample. It is
found to reject much fewer than 1% of events; compare Figure 6.3. The effect of the trigger
on the photoproduction dataset is thus neglected. Potential impacts on the measurement are
assumed to be covered by the luminosity uncertainty.

6.2.1 FTT Performance

The performance of the FTT trigger elements in the s14 subtrigger relies on the FTT track
reconstruction. Of most relevance for the trigger are the track reconstruction efficiency, the
fake rate and the accuracy of the charge measurement.

In order to study the efficiency, the FT'T L1 tracks are geometrically and exclusively matched
to offline reconstructed and selected tracks as described by Bolz [149]. The single track
reconstruction efficiency is then defined as the ratio of offline tracks with a matched FTT
track to the total number of offline tracks:

N (offline tracks w/ FTT match)
€ rack = . .
FTT, track N (offline tracks)

The tracking efficiency is measured using both tracks in the DIS sample. It is shown in
Figure 6.4 as a function of the offline reconstructed track pr, ¢, and 6. The efficiency measured

(6.8)
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in data appears to be well modeled by the simulation within statistical uncertainties. In
particular, the dependence of the efficiency on the effective track length is reproduced by
the MC sample. A larger track length results in more charges being ionized in the CJC
and thus in a higher efficiency. It expresses itself in a rise of the efficiency at very low pr
and in a drop around 6 ~ 90° and at the edges of the CJC. Even more complex features
appear to be reasonably described by the simulation, e.g., efficiency losses due to dead CJC
wires, which are visible in the ¢ dependence. The good description of the FTT tracking
efficiency is consistent with the previous observation that the minimum track multiplicity
trigger requirement is well modeled.
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Figure 6.4: FTT single track reconstruction efficiency measured in DIS as a
function of the offline reconstructed track pr (a), ¢ (b), and 6 (c). Only statistical
uncertainties are considered.

Separate from a good tracking efficiency, the FTT suffers from a considerable rate of fake L1
tracks. These are FTT track candidates that can not be matched to an actual offline track
and are wrongly reconstructed by the FTT. Given the coarse resolution of the FTT track
patterns and the indistinguishability between actual and mirror charge carriers, two FTT
track segments can easily form a false match and be reconstructed as a track. An illustration
is given in Figure 6.5. The rate of fake FTT tracks is particularly high in dense topologies. In
these, actual tracks are close in the transverse plane, thus increasing the chance of randomly
matching track segments.

Here, the rate of fake FTT tracks is studied in terms of the track multiplicity veto in the
s14 subtrigger, which requires FTT_mul_Ta<4. Since there are two real tracks in the DIS
sample, there need to be at least two fake FTT tracks for an event to be rejected by the veto.
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Figure 6.5: Illustration of the reconstruction of a fake FTT track. Shown is an
drawing of the inner CJC with the sense wires used by the three inner FTT trigger
groups marked in green. The fake track (dashed line) is reconstructed from a
combination of a real (red dots) and a mirror charge triplet (white dots) that are
produced by two real, proximate tracks (continuous lines). The event resembles an
actual DIS 777~ data event.

In Figure 6.6, the efficiency of the veto is plotted as a function of the azimuthal opening
angle between the two tracks evaluated at the radius of the third FTT trigger group A¢prr.
Indeed, the efficiency goes down, i.e., the rate of fake tracks goes up, when the two tracks
are very close together.
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Figure 6.6: FTT_mul_Ta<4 efficiency in DIS as a function of the azimuthal opening
angle between the two tracks evaluated at the radius of the third FTT layer A¢prr
(left), and as a function of the less central track angle Oess ctr1 (right). Only
statistical uncertainties are considered.

More importantly, the rate of fake tracks is much higher in data than in the simulation.
There are several factors that can contribute to that. First of all, there are typically more
actual FTT track segments in the real detector than in the simulation. They can originate
from out-of-time pileup signals, such as curler tracks®, or from secondary tracks from nuclear
interactions of signal particles with the detector material. Neither effect is well modeled by
the simulation; compare Section 5.2. Beyond that, the chance of randomly matching track
segments is also higher for the real FTT than in the simulation. The reason is that the
resolution of the track segments is generally worse, e.g., because of slight variations of the
charge carrier drift times in the CJC, to which the FTT is very sensitive [149]. However, not
all details are understood in the context of this thesis.

The rate of fake FTT tracks has further kinematic dependencies. In Figure 6.6, the efficiency

3Those are particles with very low pr that have closed trajectories in the inner CJC. They can circulate for
many bunch-crossings before decaying or being absorbed in the detector material.
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for the FTT_mul_Ta<4 trigger requirement is also plotted as a function of the variable:

(6.9)

0,4, if 0,4+ —90°| > [6,— — 90°]
eless ctrl —
0., else.

Oless ctrl always is the polar angle of the less central of the two tracks. The respective track
tends to have a longer effective track length and thus deposits more charges in the CJCs.
The efficiency of the veto, i.e., the fake rate, has a strong dependence on @ess ctr1. Also here,
multiple factors contribute but not all details are understood. For once, the single track
efficiency and thus the number of valid FTT triplets increases with increasing track length.
Beyond that, other factors might also play a role. For example, a larger track length also
results in a higher rate of nuclear interactions and in a higher number of ionized charge
carriers which might modify the local drift behaviour.

The performance of the FTT track multiplicity veto certainly needs to be corrected in the
simulation. Lacking a more detailed understanding of all the mechanisms that affect the
rate of fake FT'T tracks, it is not clear how such a correction should best be performed. A
pragmatic approach is chosen that is discussed further on in the text. This approach results
in a large systematic uncertainty for the correction factor, which ends up being one of the
most relevant uncertainties of the measurement presented in this thesis.

The third relevant feature of the FTT is its capability to measure track charges. This enters
the s14 trigger via the FTT charge requirement FTT_chg_1. For the charge requirement
to be violated, either the charge of one of the two tracks has to be measured incorrectly
by the FTT, or there have to be (multiple) fake tracks. For straight high pr tracks, the
charge measurement becomes increasingly challenging. In Figure 6.7, the fraction of FTT
tracks with the same charge as the matched reconstructed track is plotted as a function of
track pr. For tracks with pr 2 1 GeV, the FTT fails to measure the correct charge at an
increasing rate. However, the charge measurement is correctly modeled by the simulation.
The efficiency of the FTT_chg_1 trigger requirement is shown in Figure 6.7 as a function of
the larger track pp. It exhibits a small pr dependence, as could be expected from the single
track charge measurement. However, the data efficiency is not reproduced by the MC model.
Since the charge measurement of individual tracks is well described by the simulation, the
mismodeling of the total charge requirement has to be attributed to the mismodeling of the
FTT fake track rate.
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Figure 6.7: FTT charge mismeasurement rate in DIS as a function of track pp
(left). FTT_chg_1 efficiency as a function of the larger pion track pp (right). Only
statistical uncertainties are considered.
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6.2.2 Performance of Other Trigger Elements
CIP Performance

The efficiencies of the three CIP trigger requirements are plotted as a function of g5 ctr1 in
Figure 6.8. Some mismodeling of the trigger elements is observed. Consistently with the
CIP’s geometry, it exhibits a dependence on the polar angles of the two pions. The precise
underlying mechanism responsible for the mismodeling is not understood in the context of
this thesis.
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Figure 6.8: Efficiency of the CIP s14 trigger elements CIP_sig>2 (a), CIP_mul<6
(b), and CIP_TO (c) as a function of fjess ctr1. The efficiencies are measured in the
DIS data sample and compared to the corresponding MC model. Only statistical
uncertainties are considered.

Forward and Backwards Veto Performance

The FTi2 trigger veto is based on signals from the FTi2 scintillator wall in front of the
forward trackers. The scintillator covers an acceptance of roughly 6 < 20°. However, as
discussed in Section 3.2.3, its precise geometry is not known. Neither is it included in the
H1 detector simulation, at all. While it was meant to reject non-diffractive events, the FTi2
veto also has a significant impact on selected (proton-dissociative) events.

In data, the performance of the FTi2 veto can be studied with the DIS sample. However, the
veto was also taken out of the s14 online definition for an extended period of time. While the
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trigger definition is harmonized offline for the selection of the photoproduction data sample,
the subset collected without the veto can be used to study the FTi2 performance also in
photoproduction. This is useful because the available photoproduction subsample is much
larger than the DIS sample. Also, kinematic differences between DIS and photoproduction
then do not need to be considered. In order to study the FTi2_G1l performance consistently
in DIS and photoproduction, its efficiency is evaluated for events passing the full 7+~
signal event selection, as well as all other s14 requirements. The efficiency defined that way
is shown in Figure 6.9 as a function of the lower of the two track polar angles, 6. The
FTi2_Gl veto was implemented to reject non-diffractive events. However, in the figure a
dependence on 0, can be observed, such that the efficiency goes down at low angles. This
suggests that also the pions can interfere with the performance of the veto when going very
forward; potentially through secondary particles created in interactions with the detector
material. Furthermore, the efficiency never reaches 1 even for very large 6)oy. Assuming
that no non-diffractive events survive the offline event selection, this has to be attributed to
diffractive dissociation events being rejected because some of the proton remnants hit and
interact with the veto wall.

The combined efficiency of both the SpaCal vetoes applied in the trigger ('SPCLh_AToF_E_1
&% !'SPCLh_ToF_E_2) is shown as a function of the larger of the two pion polar angles Oyign
in Figure 6.9. Generally, the vetoes are almost fully efficient in both data and the MC. A
potential inefficiency might occur at very high 6y, in data, but not the MC. This could
again be a consequence of the two pions inducing a SpaCal signal through secondary particles
from interactions with the detector material which are not well modeled by the simulation.
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Figure 6.9: Left: FTI2_G1 veto efficiency as a function of the lower of the two pion
0. The efficiency is measured in the DIS sample and the subset of the photoproduc-
tion sample without the veto in the online s14 subtrigger definition. Fluctuations
in the photoproduction MC template away from 1 originate from contributions from
the beam-gas data template; compare Section 5.3. Only statistical uncertainties are
considered. Right: Efficiency of the SpaCal trigger vetoes as a function of the larger
of the two pion polar angles. The efficiency is measured in the data DIS sample
and compared to the corresponding MC model. Only statistical uncertainties are
considered.

6.3 Trigger Correction Factors

The observed flaws in the trigger simulation need to be corrected in the MC model that is
used for the photoproduction cross-section measurement. Only then can the MC be employed
to correct the measured data distribution for detector effects. The available DIS sample is
not ideal for deriving correction factors because it only provides limited statistics and covers
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a kinematic region orthogonal to the photoproduction dataset. Unfortunately, no better
alternative could be found in the context of this thesis. Correction factors are thus derived
from the DIS sample for the photoproduction topology in a way the reduces the impact from
the different kinematics as best as possible. As a first step, additional cuts are introduced to
improve the overall s14 trigger performance:

° |A¢FTT‘ > 20°
e 25° < track 0 < 155°

The cut on the transverse opening angle between the tracks reduces the rate of fake FTT
tracks. By applying it on the angle evaluated at the third FTT trigger layer, a potential
impact from the track pr differences between DIS and photoproduction is mitigated. The
reduction of the polar track acceptance region reduces the potential impact from the pions
interfering with either the FTi2 or the SpaCal trigger vetoes. It also reduces a potential
impact on the FTT performance from CJC edge effects. In a second step, two multiplicative
correction factors are derived that correct the mismodeling in the combined CIP and FTT
trigger elements performance on the one hand, and the FTi2 veto performance on the other.

6.3.1 FTT && CIP Correction
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Figure 6.10: Efficiencies ecip (a), ectpaartr (D), €crpugrrr ma (€) as a function of
Oress ctr1- The efficiencies are measured in the DIS data sample and in the DIS and
photoproduction MC samples as labeled in the legend. Only statistical uncertainties

are considered.
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The performance of the CIP and FTT trigger elements depends strongly on the kinematics
and the topology of the two tracks, most notably on the track 6, pr and A¢. The A¢
dependence is significantly reduced by applying the trigger performance improvement cuts
described in the text above. Without CJC edge effects, the qualitative # dependence of
the CIP and FTT trigger elements is very similar. In Figure 6.10, the efficiency of three
distinct combinations of trigger elements are studied: the combination of all CIP (ecrp), of
all CIP and all FTT (ecrpugrrr), and of all CIP and only the FTT track multiplicity elements
(ecrpaartT_mi1)- The efficiencies are measured in the DIS data sample and in the DIS and
photoproduction MC samples. They are plotted as a function of Ojegs ctr1-

If adequate efficiency correction factors for the photoproduction MC sample are to be
derived in DIS, a necessary condition is that kinematic differences between the DIS and
photoproduction regimes are factorized out. This appears to be the case for the CIP trigger
elements for which the DIS and photoproduction MC efficiencies agree very well when
measured as a function of e ctr1. However, it is not true for the FTT. When all FTT
trigger elements are considered, the MC performance in photoproduction is much better
than in DIS. The underlying reasons are a better FTT track charge measurement, a higher
FTT track reconstruction efficiency and a lower fake track rate. They are the consequence of
a lower track pr < 1 GeV and a larger transverse opening angle between the two tracks in
photoproduction.

The charge measurement can be expected to be very reliable in photoproduction and to
be simultaneously well modeled by the MC; compare Figure 6.7. Thus, the FTI_chg_1
requirement should not be corrected in photoproduction. It can not cause inefficiencies of
the trigger directly. If the charges of the two real pion tracks are correctly measured, the
charge requirement can only be violated in the presence of at least two additional fake FTT
tracks. However, events with multiple fake tracks are simultaneously rejected by the track
multiplicity veto. In photoproduction, it should thus be sufficient only to correct the CIP and
FTT track multiplicity requirements. For these, i.e., €crpggrrr_mi1, the agreement between the
DIS and photoproduction MC is indeed much better, though some small differences remain.

Unfortunately, the differences in the performance of the FTT track multiplicity veto are
expected to be much larger in data than the MC. While the efficiency can not be measured
in the photoproduction data sample, the observable rate of one additional fake FTT track is
accessible. Among the DIS data events satisfying the s14 trigger, 30% have an additional
(fake) FTT track, while only 19% of the photoproduction events do. This difference also
suggests a difference in the rate of events with two fake FTT tracks and thus a worse
performance of the FTT multiplicity veto in the DIS than in the photoproduction topology.
The difference can not be explained by slightly different 6jess ctr1 distributions alone. It is
also the consequence of other topological differences in the pr and ¢ configurations of the
two tracks. They can not all be considered simultaneously.

Neglecting CJC edge effects, the O)ess ctr1 dependence of the combined CIP and FTT trigger
elements can be parametrized by the function:

GCIP,FTT(GIGSS ctrl) = Po + P1 [Sin4 (7T/4) - Sin4(91ess ctrl [rad])] ’ (610)

with free parameters pg and p;. The function is fitted to the efficiencies of the combined
CIP and FTT trigger elements. The fits are shown in Figure 6.11 and the corresponding fit
parameters are summarized in Table 6.2.

An efficiency correction factor can then be defined as the parametrized efficiency ratio between
data and MC:

6data(

0 ess ctr
R(aless ctrl) = EMC( ! ! 1)

6.11
oless ctrl) ( )

The efficiency correction is applied by weighting reconstructed MC events that pass the
trigger requirement by R. For the DIS MC, the CIP and FTT correction factor is calculated
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correction factor plata piata pyIc pMC

Rerp 0.913£0.006 —0.034£0.018 | 0.940 +£0.001 0.102 4+ 0.003
Re1peartr mul 0.756 = 0.009 —0.049 +0.028 | 0.851 +0.002 0.169 £ 0.005
Rerpagrrr 0.694 £0.010 —0.057 £0.030 | 0.813 £0.002 0.165 £ 0.005

Table 6.2: Fit parameters for the fits of the O)ess ctr1 dependence of the efficiencies
€c1P; €CIP&FTT, €cTPearTT_mn Measured in the DIS data and MC samples. Only
statistical uncertainties are considered.
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Figure 6.11: Fits of the e ctx1 dependence of the efficiencies ecrp (a), €cpagrrr

(b), €crpaartt mu1 (¢) measured in the DIS data and MC samples. Only statistical
uncertainties are considered.

from the combined efficiency of all CIP and FTT trigger elements:

DIS 6glalgx?&r-’TT(eless ctrl)
RCIP&&FTT(QICSS ctrl) = MC 0 . (6.12)
ECIP&&FTT( less ctrl)

Due to the discussed kinematic and topological differences, a derivation of the photoproduction
correction factor is not as straight forward. Since the photoproduction 77~ kinematics are
generally more favorable for a good FTT performance, two extreme scenarios are considered:

1. The FTT is assumed to be well described by the simulation in the photoproduction
topology and does not need to be corrected, at all.

2. The FTT charge measurement is assumed to be well described by the simulation in
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the photoproduction regime, but the fake rate is as poorly described as it is in the DIS
topology.

No strong argument can be made in favor of either scenario. That is why the average
correction factor for the two scenarios is used for correcting the (nominal) photoproduction
MC. The difference between the scenarios is then used to estimate a systematic uncertainty
for the correction:

1 1
Rbuwerr = 3 [Rere + Retpagrrr_ma| £ 3 [Rere — Retpagrrr_ma1] (Syst). (6.13)

A further uncertainty of the correction factors is considered from the statistical uncertainty
of the fit parameters. Since the data uncertainties are dominant, MC uncertainties are
neglected. For the used fit function, the two parameters py and p; are only weakly correlated.
The parameters for the fit of ecrp and €crpggrrt ma1, O the other hand, are strongly correlated
because the respective efficiency measurements are. For simplicity the first correlation is
neglected, the second is assumed to be 100%. Two statistical variations of Rfibysrrr ma are
then assumed in which either pgata or p‘fata of both Rerp and Rerpgartr me1 are simultaneously

varied by their respective statistical uncertainties.

Validation in DIS

The correction of the CIP and FTT trigger elements can be validated only in the DIS
sample. For the validation, the trigger performance improvement cuts are applied and MC
events passing the CIP and FTT s14 trigger requirements are weighted by the correction
factor REL uerr(Pless cir1) as defined in Equation (6.12). The corrected efficiency is shown in
Figure 6.12 as a function of 2, Wop, Mrr, and t and is compared to the efficiency measured
in the DIS data sample. Overall, the corrected MC agrees well with the MC and within
statistical uncertainties and also kinematic dependencies appear to be reasonably described.
However, a small difference in the Q2 dependence might remain, as should be expected from
the previously observed difference of the trigger performance in the DIS and photoproduction
MC samples. A potential consequence for the photoproduction correction factor is assumed
to be covered by the systematic uncertainties assigned to it.

6.3.2 FTi2 Veto Correction

A correction factor for the FTi2 veto is derived from the photoproduction subsample that
was collected without the FTi2 veto in the online s14 trigger definition. It then is defined for
events passing the CIP and FTT trigger requirements and can thus be applied multiplicatively
on top of the CIP and FTT correction. The derivation of the correction factor is not as
straight forward as for the CIP and FTT. As the veto appears to be affected by forward
going pions, it does reject not only proton-dissociative but also elastic events. Separate
correction factors for both processes are thus needed. In order to separate elastic from
proton-dissociative events, the forward tagging information is used; compare Section 4.4.
The zero-tag and inclusive-tag categories are used to split the dataset into two parts with
contributions from elastic and proton-dissociative events according to the respective tagging
efficiencies:

tag __ tagel el tag pd pd

Ndata =€data Ndata + €data Ndata (614)
ltag tag el el tag pd pd

Ndata *(1 ~ €data ) Ndata + (1 ~ Cdata ) Ndata (615)

The data tagging efficiencies for elastic and dissociative events are not known. Assuming
they are well modeled, they can be replaced by the MC efficiencies. Then the elastic and
proton-dissociative number of events can be calculated:

tag pd/el tag tag pd/el ltag
Nel/pd ~ + (1 — &MC ) Ndata — “MC Ndata (6 16)
data — tag el tag pd ! :
S VOIS Vo)
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Figure 6.12: Efficiency of the combined CIP&&FTT s14 trigger elements mea-
sured in the DIS data and MC sample as a function of Q% (a), W, (b), mxr (c),
and ¢ (d). The MC efficiency is corrected as described in the text. Only statistical
uncertainties are considered.

Assuming the tagging efficiency is independent from the FTi2 veto, this allows to calculate
the efficiency of the veto for elastic and dissociative events by calculating the respective
fractions of events passing the veto:

el/pd _ NeV/Pd (IFTi2_G1 && s14(CIP&&FTT) && selected)
FTi2 = Nel/pd (s14(CIP&&FTT) && selected)

(6.17)

In Figure 6.13, the FTi2 veto efficiency is shown for the photoproduction subsample recorded
without the FTi2 veto in the online trigger definition. The efficiency is shown for the total
sample as well as the elastic and proton-dissociative contributions.

A correction factor for the FTi2 veto can only be derived differentially in a single variable
because of the limited size of the control dataset. In order to consider the impact of the pions
on the veto, the variable 0., is chosen. In particular, an expected dependence of the efficiency
on the mass of the dissociative system my can not be considered nor studied because my is
experimentally not accessible. It is assumed that a potential impact on the measurement
is covered by the uncertainty associated with the MC modeling of the my distribution.
Furthermore, it can also be expected that the efficiency is different for 77~ signal events
and background processes with additional final state particles. Dedicated correction factors
for the background processes can also not be derived. However, since the background MC
samples are normalized to data on detector level, and are simply subtracted from the data
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Figure 6.13: Efficiency of the FTi2 veto as a function of the lower track angle
Olow- The efficiency is measured in the subsample of the photoproduction dataset
that was recorded without the FTi2 veto in the online trigger definition. The
efficiency is separated for elastic and proton-dissociative events as described in the
text and as labeled in the legend. Only statistical uncertainties are considered.

distributions in the cross-section measurement, a correction is less critical. A correction
factor for the 7+ 7~ signal samples is derived by parametrizing the ),y-dependence of the
data efficiencies by the function:

Po

fleriaChow) = eemaion) = 4+ (B — 30°)/150°)

(6.18)

Fits are performed to obtain optimal parameters for the efficiency in elastic and proton-
dissociative events. The fit results are superimposed on the data points in Figure 6.13, and
the fit parameters are summarized in Table 6.3.

correction factor Do 1 D2
Rprio elastic 1+£0 3.63+0.14 —21.3+£3.9
Rpris proton-dissociative  0.913 +0.011 2.40+0.27 —8.86 +6.62

Table 6.3: Fit parameters for the fits of the 0., dependence of the elastic and
proton-dissociative FTi2 veto efficiency in the photoproduction data subset. Only
statistical uncertainties are considered.

The FTi2 veto trigger correction is applied by weighting reconstructed elastic and proton-
dissociative MC events by the respective parametrized data efficiency. Systematic uncer-
tainties on the correction are estimated as follows: For elastic events, a 100% uncertainty
is assumed by not applying the correction at all. For the proton-dissociative events, a
normalization uncertainty is assumed from the statistical uncertainty of the fitted parameter
Po, and a shape uncertainty is estimated by alternatively assuming no kinematic dependence
of the trigger correction, i.e., Rrria = po-

Validation in Photoproduction

In order to validate the correction of the FTi2 veto efficiency in the MC, the efficiency of
the corrected photoproduction MC is compared to the data efficiency as a function of m,,
W,p, and p%m in Figure 6.14. After the correction the agreement is quite reasonable. Some
mismodeling remains in the tails of the p° mass peak below m,, < 0.6 GeV and above
Mmxr = 1.1 GeV. There, the dataset obtains a significant contribution from background
processes (compare Chapter 4) for which no dedicated trigger correction is derived. A
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potential impact on the final cross-section measurement is mitigated by subtracting the
elastic and proton-dissociative background contributions independently on detector level,;
compare Chapter 7.
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Figure 6.14: FTi2_G1 veto efficiency in the photoproduction data subsample as
a function of m,, (a), W,, (b), and pQT,m (c) after applying the trigger correction
to the elastic and proton-dissociative MC samples. The black data points are
compared to the full MC model and the elastic and proton-dissociative 7+~ signal
samples as labeled in the legend. Only statistical uncertainties are considered.

6.3.3 Applying Trigger Correction Factors

For the photoproduction MC samples two trigger correction factors Rihyerr and Rprip are
defined. They can be applied multiplicatively because REL, it is defined for events passing
the event selection and Rgris for events passing the event selection and all other s14 trigger
requirements. Events passing the trigger and selection criteria are then simply weighted down
by REE,uerr - Reria- For the calculation of the response matrices used in the cross-section
measurements (compare Chapter 7) the trigger correction is applied in a way to not destroy
the normalization of the MC sample on generator level and thus allow for an efficiency
correction to particle level.
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7 p® — 7w~ CROSS-SECTION MEASUREMENT

The goal of this analysis is to measure differential p° photoproduction cross-sections as a
function of the photon-proton center-of-mass energy W,, and the momentum transfer at
the proton vertex t. Several experimental challenges need to be addressed and overcome
to achieve that goal with the data at hand. They originate from the fact that only limited
information is available for events observed through the H1 detector. At a fundamental level,
p° mesons themselves can not be directly observed. Due to their extremely short lifetime
(1, ~ 4.5-1072* 5), they decay before they could ever interact with the detector. Only their
decay products, i.e., the two pions, are directly measured. On a more technical level, the
77~ measurement is then also subject to various limitations of the H1 detector.

As a first step, the 7t7~ dataset at hand thus has to be corrected for features introduced
by the detector. Relevant detector effects and their respective impacts on the dataset are
described in Section 7.1. The correction is done via an unfolding procedure that is detailed
in Section 7.2. The unfolding results in corrected 77~ event number distributions that are
subsequently normalized to calculate differential 777~ photoproduction cross-sections. The
77~ cross-section obtains contributions from various processes in the considered kinematic
region; compare Section 2.3. In order to measure the p® cross-section, it needs to be isolated
from the other contributions. This is achieved via a S6ding model that is defined in Section 7.3.
For the p° extraction, the model is fitted to the measured invariant di-pion mass spectra.
The fitting procedure explained in Section 7.4.

7.1 Detector Effects

Measuring the 77~ cross-section first requires the data to be corrected for detector effects.
Broadly, two kinds of effects can be distinguished:

e The limited geometric detector acceptance and detector inefficiencies result in scattering
events being recorded incompletely or not at all.

e The limited detector resolution results in measured kinematic variable values being
smeared with respect to the true values.

7.1.1 Detector Acceptance and Efficiency

Since this analysis relies heavily on the central tracking detector, the effective geometric
acceptance for tracks is limited to 20° < 6 < 160° and pr 2 160 MeV. Events in which either
of the two pions goes outside of that range can not be measured at all. Even when both
particles are within the central tracker’s acceptance, they might not both be reconstructed
because of detector inefficiencies. Insensitive regions due to detector support and readout
structures, malfunctioning hardware, or more subtle effects can lead to tracks being missed
by the trigger or offline track reconstruction. Additional events are lost in the data quality
selection step. The full efficiency is defined for MC events as the fraction of generated events
that are within the detector acceptance, are fully reconstructed, are triggered, and satisfy all
selection requirements:

N(acc. && rec. && trig. && sel. && gen.)
N(gen.)

€full sel = . (7 1)
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In Figure 7.1, the efficiency is shown for the signal 777~ MC as a function of the true,
i.e., generated my,, W,,, and t variables. The steep drop in the efficiency at small m
and at small and large W, is a direct consequence of the central tracker acceptance in pr
and 0, respectively. The efficiency drop with increasing [t| is mainly a result of the event
selection, with the restrictions of the forward energy flow of the dissociative system and on
the transverse opening angles of the pions playing a major role.
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Figure 7.1: Efficiency for 777~ signal events to be within the detector acceptance,
triggered, reconstructed, and selected g se1. The efficiency is shown for the elastic,
proton-dissociative, and combined 77~ MC samples as labeled in the legends
and as a function of the generated m . (a), W, (b), and ¢ (c). Only statistical
uncertainties are shown.

Besides the central tracker for the di-pion reconstruction, the analysis also relies on the SpaCal
to reject events with large momentum transfer Q2 and to ensure that only photoproduction-
like events are selected. However, the SpaCal only extends down to # < 177.5° and thus
can only reject electrons with a minimal scattering angle, i.e., a minimal Q2. Furthermore,
the diffractive nature of the scattering is ensured by requiring a rapidity gap between the
forward energy flow and the di-pion system. This is ensured by vetoing energy deposits in
the forward LAr. However, the cut also rejects diffractive events where the proton dissociates
into a system with large invariant mass my. In Figure 7.2, the full selection efficiency is
shown as a function of Q2 and my. Events are selected within a kinematic range of roughly
Q% < 2.5 GeV? and my < 10 GeV, respectively.
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Figure 7.2: Efficiency for 717~ signal events to be within the detector acceptance,
triggered, reconstructed, and selected g, o1 as a function of the true Q? (left)
and my (right). The efficiency is shown for the elastic, proton-dissociative, and
combined 777~ MC samples as labeled in the legends. Only statistical uncertainties
are shown!.

7.1.2 Detector Resolution and Migrations

For this analysis, the kinematic event variables are reconstructed using only information
from the two tracks. Their resolution is thus fundamentally restricted by the precision of
the track measurement. However, for the photoproduction event topology, the resolution is
deteriorated even further. In particular, W, and t are reconstructed under the assumption
that Q2 = 0 GeV? and that all masses, including the mass of the dissociative system my-, can
be neglected; compare Section 4.2. In this case, the full scattering kinematics are constrained
by the knowledge of the initial state and the 7+ 7~ final state. For Q% # 0 GeV or large my,
this is not a valid assumption anymore, and kinematic variables calculated from the two
pions alone deviate systematically from the true values.

The relative difference between the reconstructed di-pion mass, W,,, and ¢ and the respective
true values are shown in Figure 7.3. A relative resolution is defined as the variation that
encloses 68% of the reconstructed values, corresponding to a 1o variation assuming a Gaussian
resolution. Lines indicating the relative resolution of each variable are included in each
plot. The measured resolution of m ., is roughly 1% and varies only little with the mass.
It is solely given by the resolution of the track parameters. The resolution of W, is of the
order of 1%, too, but the reconstructed values exhibit a systematic shift on the permille
level that changes with energy. W, is strongly correlated with the polar angle .. of the
777~ system. The resolution and shift are thus dominated by the measurement of the
track 6. The reconstructed track 6 values deviate from the true values due to variations
in the z-vertex position and the beam tilts. The deviation is in the opposite direction for
forward and backward tracks, which results in the shift of W, changing with energy. For
proton-dissociative events, neglecting the mass of the proton remnant results in a further
shift in the reconstructed W.,,. Because that shift is independent of W, its relative size

IThere is a slight inconsistency in the my dependence of the efficiency, such that for small my the efficiencies
measured in the elastic and proton-dissociative MC differ by roughly 5%. This discrepancy is a feature of
the independent (and inconsistent) treatment of the elastic and proton-dissociative MC samples. The
samples are simulated and reweighted independently; compare Chapter 5. In particular, the mgx, t,
and W,, MC distributions match those observed at an average my and do not incorporate an my
dependence. For my — my, the distributions do not approach the elastic distributions. Phasespace
restriction of low mg, in particular then causes a higher efficiency in the proton-dissociative sample. As
long as the proton-dissociative MC samples models the average my well, the measured proton-dissociative
cross-sections are not affected.
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Figure 7.3: Relative resolution of the reconstructed variables with respect to the
true values for m,. (a), Wy, (b) and ¢ (c). Events are taken from the elastic and p-
dissociative 777~ signal MC. The red and black lines indicate the 50% (continuous),
and the 16% and 84% percentiles (dashed) of the elastic and proton-dissociative
MC, respectively.

decreases with increasing W,,. The reconstruction of ¢ ~ —p%” provides only a very
poor relative resolution that varies from almost 20% at very small |¢| down to roughly 5%
at t = 1 GeV2 The driving factor behind the poor resolution is the disregard of larger
photon-virtualities Q% # 0 GeV2. For proton-dissociative events, neglecting my further
deteriorates the measurement of ¢ and results in values that are systematically shifted by up
to 20% at very small [¢].

Background Contributions

Another consequence of the limited detector acceptance, efficiency, and resolution is the con-
tamination of the dataset by wrongly or incompletely reconstructed events from background
processes. As is studied in Chapter 4, a small but considerable number of these events pass
the full event selection and spoil the sample of 77~ photoproduction candidates. These
contributions can not be identified event-by-event but still need to be removed from the data.

7.1.3 Visible and Fiducial Phasespace

The correction steps to be performed on the measured data are: first, the subtraction
of events from non-7+7~ background processes and second, the correction of the signal

98



7. p° = 7tn~ CROSS-SECTION MEASUREMENT

77~ events for detector resolution and inefficiencies. Acceptance corrections can not
be performed when the underlying physical process is different outside and inside of the
acceptance region. A measurement then is restricted to the visible kinematic range. The
visible range of this analysis is mainly defined by the CJC acceptance, which limits the
accessible energy range, and by the rapidity gap requirement, which limits the accessible
mass of the dissociative system. However, also the size of the dataset and the MC samples
restrict it. Most importantly, a lack of a sufficient number of measured and simulated events
limits the m,, range of the measurement. The wvisible phasespace for the present w+ax—
photoproduction measurement is formally defined in Table 7.1, taking these limitations into
account. For the variables that can be reconstructed, i.e., mr~, Wy, and ¢ it is explicitly
enforced by cuts on the reconstructed values. For the other variables, i.e., Q% and my, it
is only implicitly defined by selection restrictions on the accessible kinematic ranges, or by
fundamental kinematic constraints.

min variable max
0.3 < M rec [GEV] < 2.3
explicit: 15 < Wop.ree [GeV] < 90
3 < tpee = —p%,m [GeV?] < 0
o 2 < Q? < 25 GeV?
implicit:
my, < my < 10 GeV

Table 7.1: Visible phasespace defined in terms of the detector level, reconstructed
variables My, W,p, t, Q% and my. For the first three variables, which can
be reconstructed from the two pions, it is explicitly enforced by cuts on the
reconstructed values. @2 and my are kinematically constrained and implicitly by
the event selection.

As discussed in the text above, the reconstructed variables can have a poor resolution. This
can lead to problems at the kinematic boundaries where events can migrate into and out of
the visible phasespace. To be able to correct these migrations, the actual measurement is
performed in a fiducial phasespace only, which is slightly smaller than the visible phasespace
defined above. The fiducial phasespace is defined in terms of the true MC variables and
enforced by explicit cuts on the true values of myr, Wy, t, @2, and my. Besides migration
effects, further considerations feed into the definition of the fiducial phasespace. Most
importantly, the Q2 range is reduced to ensure the photoproduction kinematic regime.

min variable max
0.5 < Murgen [GeV] < 2.2
20 < Wypgen [GeV] < 80
15 < tgen [GeVE] < 0
2 0< 2 < 01 GeV?
my, < MYy, gen < 10 GeV

Table 7.2: Fiducial cross-section phasespace defined in terms of the true, i.e.,
generated, M., Wy, t, Q% and my.

Restricting the fiducial phasespace of a measurement can shape the measured differential
cross-sections. For the present analysis, this is the case for the proton-dissociative component,
in particular. As energy is needed to excite or break up the scattered proton, the accessible
mass my is restricted by the accessible range in the other kinematic variables. For a given
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Wop, Mg, Q?, and t, the maximally accessible mass my is approximately [181]:
W,

(m2, +Q?)°

In turn, limiting the range of my in the fiducial phasespace definition strongly shapes the

W,, and ¢ dependence of the measured cross-sections. A smaller, yet still considerable effect

comes from the restriction of the energy range, which can affect the measured ¢ distributions.

Both effects can be seen in Figure 7.4, where the fraction of generated events that pass the
fiducial phasespace cuts, i.e.,

N (fid. PS && gen.)
N(gen.)

are plotted as a function of m,,, W,,, and ¢. The effective impact of the cut on my < 10 GeV
strongly varies with W,,, and ¢, in particular. This is directly reflecting on the measured cross-
section distributions. These shaping effects can not be corrected in the measurement unless
models are used to extrapolate the measured cross-sections beyond the visible phasespace.
Such an extrapolation is not done for the present analysis because the Diff VM event generator
does not model the my distribution very reliably. Instead, the phasespace shaping of the
measured cross-sections has to be taken into account when they are interpreted.
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Figure 7.4: Fraction of generated events from the signal 777~ photoproduction
MC that pass the fiducial phasespace cuts defined in Table 7.2. The fraction is
shown for the elastic, proton-dissociative and combined MC as labeled in the legend
and as a function of the generated m,, (a), W, (b), and ¢ (c). Only statistical
uncertainties are shown.
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7.2 Unfolding w+tn~ Cross-Sections

In order to correct detector efficiency and resolution, the measured distributions are unfolded.
The principal concepts of unfolding and the procedure applied for this measurement are
outlined in the following. Let the true probability distribution for a physical process be given
by a function f(z) depending on a set of kinematic variables x. If the process is observed
through a particle detector, a priori only detector level distribution g(y) can be measured
depending on a set of reconstructed kinematic variables y. If the detector is imperfect, g(y)
and y might be distorted in comparison to f(z) and z, respectively. Under the assumption
of a linear detector response, the response can be described by a function A(y,z), and the
detector level distribution g(y) can be calculated by folding the true distribution f(x) with

Az, y):

s = [ ) S (7.4)

Tmin

In the case of limited efficiency or detector acceptance, the norm of the measured distribution
J 9(y)dy is smaller than the norm of the true distribution [ f(z)dz. For a finite measurement
resolution g(y) obtains contributions from a range of = values; even if the variables x and
y correspond directly to one another. In that case, the relation in Equation (7.4) is by no
means unique. Instead, any function that averages to zero over the contributing x range
can be added to f(x) without changing ¢g(y). One example would be high-frequency noise,
another, contributions from outside an acceptance region where A(y,x) = 0 for all y.

Unfolding then refers to the inversion of Equation (7.4) so that from g(y) and given A(y, z)
information about f(x) can be inferred. From the previous argument, it follows that on
principle f(z) can never be determined unambiguously. In practical applications, the situation
is often aggravated because the measured distribution g(y) is already not well known. For
example, it might only be sampled by a finite number of measurements. Uncertainties of
g(y) are then often amplified or lead to noise contributions to the estimate of f(z) during
the inversion step. A common way to resolve these problems is to introduce external
regularization constraints that enforce a specific behavior. Assuming, for example, that
f(x) is a physical distribution, one could require it to be smooth and hence suppress any
high-frequency variations.

A general and more detailed introduction to unfolding and regularization is given by Blobel
and Lohrmann [182], for example. For this analysis, only binned distributions are considered,
in which regions of the phasespace are grouped together. They are unfolded via a regularized
template fit with the TUnfold software package [183|. The unfolding is described in more
detail in the following section.

7.2.1 Regularized Template Fit

The goal of this analysis is to unfold binned distributions. For these, Equation (7.4) can be
discretized by replacing f(x) by the number of true events z; in bin j = 1...n and g(y)
by the number of detector level events y; in bin ¢ = 1...m. A(y,z) becomes a transition
matrix A;; that describes the probability of an event from the truth level bin j migrating
into detector level bin ¢. Integrals over x or y are replaced by sums over ¢ and j, respectively.

In vector notation Equation (7.4) then becomes?:

j=A-f. (7.5)

The detector level distribution ¢ is not known precisely but only estimated from a finite
number of experiments by counting the observed number of events g; in each bin i. Then

2In general f(x) and g(y) can be multi-dimensional physical distributions but in the following they are
assumed to be projected onto a one-dimensional bin numbering scheme.
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7; is in particular subject to statistical uncertainties. It may also obtain contributions
from misreconstructed background events b that can not be identified on an event-by-event
basis. For a square and invertible matrix A, ¢ could in principle by replaced by y — b and
Equation (7.5) be inverted in order to obtain an estimate # for Z. However, statistical
uncertainties in ﬁ are often strongly enhanced by such a simple inversion. The unfolding
result & then suffers from large statistical fluctuations that come with large (anti-)correlated
uncertainties. While solutions obtained by inversion are statistically correct, they are often
not desired for aesthetic and practical reasons, e.g., correlated uncertainties are difficult to
visualize, document, or publish.

There are many approaches to unfolding that try to provide an estimated # with reduced
fluctuations and correlated uncertainties by avoiding a direct inversion of Equation (7.5).
For a comparison of various methods, see the review by Schmitt [184], for example. The
approach taken in this analysis is to find an estimate i for the true distribution with a X2
template fit. The fit is performed using the TUnfold software package. The TUnfold y?
function is defined as:

A~ o T A~ o
CEN = (7-5-A4-7) Vgl (5-F- A7) + Xy + Corm (7.6)

It compares a truth level distribution & smeared by the response matrix to the background-
subtracted measured distribution. The uncertainties of the background-subtracted measured
input distribution are given by the covariance matrix Vz_p. The x? function is extended by a
regularization constraint xZ., and a normalization constraint x7,,,,. They impose additional

restrictions on # and are discussed further on in the text. Using a y2-based instead of a
likelihood-based method has the advantage that the minimization of Equation (7.29) can be
analytically solved to give the best estimate i for &. Of course, the underlying assumption
then has to be that the uncertainties Vi_p are normally distributed. The minimization
procedure is detailed in the TUnfold documentation [183]. In particular, it does not rely on
the direct inversion of A. As one consequence, the fit can also be performed with non-square
response matrices. In fact, asymmetric response matrices with a larger number of detector
level than truth level bins are desirable. They result in an over-constraining of the unfolded
truth bins. The x? is then minimized for ngs > 0 degrees of freedom. Not only is the inversion
more stable in this case, but it also allows interpreting the minimal x? value statistically.

7.2.2 Background Subtraction

As a first step of the unfolding, background contributions to the detector level distributions
need to be subtracted from the input data distributions. For this analysis, only the background
from beam-gas events is directly subtracted. The subtraction of backgrounds estimated from
MC samples is incorporated into the y? minimization step. Doing so allows fitting their
respective normalization factors. For this purpose, they are included in the definition of the
response matrix.

7.2.3 Response Matrix Definition

The response matrix A is determined from Monte Carlo events. For these, both truth
and detector level information is available. The truth level is the generator level, i.e., the
generated cross-section distributions and the generated four-momenta of all particles involved
in the scattering. Propagating the generated events through the H1 detector simulation then
provides also detector level information, i.e., the reconstructed four-momenta of the two
pions. In order to calculate A for unfolding a given kinematic distribution, a two-dimensional
histogram IN of the generator level truth distribution against the detector level measured
distribution is constructed and filled with events from the MC. To account for efficiency
losses, events that are not reconstructed and selected are filled into an overflow bin ¢ = 0.
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For this analysis, MC events are weighted with generator level and detector level weights.
Generator level weights are applied equally to reconstructed and non-reconstructed events.
Detector level weights such as trigger efficiency scaling factors are only applied on detector
level. In order to preserve the total number of MC events in IN, detector level weights need to
be compensated. The compensation is achieved by filling every reconstructed event weighted
by a factor R also in the non-reconstructed overflow bin with the complementary weight

(1- R).

The elements of A, i.e., the probability that an event generated in bin j is reconstructed in
bin 7, can then be calculated from IV:

Ajj = —=——. (7.7)
iso Ny
The efficiency correction is implicitly incorporated by the overflow bin, with the total efficiency
given by

=D

G = g
1<m

Zi:O Nij

Due to the normalization, A is independent of the shape of the MC distribution in the
unfolding variables. However, it is not entirely independent of the MC and can still strongly
depend on the modeling of hidden MC distributions of variables that are not unfolded.
As is discussed in Section 7.1, the reconstruction and selection efficiency exhibits strong
kinematic dependencies. Thus, in order to obtain correct unfolded distributions, all hidden
MC distributions in variables that are not directly unfolded need to be well described by the
MC. Otherwise, the result might be biased. For this analysis, this is ensured by tuning the
MC distributions to data, and verified with various control distributions; compare Chapter 5
and Chapter 4.

(7.8)

Response Matrices For The nt7w~ Cross-Section

For the present cross-section measurement, various multi-dimensional 77~ event yield
distributions as a function of m ., W,,, t, and combinations thereof are unfolded. To match
the formulation above, they are projected onto one-dimensional bin number distributions.
The general structure of all the response matrices used for the unfolding of theses is the
same. It is illustrated in Figure 7.5.

In the illustration of the response matrix, the y-axis represents the generator level and the
x-axis the detector level distributions. One fundamental property of the unfolding here is that
it separates the elastic and proton-dissociative contributions. For emphasis, this is explicitly
shown even though it could also be interpreted as merely unfolding two bins in my as one
extra dimension of the measured distributions. For both the elastic and proton-dissociative
region, a distinction is made between events falling into the fiducial cross-section region
as defined in Table 7.2 and outside of it. Events from outside the fiducial phasespace are
considered in a single overflow bin per region. As a consequence, out-of-phasespace migrations
into and out of that region are considered in the unfolding. For technical reasons, the 7+~
signal MC obtains a small contribution from p® — 7+ 7=+ events; compare Chapter 5. These
events are considered as background and removed in the unfolding. This is achieved by
treating them as migrations from outside the fiducial phasespace and filling them in the
corresponding bin in the migration matrix.

Another property of the response matrix is the incorporation of MC background contributions.
For the eight considered MC background samples, i.e., for elastic and dissociative w, ¢, and p’
photoproduction as well as y-dissociation, additional generator level distributions are added
to the response matrix. Truth level 77~ information is not defined for these processes.
Instead, the generator level distributions are filled with detector level variables, and only
events inside of the visible phasespace are considered. In the unfolding, this effectively results
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Figure 7.5: Illustration of the general structure of the response matrices used for
the unfolding. The x-axis corresponds to reconstructed detector level variables,
the y-axis to the true, generator level variables.

in a simple background subtraction on detector level. However, the background normalization
in every generator level bin is obtained with the y? fit.

On detector level, the reconstructed distributions are considered in the signal and the four
background control regions as they are defined in Section 4.3.3. The signal region is further
split into the three proton-dissociation tagging categories as defined Section 4.4, i.e., the
zero-tag, single-tag, and multi-tag region. This allows constraining the elastic and proton-
dissociative 77~ contribution independently. The four background regions are split into a
zero-tag and inclusive-tag category to constrain the respective elastic and proton-dissociative
background contributions. All events inside the visible phasespace are considered. Events that
are not reconstructed or selected in the visible phasespace are accounted for in a dedicated
overflow bin. For the three signal regions also a distinction between events inside and outside
of the fiducial phasespace is made. The phasespace cuts defined in Table 7.2 are applied on
the detector level variables. Events that are rejected are filled into one dedicated overflow bin
per region. The number of bins per region is the same on detector and particle level. As there
are three detector level signal control regions for two signal components, the total number of
bins on detector level is larger than on generator level. Generally, this is a necessary though
not sufficient requirement for all generator level bins to be constrained independently. The
exact binning schemes of all unfolded distributions are summarized in Appendix E.

As an example for an actual response matrix used in the present analysis, the matrix for
unfolding the one-dimensional m,, distributions is shown in Figure 7.6. The response matrix
for unfolding the m ., distributions exhibits significant migrations, i.e., off-diagonal elements.
These can pose a problem for the unfolding. Two types of migrations are to be considered:
migrations from one generator level bin into multiple detector level bins (stability) and
migrations from multiple generator level bins into one detector level bin (purity). The way it
is normalized, the response matrix is a direct measure for the stability. Correspondingly, a
purity matrix P can be defined as:

Ny

T i< A
Zj:lN%J

P (7.9)

which gives the relative contribution of a given generator level bin j to a detector level bin i.

Generally, an unfolding problem is only well defined if every generator level bin is constrained
by at least one detector level bin. The higher the purity in the constraining bin, the better
its constraining power. For a stable solution, thus a high purity is more important than
a high stability. The purity matrix for the one-dimensional m,, distributions is shown in
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Figure 7.6: Response matrix A for unfolding the one-dimensional m,, distribu-

tions. The matrix is constructed from the MC model as described in the text. The

dashed lines indicate the boundaries of the elastic and proton-dissociative 77~
signal MC on generator level and the three signal tagging regions on detector level.

Figure 7.7. While there are significant migrations, most generator level bins are strongly
constrained by at least one detector level bin. However, for the considered m,, response
matrix, the purity is not ideal. For some generator level bins, the best constraining bin has a
purity of less than 50%. This is the case in the tails of the p° resonance peak and for some
background distributions, in particular.
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Figure 7.7: Purity matrix (left) and maximum entry for every generator level bin
(right) for the one-dimensional m,, response matrix. The dashed lines indicate
the boundaries of the elastic and proton-dissociative 77~ signal MC on generator
level and the three signal tagging regions on detector level.

Unfortunately, it is not straight forward to further improve the purity. Again, two types of
migrations are to be considered: Migrations between control regions, e.g., from the generator
level background regions into the detector level signal regions, and migrations between bins
of a single region in the response matrix, e.g., due to a finite m,, resolution. The first type of
migrations is difficult to reduce. A reduction can only be achieved by defining detector level
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control regions that better match the MC contributions. An example from this analysis is the
implementation of a multi-tag signal category, which has a much higher purity (~ 91%) in
proton-dissociative events compared to an inclusive (~ 44%) or exclusive single-tag category
(~ 37%). Beyond that, some background control regions in the analysis only provide a
poor purity. Defining a good control region for proton-dissociative p’ events is particularly
challenging. The additional pions from the p’ — 47 decay often induce a tagging signal in the
forward detectors. This results in a considerable tagging rate also for elastic p’ events, which
are then indistinguishable from proton-dissociative events. Unfortunately, better background
control regions could not be found in the context of this thesis. The second kind of migrations
due to the limited variable measurement resolution can be reduced by increasing the bin sizes
of the generator level bins. Ideally, they should be larger than the variable resolution; compare
Figure 7.3. For this analysis, bin sizes are chosen accordingly, where possible. However, it can
not always be ensured. The poor resolution of the reconstructed ¢ values poses a particular
challenge. Large migrations between bins result in anti-correlated bin-by-bin fluctuations in
the unfolded distribution. For neighboring bins within a distribution, these can be artificially
suppressed by applying a regularization condition.

7.2.4 Regularization

The goal of regularization is to suppress unphysical behavior in unfolded distributions, such
as large bin-by-bin fluctuations. Over time a wide variety of regularization schemes to achieve
this goal have been proposed; see the review by Schmitt [184], for example. By construction,
regularization always comes at the cost of introducing a bias in the unfolded distribution.
The challenge then is to find a good compromise between unphysical behavior and the size
of the bias. In the TUnfold package, a Tikhonov type regularization [185, 186| can be added
to the x? term. It has the general form

Xiog =72 (F = 3)" - (LTL) - (& — ). (7.10)

Here, 7 is a meta-parameter that can be varied to change the overall strength of the
regularization and & is a bias distribution whose behavior Z is incentivized to imitate. The
matrix L can be chosen in order to implement different regularization schemes. This kind
of regularization term has several desirable features. First of all, by explicitly providing a
bias distribution, the potential bias introduced by the regularization is known. Furthermore,
the strength of the regularization can be smoothly varied with the parameter 7, and for
7 — 0 there is a continuous transition to the un-regularized solution. On a technical level,
Equation (7.10) preserves the property of the TUnfold x? function to have an analytic
minimum.

The matrix L allows implementing different regularization schemes. For L = 1 the absolute
difference between ¥ and ¥} is regularized, and large deviations are suppressed. Other
matrices L then allow to also regularize the first or second derivative (curvature) of the
unfolded relative to the bias distribution, or even more complicated schemes. For this thesis,
regularization of the curvature is chosen because it matches the set goal of suppressing
anti-correlated bin-by-bin fluctuations best. The curvature of the unfolded distribution in
bin j is estimated via

()" = (w41 —a5) = (2 — 2j-1) s (7.11)
in disregard of the bin widths. Regularization of the curvature can then be implemented
in Equation (7.10) by setting L = 0 except for L;; = —2 and L; ;1 = L;j ;41 = 1 for

j=2...n—1. For the present analysis, L is defined in awareness of the projection of the
physical distributions to one-dimensional bin-number distributions. That is, physical and not
bin-number distributions are regularized. In particular, the regularization stops at the edges
of physical distributions, e.g., in between the elastic and proton-dissociative distributions. For
multi-dimensional distributions, the curvature in every dimension is independently regularized,
stopping at all distribution boundaries. This can also be achieved by a proper choice of L.
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For the bias distributions, the MC template constructed as detailed in Section 5.3 is used.
An example of the regularization matrix for unfolding the one-dimensional m. distributions
is provided in Figure 7.8.
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Figure 7.8: Regularization matrix L for the unfolding of the one-dimensional
My, distributions (left) and scan of the average global correlation coefficient (p)
over the regularization strength 7 (right). For the actual unfolding 7 is chosen to
minimize (p) as is indicated by the dashed lines.

As stated previously, the goal of the regularization is to suppress bin-by-bin fluctuations
which typically come with large (anti-)correlated uncertainties. The global correlation
coefficienct [187] is introduced as a measure for the size of the correlation between one
unfolded generator level bin and all other bins:

—1

V= denotes the statistical covariance matrix of the unfolded distribution obtained by error
propagation of the statistical input uncertainties, as detailed in the TUnfold documentation
[183]. Following a recommendation given by Blobel [188], the strength of the regularization
is chosen to minimize the average global correlation coefficient:

Jjs<n

(p) = % > pi (7.13)
j=1

A scan of the average global correlation coefficient over a range of regularization strengths 7
is shown in Figure 7.8 for the unfolded one-dimensional m, distributions. No regularization
results in anti-correlated neighboring bins, whereas a strong regularization of the curvature
results in strong positive correlations. Both situations result in a large average global
correlation coefficient. As a consequence, there is always a local minimum in (p) as a function
of 7 that is used to choose the optimal value for the final regularization.

Introducing a regularization term can destroy the norm-preservation property of the X2
function, i.e., ||A - 7||? is no longer ensured to be equal to ||/ — b||. To enforce preservation
of the norm, a corresponding boundary constraint is explicitly added to the TUnfold y?
function:

Cormn = A (117 = Bl - 1471 (7.14)

The Lagrange multiplier A is obtained together with Z in the x? minimization.

3lel| = vaT @
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7.2.5 Uncertainty Propagation

Statistical and systematic uncertainties need to be propagated through the unfolding.

Statistical Uncertainties

Two sources of statistical uncertainties are considered: statistical uncertainties of the input
data (including contributions from the beam-gas background subtraction) and statistical
uncertainties of the response matrix. Both are propagated to the unfolded distributions in the
way described in the TUnfold documentation [183]. Due to migration effects, the statistical
input uncertainties of the unfolded distribution are no longer uncorrelated. Statistical
uncertainties of input and response matrix are combined and henceforth referred to as the
statistical uncertainty. Generally, the input uncertainty is the dominant statistical uncertainty
in the present measurement.
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Figure 7.9: Statistical covariance matrix of the unfolded one-dimensional m,
distributions.

The statistical covariance matrix of the unfolded one-dimensional m, distributions is shown
in Figure 7.9. While correlations between neighboring bins are reduced by the regularization,
large anti-correlated uncertainties between different regions remain. They are a consequence
of the previously discussed limited purity in some detector level bins. As explained, they can
not easily be avoided for the present analysis.

Systematic Uncertainties

Systematic uncertainties are propagated through the unfolding via an offset method: The
unfolding is repeated with the systematically varied input components, and systematic
uncertainties of the unfolded distribution are estimated from the differences between nominal
and systematically varied distributions. Some systematic uncertainties are estimated via a
two-sided variation. This does not always result in a symmetric variation of the unfolded
distribution. No symmetrization is performed an instead an up and down uncertainty is
defined as:

+(Zup=Tnom) (7.15)

Znom £ AL, =7 - N
nom up/dn nom (& o Faw)

For one-sided systematic variations the uncertainty of the unfolded distribution is estimated
conservatively to be symmetrically two-sided:

%nom + A{% = !%nom =+ (‘%var - %nom)~ (716)
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No smoothing of the systematic variations relative to the statistical uncertainties is performed.

The different kinds of considered systematic variations affect different components of the
unfolding:

e Model variations mainly come in the form of varied parameters for the reweighting
of the MC distributions as described in Section 5.4. They affect the response matrix as
well as the bias distribution used in the regularization. In order to propagate model
uncertainties through the unfolding, it is repeated with the nominal input data and
the simultaneously varied response matrix and bias distribution.

e Simulation variations affect MC events only on detector level. They come in the
form of scaling weights of reconstructed variables, e.g., on the reconstructed zy¢x or
track pr, and as event weights, e.g., for the trigger correction factors. They are only
applied on the detector level and thus only affect the response matrix but not the bias
distribution. Simulation uncertainties are propagated by unfolding the nominal input
distribution with the varied response matrix and the nominal bias distribution.

e Event selection variations affect both data and the MC. The MC is only affected on
detector level so that only the response matrix is varied, whereas the bias remains the
nominal distribution. Selection uncertainties are propagated by unfolding the varied
input distribution with the varied response matrix.

e Normalization uncertainties are directly applied to the unfolded distributions.
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Figure 7.10: Uncertainty breakdown for the one-dimensional m.., distributions
before (left) and after unfolding (right). The impact of various sources of Uncer-
tainties as labeled in the legends is compared.

In Figure 7.10, the uncertainty breakdown for the one-dimensional m,, distributions is
shown for the MC model on detector level and for the unfolded data distributions. Only
combinations of selected groups of uncertainties are shown. Three things are particularly
noteworthy. First, unfolding comes at the cost of increased statistical uncertainties. Second,
the impact of model variations is strongly reduced by the unfolding. In fact, a reduction is
to be expected for variations of the unfolded distributions. The way the response matrix is
normalized, it is indifferent to the shape of the underlying MC distributions. However, these
variations can still have a small impact through the bias in the regularization. Finally, also
the apparent impact of the selection variations is reduced because they affect both data and
the MC synchronously. On detector level, (absolute) selection uncertainties are only shown
for the MC and not relative to data.
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7.2.6 Unfolding Procedure Overview

In summary, the unfolding procedure is the following:

1. The (multi-dimensional) detector level data distributions in the signal and background
tagging control regions are projected onto a one-dimensional binning scheme.

2. The beam-gas background is directly subtracted from the detector level data distribu-
tion.

3. The TUnfold y? fit is performed with the unfolding matrix as defined in the text.
Multiple transformations of the data are performed simultaneously by the fit:

e The normalization of the MC background samples is determined and the respective
contributions are subtracted from the detector level distribution.

e The remaining 77~ distributions are corrected for migration effects and for the
full reconstruction and selection efficiency within the fiducial phasespace.

e Contributions with Q2 > 0.1 GeV? are removed to get as close as possible to the
true photoproduction regime.

e The elastic (my = m,) and proton-dissociative (m, < my < 10 GeV) contribu-
tions are separated.

4. The unfolding is performed with a regularization of the second derivative of the unfolded
distributions. The regularization is aware of the physical distributions and uses the
truth MC distributions as a bias. The regularization strength 7 is chosen to minimize
the average global correlation coefficient (p). To find the corresponding optimal 7 value,
a scan of (p) over discrete values of 7 is performed.

5. Statistical and systematic uncertainties are propagated through the unfolding as
described in the text.

The unfolding results in event number distributions on truth 7+7~ particle level. From these
differential 7T 7~ photoproduction cross-sections can be calculated.

7.2.7 wTm~ Cross-Section Definition

Differential 777~ photoproduction cross-sections are calculated from the number of unfolded
77~ events. The most general case considered in this analysis is the triple-differential
elastic and proton-dissociative cross-section as a function of m ., W,,, and ¢t. In bin j of
the unfolded distribution it is defined as:

Co(yp = 71 Y)YV mpn, Wop,t)] (Y 3my, Wi, t) 1 (7.17)
dtdmmr ] B At]Am] ‘Cint¢i,;’l/te(Wj) . .

Y can be either the elastically scattered proton or the proton remnants in dissociative
events. Z; is the number of unfolded events in bin j, which spans a kinematic range
(m; £ 1Am;) @ (W; £ LAW;) ® (t £ LAt;). The derivative with respect to my, and ¢ is
estimated via the division by the respective bin widths Am; and At;. A priori, no bin center
correction is performed even though the cross-section may vary strongly within individual ¢
and m,, bins. The event yields are normalized by the integrated ep luminosity Li,. They
are turned into a photoproduction cross-section by normalization by the integrated photon-

flux @;n/t .- The flux is calculated in the Weizsicker-Williams approximation by integrating
Equation (2.51) over the considered photoproduction phasespace 0 < Q% < 0.1 GeV? and

the respective W,,, bin; compare Section 2.4.
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Figure 7.11: Soding model and individual contributions as labeled by the legend
and illustrated by the color coded diagrams.

7.3 p° Cross-Section Definition

The 77~ photoproduction cross-section is dominated by the p° resonance in the considered
kinematic range. However, it has been observed to obtain also large contributions from
non-resonant continuum 77~ production in similar past HERA analyses [6, 11, 13|. From
DIS n™ 7~ production measurements, also higher mass p’ resonances can be expected to
contribute [8]. Besides, in 777~ production in electron-positron annihilation a significant
w(782) component is observed; for example, by Akhmetshin et al. [189]. In the past, this
has been widely neglected in high-energy m* 7~ photoproduction where the experimental
resolution often does not allow to resolve the narrow w(782) width.

In order to separate these contributions and to extract the p® cross-section, the unfolded
My, distribution is parametrized and fitted. Individual components of the fit model are then
associated with the respective physical contributions. By integrating these components over
the invariance di-pion mass, the contributions of the corresponding physical processes to the
77~ photoproduction cross-section are calculated.

7.3.1 Soding Model

Around the p° resonance peak, a Sdding type model [122] is used to describe the m, .
spectrum. It considers a p°, non-resonant, and w contribution. They are added on amplitude
level, so that interference effects are taken into account. Further p’ resonances are not
considered as they are assumed to only contribute at high masses m,. = 1.2 GeV, where the
model then is not applicable. The model is defined as:

2

(M
(Mrr) = N M Ap o (Mar) + Apr(Migr)| (7.18)

N is a global normalization factor. g(my,) is the momentum of one of the pions in the 77~
center of mass frame:

1
Q(mm‘r) = 5 V m721-7r - 4m72r (719)

doyx

dmar
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7.3. p° CROSS-SECTION DEFINITION

The factor ¢3(m,.) then describes the spin averaged 7+ 7~ contribution to the phasespace
integrated over the decay angles as it is derived for example by Jackson [190]. It is nor-
malized to the value at the p° resonance. The amplitude A, takes into account p° and w
contributions, whereas the non-resonant components are modeled by Ay, (my.). The two
components are considered to be fully coherent, and a non-interfering background is not
considered. An illustration of the model and its components is given in Figure 7.11.

The combined p°-w amplitude is modeled following a parametrization given by Akhmetshin
et al. [189]

2
Apo(Minr) = BW,(Mirr) (1 + felf n;l’;” wa(mm)) , (7.20)

w

where f,, and ¢,, are a normalization factor and an electromagnetic mixing phase for the w
contribution. The w meson is not expected to decay into a pair of charged pions directly
because of the conservation of G-parity by the strong interaction. However, electromagnetic
w — pP-mixing with a subsequent p° — 7+7~ decay is possible. A detailed discussion on
the topic is given by O’Connell et al. [191], for example. Both resonances are modeled by a
relativistic Breit-Wigner [192]:

mymIva,o
BW ar) = — . 7.21
VM(m ) m%ﬂ- - m%M + lmVMF(mﬂﬂ') ( )

The parameters myy and I'vo are the respective vector meson’s Breit-Wigner mass and
width. The Breit-Wigner function is normalized to BWyn(mym) = 1. For the p° resonance
a p-wave mass-dependent width [190] is used:

3(m m
T(Mar) = FVM,OM m‘:f (7.22)
whereas for the very narrow w a constant width is assumed.
The unknown non-resonant amplitude is parametrized by the function:
Ape(Mgr) = for (7.23)

(m2,. —4m2 + Anr)‘s“r ’

where the relative normalization is given by fur, and A, and J,, are free model parameters.
They can shape the amplitude and thus allow to model a possible internal structure of the
non-resonant yrm-coupling. In similar past analyses, typically a purely real non-resonant
amplitude has been assumed. Following that assumption, f,, is set to be real although it
could potentially also have a complex component. For d,,, > %, the non-resonant cross-section
has a local maximum at:

\/Am + (46, — 1) 4m2

Onr — 1

: (7.24)

My

)26,“73

and falls proportional to (1 /m2_ in the high mass region.

The model and hence the definition of the p® cross-section is by no means unique. On the
contrary, it has well-known limitations. From studies in eTe™ — 77~ production, it is
known that a Breit-Wigner does not sufficiently describe the p° lineshape, and also that the
pP-w-mixing is more complex than assumed here. For a review see Reference [193], for example.
Unfortunately, these results can not be used directly for 7+~ photoproduction. There,
the presence of the non-resonant component complicates matters. The mass-dependence of
the non-resonant contribution and its interference structure with the resonances are likely
much more complex than parametrized here. Furthermore, a p° form-factor might have to
be introduced to take into account off-shell effects in the p°-Pomeron interaction. This would
alter the effective p resonance lineshape. Compare the discussion in [124], for example.
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7. p° = 7tn~ CROSS-SECTION MEASUREMENT

These effects can not be disentangled from a parametric fit to the m . distribution alone, as
it is performed in this analysis.

Nonetheless, the S6ding model is chosen for the extraction of the p® contribution to the
7T~ cross-section. The primary motivation is that very similar models have been widely
used in past p° cross-section measurements. Results can then be compared on the same
basis. Furthermore, the model is practical in its application, is able to describe the measured
distributions well, and is physical in the sense that is defined in terms of (interfering)
amplitudes.

In principle, there are better models available to describe the 777~ photoproduction cross-
section, e.g., the model presented in Section 2.3. These are typically too impractical for the
context of this thesis. In particular, they do not allow to perform fits to the measured data
easily. See also Appendix A.2.

A priori, it is also not clear how the model should be applied to multi-differential cross-sections.
It was found that by allowing for some few model parameters to have kinematic dependencies,
the model can describe the 777~ mass spectrum in many different kinematic regimes. In
practice, the present data do not allow to study potential kinematic dependencies of all
model parameters. When applying the model, further assumptions on these dependencies
need to be made. Details are discussed only in Chapter 8, where they become relevant.

In this thesis, no model uncertainties are assigned to results obtained via the S6ding model.
In order to illustrate that those are potentially significant, the m,, distribution is also
interpreted with the Ross-Stodolsky model. This model also has been widely used in the past
to describe the photoproduction m,, lineshape. However, it is physically less well motivated.
It is thus only used for reference in this thesis. No results are derived from it, and it is also
not used to estimate systematic model uncertainties.

7.3.2 Ross-Stodolsky Model

The Ross-Stodolsky model [194] introduces an ad hoc skewing parameter k to distort the p°
Breit-Wigner amplitude artificially. Taking also into account the w contribution, here it is

used in the form:
RN
P . 7.25
() (7.25)

da—ﬂ'ﬂ' 113 (mww)

a*(mp)

(mmr) =N

Ap,w(mmr)

dm -

7.3.3 Cross-Section Extraction
In order to extract the p® contribution to the 77~ cross-section, the unfolded mass

distributions are fitted using Equation (7.18). The p" Breit-Wigner contribution is then
defined by the integral:

do(p — wtn™) N /m”+5rp
de ¢*(myp) Jo

1B, (m)|*¢® (m)dm. (7.26)
Moy
As the p° resonance decays almost exclusively into two charged pions, this is assumed to be

equal to the total p” photoproduction cross-section without correcting for the p — 77—
branching fraction BR(p® — nF7~) ~ 100 % [1].

The non-resonant and w contribution to the cross-section in that mass range can be calculated
analogously:

do(non-res. wr7r™) N me 5Ty 2 4
- Ay dm, 2
at ¢ (m,) /Qmﬂ [Aac(m)["g"(m)dm (7.27)
do(w— 7tn7) B Nf2 M+l 2 4.3
i = AP Jom |BW,(m)BW,, (m)| m*¢* (m)dm. (7.28)
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For better comparison, the non-resonant contribution is integrated over the same mass
range as the p® resonance. Fit parameter uncertainties are propagated through the integrals
by applying Gaussian error propagation and numerically evaluating the derivation of the

integrand with respect to the parameters?.

7.4 Cross-Section Fits and x? Definition

The measured differential cross-sections are parametrized and fitted with the goal to extract
more fundamental model parameters. Only one-dimensional model parametrizations are used.
However, for multi-dimensional cross-sections, multiple one-dimensional distributions are
fitted in parallel. This allows taking the full uncertainty correlations into account and fitting
a shared set of model parameters. As the TUnfold package provides Gaussian (statistical)
uncertainties, the fits are performed using a x? approach, in which a x? function is minimized
by varying a set of model parameters g. The x? function is defined as

COH=3 3 [5- 70| - ), |5, - 7@)] (7.20
=0 j=0

Here, nqjs cross-section distributions & are fitted in parallel and U is the combined covariance
matrix of all bins in all distributions. The cross-section dependence on some variable m is
parametrized by fit functions f;(m; 5) Generally, different functions can be used for each
distribution, which can depend on a different subset of the fit parameters. Since binned
cross-section distributions are measured, fit functions describing differential cross-sections
are averaged over the bins:

. 1 mig+3 Ay, .
Fa@) =5 [ Jim. Gycm, (7.30)

1
ik—5 Ak

for a bin [m;, — %Aik; My + %Alk]

7.4.1 Propagation of Uncertainties Through Fits

Offset Method

An offset approach is taken to propagate systematic uncertainty through the fits. The
minimization of Equation (7.29) then is performed with the statistical covariance matrix
Usiat only. In a first step, fitting the nominal cross-section distributions provides the nominal

set of fit parameters # that minimize the nominal x2. The statistical covariance matrix of
these fit parameters is then calculated from the Hessian-matrix of the x? function evaluated

at the minimum 6§ [182]. Subsequently, in order to propagate systematic uncertainties,
the fit is repeated with the fitted cross-sections varied by the systematic uncertainties
a0 — Ei—I—A&';l;/tin (but always with the nominal statistical covariance matrix). Corresponding
systematic fit parameter uncertainties are estimated from the resulting parameter shifts:
x > 5 A (Gup—uom
Onom + A9up/dn = Ghom (; P )~ (731)
—(Onom —0an)
The offset method is chosen because it provides stable and transparent fit results and
gives conservative estimates for systematic fit parameter uncertainties, compared to other
approaches. It has two big disadvantages, however. First, the minimal x? values obtained in

a 7]
4 U{’j = (/ %dm) (/ %dm) Ufj, with U and U? the cross-section and fit parameter covariance
J J
matrices, respectively.
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7. p° = 7tn~ CROSS-SECTION MEASUREMENT

the fits can not be used for hypothesis testing to evaluate whether a given model describes
the data or not. Since only statistical uncertainties are considered in the y? definition, a
large x? value per degree of freedom can either indicate a wrong fit model or a systematic
bias in the measured distribution which might be covered by the systematic uncertainties.
Secondly, such biases are then also reflected in the nominal fit parameters.

Total Covariance Matrix

The present measurements are indeed mostly systematically dominated. Ideally, the system-
atic uncertainties should then be included directly in the fits. One way to achieve this is
by using the total covariance matrix in the x? definition. This approach has been used in
similar past diffractive H1 analyses, e.g., in Reference [24]. The total covariance matrix is
defined from the statistical covariance matrix and the systematic uncertainties:

ot = Uil + Y Adaye - (Adayer) (7.32)

syst.

This requires a symmetrization of the systematic up and down uncertainties:
- 1, .. o
AGgys;, = 5 (AGyp — AGdn) - (7.33)

Since the systematic uncertainties are now directly considered in the x? definition, it is
implicitly assumed that they are normally distributed. Compared to the offset method, this
typically results in smaller estimates for total fit parameter uncertainties. While desirable in
principle, it is often technically challenging in practice to include systematic uncertainties in
that way. In general, it requires much “better” estimates for the systematic uncertainties than
the offset method. In particular, they need to provide correct shapes for all systematic effects
that can lead to a bias of the measured distributions. Wrong shapes or features such as
statistical fluctuations in the systematic uncertainties can otherwise easily bias the fit result
because of the large correlations they introduce even between far away bins of a distribution.
For the present analysis, the estimated uncertainties are not guaranteed to satisfy these
criteria. Smooth uncertainties with correct shapes would need to be ensured in up to three
dimensions and simultaneously for the elastic and proton-dissociative distributions. Within
the context of this thesis, this was not feasible. One particular problem of the systematic
uncertainties of the present measurement is that they often combine shape and normalization
uncertainties within a single variation. An example of this is the large uncertainty associated
with the trigger correction; compare Figure 5.6. Biases in the shape of a fitted distribution
that are accounted for by a systematic uncertainty can then result in wrong shifts of the
fitted normalization parameters. In the offset method, on the other hand, such uncertainties
only increase the estimated uncertainty of the normalization parameters.

In the following analysis of the measured cross-sections, the more robust offset method is
always used for the extraction of the p® contributions via the Séding fits. There, many bins
are fitted in parallel, making the chance to pick up some artifact of the total covariance
matrix more likely. Also, most systematic variations do not have a strong m.,, dependence.
Consequently, the offset method can be expected to provide reliable and unbiased results. For
the subsequent analysis of the p® cross-section distributions, standard fits are also performed
via the offset method. However, the systematic uncertainties exhibit quite significant W,
and t dependencies. Fits with the total covariance matrix are thus used as a reference. They
allow investigating potential biases in the nominal fit result and test if these are covered by
systematic uncertainties. They can thus help to understand the results of the offset method
better and to validate them. Such a validation is most relevant in cases of a poor fit quality
of the nominal fit with statistical uncertainties only.
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8 RESULTS

Measurements of the single-, double-, and triple-differential elastic and proton-dissociative
77~ photoproduction cross-sections as a function of the invariant 777~ mass my, the
photon-proton center-of-mass energy W,,, and the momentum transfer at the proton vertex ¢
are presented. By parametrizing and fitting the m . dependence of the 77~ cross-sections,
the p® contributions can be extracted, and single- and double-differential elastic and proton-
dissociative p? cross-sections are measured as a function of W,,, and ¢. The differential p°
cross-sections are interpreted with fits of parametric models and compared with previous
measurements.

In Section 8.1, the fiducial elastic and proton-dissociative 777~ cross-section and the single-
differential cross-sections as a function of m,, are measured and discussed. The Séding
model that is introduced in Section 7.3.1 is fitted to the m,, distributions in the restricted
analysis range 0.6 GeV < m,, <1 GeV. The fit is used to illustrate the extraction of the pO
contributions to the 777~ cross-sections and to constrain model parameters for the further
analysis. In Section 8.2, multi-dimensional 7+ 7~ cross-sections as a function of m,, and the
other kinematic variables are presented. By fitting the S6ding model to the m . distributions,
single- and double-differential p" cross-sections as a function of W.,, and ¢ are extracted. The
pY cross-sections are parametrized and interpreted within the models for hadronic scattering
cross-sections that are discussed in Chapter 2. In particular, the parameters of the effective
leading Regge trajectory are extracted from the double-differential elastic p® cross-section.

8.1 wTm~ Photoproduction Cross-Sections

The single-differential 777~ cross-section do(yp — 7T7~Y) /dm,, is measured as a function
of the di-pion mass and for elastic and proton-dissociative scattering events. The result
is obtained by unfolding the one-dimensional m,, distributions following the procedure
described in Chapter 7. The unfolded cross-sections are shown in Figure 8.1.

The differential elastic and proton-dissociative 7t 7~ cross-section are dominated by the p°
resonance peaking at about 770 MeV and fall off steeply towards higher masses. However,
a second and very broad excited p’ resonance peak appears at around 1600 MeV. The
peak, which has been previously observed in both photoproduction and electron-positron
annihilation, is ascribed by the PDG [1] to the presence of two resonances: The p(1450)
and p(1700) resonances. Due to their broadness of approximately 400 MeV and 250 MeV,
respectively, and the limited precision and resolution provided by the present measurement,
they cannot be visually separated. At the p° peak, the measured proton-dissociative cross-
section is about half as large as the elastic. Interestingly, the respective ratio exhibits a mass
dependence and appears to grow with rising m,,. The shape of the p° resonance can not
depend on the proton system in the final state. The difference in the m . lineshape can
thus be taken as a model-independent indication for contributions to 77~ photoproduction
beyond the p° resonance. These must then contribute differently to the elastic and the
proton-dissociative component. An w contribution directly on top of the p° peak is not
visible on the logarithmic scale of the plots. It is discussed in more detail in the context of
the Soding fit of the mass distributions that is described further on in the text.
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Figure 8.1: Unfolded elastic and proton-dissociative differential cross-section
do(yp = 77~ Y)/dm, as a function of m,.. The black points and error bars
show the nominal cross-section values with statistical uncertainties from the input
data and the MC unfolding factors. The data uncertainties alone are marked by
the small perpendicular lines. The red and green bands show the total uncertainty
of the elastic and proton-dissociative component, respectively. For the ratio plot,
elastic bins are merged to match the proton-dissociative binning and uncertainty
correlations are fully propagated.

8.1.1 Fiducial w#t7~ Cross-Section

The fiducial 777~ cross-section in the phasespace defined in Table 7.2 is calculated from
the single-differential cross-section do(yp — 7#t7~Y)/dm,, by summing all bins over the
considered mass range. The inclusive cross-section for elastic and proton-dissociative events
is determined to be:

o(yp = nt77Y) = 17.20 £ 0.05 (stat.) T118 (syst.) ub, for m, < my < 10 GeV.

The elastic and the proton-dissociative contribution to the cross-section are separated in the
unfolding. They are found to be

o(yp — mtrp) =12.22 4 0.05 (stat.) T57% (syst.) ub, for and

o(yp — mtr7Y) = 4.98 +0.06 (stat.) T8 (syst.) ub, for m, < my < 10 GeV,
respectively. The uncertainties of the two components are correlated with a statistical
and total Pearson correlation coefficient of pgay = —0.57, and por = +0.27, respectively.

Considering both statistical and systematic correlations, the ratio of the proton-dissociative
to the elastic cross-section in the considered phasespace is:

o(yp = mtn7Y)
o(yp = 7¥7p)

= 0.408 4 0.006 (stat.) 70925 (syst.), for m, < my < 10 GeV.

The present measurement is statistically very precise with uncertainties of the fiducial
cross-sections on the one percent level and lower. However, it suffers from large systematic
uncertainties with an estimated size of around 6% to 13% for the elastic and the proton-
dissociative cross-section, respectively. The composition of the systematic uncertainties
of the elastic and the proton-dissociative fiducial cross-section is illustrated in Figure 8.2.
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Figure 8.2: Contributions to the uncertainty of the elastic (red) and proton-
dissociative (green) fiducial 7+ 7~ cross-section. The cross-sections are obtained
from unfolding the one-dimensional m,, distributions. Model parameters (left)
and all other sources of uncertainties (right) are shown separately and ordered by
size. The filled areas show the up variation and illustrate the correlation between
elastic and dissociative uncertainties. For reference, the statistical uncertainty is
plotted twice.

relative uncertainty |%]

uncertainty group my =m, my <my <10 GeV
Sim.: forward tagging 2.1 8.9
Sim.: detector (LAr, SpaCal, tracker) 1.9 6.1
Selection 1.6 5.4
Sim.: trigger 4.0 5.1
MC model: others (my, Q?, bkg.) 2.0 4.2
Normalization 3.6 3.6
Statistical 0.4 1.2
MC model: 7 w(W,,, t) 0.1 0.5
MC model: 77 w(Merr, t) 0.1 0.2
Total 6.3 13.0

Table 8.1: Summary table of the combined impact of systematic uncertainty
groups on the fiducial 777~ cross-sections. The numbers are obtained from
unfolding the one-dimensional m,, distribution and with symmetrized systematic
uncertainties.

As discussed previously, model uncertainties are significantly reduced by the unfolding; in
particular, those directly affecting the unfolded distributions. The dominant remaining
uncertainties are then the ones related to the detector simulation. For the elastic cross-
section, the trigger uncertainty has the biggest impact at roughly 4%. In contrast, the proton-
dissociative cross-section is dominantly affected by calorimeter and tagging uncertainties of
the order of 6% to 9%. A summary of the combined impact of selected groups of systematic
uncertainties on the fiducial 777~ cross-sections is given in Table 8.1.

For validation, the fiducial cross-sections are also measured by unfolding other single- or
multi-differential distributions of the variables m ., t, or W,,. The values obtained via
the different distributions are all consistent and agree within statistical uncertainties. By
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construction of the unfolding, systematic model uncertainties can vary slightly between the
approaches.

8.1.2 S6ding Fit and Extraction of the p° Cross-Sections

The unfolded single-differential cross-sections do(yp — 777~ Y)/dmy, can be parametrized
by the S6ding model defined by Equation (7.18) in Chapter 7. The model is fitted to the
data in a reduced mass range 0.6 < m,, < 1 GeV. The motivation for considering only
the reduced range is two-fold: On the one hand, the model is not expected to describe the
full measured m,, range. In particular, the second resonance peak that can be observed
in Figure 8.1 is not included in the model. Furthermore, it is not clear how reliable the
modeling of the non-resonant background is in the tails of the p° peak. On the other hand,
the systematic uncertainties of the measured distributions are mostly flat in the reduced
range. As a consequence, they can be safely propagated through the fit via the offset method
and need not be included directly in the x? definition; compare discussion in Section 7.4.

The fit is performed simultaneously to the elastic and the proton-dissociative distribution
with all uncertainty correlations taken into account. For physical parameters, such as the
masses and widths of resonance contributions, a single fit parameter is assumed. All other
model parameters are allowed to differ for the elastic and proton-dissociative fit function.
The w width is of the order of the m,, resolution and can not be constrained by the present
data. Instead, the PDG value I',, = 8.5 MeV is assumed and fixed in the fit, and only the w
normalization, mass, and phase are allowed to vary.

Fit Result

The fit result is compared to the measured data in Figure 8.3, and the fit parameters
are summarized in Table 8.2. The physical parameters are discussed further on in the
text where they are compared to reference values. For the other model parameters, there
are no expectations, in particular not regarding the consistency of elastic and proton-
dissociative parameters. The difference between the elastic and proton-dissociative m
lineshape suggests that the non-resonant parameters should in-fact differ. The reduced
x? calculated with Equation (7.29) for the fit of the nominal distributions is good at
Xae/ndf = 23.6/(38 — 14) = 0.99 with statistical uncertainties only. Systematic uncertainties
are propagated through the fit using the offset method.

Within the Séding model, the 777~ cross-sections obtain the dominant contribution from the
pO resonance. However, there is also a significant non-resonant component. At the resonance
peaks, it directly contributes at around 8% and 6% to the elastic and proton-dissociative
cross-section, respectively. For both processes, the non-resonant amplitude changes only
very little with the invariant di-pion mass in the considered range. However, the total
impact of the non-resonant contribution is greatly enhanced by a strong interference with
the p® amplitude. Due to the Breit-Wigner phase shift, the interference changes sign at
the resonance peak and thus results in the characteristic skewing of the 7+ 7~ lineshape in
photoproduction. For the first time at HERA, there is also evidence for an w component
in the 777~ spectrum. The direct w contribution to the cross-sections is negligibly small.
However, the w gives rise to much larger interference contributions that cause a steep edge
on top of the p° resonance peak.

Since the width of the w is of the size of the m,, resolution, the w contribution is mainly
contained within a single bin of the cross-section distributions. It is thus very sensitive to the
unfolding. As the w contribution results in a steep edge of the cross-sections, it is particularly
prone to be biased by the regularization of the curvature of the unfolded distributions. It is
found that in order to avoid a large bias, the w contribution must be included in the reference
distributions used for the regularization. That is why it is essential that the w contribution
is considered in the tuning of the signal MC samples; compare Section 5.4. For validation,
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Figure 8.3: Elstic (left) and proton-dissociative (right) differential cross-section
do(yp = 77~ Y)/dme, as a function of m,,. A Séding model is fitted to the
cross-sections in the shown mass region 0.6 GeV < m,, <1 GeV as described in
the text. The model and its components are drawn as indicated in the legend. In
the ratio panel, the data are compared to the bin-averaged fit function values as
they are also considered in the x? calculation for the fit. The data uncertainties
are described in Figure 8.1.

parameter value stat. syst.
m, [GeV] 0.7708  0.0012 06065
T, [GeV] 0.1512  0.0021 5952
me, [GeV] 0.7780  0.0016 35010
T, [GeV] 0.0085 fixed
S 0.85 0.36 008

my = myp my, < my < 10 GeV
parameter value stat. syst. value stat. syst.
A [ub/GeV?] 514 08 133 22.1 04 129
o 0.166  0.016 F9-07 0.123  0.039 +9:031
bu —0.52 019 o1 —0.08 027 0%
for 0.191  0.034 *J512 0.151  0.032 19019
A, [GeV?) 0.08 022 o0 0.06 023 %8

Table 8.2: Fit parameters for the Soding fit of the single-differential elastic and
proton-dissociative cross-sections do(yp — nt7n~Y)/dm,, as a function of M.
The corresponding fit is shown in Figure 8.3.

the m,, distributions are also unfolded without applying any regularization condition, and
the Soding fit is repeated with the unregularized cross-sections. The fit parameters for the
regularized and unregularized fit are found to differ only minimally and well within statistical
uncertainties. Also, the impact of the regularization on the fit parameter uncertainties is
small. It can thus be concluded that the measured w contribution to the 77~ cross-sections
is indeed a feature of the data and not an artifact of the unfolding.

Cross-Section Contributions

The overall p°, w, and non-resonant contributions to the 777~ cross-sections are calculated
using equations (7.26 ff.). The values are summarized in Table 8.3. For reference, also the
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full model is integrated over the same mass range as the p® contribution and included in the
table. The given values are not to be confused with the fiducial 777~ cross-sections that are
presented in the previous section because some features of the data are not included in the
model. Concerning the cross-section values, it is particularly noteworthy that the relative
non-resonant contribution is indeed smaller in proton-dissociative than elastic scattering.
This is consistent with a weaker skewing of the p” peak in proton-dissociative scattering and
explains the previously discussed difference between the elastic and proton-dissociative m.
lineshapes. A potential explanation is discussed further on in the text in Section 8.2.2. The
value obtained for the elastic w cross-section deviates from 0 by just over 30 considering the
total uncertainty. This is taken as evidence for an w contribution to 7+7~ photoproduction.
The corresponding proton-dissociative value, on the other hand, is roughly compatible
with 0 at just over 1. Simultaneously, the relative w to p® contributions for elastic and
proton-dissociative scattering are also consistent within uncertainties.

X o(X) stat. syst. o(X) stat. syst. [ Mrr max
[1b | a(p) [GeV |

my = My

BW(p°) 11.62 0.15 1972 - 1.53

Soding 7t~ 13.24 0.61 1082 1139 0.042 10013 1.53

non-resonant  4.96 0.92 15320 0.427 0.075 T9-037 1.53

BW(w-p?) 1.72 0.33 T93% x1072{2.56 0.51 05 x1073 0.82

my, < my < 10 GeV

BW(p°) 4.99 0.08 08 - 1.53
Séding mtr~ 523 0.27 +072 1.049 0.052 +0:031 1.53
non-resonant 1.39 0.28 *9-23 0.279 0.055 0052 1.53
BW(w-p°) 0.41 026 0% x1072|1.42 0.90 *0I5 x1073|  0.82

Table 8.3: Integrated contributions to the 77~ cross-sections obtained from the
Soéding fit.

It has to be assumed that the measured physical parameters strongly depend on the model
parametrization. A corresponding uncertainty is not quantitatively evaluated. In order to
estimate a potential impact, the Ross-Stodolsky parametrization (Equation (7.25)) is also
fitted to the m,, distributions. Overall, the description of the nominal data is worse for
the Ross-Stodolsky model (x?2.,,/ndf = 43.7/(38 — 11) = 1.6). Compared to the Séding
model, the Ross-Stodolsky model leads to an increase of the extracted the p° cross-sections
by roughly 6% and 4% for the elastic and proton-dissociative cross-section, respectively. The
w cross-section values, on the other hand, are decreased by about 30%, each. Furthermore,
different p° and w model parameters are obtained. They are discussed in the following
section.

Comparison With Other Measurements

The invariant 77~ mass spectrum has been studied extensively in both photoproduction
and electron-positron annihilation. The results obtained in this analysis can be put into
context by comparing them to selected reference measurements. In Table 8.4, the p° and w
mass and the p® width obtained from the S6ding and Ross-Stodolsky fits are compared to the
world averages calculated by the PDG [1]. There exists a long-standing discrepancy between
the p° parameters measured in ete~ annihilation vs those measured in photoproduction.
The values measured here are in agreement with the PDG photoproduction parameters and
thus confirm this. However, the parameters vary strongly for the Ross-Stodolsky model. It
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should thus be assumed that there are potentially large model uncertainties, which are not
quantitatively evaluated'. The w mass also deviates from the PDG value. Interestingly, the
shift between the values obtained with S6ding fit and the from the eTe™ analyses is of the
same size for the p° and w mass.

this analysis PDG [1]
Soding RS vp ete~ A(ete™,Séding)
m o [MeV] 770.8%13 769.6707 | 769.04+1.0 775.26£0.25 | 4.5
' [MeV] 1512725 143.2%21 | 151.74£2.6 147.8 +0.9
My, [MeV] 778.071%  780.5%32 782.65+0.12 | 4.7718

Table 8.4: Comparison of measured p° and w values with the PDG. Only total
uncertainties are given.

In a measurement by the ZEUS Collaboration [11], also a S6ding model is used to describe
the photoproduction m,, lineshape. The exact parametrizations differ, so model parameters
cannot be directly compared. Visually, the measured non-resonant contributions are very
similar. Alternatively, using the Ross-Stodolsky model, the background induced skewing of
the peak lineshape can be quantized with the skewing parameter k. For the elastic cross-
section it is measured to be ke] = 5.38 £0.06 (stat.)f%g? (syst.) and in reasonable agreement
with the ZEUS measurement ke zgus = 5.13 = 0.13 (tot.) considering the combined total
uncertainty.

The measured p° cross-sections are compared to other measurements only further on in the
text in Section 8.2.1 because they depend on the fiducial analysis phasespace. The ratio of
the proton-dissociative to the elastic p° cross-section is measured by the ZEUS Collaboration
to be (0p,e1/0ppd)zpus = 0.5 £0.18 (tot.), and thus is compatible with value obtained here:
Opet/Tppd = 0.429 & 0.007 (stat.)T5 025 (syst.)2.

The total elastic w photoproduction cross-section can be calculated by normalizing the
contribution to 777~ production by the w — 77~ branching fraction BR(w — 777~ ) =
(1.53 4+ 0.06)% [1]. This yields o(yp — wp) = 1.127532 (tot.) ub. Photoproduction of w
mesons can also directly be measured at HERA in the alternative and dominant w — 77—~
decay channel. A measurement performed by the ZEUS Collaboration in that channel has
yielded a cross-section o(yp — wp)zrus = 1.21 £ 0.26 (tot.) ub [19]. The two values are in
good agreement within the combined total uncertainty>.

A comparison of the w-p® mixing parameters with other measurements is difficult because
they are only available from ete™ — 777~ production. In ete™ — 7T 7~ production there is
no non-resonant contribution and generally, slightly different parametrizations for the 7+m~
amplitude are used. Nonetheless, as one reference the CMD Collaboration measured a mixing
phase ¢, cmp = 0.22 £ 0.06 (tot.) [189] with a very similar model for the w-p°® mixing. This
is significantly different from the value obtained here ¢, o1 = —0.5240.19 (stat.) T517 (syst.).
Again, model uncertainties would need to be evaluated for a more stringent comparison.
They can be expected to be significant. Using the Ross-Stodolsky model, for example, quite
a different value d)fil = 0.01 +£0.21 (stat.) T532 (syst.) is measured. This value would be
compatible with the CMD result.

Further Studies

Further studies on the one-dimensional 77~ cross-sections are presented in Appendix A.

1 Model uncertainties are also not evaluated in most analyses that are considered for the PDG average value.

2 The impact from phasespace differences is significantly reduced in the cross-section ratio. Remaining
differences are assumed to be covered by the large ZEUS uncertainties.

3 Again, there are phasespace differences between the analyses (ZEUS: 70 < Wap <90 GeV, |t| < 0.6 GeV?,
Q? < 4 GeV?) that should in principle be considered in a comparison. However, it is assumed that they
can be neglected relative to the large experimental uncertainties.
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8.2 p® Photoproduction Cross-Sections

8.2.1 Energy Dependence of the p° Cross-Sections

The energy dependence of the elastic and proton-dissociative p° cross-section is extracted
from the differential 777~ cross-sections do(yp — 77 ~Y)/dm . measured as a function
of myr and W,,. The 77~ cross-sections are measured by unfolding the two-dimensional
Myr @ W, distributions, following the procedure described in Chapter 7. The elastic 77~
cross-section is shown in 9 W,, bins and as a function of m,, in Figure D.1, and the
proton-dissociative cross-section in 6 W, bins in Figure D.2 in Appendix D.

In order to extract the p® cross-sections, the S6ding model is fitted in parallel to all mass
distributions. Not all model parameters are well constrained independently in all W, bins.
Thus, further model assumptions are made to stabilize the fit. First, the p° and w mass and
width are fixed to the values obtained in Section 8.1.2. The other w parameters (f,, and ¢,,)
are also fixed to the respective elastic and proton-dissociative values obtained there. Finally,
the parameters of the non-resonant background can not all be independently constrained.
Assuming the shape of the no-resonant background does not change with energy, A,, and
Onr are chosen to be shared in all W, bins. Only its normalization fy, is allowed to float
independently.

The fit of the nominal distributions yields a good x?2,./ndf = 190.3/(210 — 33) = 1.1 with
statistical uncertainties alone. Systematic uncertainties are propagated through the fit using
the offset method. The fit functions are plotted together with the cross-sections in figures
D.1 and D.2.

The energy dependence of the elastic and proton-dissociative fit parameters f,; is shown
in Figure 8.4. No significant variation with W,, is observed. In agreement with previous
observations [11], this suggests the same W.,, dependence for the p" and non-resonant
components. If alternatively no W, dependence of the parameter f,, is assumed in the fit,
this has no significant effect on any of the following results and only causes slight variations
of numerical values within statistical uncertainties.

El H1 wnr‘k in pmg‘,rcss ‘ ‘ ‘ = 0.25rH1 Wor‘k in prog‘,rcss ‘ ‘ ‘ 1
= Q% < 0.1 GeV? + data = Q2 < 0.1 GeV? + data
0.25F -t < 1.5 GeV? 1 -t < 1.5 GeV?
my =m, D tot. unc. 0.2l my < my <10 GeV D tot. unc. ]
e L f
0.15F + + .
0.15} { {
0.1 ]
0.1
0.05¢ 1 0.05F ]
0 : : : : ‘ Q : : : : ‘
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Wop [GeV] Wap [GeV]

Figure 8.4: Fit parameters f,, as a function of W,,. The parameters
are obtained from the Séding fit to the double-differential cross-sections
do(yp = 777~ Y)/dmrr(Myrr, W,,) that is described in the text. The left and
right plot show the elastic and proton-dissociative parameter values, respectively.

The components of the S6ding model are integrated over m,, to extract their respective
contributions to the 77~ cross-sections. Calculating the contributions in every W,, bin
then allows measuring the W.,,, dependence of the respective cross-sections. These are shown
in Figure 8.5 for the p" and non-resonant components. For comparison, also the full model
is integrated over m, ., and the respective cross-sections are included in the plots. The
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integration does not yield the actual 77~ cross-sections because higher mass features,
such as the previously observed p’ resonance, are not included in the model. The shown
cross-sections only depend weakly on W,,, as is expected for diffractive processes.

= 99 H1 wor‘k in pmg“rv&s ‘E] Sédfng T data ] = H1 w()r‘k in pméress ‘E] Siidfng T data
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Figure 8.5: Contributions to the S6ding model as a function of W, for the elastic
(left) and proton-dissociative cross-section (right). The contributions are obtained
as described in the text and labeled in the legend. Uncertainty correlations are
propagated to the ratio plot. The data uncertainties are described in Figure 8.1.

In order to quantify the energy dependence of the p° cross-sections, a power-law

0P (W) = 0 (W) (VVVV)(; (s.1)

is fitted simultaneously to the elastic and proton-dissociative p® distribution. The reference
energy is fixed to Wy = 40 GeV, corresponding to the average energy in the dataset. The
nominal fit gives a very poor x2,,/ndf = 47.9/(15 — 4) = 4.4 with statistical uncertainties
alone. Generally, the measured W, dependence is prone to systematic mismodeling because
it is strongly correlated to the polar angle of the 77~ system and many detector effects
have a strong polar dependence. The poor x? value is taken as an indication for systematic
biases in the measured nominal distribution. Those can be considered by performing the fit
with the total covariance matrix in the y? definition as is discussed in Section 7.4. This yields
a more reasonable value of x2  /ndf = 16.7/(15 — 4) = 1.5. The fitted model parameters are
summarized in Table 8.5. Parameter uncertainties are estimated with the offset method. For
reference, the parameters extracted from the fit with the total uncertainties are also given.
Generally, the central values obtained in that way can be shifted with respect to the central
values from the offset method. Also, the total parameter uncertainties tend to be smaller.

The value extracted for the fit parameter . is positive and thus indicates a slight but
significant rise of the elastic cross-section with increasing energy. The negative value for
0pd, on the other hand, shows a slightly falling proton-dissociative cross-section. The central
value of the elastic parameter is very robust concerning systematic uncertainties and does
not change if the fit is performed with the offset method or the total covariance matrix.
However, the value for the proton-dissociative parameter changes drastically. It is not clear
whether this is simply an artifact of poorly defined systematic uncertainties. Alternatively,
the used model might also not be suitable for the proton-dissociative cross-section. The
measured distribution is strongly shaped by the fiducial phasespace restrictions. Compare
the discussion in Chapter 7.1 for details and Figure 7.4, in particular. Most notably,
the requirement my < 10 GeV severely shapes the W, dependence. The precise energy
dependence of the phasespace factor is not known and requires knowledge of the my spectrum
outside the fiducial region; compare discussion in Chapter 5. The implicit assumption in the
parametrization is that a power law can describe it. This assumption might be wrong, thus
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offset method total covariance matrix
parameter value stat.  syst. value tot.
without shrinkage
o?(Wy) [ub] 1174 0.05  *972 11.55  0.60
Sl 0.166  0.009 352 0.165 0.021
ofh(Wo) [ub] 492 006 08 447 0.52
Opd ~0.167 0.024 *50% —0.344  0.084

iae/ndf =47.9/11 =44 | 2 /ndf =16.7/11 =15

with shrinkage

ofP(Wo) [ub] 1172 005 073 1156 0.60
Sel 0.265 0.009 9022 0.267 0.022
c 0.1 fixed 0.1 fixed

XZiat, olas/DAf = 30.5/7 = 4.4 | X7, opas/ndf = 9.3/7 = 1.3

Table 8.5: Fit parameters for the fits of the energy dependence of the elastic and
proton-dissociative p° cross-sections o(yp — p’Y) (W,,). The fits are described
in the text. They are performed both with the offset method and total covariance
matrix to propagate systematic cross-section uncertainties to the fit parameters.

rendering the model invalid. Within the context of this thesis, a more reasonable modeling
of the phasespace could not be achieved. If the fit is performed to the elastic cross-section
independently, it gives a reduced X7y oas/ndf = 9.0/(9 — 2) = 1.3 with the total uncertainty.
This reduction can be interpreted as a further indication, that the model is inapplicable for
the proton-dissociative cross-section. Furthermore, without accounting for the phasespace,
no conclusion about the energy dependence of the proton-dissociative amplitude can be
drawn from the fit. In particular, the measured value for d,q on its own does not indicate
factorization breaking®.

The parametrization in Equation (8.1) has further limitations concerning also the modeling
of the elastic cross-section. Most importantly, it does not take the shrinkage of the diffractive
forward peak into account; compare Section 2.2. Assuming a purely exponential ¢ dependence
of the differential cross-section with exponent b, as well as a linear leading trajectory with
slope o, the energy dependence of the elastic cross-section can be parametrized as:

(WW/WO)ZS

oPP(W.,,) = o”P(Wp) — .
’Yp 1+ 41, ln(va/WO)

(8.2)

For typical values of b ~ 10 GeV ™2 and o/ 0.25 GeV 2, 40/ /b ~ 0.1 is expected. The result
is an enhancement of the cross-section by 7% relative to Equation (8.1) at W, = 20 GeV
in a suppression by 7% at W,, = 80 GeV, respectively. Repeating the fit of the elastic
cross-section with these values consistently results in an increase of d.; but not in a better x?
value; compare Table 8.5. If instead a free parameter ¢ is introduced to replace 4a’/b, it can
not be reasonably constrained by the data. The preferred value ¢ ~ 0.001 is very small, i.e.,
the logarithmic term is completely suppressed®.

Another limitation of both considered parametrizations is that they neglect potential Reggeon
contributions that dominate diffractive cross-sections at very low W,, < 10 GeV. These

4The assumption of factorization of diffractive processes predicts the same energy dependence for elastic
and dissociative diffractive amplitudes; compare Section 2.2.

5The problem of parametrizing the shrinkage becomes irrelevant for the analysis of the double-differential
p° cross-section that is presented further on in the text in Section 8.2.3. For completeness, it should be
noted that the parameters extracted from the one-dimensional elastic cross-section are consistent with the
parameters extracted from the double-differential cross-section. For the fit without taking shrinkage into
account, d) corresponds to 4(a((t)) — 1) measured at the average momentum transfer (t) ~ 0.1 GeV2. The
value measured with taking shrinkage into account corresponds to 4(c(0) — 1) measured at ¢t ~ 0 GeV?2.

126



8. RESULTS

contributions can not be constrained with the present data alone. However, they might still
play a role in the lowest energy bins of the present measurement. A more detailed discussion
follows further on in the text in relation to very low energy cross-section measurements
performed by other experiments.

Comparison With Other Measurements

The energy dependence of the elastic p” photoproduction cross-section has also been mea-
sured by other experiments. The rise of the cross-section observed here generally is
in agreement with other results. Using a simple power law to parameterize the cross-
section, such as given in Equation (8.1), the ZEUS Collaboration has measured e zpus =
0.16+0.06 (stat.) 7073 (syst.) [11] and the CMS Collaboration §¢ oms = 0.2340.14 (stat.) +
0.04 (syst.) [195].
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Figure 8.6: Elastic and proton-dissociative p° photoproduction cross-section
a(yp — p’Y) as a function of W.,,. The elastic cross-section is compared to mea-
surements by fixed-target [196-202], HERA [6, 11, 13|, and LHC [195] experiments.
All data points are labeled in the legend. The lines show the Donnachie-Landshoff
model fitted to the data as is described in the text.

The measured elastic and proton-dissociative p° photoproduction cross-section as a function
of the center-of-mass energy are also directly compared to other measurements. In Figure 8.6,
they are shown together with elastic cross-section measurements by selected fixed-target [196—
202], HERA [6, 11, 13], and LHC [195] experiments.

The comparison in Figure 8.6 is potentially problematic because the fiducial phasespaces
of the various measurements do not entirely agreeb. In particular, the phasespaces of the
high-energy collider results cover different ¢ and Q? ranges. The difference in the t ranges
is found to be insignificant. Reducing the maximal |¢| of this measurement to 0.5 GeV? in
accord to Reference [11] changes the overall elastic p" cross-section by less than 2%. The
@? range is found to be much more critical. This analysis made an effort to correct the
data for Q2 > 0.1 GeV? contributions. The effective Q2 ranges vary strongly for the other
measurements with a maximal Q2 < 4 GeV in Reference [11]. The Q? range is crucial for

6There are also other measurements of the proton-dissociative p® photoproduction cross-section, e.g., by the
ZEUS Collaboration [11]. There, the phasespace differences are even more significant so that they can
not be meaningfully included in the figure, at all.
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calculating the integrated photon-flux that is used to transform the directly measured ep
into a yp cross-section. Having a large Q? range can be problematic if it is not accounted
for in the photon-flux correction appropriately. The approach that is taken by this and
other HERA analyses is to normalize the ep cross-section, which is implicitly integrated
over the considered Q% range, by the integrated photon-flux; compare Section 2.4. This
approach is not valid for large Q2 windows. If applied anyhow, the calculated yp cross-section
is shifted down systematically. The integrated ep cross-section and the photon-flux both
grow as the Q? window is opened. However, the integrated photon-flux increases more
rapidly because the differential ep cross-section falls more steeply with Q2 than the flux.
For this analysis, it is found that measuring the elastic “photoproduction” cross-section like
this in the range Q? < 4 GeV? effectively lowers it by approximately 10% compared to
the cross-section measured in the range Q% < 0.1 GeV?2. Considering this effect brings the
other high-energy results into much better agreement with the present measurement. The
fixed-target measurements that are included in the plot are all based on experiments with a
real photon source. They are thus not affected by these considerations.

The complete energy dependence of the elastic p° cross-section is described by the Donnachie-
Landshoff [83, 84| parametrization. It considers two power parameters d; and o that describe
the low and high W,, dependence of the cross-section, respectively:

0 (W) = 07 (W) ((VVVV)‘S h (VVVV)6> . (5.3)

f2 is the relative contribution from the §, component with respect to the §; component at Wj.
Shrinkage of the forward peak is not taken into account. The model is fitted to the elastic
data from this and the fixed-target measurements. Other high-energy data are not included
in the fit to avoid troubles concerning the photon-flux normalization. The uncertainties of
the fixed-target data are assumed to be fully uncorrelated. The nominal fit with statistical
uncertainties yields X3, c1as/0df = 93.5/(42 —4) = 2.4. The measured power parameters are
61 = 0.190+0.012 (stat.) T 556 (syst.) and o = —1.77+0.14 (stat.) T ¢ (syst.), respectively.
The fit parameter uncertainties are calculated with the offset method. The measured value for
d is slightly increased in comparison with the previous fit of the presently measured elastic p°
cross-section on its own. This is a consequence of a small but seemingly relevant contribution
from Reggeon exchange in the considered energy range. From the fit, its relative contribution
is found to be fy = 0.8 £ 0.3 (stat.)™05 (syst.) % at Wy. Previous photoproduction analyses
obtained a somewhat larger value for 6; ~ —1 [118]. However, ¢; is very sensitive to the
normalization of the cross-section at high W.,,,. It is thus strongly affected by the previous
considerations concerning the fiducial range in Q2. Furthermore, the value measured here is
consistent with values of §; ~ —2 obtained in DIS p° production where there is no ambiguity
about Q? [118]|. Expected values d; and d; can also be obtained from Regge theory via the
respective Reggeon trajectories. The average ¢ of the elastic cross-section in this analysis is
(t) ~0.1 GeV2. Evaluating the Pomeron and Reggeon trajectories at that point provides
estimated values for 6 ~ 4(a((t)) —1). With the canonical trajectories (compare Section 2.2),
one finds 07 ~ —2.4 and 3 ~ 0.22, respectively.

8.2.2 t Dependence of the p° Cross-Sections

The t dependence of the elastic and proton-dissociative p” cross-section is extracted from the
double-differential 77~ cross-sections dc(yp — 7t 7~Y)/dmyrdt measured as a function
of myr and t. The 777~ cross-sections are measured by unfolding the two-dimensional
Myr @t distributions, following the procedure described in Chapter 7. The elastic 777~ cross-
section is shown in 12 ¢ bins and as a function of m, in Figure D.3, and proton-dissociative
cross-section in 9 ¢ bins in Figure D.4 in Appendix D.

In order to extract the p® cross-sections, the S6ding model is fitted in parallel to all mass
distributions. Not all model parameters are well constrained independently in all ¢ bins.
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Thus, further model assumptions are made to stabilize the fit. First, the p® and w mass
and width are fixed to the values obtained in Section 8.1.2. The other w parameters (f,
and ¢,,) are also fixed to the respective elastic and proton-dissociative values obtained there.
Furthermore, the parameters of the non-resonant background can not all be independently
constrained. However, already visually the m . lineshape changes significantly with ¢ such
that the skewing becomes weaker for larger |¢t|. This indicates that also the non-resonant
background must change with ¢. It is found that the variation is best described by a t
dependence of the parameter A, which is thus allowed to float freely in all ¢ bins. A further
t dependence of f,, or d,, can not be well constrained by the fit. Thus, the parameters are
assumed to not change with t. This can be interpreted as the total p° and non-resonant
cross-sections integrated over m . having the same ¢ dependence. If they are both dominated
by Pomeron exchange, this is to be expected. A t dependence of A, then suggests that the
M, distribution of the non-resonant background is dynamically created and thus changes
with t.

The fit of the nominal distributions yields a y2,,/ndf = 381/(294 — 45) = 1.5 with statistical
uncertainties only. The x? value is increased in comparison other mass fits performed in
this analysis but still deemed to be reasonable. It is assumed that the model does not
describe all aspects of the non-resonant background properly. Unfortunately, a better yet still
practical model could not be found in the context of this thesis. Systematic uncertainties are
propagated through the fit using the offset method. The fit functions are plotted together
with the cross-sections in figures D.3 and D.4.

The t dependence of the elastic and proton-dissociative fit parameters A,, is shown in
Figure 8.7. The measured A,, values rise with increasing |¢t|. The ¢ dependence of A,
appears to be consistent for the elastic and proton-dissociative cross-section, although no
quantitative comparison is made. The differential non-resonant cross-section has a local
maximum at

\/Am + (400 — 1) 4m2

\/ 300 — 1

In the model, the non-resonant background is thus shifted towards higher masses as Ay,
grows with increasing [¢].

(8.4)
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Figure 8.7: Fit parameters A, as a function of ¢. The parameters

are obtained from the So6ding fit to the double-differential cross-sections
d*o(yp — 7t 77Y) /dmgrdt(myq;t) that is described in the text. The left and
right plot show the elastic and proton-dissociative parameters, respectively.

The components of the S6ding model are integrated over m,, to extract their respective
contributions to the 77~ cross-sections. Calculating the contributions in every ¢ bin then
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allows measuring the dependence of the respective differential cross-sections. The single-
differential elastic and proton-dissociative p® cross-section do(yp — p’Y)/dt as a function of
t are compared to the respective non-resonant cross-sections and the full S6ding model in
Figure 8.8.
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Figure 8.8: Contributions to the S6ding model as a function of ¢ for the elastic
(left) and proton-dissociative cross-section (right). The contributions are obtained
as described in the text and labeled in the legend. Uncertainty correlations are
propagated to the ratio plot. The data uncertainties are described in Figure 8.1.

Both for the elastic and proton-dissociative cross-section, the considered contributions have
quite different ¢ dependencies visually. The full 777~ and non-resonant cross-sections fall
more steeply than the p° cross-sections. As the non-resonant component dies out towards
high [¢|, the 777~ and p° cross-sections slowly converge. Qualitatively, this has been observed
before, e.g., by the ZEUS Collaboration [11] in elastic scattering. However, with the present
model and the variation of A,, with ¢, it can be interpreted as a kinematic effect. Rather
than the non-resonant amplitudes having a different ¢ behavior than the p® amplitudes,
the non-resonant contributions are simply shifting out of the considered m,, integration
range with increasing |¢|. It can also be seen that the proton-dissociative ¢ distributions are
generally harder than the elastic distributions. In combination with the ¢ dependence of
the non-resonant background, this explains the smaller overall non-resonant contribution to
the proton-dissociative cross-section that is observed and discussed previously in the text in
Section 8.1.2.

Diffractive cross-sections are typically observed to fall exponentially with ¢. However, at larger
[t| perturbative effects may come into play resulting in some deviation from the exponential
behavior. The following parametrization is proposed in Reference [24] to take both effects
into account:

dorP doPP bt\ “
== (1-2) . 85)

It interpolates smoothly between an exponential do?? /dt o< exp (bt +b2t2/ 2a) at low |t| and
a power-law do”P /dt o |t|~® at large |t|. For a — oo, it transforms into a simple exponential.
The parametrization is fitted in parallel to the elastic and proton-dissociative differential p°
cross-sections do(yp — p°Y’)/dt. The fit parameters are summarized in Table 8.6. Parameter
uncertainties are obtained via the offset method. The fit functions are compared to the
measured cross-sections in Figure 8.9.
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Figure 8.9: Elastic (left) and proton-dissociative differential cross-section
do(yp — pY)/dt (right) as a function of t. The cross-sections are parametrized
and fitted as described in the text. The fit functions are included in the plots with
uncertainties obtained with the offset method. In the ratio panels, the data is
compared to the bin-averaged fit function values as used in the x? definition. The
bin-centers in the figure are corrected so that the fit functions evaluated at the
bin-centers match the average function values in the bins”. The data uncertainties
are described in Figure 8.1.

The fit of the nominal distributions gives a poor x2,,/ndf = 25.3/(20—6) = 1.8 with statistical
uncertainties only. It is assumed that rather than the parametrization failing to describe the
model, systematic uncertainties can not be neglected in the fit. Mismodeling of the forward
tagging or the ¢ dependences of background contributions can quite possibly introduce biases
in the measured nominal distributions. Furthermore, the poor quality of the Séding fits of
the double-differential 777~ cross-sections hints at a break-down of the model that is most
likely due to poor modeling of the non-resonant amplitude. This can also reflect on the ¢
dependence of the extracted p® cross-sections. While model uncertainties are not estimated,
the other effects can be taken into account by performing the fit with the total covariance
matrix of the p¥ cross-sections. This already gives a good 2, /ndf = 15.3/(20 — 6)/1.1. The
fit parameters obtained with the total covariance matrix are also summarized in Table 8.6.
The nominal values between the two fit approaches slightly differ, and the offset method
results in more conservative estimates for the total parameter uncertainties overall.

The measured cross-sections are again subject to shaping by the phasespace restrictions;
compare Figure 7.4. The shaping applies mainly to the proton-dissociative distribution
because of the restriction of my < 10 GeV. In particular, very low |¢| can not be accessed
kinematically for large my; compare Equation (7.2). The first bin of the proton-dissociative
distribution is thus not included in the fits. However, also the elastic distribution is somewhat
shaped by the restricted energy range. Generally, when interpreting the fit result, it has
to be considered that the chosen parametrization does not model the phasespace. Under
these considerations, the proton-dissociative cross-section is observed to be much harder
than the elastic cross-section with about half the value for the exponential slope bpgq ~ 0.5 bey.
Also, the proton-dissociative cross-section deviates stronger from a simple exponential, as is
indicated by the smaller value for apq ~ 0.5 ael.

"Bin-Center Correction: The t dependence of the measured cross-section is very steep and bins of the
measured distributions can be very wide. The geometric bin-center can then be very different from the
actual average t in a bin. For parameter fits and for visualization in some plots thus a cross-section

. . . . do 1 tmaz dg )
corrected bin-center is used. It is defined via E(<t>) = Edt. (t) is calculated
tmin

numerically by parametrizing do/d¢ with Equation (8.5) and using the nominal parameters from the
fitted, single-differential p® cross-sections as given in Table 8.6.

tmaz — tmin
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offset method total covariance matrix
parameter value stat. syst. value tot.
d PP
Z;l (0) [ub/GeV?] 1058 0.7 163 101,0 6.3
bet [GeV 2] 9.59 010 *917 9.76  0.15
el 198 27 49 159 28
oPP '
dlgd (0) [ub/GeV?] 210 0.6 32 18.8 3.0
bpa [GeV 2] 479 019 37 4.95 047
apd 91 1.5 3 89 3.1
Y2 /ndf = 25.3/14 = 1.8 | x2, /ndf = 15.2/14 = 1.1

Table 8.6: Fit parameters for the fit of the differential cross-sections
do(yp — pY)/dt as a function of t. The fit is performed with the offset method
and using the total covariance matrix to propagate systematic uncertainties to the
fit parameters, as described in the text. The fit result obtained with the offset
method is compared to data in Figure 8.9.

Comparison With Other Measurements

In Figure 8.10, the measured elastic differential cross-section do(yp — pY)/dt as a function
of ¢ is directly compared to other measurements by the H1 [6], ZEUS [11] and CMS [195]
collaborations. Only results obtained at similar center-of-mass energy are considered because
of the shrinkage of the diffractive peak with increasing energy. Qualitatively, the distributions
are very similar, although the logarithmic scale hides some details.
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Figure 8.10: Differential elastic cross-section do(yp — p’p)/dt as a function of ¢.
The measurement presented in this thesis is compared to selected measurements by
the H1 [6], ZEUS [11], and CMS [195] Collaboration at comparable center-of-mass
energies.

For a more quantitative comparison, the measurement by the ZEUS Collaboration [11]
is used as a reference. There, the elastic cross-section is parametrized with the function
do7?/dt o exp (bt + 02t2) and a fit results in be zrus = 10.9 £ 0.3 (stat.)f(l):g (syst.) GeV 2
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and co zpus = 2.740.9 (stat.) ]2 (syst.) GeV~*. The b-value is larger than what is measured
here. However, it is measured at a higher average center-of-mass energy (W,,) = 72 GeV
compared to (W,,) = Wy = 40 GeV for the present dataset. An energy dependence of the
form b(W,,,) = by + 4a/p In(W,,,,/Wy) is expected from Regge theory; compare Chapter 2.
Assuming o/ =~ 0.25, a difference of Ab = 0.6 GeV~? is to be expected from the difference
in the average energies alone. Considering such a relative shift, the measured b values agree
within just around lo of the combined total uncertainty (using the uncertainties from the
offset method). The parameter ¢ approximately corresponds to b?/2a for the parametrization
used here. The value measured for ¢ by the ZEUS Collaboration then is consistent with
the values measured for b and a here. In the given reference, the ZEUS Collaboration also
measures the ¢ dependence of the proton-dissociative cross-section. However, the measurement
is performed in a completely different phasespace where in particular my? < O.lep is
required. Due to the large shaping of the fiducial distributions by the my restrictions, the
ZEUS result can not be directly compared to the present measurement.

8.2.3 Double-Differential p° Cross-Sections

The double-differential elastic and proton-dissociative p® cross-sections is extracted from the
triple-differential 77~ cross-sections d*o(yp — 7t 7~Y)/dm,dt measured as a function of
Myr, Wyp, and t. The 777~ cross-sections are measured by unfolding the three-dimensional
Mar @ W, @t distributions. The elastic mt7~ cross-section is shown as a function of m
in 4 W,,, and 7 t bins in Figure D.6 and the proton-dissociative cross-section in 4 W.,,, and 5
t bins in Figure D.7 in Appendix D.

In order to extract the p° contributions, the S6ding model is fitted in parallel to all mass
distributions. Again, not all model parameters can be independently constrained for every
distribution. The p° and w parameters are thus fixed to the values from the one-dimensional
fit. For the non-resonant amplitude, only A, is fitted independently in every ¢ bin. All
other parameters, including now f,, are assumed to have neither a ¢ nor W, dependence
to stabilize the fit. The fit yields a x2,,/ndf = 828.3/(672 — 63) = 1.4 for the nominal
distributions using only statistical uncertainties. Systematic uncertainties are propagated
through the fit using the offset method.
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Figure 8.11: Elastic (left) and proton-dissociative double-differential cross-section
do(yp — p°Y)/dt (right) as a function of W,,, and in multiple bins of ¢. Individual
distributions are scaled for visual separation, as labeled. The given bin-centers (¢)
are cross-section weighted with the procedure described in the text and using the
parametrizations of the single-differential p° cross-sections do(yp — p°Y)/dt(t).
The cross-sections are parametrized and fitted as described in the text. The fit
functions obtained via the offset method are drawn on top of the data.
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Following the procedure outlined in Section 7.3, the W,, and ¢ dependence of the p°
contribution to the 77~ cross-sections is calculated. The resulting elastic and proton-
dissociative differential cross-section do(yp — p’Y’)/dt are plotted in Figure 8.11 as a function
of W,,, and in bins of ¢.

From Regge theory, the W,,, dependence of the cross-sections is expected to change with t.
This change is quantified by re-parametrizing the power-law in terms of an effective leading
trajectory «(t):

do#? do#? W, e~
— (Wi t) = — (Wo3 t) [ =22 . 8.6
T Vi) = S e (2 (5.5

Instead of assuming a ¢ dependence for the cross-sections or the trajectory, independent
parameters for the normalization and « are fitted in every ¢ bin. For the nominal distribution,
the fit yields x2%,,/ndf = 37.9/(48 — 24) = 1.6 considering statistical uncertainties only. The
corresponding fit functions are shown together with the cross-sections in Figure 8.11. The t
dependence of the elastic and proton-dissociative fit parameter o with parameter uncertainties
propagated via the offset method is shown in Figure 8.12. For reference, the fit is also
performed with the total uncertainty matrix. This results in xZ, /ndf = 25.0/(48 — 24) = 1.0.
The resulting fit parameters are slightly shifted and have reduced (total) uncertainties in
comparison to the parameters obtained with the offset approach. Similar to the analysis of
the one-dimensional energy dependence of the p® cross-section, the shifts of the elastic values
for a are negligible, whereas the proton-dissociative values become significantly smaller.
Again, the underlying cause is not understood, but the effect might be an indication that the
model can not be applied to the proton-dissociative distribution in the fiducial phasespace.
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Figure 8.12: Fit parameters a as a function of ¢. The parameters are ob-
tained from the fit of the power-law to the double-differential cross-section
do(yp — p°Y)/dt(W,p;t) as described in the text. The left and right plot show the
elastic and proton-dissociative parameters, respectively. The elastic parameters are
parametrized and fitted as described in the text. The fit functions are included as
labeled in the legend. For reference, the Donnachie-Landshoff Pomeron trajectory
is included in the plot.

The « parameter values of the elastic cross-section are expected to lie on the effective Regge
trajectory of the exchange. From the Regge trajectories of vector meson families, one expects
a linear behavior at least for small |¢|; compare Chapter 2. Thus, the elastic parameters «
are parametrized by a linear function:

Oé]in(t) =ap+ aq t. (87)

A fit to the data is performed to test the linearity and extract the parameters of the Regge
trajectory. For the fit, the function is evaluated at the cross-section corrected ¢ bin-centers.
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The bin-center correction is performed using the parametrizations of the single-differential
P cross-sections do(yp — p’Y)/dt as a function of ¢ that is measured as described above in
the text.

The fit of the nominal parameter values gives xZ.,,/ndf = 9.1/(7 — 2) = 1.8 using statistical
uncertainties only. The corresponding function is drawn on top of the data in Figure 8.12.
In addition to the poor x? value, also visually the linear function does not appear to
describe the data well over the complete ¢t-range. When considering systematic uncertainties
by using the total covariance matrix in the y? minimization, the fit improves to give
X2, /ndf = 6.3/(7 — 2) = 1.3. The fit parameters obtained via both the offset method and
the fit with the total covariance matrix are summarized in Table 8.7. They are discussed
and compared to values obtained by other measurements further on in the text.

offset method total covariance matrix
parameter  value stat. syst. value  tot.
fit g + a1 t
ap 1.0594  0.0022 F5:90%3 1.0607  0.0073
ap [GeV7?] 0125 0.015  T90%0 0.110  0.032
X2 at /0df 9.1/5=1.8 6.3/5=1.3

R (R

oo 1.0659  0.0033 59099 1.0674  0.0079
o [GeV™? 0.243  0.050 5939 0.229  0.065
B 0.127  0.018 59 0.117  0.036
XZiae /ndf 0.5/4 =0.1 | 0.5/4 = 0.1

Table 8.7: Fit parameters for the trajectory fits of the elastic parameters a(t)
using a linear and quadratic parametrization.

The x? value of the linear fit does not allow to confidently exclude linearity of the leading
trajectory in the considered ¢ range. However, the « value in the bin with the largest |¢] is a
clear outlier and significantly lowers the fitted slope parameter. Furthermore, linearity of
Regge trajectories is not a feature of Regge theory, but only an experimental observation.
On the contrary, the linearity is expected to break down at large negative ¢ once perturbative
contributions become relevant. Compare also the discussion in Section 2.2.3. Where exactly
this deviation is expected to occur is not known. Nonetheless, in order to account for the
possibility of a non-linearity in the present ¢ range, the measured values « are alternatively
parametrized by the function

1

-1
O5non—lin(t) = o + /B ((e4al/ﬁt + 1) — 2) . (88)

The parametrization approximates a linear trajectory ag + aj t for small [¢| and approaches
a constant value oy — 3/2 for t — —oo. It thus meets the expectations for Regge trajectories
in the respective t regions. However, it is mostly chosen on technical grounds because it
allows for a rapid transition from a linear into a non-linear regime. For the present data,
this allows fitting the outlier point in the highest |¢| bin without affecting the parameters
obtained for the linear segment. The parametrization does indeed describe the data much
better. A fit of the nominal elastic parameter values gives xZ,,/ndf = 0.5/(7 —3) = 0.1 with
statistical uncertainties only. The fit is also included in the plot of the elastic a parameters
in Figure 8.12. The fit parameters with uncertainties obtained both with the offset method
and from the fit with the total covariance matrix are summarized in Table 8.7.

Allowing for non-linearity at large |¢| results in an increase of the effective slope at small |¢].
The measured slope is consistent with a fit of a linear function to the data without the data
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point at the highest |¢| value. Since the non-linearity is then only constrained by a single
data point, the fit can not be used to reliably extrapolate the trajectory to higher values of
t].

For the a parameters measured for the proton-dissociative cross-section, a linear behavior
is clearly not given. Again, the proton-dissociative cross-section is strongly shaped by the
fiducial phasespace cuts on my. That is why the parameters « can not be directly related
to the underlying dissociative scattering amplitude. Consequently, no attempt is made to
parametrize and fit the proton-dissociative parameters. However, the phasespace impact is
expected to be small at small |¢| because large my are kinematically inaccessible; compare also
Figure 7.4. In the lowest |¢| bin, the measured proton-dissociative a value does indeed agree
with the corresponding elastic value within statistical uncertainties. This is in agreement
with expectations from factorization of the diffractive amplitudes.

Comparison With Other Measurements

The parameters of the leading Regge trajectory extracted in this measurement can be
compared to other results. When doing so, it has to be taken into account how the analysis
phasespace might affect the measurements. In the study of the one-dimensional energy
dependence of the p® cross-section, it is found that Reggeon exchange might still contribute
in the considered energy range. Correspondingly, the Regge trajectory that is measured
from the double-differential cross-section might not be the pure Pomeron trajectory but
an effective trajectory with contributions also from Reggeon exchange. The study of the
one-dimensional cross-section can help to quantify the size of the bias that could be expected
from neglecting Reggeon contributions. In the fit of the one-dimensional cross-section, doing
so lowers the effective power parameter by Ad = 0.166 — 0.190 = —0.024. On average, this
would correspond to measured values for a to be lowered by approximately A« ~ —0.006
with respect to the pure Pomeron trajectory. However, the effect can be expected to have
some ¢ dependence. With the slope of the Reggeon trajectories o/ ~ 0.9 GeV~? being
steeper than the Pomeron slope, the impact of the Reggeons can be expected to be larger at
small |t|. Consequently, neglecting it can both lower the intercept and slope of the measured
effective trajectory.

Under these considerations, the measured trajectory can be compared to the canonical
Pomeron trajectory that has been determined by Donnachie and Landshoff (DL):

apr(t) = 1.0808 + 0.25 GeV 2+t (8.9)

The DL parameters are obtained from studies of high-energy elastic pp and pp scattering
cross-sections in the energy range 10 < /s < 540 GeV and for —t < 2.5 GeV 2 [83].
Reggeon contributions at low energies, as well as non-diffractive effects at large |¢| are all
considered independently in the analysis and should thus not affect the Pomeron parameters.
Uncertainties are not quantified.

The linear trajectory extracted here,

in(t) = [1.0594F0:00% (tot.)] + [0.12570:037 (tot.)] ¢, (8.10)

has both a lower intercept and slope than the DL trajectory. The intercept deviates from the
DL value by 2.4 and the slope by 5.3 standard deviations, considering the total uncertainties
estimated via the offset method and neglecting uncertainty correlations. However, if the
trajectory is assumed to be non-linear at large |t|, the linearised trajectory at small |¢] is
found to be:

Onon-tin (t) = [1.065970 0092 (tot.)] + [0.243T0008 (tot.)] t + O(t?). (8.11)

In particular, it has a slope that is in good agreement with the DL value. The measured
intercept can be brought into better agreement with the DL value if a potential bias of the
order of Aag ~ —0.006 from neglecting a Reggeon contribution is considered.
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Alternatively, the Pomeron trajectory has also been measured by the ZEUS Collaboration in
p® meson photoproduction [16]:

azgus(t) = [1.096 4+ 0.021 (tot.)] + [0.125 + 0.038 (tot.)] . (8.12)

The trajectory is obtained by an analysis and fit of the double-differential elastic p° cross-
section in a similar energy and t range as is considered in the present analysis. The ZEUS
trajectory should thus be directly comparable to the linear trajectory measured in this
analysis. Indeed, the values for the slope parameter are in good agreement. The values
for the intercept deviate by roughly 1.6 standard deviations considering the combined total
uncertainty®?.

80n the ZEUS uncertainties: the ZEUS measurement is performed by combining low-energy p® photopro-
duction cross-section measurements by the Omega Collaboration ((W,,) = 8.2 and 10.1 GeV) [202] with
high-energy measurements by the H1 ((W,;,) = 55 GeV) [6] and ZEUS Collaboration ((W,,) = 71.2, 73,
and 94 GeV) [11, 12, 16]. Despite a lower precision of the individual considered cross-section measurements,
the estimated parameters on the Pomeron trajectory are competitive with the present analysis. The uncer-
tainty of the offset parameter is presumably artificially decreased by treating normalization uncertainties
as uncorrelated in the cross-section fits, even though they dominate all considered measurements. The
uncertainty of the slope parameter potentially gains from a lever arm effect provided by the somewhat
larger energy range, as well as more data-points at high |[¢|.

9A previous preliminary measurement by the H1 Collaboration [41, 203] should not be considered for
comparison. From the available information about the underlying analysis, it appears that a wrong
unfolding approach was taken, which strongly affected the results: It was assumed that the reconstruction
efficiency is the same for elastic and proton-dissociative events and thus that detector level forward tagging
information could be used to estimate the proton-dissociative contribution to the efficiency corrected
event yields; compare Section 8.2 in Reference [41]. Considering Figure 7.1 of the present document,
such an assumption is clearly invalid. As a consequence, what is labeled as an elastic cross-section in the
references is in-fact ill-defined. While the proton-dissociative phasespaces differ for the two analyses, it
was verified that the assumption about the factorization of the efficiency is wrong for either definition.
Furthermore, a plausibility study was performed in the context of the present analysis, which verified
that the effect size and direction could realistically explain the differences in the measured trajectories.
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9 CONCLUSION

In this thesis, a simultaneous measurement of differential elastic and proton-dissociative
aT7~ and p° photoproduction cross-sections is performed. The cross-sections are measured
single-, double-, and-triple-differentially as a function of the invariant 77~ mass my,, the
photon-proton center-of-mass energy W,,,, and the momentum transfer at the proton-vertex
t.

The measurement is performed by unfolding 77~ distributions under consideration of
background contributions, the finite resolution of reconstructed variables, the detector
efficiency, and migrations into and out of the fiducial phasespace. In particular, the data is
corrected for contributions with large photon-virtuality Q2. The information from forward
detectors is used to define control regions enriched in elastic and proton-dissociative events.
They enter the unfolding and thus allow to separate the respective contributions statistically.
Technically, the unfolding is performed via a template fit of the detector level distributions
with the TUnfold package. The fit is set up in a way to reduce the dependence of the result
on the MC modeling.

The data-sample used for the measurement provides a very high statistical precision. For
the integrated cross-section, it is on the sub-percent level. Simultaneously, the measurement
suffers from much larger limitations of the MC modeling and detector simulation. Since
the unfolding is performed with the MC simulation, these affect the final results. In the
context of this thesis, not all systematic effects could be understood on a level demanded
by the statistical precision. Often, corresponding uncertainties could only be estimated
conservatively. Also, not all systematic effects could be corrected in the simulation so that
the nominal measured distributions might suffer from systematic biases. The systematic
uncertainties are propagated through the unfolding and the subsequent cross-section fits via
an offset approach. Within the context of this thesis, it has not been feasible to directly
include them in the unfolding fit or in subsequent fits of the differential cross-sections.
Concerning the latter, some first studies are performed by considering total uncertainty
matrices directly in the fits. This allows studying the aforementioned biases, which are mostly
found to be small. Nonetheless, the analysis could be greatly improved by better treatment
of systematic uncertainties and, in particular, by a better understanding of systematic effects
and more realistic estimates of corresponding uncertainties.

The measured one-dimensional cross-section do(yp — atr7Y) Jdmyr (Myr) is parametrized
by and interpreted with a S6ding model. Among other variables, the model allows to fit the
pY meson mass and width at a precision comparable to the PDG world average:

m, =770.8 + 1.2 (stat.)*0:5 (syst.) MeV,

T, =151.2 4+ 2.1 (stat.) "33 (syst.) MeV. (9.2)
The m,, spectrum also provides some evidence for an w contribution to 77~ photopro-
duction. By including the w contribution in the S6ding model, the w mass is fitted, and

the fiducial elastic w photoproduction cross-section is extracted. This is the first such
measurement in the w — 77~ channel at HERA:

my, =778.0 + 1.6 (stat.)" 32 (syst.) MeV, (9.3)

o(yp — wp) =1.12 7532 (tot.) ub.

The S6ding model is then used to extract the p® contribution to 7T~ photoproduction.
This allows to measured single- and double-differential p° cross-sections as a function of Wop
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and t. They are parametrized and interpreted with fits. In particular precise parameters for
the rise of the cross-section with energy are extracted:
Se1 =0.166 & 0.009 (stat.) 5033 (syst.), (9.5)
Opa = —0.167 £ 0.024 (stat.) 503 (syst.).

As well as parameters for the exponential slope describing the ¢ distribution at small |¢|:

bet =9.59 4+ 0.10 (stat.) 517 (syst.)), (9.7)
bpa =4.79 +0.19 (stat.) T30 (syst.)). (9.8)

From the elastic double-differential p° cross-section the leading Regge trajectory is measured.
The data allows for potential non-linearities of the trajectory at large [t|. If they are
parametrized, the linear section of the trajectory at small |¢| is found to be described by:

Omon-lin (t) = [1.0659 £ 0.0033 (stat.) ™0 002 (syst.)] (9.9)
+ [0.243 £ 0.050 (stat.) 039 (syst.)] t + O(¢?).

The slope parameter is measured in good agreement with the canonical Donnachie and
Landshoff Pomeron trajectory. The intercept is somewhat lower. A small remaining Reggeon
contribution in the analyzed medium energy range is considered as a potential explanation.
This can not be constrained with the present data alone.

However, the present data does not allow to completely rule out a purely linear trajectory in
the considered t range —t < 1.5 GeV 2. Assuming a purely linear trajectory, its parameters
are found to be:

in(t) = [1.0594 £ 0.0022 (stat.) ™) 0058 (syst.)] (9.10)

+ [0.125 £ 0.015 (stat.) 0039 (syst.)] ¢
In particular, this assumption results in a reduced value for the slope. The slope is then
measured in agreement with values obtained from independent studies of vector meson
photoproduction in similar ¢ ranges. The present analysis thus offers a potential deviation

from a linear trajectory already at small ¢ < —0.6 GeV? as a possible explanation for the
two distinct values that are regularly measured for the slope.

More than 10 years after the HERA machine was shut off, the data recorded by the H1
detector thus still provides opportunities for interesting and competitive measurements.
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A FURTHER 7tm~ CROSS-SECTION STUDIES

A.1 Interpreting the Extended Mass Range

The Séding model introduced in Section 7.3.1 breaks down in the tails of the p° resonance
and in particular above m,, > 1 GeV. From ete™ — p° production it is known that the
relativistic Breit-Wigner chosen here does not describe the high mass tail well. It does not
include other decay modes and threshold effects [193], for example. Furthermore, higher
mass p’ resonances need to be taken into account. In 777~ photoproduction the situation
is yet more complicated because of the non-resonant contributions. From an experimental
perspective, also the measured data become less trustworthy in the tails. There, reducible
non-di-pion background processes contribute significantly to the detector level distributions
at a level of up to 50% below 0.6 GeV and above 1.0 GeV. They are subtracted from the data
in the unfolding, but the procedure relies strongly on the predicted MC shapes. Nonetheless,
an attempt is made to extend the S6ding model so that it can describe the complete measured
717~ mass spectrum in the range 0.5 < my, < 2.2 GeV.

Extended S6ding Model

The S6ding model defined Equation (7.18) is extended to describe the complete measured
777~ mass range. The central components of the model are left unchanged. In particular,
the p® resonance is modeled by as simple relativistic Breit-Wigner as introduced in Section 7.3
despite potential problems associated with it. The modeling of the non-resonant background
on the other hand is slightly changed. The previous assumption of it being purely real is
abandoned, and a global complex non-resonant phase is introduced:

fnr — fnreid)nr- (Al)

The tails of the m,, distributions are much more sensitive to the interference between
the p° and non-resonant amplitudes because it becomes of a similar size as the individual
contributions. Allowing for a non-zero phase is found to be necessary for a good description
of the tails. A non-zero phase could arise from final-state interactions between the pions and
the scattered proton, for example, and is thus not necessarily unphysical

The model is then extended by a third amplitude to describe the mass peak observed in
the data around a mass of 1.6 GeV. For the resonance, a singe additional Breit-Wigner is
assumed:

Ay (Mgr) = Fr €% BW y (Mgy). (A.2)

In particular, a global phase ¢, between the p’ and p” resonance contributions is considered.
The p’ width is assumed to be mass-dependent as parametrized in Equation (7.22).

The extended S6ding model then has the form:
2

_ q3 (Merr) i
(Mpr) =N 7q3 (m,) Apw(maz) +e Apr(Myr) + Ay (Mrr)| (A.3)

dosnr

dm -
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A.1. INTERPRETING THE EXTENDED MASS RANGE

Fit Result

The extended S6ding model is simultaneously fitted to the elastic and proton-dissociative
differential cross-section do(yp — 777 ~Y)/dm . The fit result is shown in Figure A.1. The
nominal fit provides a good x? using statistical uncertainties only x2,,/ndf = 37.8/(68—22) =
0.82. The fit parameters are summarized in Table A.1 with systematic uncertainties being
propagated with the offset method.

3 ]
= H1 work in progress ¢ data = 10° FH 1 work in progress + data
% 103'Q2<01GLI\)/'2 3 - tot. unc. 4 % Q2<01Gc{’/ € £ - tot. unc.
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Figure A.1: Elastic (left) and proton-dissociative (right) differential cross-section

do(yp = 7t7~Y)/dm,, as a function of my,. The extended S6ding model is

fitted to the data as described in the text. The model and its components are drawn
as indicated in the legend. The data uncertainties are described in Figure 8.1.

The interpretation of cross-section with the model around the p° resonance remains as
discussed in the previous section. In the high mass tail, the fit model suggests a continued
strong interference between the p and non-resonant amplitude. The interference has a
negative sign so that the two contributions cancel one another out almost entirely. This allows
the p’ peak to emerge even though it is much smaller than both the p° and non-resonant
contributions on their own.

Extending the fit to higher m,, values slightly changes the non-resonant fit parameters in
comparison with the previous fit in the reduced mass range. In particular, a non-zero phase
is necessary to describe the (elastic) cross-section well. It is not clear how the phase should
be interpreted. It could have a physical origin, e.g., in final state interactions between the
non-resonant pions and the proton, or merely compensate mismodeling of the considered
amplitudes. This is not investigated further.

According to the PDG, there should be two resonances in the region of the observed peak
around 1.6 GeV [1]. However, a single Breit-Wigner is sufficient for a good description of
the peak with the S6ding model. Moreover, two p’ resonances can not be independently
constrained in a fit. Without a proper estimate for model uncertainties, no attempt is made
to test if the data would agree with the two PDG p’ resonances.

Relative p’ Cross-Section

For completeness, in Table A.2 individual contributions to the fit model are integrated to
extract the cross-sections of the corresponding subprocesses. A model uncertainty is again
not evaluated but should be expected to be large. This is even more true so for the extracted
p’ cross-section, which should be much very sensitive to the modeling of the non-resonant
background.
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parameter value stat. syst.
m,, [GeV] 0.7712  0.0006 +3:9903
T, [GeV] 0.1509  0.0016 TJ502%
my, [GeV] 0.7782  0.0014 *T3-0011
I, [GeV] 0.0085 fixed
. 1.29 0.15 93¢
m, [GeV] 1.692  0.021 *50:%
T, [GeV] 0.298  0.051 F9:92¢

my = my my, < my < 10 GeV
parameter value stat. syst. value stat. syst.
A [ub/GeV?]  54.3 15 T3 21.5 0.6 2%
fo 0.164  0.015 *9:016 0.117  0.038 F50%
bu —0.47 016 917 —0.06 0.26 93¢
For 0211  0.026 +5:049 0.23 0.05 389
Gur —0.100  0.050 F9:0% 0.030  0.040 F9:0%
Ay [GeV?) 0.29 0.09  T518 0.40 014 932
for 0.0104  0.0034 +9-0037 0.0137  0.0033 *5001%
b 0.67 0.63 1572 1.17 0.27 o5

Table A.1: Fit parameters for the extended S6ding fit described in the text. The
corresponding fit is shown in Figure A.1.

¥ o(X) stat. syst. a(X) stab. syst. [ mrr max
[1b | a(p) [GeV |
my = myp
BW(p°) 12.28 0.32 0% - 1.53
Soding w7~ 12.95 0.10 198 1.055 0.031 +0:930 1.53
non-resonant  3.84 0.21 1§33 0.313 0.024 9058 1.53
BW(w-p°) 177 032 103% x1072]251 046 95 x1073 0.82
BW(p'") 33 25 3% x107%24 1.7 FiY 0 x1073 3.5
my, < my < 10 GeV
BW(p°) 4.85 0.12 158 - 1.53
Séding nt7~  5.15 0.07 1919 1.062 0.032 0053 1.53
non-resonant  1.31 0.11 {517 0.270 0.027 *9-0%8 1.53
BW(w-p°) 3.6 24 122 x107%|1.28 084 3P X107  0.82
BW(p'") 23 12 54 x1072(4.0 21 T3 x107 3.5

Table A.2: Integrated contributions to the 777~ cross-sections obtained from
the extended Séding fit described in the text.
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A.2. MODEL COMPARISON

A.2 Model Comparison

Tensor Pomeron Model by Ewerz et al. [123]

Ewerz et al. [123] give a theoretical model for soft high-energy scattering of hadrons. It is
applied to 777~ photoproduction in Reference [124]. The approach taken by the authors is
that of a quantum field theory with effective propagators and couplings for Reggeon and
Pomeron exchange. For 777~ photoproduction, a set of gauge-invariant amplitudes for a
large variety of resonant (p", w(780), f2(1200), p(1450)) and non-resonant contributions are
calculated. The model relies on a large set of externally provided parameters. In particular,
to determine the various coupling strengths, form-factors, and propagators. A MC even
generator for the model is available to the author of this thesis. The generator is described
in more detail in Refs. [124, 149].

The model as it is presented in Reference [124] is compared to the single-differential elastic
7t~ photoproduction cross-section as a function of my,, W,,, and ¢ in Figure A.3. A
priori, it does not describe the data very well. The modeled W, and ¢ dependence appear
to be reasonably described in shape, but not normalization, with potential shape differences
occurring above [t| 2 0.1 GeV. The measured m,, lineshape, on the other hand, is not
reproduced, at all. The skewing of the p° resonance is significantly too weak, and the model
breaks down completely above m;, 2 1 GeV. The high mass region is very challenging
to model because the p° and non-resonant contributions appear to cancel one another out
perfectly in reality. They thus need to be simultaneously very well described; compare
Figure 8.3. Concerning the low mass region and skewing of the p° resonance, a flaw in
the modeling of the non-resonant amplitude could be identified in correspondence with the
authors of Reference [124].

Y -t

p = p

Figure A.2: Diagram for non-resonant 77~ production.

The non-resonant amplitudes included in the model have a structure as illustrated in
Figure A.2. For the energy dependence of the diffractive interaction, the photon-proton
center-of-mass energy s is assumed. However, the photon-momentum is split between the two
pion lines. This results in a lower effective scattering energy s.rs between the proton and the
pion undergoing the soft interaction. In consultation with Prof. Nachtmann [204], on average

Seff 3 can be expected. In order to test this hypothesis, the non-resonant amplitudes

presented in Reference [124] are modified accordingly, i.e., s is replaced by s — scfp = 5

2
in the non-resonant amplitudes M) (s) of the model (Equation (2.26) in the reference).
The prediction of the modified model is also included in Figure A.3. Indeed, it results in a
significant improvement of the description of the skewing of the p° resonance.

IThe author of this thesis contributed to the study of 7+ 7~ photoproduction within the model in Refer-
ence [124] but was not involved in the model building itself.
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Figure A.3: Comparison of measured single-differential 777~ photoproduction
cross-sections with the model by Ewerz et al. [123]. do(yp — 777 p)/dm x
as a function of my, on a linear (a) and logarithmic y-axis scale (b),
do(yp — 7w~ p)/dt as a function of ¢ (c), and o(yp — 777~ p) as a function of
W,p (d). The data is compared with the model as presented in reference [124]
(blue line) and to the modified model as described in the text (green line).

Even after modifying the non-resonant amplitudes, the agreement between data and the
model is not very good. In particular, the model still fails at describing the high mass region.
However, the model as presented in Reference [124] depends on multiple parameters, some
of which are not well known. In principle, these could be optimized to achieve a better
description of the data. Unfortunately, this was not feasible for this thesis.
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B EVENT SELECTION CUTS

category cuts

trigger sO |l s1ll s2 || s3

electron selection | Espocar > 17 GeV
fiducial SpaCal cuts [179]
Rerer <16 cm

timing 40 < Th,cyc < 52 ns
|ATo(7", 7m7)| < 30 ns
|T07LA7«‘ < 52 ns

#tracks == 2 selected central tracks (“H1PartSelTrack”)
opposite charges

cosmic p veto

CJC acceptance 20° < 6 < 160°
pr > 160 MeV

track quality dea’ < 0.1 cm

cosmic p veto
Zota |2utz] < 25 cm

track dE/dx PID | p > 0.4 GeV || Pyg/a.(K) < 0.1
p>0.9 GeV || Pag/an(P) < 0.1
p>2GeV || Papjaa(D) < 0.1
Pigjds(m) > 1le =9

LRG Epa-(0 <20°) ==0 GeV
#forward tracks < 2
LAr B30t == 0 GeV
phasespace 0.6 < mrr <1 GeV
|t| < 3 GeV?

20 < W, < 160 GeV

Table B.1: Summary of all selection cuts for the 777~ DIS dataset. Compare
Chapter 6
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category

cuts

trigger
electron veto

timing

#tracks

track quality

base selection

s14
Egssee, <10 GeV

40 < TO,CJC < 52 ns
ATy (mF,77)] < 30 ns
|To,L.ar| < 52 ns

== 2 selected central tracks (“H1PartSelTrack”)

opposite charges

cosmic p veto

25° < 6 < 155°

and trigger pr > 160 MeV
performance dca’ < 0.1 cm
|A¢FTT| > 20°
cosmic p veto
LRG Epar(0 <20°) ==0 GeV
#forward tracks < 2
phasespace 0.4 < mgpyr < 2.3 GeV
Phopr <3 GeV?
20 < W, <90 GeV
signal and
control regions
Zotz all but beam-gas | |z,,| < 25 cm

p = pPm070 veto

track dE/dx PID

SpaCal

(noise level 300 MeV)

LAr

(noise level 600 MeV)

mass windows

beam-gas 25 < |zptz| < 40 cm
all but ¢ |Aprr| > 50°
all but ¢ p> 04 GeV || Pagyar(K) < 0.1
p>0.9 GeV H ’PdE/d;r(P) < 0.1
p>2 GeV || PdE/dm(D) < 0.1
Pag/dz(m) > 1le —9
¢ Par /4 (K) > 0.01

pla W, T, ¢

Egssee, <4 GeV

~-dissoc. Egl;jg‘le > 4 GeV
T, ¢ Ea5s0c < 0.8 GeV
oy w El#ssec > 0.8 GeV
w My < 0.55 GeV, mey < 1.2 GeV
s Mept > 1.2 GeV
10} 1.005 < mix < 1.035 GeV

Table B.2: Summary of all selection cuts for the 777~ photoproduction dataset
applied to the various signal p and background w — 37, p' — 4m, ¢, and -
dissociation control regions. Compare Chapter 4
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C DERIVATIONS

C.1 Reconstructing W,,, from the 7z~ System

The photon-proton center-of-mass energy W.,,, is defined as
W2, =lpp+q>=mi—Q°+2p,-q, (C.1)

in terms of the incoming proton momentum four-vector p,, the photon momentum ¢, and
the photon virtuality Q? = —¢?. Using momentum conservation of the scattering process
~v*p — 77~ p’, the last term in the equation can be expressed as

Pp - q=Pq- (pﬂ'ﬂ' + Dy _p) = (pp “Prr +DpPpr — mz) ) (02)

with the four-momentum of the 77~ system p,. and the scattered proton p, . Neglecting
my, < Ep, the first term in the second equation becomes

Pp - Prr ~ Ep (Eﬂ"ﬂ' - pz,7r7r) . (C?))
The second term can be expressed as
2pp - py =my +my — 1t (C.4)

Typically, [t] < 1 GeV? is very small and in photoproduction also Q? < 1 GeV? is negligible.
Furthermore for elastic scattering my = m,. Then all remaining terms can be neglected
relative to E, (Err — Pz nr) and W, approximated by

Wv2p ~2E, (Enx — Ponn) + O(mf,, mi, Q2 t). (C.5)

However, for proton-dissociation M2 can become quite large and of the order of 100 GeV2.
The two terms then are of comparable size and the approximation of W,, breaks down.

C.2 Reconstructing t from the ™7~ System

The momentum transfer ¢ at the proton-vertex is defined as

t=(pp—0p)? = (Prn — 0)> = M3y = Q> = 2prr - q (C.6)
Neglecting Q2 ~ 0 GeV? the second equation can be re-written as

Prrn 4~ EnnEy 4 D2nn by (C.7)

with approximately ¢ = (E5, 0,0, —EA,)T. Under these assumptions and neglecting m,, < K,
the proton-photon center-of-mass energy becomes

WWQP = |pp +ql” ~ 4E, B, (C.8)

A comparison with Equation (C.5) then yields E. ~ %(EM — Pz,xr)- Inserting into Equa-
tion (C.7) gives

Prr 4= (Efmr - pg,ﬂ'ﬂ) = m?\'ﬂ' 7p%,7'r7r' (Cg)
Inserting into Equation (C.7) then results in

t o~ —phan + O(Q%, AW2). (C.10)
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C.3. SPLITTING THE ToTAL COVARIANCE MATRIX

C.3 Splitting The Total Covariance Matrix

The goal is to split a covariance matrix U, of a distribution ¢ into a pure normalization
uncertainty and a remaining covariance matrix Uleg:

Ua’ = Anorm& ' 0_:T + Urcst~ (Cll)

The minimum requirement is that U,est remains positive definite with full rank and the goal
is to minimize its off-diagonal elements while maximising A,o.m. The goal is achieved by
scanning Aporm in order to minimize the maximum global correlation coefficient of Ul.egs

1
Max Prest = Max 4 1 — - o
est i { (Urest) ;; (Ureslt)u}

while simultaneously ensuring that U,.s; remains positive and has full rank.
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D Mass FiT PLoTs For p' EXTRACTION

D.1 Fit o(yp — 7t~ Y ) (W,p; mirr)
(Section 8.2.1)
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Figure D.1: Elastic double-differential cross-section do(yp — n¥7~p)/dm, as
a function of M, shown in 9 bins of rising W,,, (from left to right, top to bottom).
The Soding model defined in Equation (7.18) is fitted simultaneously to the elastic
and proton-dissociative distributions that are shown Figure D.2. Further model
assumptions are applied as described in the text in Chapter 8. The fit function for
the respective bins is shown together with a subset of contributing components.
The composition of the data errors is explained in Figure 8.1.
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FIT o(yp = 77T Y ) (Wp Mir)

(SECTION 8.2.1)
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The So6ding model defined in

Equation (7.18) is fitted simultaneously to the proton-dissociative and elastic
distributions that are shown in Figure D.1. Further model assumptions are applied
as described in the text in Chapter 8. The fit function for the respective bins is
shown together with a subset of contributing components. The composition of the
data errors is explained in Figure 8.1.
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(Section 8.2.2)

x10% x10%
c«: lemk in [Cr;);,u oss 6 fim e g 1 H1 “mk i 6 dm e, :: 00 71511 work in in prpgress é dz::;: e,
3 3 on < n » [GeV] < g0 — fit Soding & 20 < u - [mv] <80 — fit Soding
< = 0-8’0005< 1 1Gev?) < 0.01853 - tot. it unc, = 0.018 < “t [Gev?] < 0.03 B3 - tot. fit unc.
) 2 my = mmp R £ coofmy=m oo B )
Py — 0.6 - non-resonant — - non-resonant
‘A "& - interference terms ‘?- 100 - interference terms
e £ 04 Sl
k| & NE NE .
NEl Tlg o2 TS 200=f
\% < Gl 2°
K < o S— ® o
] RS )
-0.2 4
1.2 s 1.3 g 1.2
23 1 munne £ 1 e I
2, [IRasnaLiRaRiTy 2E . 1S 0 KNy Eiaait =
- %G 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1 - "6.6 0.65 0.7 0.75 0.8 0.85 0.9 095 1 - '%.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
Mrr [GeV] Mrr [GeV] Mar [GeV]
— 800 % in brosr v dat ] & ¥ dat; o 4 dat
£ Bl g L0 £ ooof Bl pes B e 2 Hlveknperes &0
5] 20 < Wy, — fit Sading 3 20 < Wy, [GeV] <80 — fit Soding & 20 < m,. [Gev] <80 — fit Soding
= 600003 < -t [ - tot. fit unc, = 500F0.044 < -t [Gev?] < 0.06 B3 - tot. fit unc, = 0.06 < -t [GeV?] < 0.078 (3 - tot. fit unc,
= my =m, Trek gmm ) ) =l my =m, — -l BWE/? ) £ 400f my =m, srel g%éw ) )
h_‘ 500 - non-resonant A_‘ S ﬁ_‘ - non-resonant
B 400 - interference terms B B 300 - interference terms
‘t: ‘t: ‘k
| g 30 1 st +k st 200
1z W = 12 10
\TE < 100 \‘E S :;: <
o 0 o N; 0
-100 ] -
g 13 g £
-1 E o -1 A e ot g2
= “: 1L ¥ 3 ,_g u: o il Bl B3 5.5 B A ] --— _g “: 0
= 0. = . = A
6.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1 %.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1 B.ﬁ 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
Mrr [GeV] Mrr [GeV] Mar [GeV]
T ol L0 1 = izg i ppre 30 & gsp[Hlvek g Ee T
3 20 < n v 1GeV] <80 — fit Soding SR 20 < u oy [Gey] <80 — fit Soding & 20 < m,, [Gev],< 80— fit Soding
= 0078 < 4 [GeV?] <01 B - tot. g‘,,&'"%) S gmofdi<t (Gevi]<o120 B - tot- g‘w““‘.i) S 20000120 < 6 [GeV] < 01565 - tot gLW“mD-)
= 300p™ =M Tl BWEL/: 2 IES Tl BWEZ 20 = my =My Y BW%Z 20
= - non-resonant — 200 - non-resonant — 150 - non-resonant
‘\- - interference terms “" - interference terms r‘- - interference terms
= 200 & 150 &
e F <5 100 i 100
E 100 15 NE
B g &z w0 6 o
= 0 ° 0 o 0 —
-50F
g 1.2 £
E 1 raryrsSver INFEY EIrS £12 nngg__..,n_....--—
k| T iz, iE J S LA 8 e o R S|
%6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1 e %6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1 e %.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
Mrr [GeV] Mrr [GeV] Mrr [GeV]
g 200 6 fim_ e, ] g Lok H1 v.ozk kin prpgress 6 ?m_ e, :w; 7H1 \\'%rl{ in prperess é _dm_ e
3 — fit Soding 3 S "y [Gev] <80 — fit Soding 3 6L 7 fit Sding
= 150 3 - tot. fit unc, = 0.2 < -t |GeV? < 0.28 I - tot. fit unc, = tot. fit unc,
) el EWE o) g 8OF my = m, — -rel. BWEp) N < b rel. BW%/: ),
= rel. BW(w - p°) = — el BW(w- p%) = el. BW(w - o)
— - non-resonant — - non-resonant — - non-resonant
& 100 - interference terms ] R 60 - interference terms R 4 - interference terms
& & &
ok Wl E a0 oy 3
NERED NERy TE 2
EE ER EE
B 0 -5 oF 5 0
s 12 - 120 I - 14
E15s O Ol = £ e o £l 1 il
E1R R et ) s Y = | 1R R e S Y ) B e ES N n R AR N |
s %.6 0.65 0.7 0.75 0.8 0.85 0.9 095 1 e % 6 0.65 0.7 0.75 0.8 0.85 0.9 095 1 - % 6 0.65 0.7 0.75 0.8 0.85 0.9 095 1
Mr [GeV] Mrr [GeV] My [GeV]

Figure D.3: Elastic double-differential cross-section d?c(yp — nt7~p)/dm.dt
as a function of m,, shown in 12 bins of increasing |¢| (from left to right, top to
bottom). The Séding model defined in Equation (7.18) is simultaneously fitted
to the elastic and proton-dissociative distributions that are shown in Figure D.4.
Further model assumptions are applied as described in the text in Chapter 8. The
fit function for the respective bins is shown together with a subset of contributing
components. The composition of the data errors is explained in Figure 8.1.
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Figure D.4: Proton-dissociative double-differential cross-section

do(yp = ntn~Y)/dm., as a function of my, shown in 8 bins of rising
W,, (from left to right, top to bottom). The Soéding model defined in
Equation (7.18) is simultaneously fitted to the proton-dissociative and elastic
distributions that are shown in Figure D.3. Further model assumptions are applied
as described in the text in Chapter 8. The fit function for the respective bins is
shown together with a subset of contributing components. The composition of the
data errors is explained in Figure 8.1.
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(Section 8.2.3)
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Figure D.5: Multipage figure. Caption in Figure D.6
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Figure D.6: Elastic triple-differential cross-section d*c(yp — nt7~p)/dm.dt
as a function of my, shown in 4 bins of increasing W, (from left to right) and
in 7 bins of increasing [¢| (from top to bottom). The Siding model defined in
Equation (7.18) is simultaneously fitted to the elastic and proton-dissociative
distributions that are shown in Figure D.7. Further model assumptions are applied
as described in the text in Chapter 8. The fit function for the respective bins is
shown together with a subset of contributing components. The composition of the
data errors is explained in Figure 8.1.

156



D. Mass Fit PLoTs FOr p® EXTRACTION

s 180fH1 a7 & H1 work in progress &Idﬂw FH1 work in ¢ data
z Q z =z Q% < 0.1 G - tot, unc. QF<01G - tot. unc.
§  160EG et <00 3 & 20000 <t GV <005 — fit Soding 0 <t [Gev?] < 0.05 it Sodi
S MOpA <, GV <28 <10 2 < W, [GoV) <50 O - tot. fit une 50 < ¥,y (GeV]
£ my < my < 10 GeV = = my < my- < 10 GV rel. BW () my, < my < 10 GeV.
= =1 100 =
5 o &
| | £
e 0 e
1 BE
< £
o L
1 1. ¥
1 1
0% —— = — 0.7 = = Uﬁ =0
G 065 0.7 0.75 0.8 0.85 0.9 095 1 06065 0.7 075 0.8 085 09 095 1 6 065 0.7 0.75 0.8 085 0.9 095 1
Ter [GEV] en [GeV] Tier [GeV] Men [GeV]
160 L1 work in R g 180 ress ¢ data
Q* <01 Ge - tot. unc. Z Q% < 0.1 Ge - tot. unc.
140 605 <+ [Gov?] < .41 — it Soding 3 MO0FGos i vy <o — it Siding
o f20< W,y [GeV] <28 O - S 140f38 < W, [Gevi <50 OO -tot. fit unc,
120, % oy <10 Ge S ol < <0Gy — -l BWG
o SR B
= 0  interference terms. = o =
& = 3
e oo o 60 | £
T|5 10 T W0EZ2 T2
EF o 2 20 G
- F 2 S
&) &) 72“E T
1.
1 o [ e
06 oy T T
G 065 0.7 0.75 0.8 0.85 0.9 095 0.6 065 0.7 0.75 08 085 0.9 0.95 1 35706070 08 0.8 09 005 1 0.6 065 0.7 0.75 0.8 085 0.9 095 1
s [GeV] M [GeV] M [GeV) e [GeV]

H1 vork in
Q%< 0.1 Ge

011 < -t [GeV?] < 0.21
20 <, [Gev] < 26
0f m, <y < 10 Ge

Z
<

<15, (Ge
GOF my < miy <10

:
;
vl
NE
1
LE
¥

do(p o 7tY)

ta

0.65 0.7 0.75 0.8 0.85 0.9 095 1

0.65 0.7 0.75 0.8 0.85 0.9 095 1

5 0.9 0.65 0.7 0.75 0.8 0.85 0.9 0.95
My [GeV] er [GeV] My [GeV] s [GeV]

N v T N
9 5 tot. uae 9 ~tot. uae % 9 % tot. e
3 — fit Soding — fit Soding 3 2 — fit Soding
IS 3 - tot. fit une. 3 - tot. fit unc. S jobss<, [Govi<s0 D - tot. fit une
z <l L B B my <y < 10 Gov < iy < 10 GV
I I
« «
£ Sl
' | ¥
1 NE
& a3
5 &

1 s
¥ s| 3
i i 3=
.4 0.5 T1= 05 4
.6 0.65 0.7 0.75 0.8 085 09 095 0.6 0.65 0.7 0.75 0.8 0.85 0.9 095 1 6 065 0.7 0.75 0.8 0.85 0.9 0.95 6 0.65 0.7 0.75 0.8 085 1
M [GeV] e [GeV] g [GeV] V]
¥ = ¥ Hlwork in progres | # data
Ztot, e 2 3 - tot. une. TH Sk e Zlot, une.
Saz fit Soding 3 ’ — it Soding G186 <15 — Bt Soding
20< Wy [GeV] <28 B -tot gt‘;[mu) < < Wy [ B gtu"("c) < 6F 30 < W,y Go] <g0 B -tot gﬁ)’u‘n/;,]
<y <10Gey  — - 1ol BW(S < <oy <0Gy — -rel BW( < my <y <10 Gy — - el B
v — ES v — -rel. BW(w - %) = 5 Y — rel. BW(w- o)
= S

ataY)

dtdim .

e s e oo a1 o

— o w e

w| £ k|
T T2 TI2
8 HE =
5 5 I
ﬁ 1.7 1 1.6
Pl T r——— —— ST HFiE
L =

u'é.ﬁ 0.65 0.7 0.75 0.8 0.85 0.9 0. 0 a,ﬂ 0.65 0.7 0.75 0.8 0.85 0.9 095 1 U‘ﬂ 6 0.65 0.7 0.75 0.8 0.85 0.9 095 1

0.8 085 0.9 095 1
A

Mx [GeV] T [GeV]

Mo

Figure D.7: Proton-dissociative triple-differential cross-section
d20(7p — 7tr7Y)/dmy,dt as a function of m,, shown in 4 bins of in-
creasing W, (from left to right) and in 5 bins of increasing |¢| (from top to
bottom). The Séding model defined in Equation (7.18) is simultaneously fitted
to the proton-dissociative and elastic distributions that are shown in Figure D.6.
Further model assumptions are applied as described in the text in Chapter 8. The
fit function for the respective bins is shown together with a subset of contributing
components. The composition of the data errors is explained in Figure 8.1.
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E UNFOLDING FACTORS

E.1 1D nt#~ Distributions

gen. Ivl. regs. det. lvl. regs. axis binning
7t~ elas. zero-tag mxx [GeV]  0.500, 0.540, 0.560, 0.580, 0.600, 0.620, 0.638, 0.656,
0.674, 0.690, 0.706, 0.722, 0.738, 0.754, 0.770, 0.786,
0.802, 0.820, 0.840, 0.860, 0.890, 0.920, 0.960, 1.000,
1.050, 1.120, 1.200, 1.300, 1.400, 1.500, 1.600, 1.700,
1.800, 1.900, 2.040, 2.200
mtax~ pdis. single-tag 0.500, 0.540, 0.560, 0.580, 0.600, 0.620, 0.638, 0.656,
multi-tag 0.674, 0.690, 0.706, 0.722, 0.738, 0.754, 0.770, 0.786,
0.802, 0.820, 0.840, 0.860, 0.890, 0.920, 0.960, 1.000,
1.050, 1.120, 1.200, 1.300, 1.400, 1.500, 1.600, 1.700,

1.900, 2.200
w, ¢, y-diss. elas. & pdis. 0.30, 2.30
p’ elas. & pdis. 0.30, 0.65, 0.90, 2.30

Table E.1: Binning scheme for unfolding the 1D m . distributions. Not listed
are the 77~ signal bins for not reconstructed or selected events and the overflow
bins for events out of the fiducial phasespace.
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Figure E.1: Response matrix A.
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E.1. 1D 7#tn~ DISTRIBUTIONS
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Figure E.2: Unfolding input (left) and output distribution (right).
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Figure E.3: Statistical covariance matrix.
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Figure E.4: Uncertainty on detector level (left) and after unfolding (right).
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E. UNFOLDING FACTORS

E.2 2D nt#n~ Distributions

E.2.1 t® Myr

gen. lvl. regs. det. lvl. regs. axis binning

mtr elas. zero-tag mqr [GeV]  0.500, 0.560, 0.600, 0.630, 0.660, 0.680, 0.700, 0.720,

mtx~ pdis. single-tag 0.740, 0.760, 0.780, 0.800, 0.820, 0.840, 0.870, 0.920,
multi-tag 1.000, 1.200, 2.200

mtr elas. zero-tag t [GeV?] 0.000, 0.008, 0.018, 0.030, 0.044, 0.060, 0.078, 0.100,

0.126, 0.156, 0.200, 0.280, 1.500

mtx~ pdis. single-tag 0.000, 0.030, 0.060, 0.096, 0.140, 0.200, 0.280, 0.390,

multi-tag 0.600, 1.500,

w, ¢, p/, y-diss. elas. & pdis. mxr [GeV] 0.3, 2.3
t [GeV? 0.0, 3.0

Table E.2: Binning scheme for unfolding the 2D ¢ ® m., distributions. Not listed
are the w7~ signal bins for not reconstructed or selected events and the overflow
bins for events out of the fiducial phasespace.
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Figure E.5: Response matrix A.

161



E.2. 2D 7tn~ DISTRIBUTIONS
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Figure E.7: Statistical covariance matrix.

T T
data stat. unc
model total.u

)

model stat. un
MC model: 77

e

w(m”, 1)

MC model: 7
MC model: ot]
Sim.: detector]

Lers

w(Wypit)

Sim.: fwd. tagging
§ix|n.: trigger

delection

300

detector level bins

rel. syst. unc.

0.9

0.8F
0.7f
0.6
0.5F
0.4f
0.3F
0.2

0.1

generator level

output distribution (right).

total unc.
tat...unc...(input. 5.

MC model: 7w w
MC model: 7 w(W

-
[0+

e N
MU modelr othner
Sim.: detector
Sim.: fwd. tagging

Sim.: trigger
Selection
Nermalizati

1
alization

k

50 100 150 200 250 300 350

generator level bins

Figure E.8: Uncertainty on detector level (left) and after unfolding (right).
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E. UNFOLDING FACTORS

E.2.2 m.: @ W,y

gen. lvl. regs. det. lvl. regs. axis binning

mtx~ elas. pdis.  zero-tag mzr [GeV]  0.500, 0.560, 0.600, 0.630, 0.660, 0.680, 0.700, 0.720,

7~ pdis. single-tag 0.740, 0.760, 0.780, 0.800, 0.820, 0.840, 0.870, 0.920,
multi-tag 1.000, 1.200, 2.200

mtrx~ elas. zero-tag Wop [GeV] 20, 25, 30, 35, 40, 45, 50, 56, 66, 80

77~ pdis. single-tag

. 20, 26, 32, 38, 46, 56, 80
multi-tag

w, ¢, p', y-diss. elas. & pdis. mzr [GeV] 0.3, 2.3
W,y [GeV] 15, 90

Table E.3: Binning scheme for unfolding the 2D m,, ® W, distributions. Not
listed are the 777~ signal bins for not reconstructed or selected events and the
overflow bins for events out of the fiducial phasespace.
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Figure E.9: Response matrix A.
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E.2. 2D 7tn~ DISTRIBUTIONS
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Figure E.10: Unfolding input (left) and output distribution (right).
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Figure E.11: Statistical covariance matrix.
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Figure E.12: Uncertainty on detector level (left) and after unfolding (right).
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E. UNFOLDING FACTORS

E.3 3D wt#n~ Distributions

E.3.1 Mpr @ Wy, @t

gen. lvl. regs. det. 1vl. regs. axis binning
mt7r~ elas. pdis. zero-tag mxx [GeV]  0.500, 0.560, 0.600, 0.630, 0.660, 0.680, 0.700, 0.720,
7t~ pdis. single-tag 0.740, 0.760, 0.780, 0.800, 0.820, 0.840, 0.870, 0.920,
multi-tag 1.000, 1.200, 2.200
Wop [GeV] 20, 28, 38, 50, 80
7t~ elas. zero-tag t [GeV?] 0.000, 0.016, 0.036, 0.062, 0.100, 0.150, 0.230, 1.500
7t~ pdis. single-tag

. 0.000, 0.050, 0.110, 0.210, 0.400, 1.500
multi-tag

w, ¢, p', y-diss. elas. & pdis. mzrr [GeV] 0.3, 2.3
Wop [GeV] 15, 90
t [GeV?] 0.0, 3.0

Table E.4: Binning scheme for unfolding the 3D m,. ® W,, ® t distributions.
Not listed are the 777~ signal bins for not reconstructed or selected events and
the overflow bins for events out of the fiducial phasespace.
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Figure E.13: Response matrix A.
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E.3.

3D nt7~ DISTRIBUTIONS
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Figure E.14: Unfolding input (left) and output distribution (right).
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Figure E.15: Statistical covariance matrix.
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Figure E.16: Uncertainty on detector level (left) and after unfolding (right).
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F CROSS-SECTION AND RELATED TABLES

F.1 wT#n— Cross-Sections
F.1.1 do(yp = ntw”Y) /dm e (myr)

my = mp @), 01271 mp < my < 10 GeV @/, 01271
M %ﬁﬁ stat. syst. Mo j—y‘;ﬂ;& stat. syst.
e %] o %]

0.5 0.54 9.68 0.59 T 0.5 0.54 3.29 0.53 1108

0.54 0.56 11.93 0.62 2 0.54 0.56 4.38 0.64 *i1.23

0.56  0.58 14.09 053 138 0.56  0.58 5.00 o2 1998

0.58 0.6 16.67 0.45 BT 0.58 0.6 5.62 0.52 1089

0.6 0.62 19.08 0.39 R 0.6 0.62 7.06 0.43 +0.98

0.62 0.638 23.00 0.43 tras 0.62 0.638 8.86 0.52 T

0.638  0.656 27.36 0.44 e 0.638  0.656 10.18 0.51 Fl4s

0.656  0.674 32.92 0.44 2o 0.656  0.674 12.37 0.54 f1.ee

0.674  0.69 39.18 0.51 T2 0.674  0.69 14.41 0.58 t1.9¢

0.69 0.706 46.46 0.53 o8 0.69 0.706 16.92 0.60 230

0.706  0.722 53.86 0.55 880 0.706  0.722 21.29 0.61 27

0.722  0.738 60.36 0.56 R 0.722  0.738 24.44 0.64 596

0.738  0.754 64.47 0.56 4o 0.738  0.754 26.16 0.63 353

0.754  0.77 64.26 0.55 o 0.754  0.77 25.76 0.63 a2

0.77 0.786 54.87 0.52 el 0.77 0.786 21.66 0.58 288

0.786  0.802 38.45 0.47 250 0.786  0.802 16.79 0.56 222

0.802  0.82 30.44 0.39 o 0.802  0.82 12.90 0.47 R

0.82 0.84 22.34 0.31 T 0.82 0.84 10.31 0.40 *188

0.84 0.86 15.06 0.28 o 0.84 0.86 7.34 0.39 F1-o8

0.86 0.89 10.15 0.18 +o.60 0.86 0.89 4.67 0.25 +0.62

0.89 0.92 6.47 0.16 +o.aa 0.89 0.92 3.56 0.23 +o.48

0.92 0.96 4.00 0.11 +o29 0.92 0.96 1.88 0.17 050

0.96 1 2.279 0.099  +O-I7L 0.96 1 1.13 0.16 *ozL

1 1.05 1.467 o077 FO-1%0 1 1.05 0.70 0.11 +o.17

1.05 1.12 0.751 0.066  T0-09¢ 1.05 1.12 0.477 0.088  TO-19%

1.12 1.2 0.421 0.0a6  +0-074 1.12 1.2 0.405 0.063  TO-118

1.2 1.3 0.272 0.038  +0-052 1.2 1.3 0.263 0.040  F0-081

1.3 1.4 0.210 0.028  +0-035 1.3 1.4 0.110 0.046  F0-004

1.4 1.5 0.211 o025 T0-0%% 1.4 1.5 0.168 0.035 10038

1.5 1.6 0.197 0.023  F0-039 1.5 1.6 0.211 0.024 10035

1.6 1.7 0.240 0.017  T0-627 1.6 1.7 0.148 0.025 T80

1.7 1.8 0.149 o.017  +0.010 1.7 1.9 0.065 0.009  F0-016

1.8 1.9 0.070 0.0t +0-009 1.9 2.2 0.020 0.013  +0-009

1.9 2.04 0.0442 0.0069  T0-0089

2.04 2.2 0.0273 0.0062 00103

Table F.1: Unfolded differential cross-section do(yp — 7#t7~Y)/dmy, in bins of
Myx. ep cross-sections are scaled by a photon flux factor as given in the table.
Splitting a normalization uncertainty from the (symmetrized) total covariance
matrix according to Appendix C.3 yields A,omm = 5.6%. Further correlations are
not provided.
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F.1. 7t7n~ CROSS-SECTIONS

F.1.2 o(yp = nta~Y)(W,,)

my = Mmp mp < my < 10 GeV

Wap (P'y/e onT stat. syst Wap (I"y/e o stat. syst.

[Gev] (1] (Gev] [14D]
20 21.6  0.0081 11.24 0.20 092 20 22.9  0.0142 5.15 0.20 o2
21.6  22.9  0.0060 11.18 0.18 +o.99 22, 25.3  0.0101 5.14 0.15 +o.78
22.9 241  0.0052 11.27 0.18 +o.88 25. 27.4  0.0080 5.34 0.16 o2
241 253 0.0049 11.26 0.18 o8 27. 204  0.0070 5.17 0.18 19.72
25.3  26.4  0.0043 11.53 0.18 R 29. 31.7  0.0074 5.26 0.16 +o.ev
26.4  27.4  0.0037 11.54 0.20 +o.8s 31. 34.7  0.0086 5.36 0.15 +o.6o
27.4 284  0.0035 11.55 0.21 o8 34. 38.4  0.0095 4.91 0.13 +o68
28.4 29.4  0.0034 11.80 0.21 o8 38. 42,4 0.0091 5.18 0.12 +o.62
204 305  0.0036 11.56 0.21 e 42. 46.4  0.0081 4.96 0.12 To6e
30.5 317 0.0038 11.64 0.19 o 46. 50.4  0.0073 4.89 0.14 +0.c0
31.7  33.1  0.0041 11.99 0.18 o 50. 54.7  0.0070 4.71 0.14 +0.c6
33.1 347  0.0045 11.82 0.16 +o.67 54. 59.4  0.0069 4.63 0.14 +0.68
34.7  36.5  0.0048 11.94 0.16 +o.68 59. 64.7  0.0070 4.42 0.15 +o65
36.5 384  0.0047 12.10 0.14 +o.68 64. 70.7  0.0071 4.57 0.18 +o.69
38.4 404  0.0047 11.90 0.14 Toes 70. 80 0.0095 4.41 0.22 To6e
40.4 424 0.0044 12.38 0.14 To.68
42.4 444 0.0041 12.66 0.15 o
44.4 464 0.0039 12.87 0.16 o7
46.4  48.4  0.0037 12.76 0.17 o
48.4 504 0.0035 13.27 0.17 o8
50.4 52,5  0.0035 13.39 0.18 o8
52.5  54.7  0.0035 13.33 0.18 To.52
54.7 57 0.0035 13.56 0.19 +0.95
57 59.4  0.0034 13.41 0.19 o7
59.4 62 0.0035 13.42 0.21 5o
62 64.7  0.0035 13.57 0.22 o
64.7  67.7  0.0036 13.41 0.23 o
67.7  70.7  0.0034 13.20 0.26 101
70.7 744  0.0040 13.30 0.28 o8
744 80 0.0055 13.06 0.37 T
Table F.2: Unfolded differential cross-section o(yp — n#t7n~Y) in bins of W,,.

ep cross-sections are scaled by photon flux factors as given in the table. Splitting a
normalization uncertainty from the (symmetrized) total covariance matrix according

to Appendix C.3 yields A, orm = 4.8%. Further correlations are not provided.
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F. CROSS-SECTION AND RELATED TABLES

F.1.3 do(yp = nTn~Y)/dt(t)

my = mp @, 0.1271 mp < my < 10 GeV @/, 01271

|t] d‘fj# stat. syst. || d‘{i"r,w stat. syst.
2] ]

0 0.00012 361.8 145.3 Toate 0 0.0003 65.7 86.6 +30:8

0.00012  0.0003 209.5 48.0 i 0.0003  0.0073 15.7 1.3 +2.9

0.0003 0.0033 129.0 2.5 81 0.0073  0.0168 20.7 1.0 +3.8

0.0033 0.0073 122.3 2.1 7e 0.0168  0.0293 22.56 0.86 32

0.0073 0.0118 117.5 1.9 72 0.0203  0.0443 20.69 0.74 592

0.0118 0.0168 109.0 1.7 Tee 0.0443  0.0613 18.95 0.65 27

0.0168 0.0228 101.7 1.5 e 0.0613  0.0803 18.50 0.58 Rt

0.0228 0.0293 93.9 1.4 a8 0.0803  0.1018 15.22 0.53 oo

0.0293 0.0363 88.2 1.3 54 0.1018  0.1263 12.78 0.48 8

0.0363 0.0443 81.5 1.2 9 0.1263  0.1533 10.59 0.41 1186

0.0443 0.0523 74.5 1.1 s 0.1533  0.1828 9.95 0.38 +i-2¢8

0.0523 0.0613 67.10 1.00 T 0.1828  0.2213 7.89 0.33 1

0.0613 0.0703 59.60 0.98 372 0.2213  0.2788 6.35 0.22 +o.87

0.0703 0.0803 53.87 0.86 338 0.2788  0.3853 4.57 0.15 +o-68

0.0803 0.0908 50.15 0.82 +8.00 0.3853 1.5 0.926 0.033  F0-112

0.0908 0.1018 42.62 0.77 280

0.1018 0.1138 40.08 0.70 T2

0.1138 0.1263 34.13 0.67 217

0.1263 0.1393 31.73 0.62 198

0.1393 0.1533 27.29 0.57 RN

0.1533 0.1673 22.26 0.55 Rt

0.1673 0.1828 20.66 0.49 i

0.1828 0.2003 17.01 0.44 BT

0.2003 0.2213 14.84 0.36 1o

0.2213 0.2468 11.67 0.30 o8

0.2468 0.2788 9.48 0.24 +o.6e

0.2788 0.3223 6.52 0.17 o

0.3223 0.3853 4.15 0.15 RSy

0.3853 0.4998 1.90 0.11 To.%0

0.4998 1.5 0.104 0.024  +0-078

Table F.3: Unfolded differential cross-section do(yp — 7t7n~Y)/d¢ in bins of
t. ep cross-sections are scaled by a photon flux factor as given in the table.
Splitting a normalization uncertainty from the (symmetrized) total covariance
matrix according to Appendix C.3 yields A, orm = 5.4%. Further correlations are
not provided.
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F.1. 7t7n~ CROSS-SECTIONS

F.1.4 do(vp = ntw~Y) /dmr (Mar, Wayp)

multipage set of tables; common caption Table F.4

my =mp @+ 0.0231 my =mp ) 0.0182
20 < Wayp [GeV] < 25 25 < Wap [GeV] < 30

Moy % stat. syst. Moy dd:zﬁ stat. syst.

(GeV] [4%] (GeV] (48]
0.5 0.56 9.04 0.73 +0.98 0.5 0.56 9.54 0.66 o
0.56 0.6 14.02 0.66 s 0.56 0.6 14.72 0.67 e
0.6 0.63 19.38 0.80 s 0.6 0.63 19.13 0.67 i
0.63  0.66 24.95 0.83 e 0.63  0.66 25.93 0.69 .
0.66  0.68 33.3 1.1 26 0.66  0.68 31.7 1.1 +22
0.68 0.7 39.7 1.2 = 0.68 0.7 38.8 1.1 27
0.7 0.72 46.5 1.2 =3 0.7 0.72 49.4 11 134
0.72  0.74 54.9 1.2 i 072 074 56.6 1.2 138
0.74  0.76 59.4 1.2 i 0.74  0.76 62.7 1.2 t44
0.76  0.78 56.1 1.2 e 0.76  0.78 58.9 1.1 ti2
078 0.8 36.7 1.2 B 078 0.8 38.9 1.0 31
0.8 0.82 28.0 11 22 0.8 0.82 30.11 0.94 2
0.82  0.84 20.7 1.0 e 0.82 0.84 22.23 0.90 e
0.84  0.87 13.86 0.66 e 0.84  0.87 12.89 0.56 11.04
0.87  0.92 6.75 0.36 o5 0.87  0.92 6.61 0.32 +0.08
0.92 1 2.02 025 03T 0.2 1 2.76 01s 1028
1 1.2 0.69 0.11 +012 1 1.2 0.40 0.10 +0.10
1.2 2.2 0.092 0.054  F0-028 1.2 2.2 0.048 0.033  F0-028
my = mp ® .+ 0.0149 my =myp ® . 0.0125
30 < Wap [GeV] < 35 35 < Wap [GeV] < 40

M ddf;,ﬂ stat. syst. Mo ddgﬁ stat. syst.

o ] oo ]
0.5 0.56 9.82 0.74 s 0.5 0.56 10.68 0.80 fras
0.56 0.6 14.60 0.64 ool 0.56 0.6 13.77 0.84 e
0.6 0.63 18.57 0.71 1108 0.6 0.63 20.01 0.74 BRI
0.63  0.66 25.10 0.73 +h4e 0.63  0.66 25.91 0.82 tl.42
0.66  0.68 31.9 1.0 R 0.66  0.68 33.1 1.1 7
0.68 0.7 40.9 11 23 0.68 0.7 41.5 1.2 t2.2
0.7 0.72 50.8 1.2 3 0.7 0.72 52.0 1.3 127
072  0.74 58.7 1.3 e 072 0.74 57.8 1.3 130
0.74  0.76 63.8 1.2 8 0.74  0.76 63.1 1.3 133
0.76  0.78 61.5 1.2 36 0.76  0.78 61.5 1.4 33
0.78 0.8 40.2 1.1 2 0.78 0.8 40.3 1.1 22
0.8 0.82 29.62 0.96 189 0.8 0.82 29.6 1.0 7
0.82  0.84 21.11 0.80 e 0.82 0.84 22.11 0.81 e
0.84  0.87 13.83 0.60 098 0.84  0.87 14.28 0.51 1978
0.87  0.92 7.33 0.33 +o.5a 0.87  0.92 7.72 0.30 1048
082 1 2.91 ois  FO38 092 1 3.05 01z 1022
1 1.2 0.61 0.11 +0.09 1 1.2 0.673 0.080 10096
1.2 2.2 0.121 0.028 0022 1.2 2.2 0.111 0.023 10028
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my = mp ®,,: 0.0107 my =myp ®,,  0.0093
40 < Wap [GeV] < 45 45 < Wap [GeV] < 50
do do
LI L9
Mo P i stat. syst. Mo P I stat. syst.
b b
o 3] o %]
+1.24 +1.43
0.5 0.56 10.57 0.82 t12d 0.5 0.56 12.48 0.95 s
+1.28 +1.35
0.56 0.6 15.95 0.84 s 0.56 0.6 16.98 0.96 e
+1.33 +1.5
0.6 0.63 21.35 0.89 t1.88 0.6 0.63 21.5 1.0 ti.e
+1.61 +2.0
0.63  0.66 27.20 0.95 Tis 0.63  0.66 30.8 1.1 +2.0
0.66  0.68 32.6 1.3 BN 0.66  0.68 37.0 1.5 22
2.4 +2.8
0.68 0.7 43.4 1.3 22 0.68 0.7 43.6 1.6 +28
+3.0 +3.4
0.7 0.72 54.0 1.4 A 0.7 0.72 54.5 1.6 A
0.72  0.74 62.7 1.6 +3.5 0.72  0.74 65.2 1.7 +4.1
35 4.0
0.74  0.76 64.1 1.5 32 0.74  0.76 69.9 1.7 +42
+3.4 +3.8
0.76  0.78 65.3 1.4 +34 0.76  0.78 63.2 1.7 +3-8
+2.3 +2.6
0.78 0.8 41.4 1.3 238 0.78 0.8 43.2 1.5 +20
1.8 +2.0
0.8 0.82 32.1 1.2 e 0.8 0.82 32.3 1.2 2o
+1.28 ) +1.38
0.82  0.84 22.80 0.90 t1.28 0.82  0.84 22.93 1.00 t1.38
+0.83 +0.90
0.84  0.87 14.96 0.54 +0-83 0.84  0.87 15.07 0.59 +0-90
+0.47 +0.48
0.87  0.92 7.73 0.32 +oa7 0.87  0.92 7.63 0.33 +0-18
+0.21 +0.23
0.92 1 2.97 0.17 +o-21 0.92 1 3.10 0.15 +0-23
+0.100 40.120
1 1.2 0.705 0.060  F0-199 1 1.2 0.754 0.080  F0-120
+0.023 +0.026
1.2 2.2 0.142 0.012 10928 1.2 2.2 0.133 0.013 093¢
my = myp @, 0.0097 my =myp @, 0.0135
50 < Wap [GeV] < 56 56 < Wayp [GeV] < 66
d d
Mo ﬁﬂ—’; stat. syst. Mo ﬁﬂ—’; stat. syst.
b b
[GeV] [ Gev} [GeV] [ Gev]
+1.76 +1.7
0.5 0.56 12.25 0.96 e 0.5 0.56 12.1 1.0 7
X ) ) +1.48 ) +1.5
0.56 0.6 16.90 0.97 e 0.56 0.6 16.2 1.0 t1s
+1.7 +1.8
0.6 0.63 22.6 1.1 T 0.6 0.63 21.5 11 +1s
+2.2 +2.4
0.63  0.66 28.0 1.0 +22 0.63  0.66 28.7 1.1 22
t2.7 +3.0
0.66  0.68 39.7 1.6 +2.7 0.66  0.68 39.3 1.6 3
+3.5 +3.8
0.68 0.7 48.1 1.8 A 0.68 0.7 50.8 1.6 +3-8
+3.9 +4.3
0.7 0.72 56.7 1.7 R 0.7 0.72 55.7 1.6 R
+4.6 +4.9
072 0.74 62.7 1.9 46 072 0.74 64.9 1.6 AR
+4.8 +5.2
0.74  0.76 71.8 1.9 +a8 0.74  0.76 72.4 1.7 +5-2
+4.6 +5.0
0.76  0.78 67.8 1.7 +ae 0.76  0.78 64.6 1.5 +o0
+3.0 +3.1
0.78 0.8 44.6 1.5 30 0.78 0.8 43.8 1.4 3
+2.1 +2.5
0.8 0.82 30.9 1.3 23 0.8 0.82 33.0 1.2 125
0.82  0.84 25.6 1.1 s 0.82  0.84 23.8 1.1 s
+1.07 +1.11
0.84  0.87 14.57 0.67 +1om 0.84  0.87 14.96 0.60 1L
+0.58 +0.62
0.87  0.92 8.67 0.36 +0-o8 0.87  0.92 8.41 0.30 +0-62
+0.25 +0.31
0.92 1 3.26 0.17 +o-28 0.92 1 3.21 0.15 +o-sr
+0.130 +0.134
1 1.2 0.765 0.066  T0-159 1 1.2 0.905 0.0s3  F0-1%4
. 40.027 . +0.0267
1.2 2.2 0.155 0.013 —0.031 1.2 2.2 0.1493 0.0097 —0.0294
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my =myp @0 0.0150 mp < my < 10 GeV ®,, 0.0271
66 < Wyp [GeV] < 80 20 < Wap [GeV] < 26

mrx dd—;ﬁ;f; stat. syst. marn ;'—;E;f; stat. syst.

ub ub

(GeV] [4%] (GeV] (48]
0.5 0.56 12.8 2.0 2 0.5 0.56 4.12 0.70 s
0.56 0.6 18.7 1.9 23 0.56 0.6 5.06 0.73 roe
0.6 0.63 24.3 2.2 e 0.6 0.63 7.41 0.77 e
0.63  0.66 32.1 1.8 tze 0.63  0.66 10.15 0.90 +1.58
0.66  0.68 34.9 2.4 35 0.66  0.68 11.2 1.3 +2e
0.68 0.7 46.1 2.2 e 0.68 0.7 16.1 1.2 128
0.7 0.72 54.0 2.2 Tee 0.7 0.72 22.1 1.3 31
072 0.74 67.0 2.2 e 072 0.74 25.2 1.3 +3.6
0.74  0.76 72.9 2.1 e 0.74  0.76 26.6 1.3 39
0.76  0.78 63.6 2.0 57 0.76  0.78 27.2 1.3 g
078 0.8 43.1 1.8 e 078 0.8 17.7 1.3 132
0.8 0.82 35.3 1.6 26 0.8 0.82 14.2 1.2 +23
0.82  0.84 21.7 1.3 =9 0.82  0.84 10.8 1.1 2
0.84 087 14.91 0.80 BN 0.84 087 6.20 0.82 +1.28
0.87  0.92 8.39 0.37 +o.68 0.87  0.92 3.62 0.49 +0.73
0,02 1 3.08 0.19 o5 092 1 1.88 0.28 +o.58
1 1.2 0.937 0.0s8 0119 1 1.2 0.86 0.15 o7

40.0262 0.043
1.2 2.2 0.1346 0.0100 F0-0202 1.2 2.2 0.232 0.056 0018
mp < my < 10 GeV ®_,, ¢ 0.0205 mp < my < 10 GeV ®_,, ¢ 0.0163
26 < Wyp [GeV] < 32 32 < Wap [GeV] < 38
d doxx
M T stat. syst. mrr P T stat. syst.
_pb_ pb

[GeV] (4] [GeV] (4]
0.5 0.56 3.56 0.70 BT 0.5 0.56 4.01 0.82 R
0.56 0.6 6.51 0.76 e 0.56 0.6 5.43 0.70 1096
0.6 0.63 8.35 0.80 s 0.6 0.63 7.11 0.89 109
0.63  0.66 12.12 0.79 f1as8 0.63  0.66 11.89 0.88 +158
0.66  0.68 14.6 1.2 RN 0.66  0.68 12.9 1.1 7
0.68 0.7 16.0 1.1 21 0.68 0.7 14.5 1.2 12l
0.7 0.72 20.3 1.2 2 0.7 0.72 19.8 1.4 128
072 0.74 24.1 1.3 T8 072 0.74 24.9 1.3 3
0.74  0.76 26.0 1.2 a8 074 0.76 25.4 1.3 +3.3
076 0.78 24.9 1.2 32 076 0.78 25.6 1.3 32
0.78 0.8 19.1 1.1 25 078 0.8 18.4 1.3 123
0.8 0.82 13.80 0.99 o 0.8 0.82 15.1 1.1 +19
0.82  0.84 9.88 1.00 T 0.82  0.84 12.7 1.1 e
0.84  0.87 7.72 067  t129 0.84  0.87 6.65 o7a 1093
0.87  0.92 4.34 0.39 +0.69 0.87  0.92 4.00 0.46 +0.56
092 1 1.52 0.30 o5 092 1 1.72 0.19 +0.29
1 1.2 0.79 0.11 R 1 1.2 0.49 0.14 R

+0.032 . 0.032

1.2 2.2 0.182 0.024 17023 1.2 2.2 0.118 0.037 10052
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mp < my < 10 GeV @, 0.0174 mp < my < 10 GeV @, 0.0171
38 < Wap [GeV] < 46 46 < Wap [GeV] < 56
mmym %ﬂ—’; stat. syst. mrr %ﬁ stat. syst.
[GeV] [4%] (Gev] (4]
0.5 0.56 3.92 0.73 T2 0.5 0.56 2.68 0.64 s
0.6 0.63 6.96 0.73 0 0.6 0.63 7.34 0.92 +1.25
0.63  0.66 11.29 0.79 f1as 0.63  0.66 8.52 0.75 139
0.66  0.68 15.3 1.3 20 0.66  0.68 12.0 1.3 t2.0
0.68 0.7 16.8 1.3 22 0.68 0.7 15.4 1.3 120
0.7 0.72 19.7 1.2 27 0.7 0.72 19.6 1.3 130
0.72  0.74 25.8 1.3 a2 072 0.74 25.9 1.5 34
0.74  0.76 27.7 1.3 3L 0.74  0.76 24.0 1.3 +36
0.76  0.78 22.6 1.2 39 0.76  0.78 24.8 1.3 7
0.78 0.8 17.0 1.1 20 0.78 0.8 16.9 1.1 tze
0.8 0.82 12.39 0.94 e 0.8 0.82 12.5 1.0 tis
sse os | ewos HE om o om | oam om T3
0.84  0.87 6.71 0.62 T80 0.84  0.87 6.32 0.65 +0.93
0.87  0.92 3.55 0.29 +o47 0.87  0.92 3.54 0.29 +0.54
0.92 1 1.56 0.19 +o.21 0.92 1 1.59 0.17 +o-29
B 1.2 0.547 oor2 3110 1 1.2 0.438 0.06a 0154
1.2 2.2 0.116 0.018 0052 1.2 2.2 0.101 0.014  T0:958
mp < my < 10 GeV @/, 0.0286
56 < Wayp [GeV] < 80
mmym ;%ﬂ—’; stat. syst.
o ]
0.5 0.56 3.52 0.78 o8t
0.56 0.6 5.94 0.75 09
0.6 0.63 6.99 0.81 T
0.63  0.66 8.81 0.77 s
0.66  0.68 11.0 1.1 8
0.68 0.7 14.2 1.1 1
0.7 0.72 17.6 1.1 122
0.72  0.74 21.3 1.1 3.3
0.74  0.76 24.5 1.2 33
0.76  0.78 24.5 1.2 31
0.78 0.8 13.55 0.96 2
0.8 0.82 10.53 0.94 82
0.82  0.84 9.55 0.90 a4
0.84 087 5.82 0.51 oo
0.87  0.92 3.31 0.27 o5
092 1 1.50 0.13 +o.2e
1 1.2 0.346 0.0s0 10156
1.2 2.2 0.084 0.012  T093%

Table F.4: Unfolded differential cross-section do(yp — 777~ Y)/dmy, in bins of
Myr and W,,. ep cross-sections are scaled by a W,,, dependent photon flux factor
as given in the tables. Splitting a normalization uncertainty from the (symmetrized)
total covariance matrix according to Appendix C.3 yields Ayorm = 4.3%. Further
correlations are not provided.
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F.1. 7t7n~ CROSS-SECTIONS

F.1.5 d’o(yp — 777 Y)/dmrdt(myy, t)

multipage set of tables; common caption Table F.5

my = mp @, 01271 my = mp @/, 01271
0 < |t] [GeV2] < 0.008 0.008 < |t| [GeV2] < 0.018
P

mmm d{idfn,r,r stat. syst. mam d(fifn,,,, stat. syst.

[GeV] [E“;f;—g} [Gev] [65\%3]
0.5 0.56 173.3 13.2 200 0.5 0.56 123.0 10.5 1138
0.56 0.6 235.1 12.0 192 0.56 0.6 168.3 10.4 f}gé
0.6 0.63 273.3 12.8 2o 0.6 0.63 211.5 11.1 f}é‘g
0.63  0.66 336.7 12.6 e 0.63  0.66 292.9 10.5 fi?g
0.66  0.68 381.8 18.4 T8 0.66  0.68 348.9 15.3 fé?g
0.68 0.7 477.0 20.0 208 0.68 0.7 415.1 15.4 J_rgg:g
0.7 0.72 568.6 19.7 TasT 0.7 0.72 468.4 15.9 fgg‘i
0.72 0.74 630.0 20.4 353 072 0.74 555.4 16.3 fg%‘;
0.74  0.76 641.3 19.9 a8 0.74  0.76 579.4 16.3 fgii
0.76  0.78 591.8 18.9 802 0.76  0.78 535.5 14.8 fiié
0.78 0.8 364.7 16.1 Ty 078 0.8 335.0 13.4 J_rgig
0.8 0.82 255.6 13.0 +ire 0.8 0.82 250.6 12.3 f%gg
0.82  0.84 209.4 12.8 Tisa 0.82  0.84 182.0 10.2 f}}é
0.84  0.87 126.6 7.3 83 0.84  0.87 104.4 6.4 f?-i
0.87  0.92 64.8 3.6 1 0.87  0.92 47.2 3.1 fg?
0.92 1 24.1 1.6 = 092 1 16.3 2.0 ti;
1 1.2 5.53 0.67 f?iig 1 1.2 3.87 0.64 J_rcl)gé
1.2 2.2 1.63 0.16 +0.24 1.2 2.2 0.61 0.14 +o.18

~0.13
my = mp @, 01271 my = mp @/ 01271
0.018 < || [GeVZ] < 0.03 0.03 < |t| [GeV2] < 0.044
P

Mo 7ddtd:;:r,rﬂ,r stat. syst. Mo %ﬁifg"ﬂ"ﬂ stat. syst.

[Gev] [a;\%} [Gev] [Gi\t;S ]
0.5 0.56 86.4 8.4 BEEE 0.5 0.56 76.6 7.5 152
0.56 0.6 133.1 8.5 158 056 0.6 111.7 _— t}gg
0.6 0.63 186.6 9.1 s 0.6 0.63 158.7 7.6 fﬁ”;
0.63  0.66 248.0 8.9 s 0.63  0.66 197.9 7.6 tg‘i
0.66  0.68 283.8 12.6 s 0.66  0.68 235.1 10.3 fig}l
0.68 0.7 342.9 13.0 208 0.68 0.7 294.9 10.9 f}gg
0.7 0.72 438.3 13.3 +26.8 0.7 0.72 376.3 11.5 f;g’;
0.72  0.74 463.5 13.3 292 072 074 432.2 11.5 f%gg
0.74  0.76 508.5 13.2 s 074  0.76 455.5 11.3 tggi
0.76  0.78 464.1 12.7 TI8s 0.76  0.78 413.4 11.0 J_rggg
0.78 0.8 299.3 11.3 T8 078 0.8 263.9 9.9 f%}
0.8 0.82 234.2 10.2 fioe 0.8 0.82 205.7 8.7 f}gi
0.82  0.84 161.0 8.7 109 0.82 0.84 131.8 8.1 fs-g
0.84  0.87 91.7 5.3 reo 0.84  0.87 91.4 5.3 fg;
0.87  0.92 48.3 2.8 e 0.87  0.92 48.2 2.9 J_rgg
0.92 1 17.0 1.4 12 092 1 13.2 13 ti:i
1 1.2 3.26 0.77 +0-52 1 1.2 0.98 0.69 J:g%
1.2 2.2 0.817 0.008 0108 1.2 2.2 0.570 0.003 tgégg
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my = myp @, 01271 my = mp @/ 01271
0.044 < [t| [GeVZ] < 0.06 0.06 < |t| [GeV2] < 0.078

M %,f&f; stat. syst. Mmoo %ﬂff; stat. syst.

(Gev] ﬁg} (Gev) ﬁg]
0.5 0.56 61.3 6.1 D 0.5 0.56 50.9 5.0 RATT
0.56 0.6 91.8 6.0 88, 0.56 0.6 71.5 5.0 8.9
0.6  0.63 120.9 6.5 82 0.6  0.63 08.3 5.4 +6.6
0.63  0.66 170.9 6.7 e 0.63  0.66 138.4 5.8 18.6
0.66  0.68 227.5 9.5 A 0.66  0.68 168.8 8.3 i
0.68 0.7 283.5 9.9 Ties 0.68 0.7 210.9 8.4 129
0.7 0.72 311.6 9.9 T 0.7 0.72 246.0 8.5 +15.6
0.72  0.74 356.3 10.2 Tase 0.72  0.74 308.1 8.6 +18.8
0.74  0.76 371.9 9.9 283 0.74  0.76 330.3 8.8 1196
0.76  0.78 355.5 9.8 212 0.76  0.78 283.2 8.3 1207
078 0.8 226.8 8.7 R 0.78 0.8 197.2 7.6 1122
0.8 0.82 169.3 7.8 BET 0.8 0.82 141.0 7.1 94
0.82  0.84 133.1 6.8 T80 0.82  0.84 102.5 6.2 6.6
0.84  0.87 70.1 4.1 i 0.84  0.87 64.0 3.8 +4-2
0.87  0.92 38.4 2.1 26 0.87  0.92 28.6 1.7 120
0.92 1 16.4 1.3 B 0.92 1 9.1 1.3 +0-9
1 1.2 2.24 0.44 J_rg'_‘;g 1 1.2 2.17 0.45 J_rg:‘ég
1.2 2.2 0.36 0.14 +o.0% 1.2 2.2 0.47 0.11 +0.08
my =myp ® . 01271 my = mp D/ 01271
0.078 < |t| [GeVZ] < 0.1 0.1 < [t] [GeVZ] < 0.126

mam ;ZGT’:; stat. syst. Moy ,ﬁti"T”_’r’f_’r stat. syst.

(GeV] [ée‘\‘;—g} (GeV] [G‘;\};3 ]
0.5 0.56 34.9 3.6 ol 0.5 0.56 27.4 3.3 +3.9
0.56 0.6 63.1 1.1 19 0.56 0.6 14.6 3.4 13.3
0.6 0.63 84.3 1.6 o1 0.6 0.63 61.9 3.7 148
0.63  0.66 101.6 4.5 e 0.63  0.66 78.3 3.8 180
0.66  0.68 138.1 6.8 5 0.66  0.68 108.2 5.4 pAH
0.68 0.7 174.6 6.9 0 0.68 0.7 134.6 5.6 189
07 072 209.8 7o 159 07 072 166.9 st e
0.72  0.74 234.4 7.1 BT 0.72  0.74 187.7 5.9 1123
0.74  0.76 257.2 7.1 T8 0.74  0.76 200.4 5.9 1128
0.76  0.78 246.6 6.8 iz 0.76  0.78 194.9 5.6 .8
0.78 0.8 166.4 6.2 BT 0.78 0.8 129.0 5.2 184
0.8 0.82 121.2 5.7 s 0.8 0.82 93.0 47 +6.0
0.82  0.84 85.3 4.8 t52 0.82  0.84 70.0 4.3 144
0.84 087 54.9 3.2 e 0.84  0.87 46.5 2.6 129
0.87  0.92 25.7 2.0 18 0.87  0.92 21.1 1.6 1is
0.92 1 9.15 0.82 o 0.92 1 8.48 0.65 102
1 1.2 2.15 0.30 +0.42 1 1.2 1.78 0.31 +0.49
1.2 2.2 0.272 0.007 10968 1.2 2.2 0.446 0.054 0059
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my = mp @), 01271 my = mp @/, 01271
0.126 < |t| [GeV2] < 0.156 0.156 < |t| [GeV2] < 0.2
donn 2
M Ttdmon o stat. syst. mam {ﬁ—dfnfLL stat. syst.
b

[GeV] [ﬁg} [GeV] [G/:\‘; ]
0.5 0.56 20.8 2.8 e 0.5 0.56 12.1 1.6 +2.0
0.56 0.6 33.4 2.9 T2 0.56 0.6 20.7 1.6 +§:§)
0.6 0.63 45.4 3.1 a2 0.6 0.63 27.6 2.1 +§:g
0.63  0.66 60.0 3.2 i 0.63  0.66 36.9 2.1 +g-;
0.66  0.68 83.7 4.6 A 0.66  0.68 48.4 3.0 +3:g
0.68 0.7 105.3 4.7 T 0.68 0.7 68.1 3.0 +‘Z:‘é
0.7 0.72 115.6 4.8 e 0.7 0.72 83.7 3.3 +g:3
0.72  0.74 139.0 4.9 88 072 0.74 94.4 3.3 +g:?
0.74  0.76 154.9 1.9 +10-2 074  0.76 118.0 3.3 +;:‘é
0.76  0.78 146.7 4.8 e 0.76  0.78 111.2 3.3 +7:g
0.78 0.8 107.5 4.4 o8 078 0.8 71.5 2.9 +i:Z

45
0.8 0.82 86.2 4.1 3 0.8 0.82 54.2 2.7 137
0.82  0.84 52.5 3.4 7 0.82  0.84 37.4 2.3 +§:g
0.84  0.87 35.2 2.0 22 0.84  0.87 28.0 1.7 +é§
0.87  0.92 18.7 1.4 e 0.87  0.92 14.10 0.83 +}:?§
0.92 1 7.53 0.59 o 092 1 5.74 0.53 +82é
1 1.2 2.16 0.26 fg'gg 1 1.2 1.16 0.22 +8%Z_)
1.2 2.2 0.373 0.072 10958 1.2 2.2 0.144 0.049 +0.037
~0.047
my = mp <I>,Y/c 0.1271 my = mp <I),Y/E : 0.1271
0.2 < [t| [GeVZ] < 0.28 0.28 < [t| [GeV3] < 1.5
P

mam didaT":,r stat. syst. Mmoo d‘izdf’T"ﬂ’:r stat. syst.

(GeV] é;\%} (GeV] [d\%]
0.5 0.56 4.61 0.92 a2 0.5 0.56 0.250 0.063 0123
0.56 0.6 9.43 0.86 +o.77 0.56 0.6 0.432 0.077 +gg§
0.6 0.63 16.2 1.0 1 0.6 0.63 0.573 0.087 +8:£8
0.63  0.66 19.8 1.2 e 0.63  0.66 1.021 0.099 +8:if§2
0.66  0.68 29.6 1.6 i 0.66  0.68 1.37 0.14 +8:§%
0.68 0.7 35.7 1.8 28 0.68 0.7 2.00 0.14 jgg?
0.7 0.72 49.0 1.9 5 0.7 0.72 2.72 0.15 +3:§,é
0.72  0.74 56.4 1.9 38 072 074 3.48 0.17 +8:§,(83
0.74  0.76 66.6 1.9 s 074  0.76 3.99 0.16 +8:jﬁ
0.76  0.78 64.1 1.9 s 0.76  0.78 4.22 0.17 +g:ig
0.78 08 41.3 1.7 29 0.78 0.8 3.10 0.15 +g:gi
0.8 082 30.9 15 22 0.8 0.82 2.36 0.14 jgg;
0.82  0.84 26.1 1.4 R 0.82 0.84 1.81 0.13 +8§§
0.84  0.87 16.58 0.83 e 0.84  0.87 1.269 0.089 +8:§gi
0.87  0.92 9.24 0.55 +o.68 0.87  0.92 1.025 0.051 +g}?§
092 1 4.26 0.31 s 0.92 1 0.484 0.034 *8:3%
B 12 1.28 0.13 o 1 1.2 0.162 0.019 fggg})
1.2 2.2 0.189 0.034  F0-027 1.2 2.2 0.0257 0.0044 +g:gﬁg

176



F. CROSS-SECTION AND RELATED TABLES

mp < my < 10 GeV @, 01271 mp < my < 10 GeV @/ 01271
0 < |t| [GeV?] < 0.03 0.03 < |¢] [GeV2] < 0.06

e stat. syst. M %ﬂff; stat. syst.

[GeV] [ﬁg} [GeV] [%ﬁ]
0.5 0.56 34.5 5.5 3 0.5 0.56 24.5 4.3 *22
0.56 0.6 38.4 4.3 52 0.56 0.6 31.5 4.0 18
0.6 0.63 41.7 4.3 5 0.6 0.63 35.8 4.4 ez
0.63  0.66 51.6 1.6 o8 0.63  0.66 53.0 4.2 172
0.66  0.68 59.5 6.7 e 0.66  0.68 56.9 6.1 37
0.68 0.7 72.6 6.3 T 0.68 0.7 65.3 6.1 Tiot
0.7 0.72 79.8 6.5 i3 0.7 0.72 85.5 6.2 Tis3
0.72  0.74 105.6 7.0 e 072 0.74 107.4 6.4 +16.9
0.74  0.76 92.7 6.7 189 0.74  0.76 97.4 6.3 t1s.9
0.76  0.78 95.3 6.5 s 0.76  0.78 90.3 5.9 1129
0.78 0.8 59.0 6.0 Lot 0.78 0.8 60.5 5.4 194
0.8 0.82 41.3 5.5 T 0.8 0.82 40.1 4.8 165
0.82  0.84 19.7 4.0 9 0.82  0.84 34.0 5.2 51
0.84  0.87 18.2 3.6 36 0.84  0.87 21.1 2.8 3
0.87  0.92 9.9 1.6 5 0.87  0.92 7.6 1.6 118
0.92 1 2.24 0.66 o 0.92 1 3.99 0.90 088
1 1.2 0.48 0.27 J_rg'ég 1 1.2 2.14 0.45 J_rg:gg
12 2.2 0.075 0.085 10973 12 22 0.290 o.o77  +O-072
mp < my < 10 GeV ® . 01271 mp < my < 10 GeV D/ 01271
0.06 < [t] [GeV2] < 0.096 0.096 < || [GeV2] < 0.14

mam ;ZGT’:; stat. syst. Moy ,ﬁti"T”_’r’f_’r stat. syst.

[GeV] [ée‘\‘;—g} (GeV] [G‘;\};3 ]
0.5 0.56 14.6 3.2 a2 0.5 0.56 10.6 2.3 18
0.56 0.6 19.8 3.2 30 0.56 0.6 14.2 2.5 135
0.6 0.63 34.4 3.5 s 0.6 0.63 17.0 2.7 133
0.63  0.66 46.6 3.5 e 0.63  0.66 31.1 2.8 14z
0.66  0.68 59.7 4.9 3 0.66  0.68 35.9 3.9 28
0.68 0.7 52.0 4.9 92 0.68 0.7 37.7 3.8 70
0.7 0.72 67.2 4.9 ot 0.7 0.72 52.2 4.2 e
072  0.74 77.4 5.1 e 072 0.74 69.2 4.0 1
0.74  0.76 89.4 5.0 R 0.74  0.76 68.9 4.1 188
0.76  0.78 84.9 4.8 s 0.76  0.78 59.6 3.9 182
0.78 0.8 57.4 4.5 182 0.78 0.8 39.4 3.7 169
0.8 0.82 38.5 4.1 o2 0.8 0.82 28.1 3.3 +43
0.82  0.84 24.4 3.8 4 0.82  0.84 22.8 3.1 133
0.84  0.87 20.3 2.6 e 0.84  0.87 15.1 2.1 2.1
0.87  0.92 11.1 1.3 B 0.87  0.92 10.3 1.3 s
092 1 3.89 0.73 05 0.92 1 3.89 0.60 1058
1 1.2 0.77 0.31 o 1 1.2 0.67 0.25 o4
1.2 2.2 0.184 0.088 0073 1.2 2.2 0.114 0.0s9  F0-07¢
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mp < my < 10 GeV @), 01271 mp < my < 10 GeV @/, 01271
0.14 < |t] [GeV2] < 0.2 0.2 < [t] [GeV2] < 0.28
d?o

mrm stat. syst. mmrm mff; stat. syst.

] 2]
0.5 0.56 5.8 1.5 s 0.5 0.56 3.28 0.96 29
0.56 0.6 9.8 1.7 28 0.56 0.6 5.0 1.2 R
0.6 0.63 12.7 1.9 25 0.6 0.63 9.5 1.4 2
0.63  0.66 20.9 1.9 29 0.63  0.66 13.4 1.3 117
0.66  0.68 20.7 3.0 a2 0.66  0.68 15.5 2.0 122
0.68 0.7 32.2 2.9 A 0.68 0.7 22.8 2.1 29
0.7 072 42.3 3.0 a8 0.7 072 31.3 2.1 s
0.72  0.74 6.9 3.0 T 072 0.74 34.9 2.1 49
0.74  0.76 53.1 2.9 s 074  0.76 36.2 2.1 +8.0
0.76  0.78 48.8 2.9 +er 0.76  0.78 35.9 2.1 148
0.78 0.8 29.7 2.7 e 078 0.8 26.8 2.0 3
0.8 0.82 24.7 2.4 e 0.8 0.82 22.1 1.8 39
0.82  0.84 20.1 2.5 39 0.82  0.84 17.6 1.7 28
0.84  0.87 11.0 1.4 20 0.84  0.87 9.1 1.2 e
0.87  0.92 8.85 0.97 e 0.87  0.92 4.70 0.71 +o-88
092 1 2.77 0.48 +o.53 092 1 2.24 0.42 o078
1 1.2 1.17 0.22 o2 1 1.2 0.54 0.14 +0.22
1.2 2.2 0.251 0.048  F0-068 1.2 2.2 0.139 0.042  T0-060
mp < my < 10 GeV @, 01271 mp < my < 10 GeV @0 01271
0.28 < |t] [GeV?3] < 0.39 0.39 < [t| [GeVZ] < 0.6

mam (ﬂﬁ stat. syst Mmoo d‘izdf’T"ﬂ’:r stat. syst.

(GeV] [é;\%} (GeV] [6‘5)73]
0.5 0.56 2.20 0.73 o 0.5 0.56 0.90 0.29 +0.49
0.56 0.6 3.87 0.75 099 0.56 0.6 1.26 0.36 +0.39
0.6 0.63 7.08 0.82 o8 0.6 0.63 1.91 0.39 +0-52
0.63  0.66 7.44 0.96 s 0.63  0.66 3.49 0.39 To.50
0.66  0.68 11.3 1.3 R 0.66  0.68 6.01 0.65 +0-8¢
0.68 0.7 13.8 1.4 e 0.68 0.7 5.75 0.64 +0.76
0.7 0.72 17.2 1.4 e 0.7 0.72 7.38 0.67 R
0.72  0.74 20.8 1.5 27 072 074 11.33 0.73 12
0.74  0.76 21.3 1.5 T8 074  0.76 12.12 0.75 153
0.76  0.78 26.1 1.5 2 076 0.78 11.99 0.75 *1.62
0.78 0.8 16.2 1.4 p:A 078 0.8 9.18 0.68 i
0.8 0.82 15.2 1.3 20 0.8 0.82 7.39 0.68 o
0.82  0.84 13.1 1.3 21 0.82 0.84 6.67 0.66 +o.o7
0.84  0.87 6.20 0.91 froe 0.84  0.87 4.47 0.41 Fo.6e
0.87  0.92 3.42 0.44 Toe 0.87  0.92 2.24 0.26 o9
0.92 1 1.69 0.34 o3 0.92 1 1.22 0.19 o2
1.2 2.2 0.103 0.030  F0-969 1.2 2.2 0.090 0.010  F0-03¢
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mp < my < 10 GeV ® .+ 0.1271
0.6 < [t| [GeV?] < 1.5

M d,dti(:n,\.,r stat. syst.

[GeV] [%@}
0.5 0.56 0.099 0.057 0981
0.56 0.6 0.225 0.063 10129
0.6 0.63 0.18 0.13 f‘é:i%
0.63  0.66 0.441 0.089 tg:ié};
0.66  0.68 0.88 0.17 ‘tg-ég
0.68 0.7 0.92 0.14 jg:g‘é
0.7 0.72 1.50 0.15 o5
0.72  0.74 1.96 0.19 fg-gg
0.74  0.76 2.61 0.17 +0-39
0.76  0.78 2.86 0.19 +o.58
0.78 0.8 2.04 0.17 tg-i?
0.8 0.82 1.76 0.18 o028
0.82  0.84 1.53 0.15 fg:gi
0.87  0.92 0.669 0.074 fg:ig‘é
Lo
1.2 2.2 0.0398 0.0053 100148

Table F.5: Unfolded differential cross-section d*o(yp — 777~ Y)/dm,.dt in bins
of m,. and t. ep cross-sections are scaled by a photon flux factor as given in
the table. Splitting a normalization uncertainty from the (symmetrized) total
covariance matrix according to Appendix C.3 yields Ao = 5.10 %. Further
correlations are not provided.
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F.1. 7t7n~ CROSS-SECTIONS

F.1.6 d®’c(yp — ntn"Y)/dm  dt(Mmyr, Wop, t)

multipage set of tables; common caption Table F.6

my = mp (I>'y/c : 0.0346 my = mp 'i),y/ﬁ : 0.0294
0 < [t] [GeV2] < 0.016 0 < |t] [GeV?] < 0.016
20 < Wap [GeV] < 28 28 < Woyp [GeV] < 38
2

Mg ddtdfirzrﬂ:\- stat. syst. Mo d‘ii?ﬁ stat. syst.

[Gev] [G‘;\?S } [Gev] [Gi\tis ]
0.5 0.56 147.7 12.3 R 0.5 0.56 134.5 12.2 o2
0.56 0.6 175.3 12.0 i 0.56 0.6 200.9 11.9 +i§:g
0.6 0.63 211.7 16.0 BT 0.6 0.63 251.9 14.5 +ii:?
0.63  0.66 201.4 14.9 207 0.63  0.66 292.5 14.0 +ig:2
0.66  0.68 307.7 22.8 232 0.66  0.68 353.4 20.1 +§§]g
0.68 0.7 365.7 22.5 +28.7 0.68 0.7 420.4 20.7 +§gé
0.7 0.72 460.8 24.1 828 0.7 0.72 478.3 22.0 +gg:§1
0.72  0.74 518.8 26.2 Ti0-2 072 074 585.6 23.8 +§é§
0.74  0.76 554.3 26.4 i3 0.74  0.76 546.9 22.7 +gg:;
0.76  0.78 494.4 23.5 BT 0.76  0.78 536.5 21.1 fggé
0.78 0.8 303.0 22.3 +2es 0.78 0.8 353.6 20.2 fgig
0.8 0.82 211.7 21.4 +87.e 0.8 0.82 236.7 15.1 +ﬁg
0.82  0.84 184.6 19.3 BT 0.82 0.84 185.0 13.0 +}(1):g
0.84  0.87 133.1 1.7 o 0.84 087 98.7 8.3 +2'$1;
0.87  0.92 51.3 5.9 23 0.87  0.92 55.1 3.7 +g:g
0.92 1 18.3 3.2 s 0.92 1 21.3 18 +§g
1 12 5.04 0.88 e 1 1.2 3.45 0.91 fggg
1.2 2.2 0.87 0.50 +o-69 1.2 2.2 0.97 0.32 +0.13

—0.43
my = myp @ : 0.0248 my =mp T, /. 0.0383
0 < [t| [GeV?] < 0.016 0 < [t] [GeV2] < 0.016
38 < Wap [GeV] < 50 50 < Wap [GeV] < 80
P)

Mo MT“:W stat. syst. M cﬁ?’ﬁ stat. syst.

(GeV] [G“ng} (Gev] [%3]
0.5 0.56 166.4 15.0 s 0.5 0.56 180.2 21.0 e
0.56 0.6 232.7 15.3 188 0.56 0.6 215.3 19.6 +§ég
0.6 0.63 255.8 15.5 T 0.6 0.63 242.8 21.5 +fg?2’
0.63  0.66 337.9 16.8 299 0.63  0.66 322.8 19.9 +;g:g
0.66  0.68 368.1 24.7 202 0.66  0.68 437.2 28.9 +i(13:z
0.68 0.7 464.9 25.8 T8 0.68 0.7 540.5 29.8 +§;é
0.7 0.72 555.7 26.8 Tael 0.7 0.72 582.6 29.5 +£g:g
072  0.74 632.7 26.4 Tass 072 0.74 634.0 28.7 +i§:g
0.74  0.76 634.8 26.2 tag2 0.74  0.76 737.4 28.0 +ég:g
0.76  0.78 617.3 25.9 82 076  0.78 605.6 25.7 +i‘;:§
0.78 0.8 360.8 20.6 2Ls 078 0.8 389.4 22.0 +§g:?
0.8 0.82 255.8 16.3 Tigs 0.8 0.82 285.6 18.3 +§é(6)
0.82  0.84 188.5 14.2 AT 0.82  0.84 207.0 17.7 +?‘};:$
0.84  0.87 107.2 7.9 Te.e 0.84  0.87 134.1 10.0 4:91)254
0.87  0.92 52.3 1.8 3.0 0.87  0.92 71.3 4.5 +gé
0.92 1 20.4 2.0 e 092 1 24.9 1.9 +§9

-35

1 1.2 3.2 1.0 B 1 1.2 5.91 0.75 o8
1.2 2.2 1.16 0.14 o2 1.2 2.2 1.25 0.1 +8:92,32,
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my = myp @/, 0.0346 my = mp @/, 0.0294
0.016 < |t| [GeV2] < 0.036 0.016 < [t| [GeV2] < 0.036
20 < Wap [GeV] < 28 28 < Woyp [GeV] < 38
2 2
d d
mam Traa stat. syst. M Traei stat. syst.
[GeV] —ub [GeV] b
GeV GeV
0.5 0.56 84.3 10.1 s 0.5 0.56 742 o7 +1L.6
0.56 0.6 136.2 10.9 14 0.56 0.6 114.8 12.3 +ie-d
0.6 0.63 161.2 12.8 tiza 0.6 0.63 172.5 11.1 o8
0.63  0.66 207.7 12.4 168 0.63  0.66 236.1 12.1 tiz.8
0.66  0.68 270.1 18.5 203 0.66  0.68 259.2 15.6 *ie3
0.68 0.7 336.1 20.2 T2 0.68 0.7 293.9 17.0 +ie.l
0.7 0.72 399.0 20.0 288 0.7 072 393.0 17.9 +20.7
072  0.74 396.8 20.0 o2 072 0.74 432.3 18.7 288
0.74  0.76 448.4 20.0 82 0.74  0.76 488.4 18.8 e
0.76  0.78 401.7 20.0 812 0.76  0.78 483.2 18.4 1262
0.78 0.8 279.1 18.2 298 0.78 0.8 233.9 14.1 +1s5.6
0.8 0.82 192.5 15.5 207 0.8 0.82 247.7 14.4 R
0.82  0.84 148.0 15.5 s 0.82  0.84 150.5 12.4 e
0.84 087 71.8 7.7 to1 0.84  0.87 100.4 7.7 +o.9
0.87  0.92 34.7 3.9 e 0.87  0.92 49.4 3.7 132
0.92 1 9.6 1.9 B 0.92 1 12.7 2.6 14
1 1.2 1.4 1.9 To.8 1 1.2 3.5 19 +1.3
+0.80 +0.11
1.2 2.2 0.66 0.43 +0-80 1.2 2.2 0.64 0.16 +o-18
my = mp @, ¢ 0.0248 my = myp @, ¢ 0.0383
0.016 < |t| [GeVZ] < 0.036 0.016 < [t]| [GeVZ] < 0.036
38 < Wyp [GeV] < 50 50 < Wyp [GeV] < 80
2 pl
d d
mrm Tt stat. syst. My Ko stat. syst.
b b
GeV, B GeV n
[GeV] do } (GeV] {ﬁ,ev
0.5 0.56 111.9 11.7 180 0.5 0.56 128.1 13.5 1228
0.56 0.6 126.9 12.8 B 0.56 0.6 155.0 13.9 1144
0.6 0.63 176.1 13.1 122 0.6 0.63 212.0 15.5 *is5-7
0.63  0.66 236.6 13.6 T 0.63  0.66 264.2 15.0 +24.4
0.66  0.68 295.1 18.6 184 0.66  0.68 341.5 21.6 RV
0.68 0.7 321.7 18.8 214 0.68 0.7 404.7 21.1 s
0.7 0.72 451.2 21.6 7 0.7 0.72 472.2 21.4 a8
072 0.74 473.1 22.3 280 072 0.74 535.4 20.9 +38.3
0.74  0.76 509.2 20.5 r28.0 0.74  0.76 555.5 20.5 a0
0.76  0.78 473.0 19.5 T2 0.76  0.78 510.6 19.2 +as8
0.78 0.8 207.1 17.0 YA 078 0.8 328.8 17.4 7
0.8 0.82 225.9 16.5 BT 0.8 0.82 243.5 16.1 RETAN
0.82  0.84 180.4 13.1 4 0.82  0.84 162.2 12.9 18
0.84  0.87 92.0 7.2 e 0.84  0.87 105.4 7.6 +7.6
0.87  0.92 48.0 1.6 27 0.87  0.92 57.3 3.9 t44
0.92 1 16.3 2.3 R 092 1 15.2 1.8 +ze
1 1.2 2.63 0.76 +o.62 1 1.2 3.66 0.54 10.59
+0.16 +0.083
1.2 2.2 0.63 0.11 +o-1e 1.2 2.2 0.834 0.004 10083
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my = mp ®,,  0.0346 my = mp @/, 0.0294
0.036 < |t| [GeV2] < 0.062 0.036 < |t| [GeV2] < 0.062
20 < Wap [GeV] < 28 28 < Woyp [GeV] < 38

mam ﬁrﬁ stat. syst. Mmoo d‘iz"T”ﬂ"ﬂ_ stat. syst.

(GeV] [é;\‘;—g} (GeV] [é%]
0.5 0.56 57.2 7.5 R 0.5 0.56 73.3 7.6 +19-9
0.56 0.6 93.2 7.9 o2 0.56 0.6 86.7 7.6 79
0.6 0.63 127.1 10.4 o8 0.6 0.63 117.2 5.0 198
0.63  0.66 153.8 10.4 T2 0.63  0.66 183.8 9.2 1102
0.66  0.68 231.4 14.5 Ties 0.66  0.68 195.6 12.2 +i3.8
0.68 0.7 234.0 14.8 Ties 0.68 0.7 275.1 14.2 R
0.7 0.72 284.0 15.3 229 0.7 0.72 314.4 14.7 165
0.72  0.74 331.4 15.5 252 072 074 363.2 14.6 109
0.74  0.76 337.0 15.0 250 074 0.76 395.9 14.9 127
0.76  0.78 327.6 15.1 e 0.76  0.78 323.4 14.4 187
0.78 0.8 228.2 13.9 T2oe 0.78 0.8 229.2 13.0 g
0.8 0.82 165.6 13.3 52 0.8 0.82 154.9 9.7 94
0.82  0.84 114.2 10.6 e 0.82  0.84 131.7 10.0 T
0.84  0.87 67.4 8.3 A 0.84  0.87 68.4 6.3 150
0.87  0.92 35.2 4.7 82 0.87  0.92 37.7 3.1 2L
0.92 1 14.0 2.6 12 092 1 13.7 1.7 *12
1 1.2 0.4 1.3 e 1 1.2 —~0.04 0.98 o8
1.2 2.2 —0.26 0.44 T8 1.2 2.2 0.32 0.25 o
my =myp ® .+ 0.0248 my = mp @, ¢ 0.0383
0.036 < |t] [GeVZ] < 0.062 0.036 < |t| [GeV2] < 0.062
38 < Wxyp [GeV] < 50 50 < Wyp [GeV] < 80

mrm dCdeT":W stat. syst. Mmoo d‘ifyil":w stat. syst.

[GeV] %@} [GeV] {%ﬁ]
0.5 0.56 75.2 5.8 2 0.5 0.56 71.6 9.3 AT
0.56 0.6 97.0 9.7 108 0.56 0.6 116.1 9.9 R
0.6 0.63 134.6 10.1 BT 0.6 0.63 158.6 11.3 128
0.63  0.66 174.6 10.6 Tz 0.63  0.66 201.0 10.9 +19:8
0.66  0.68 204.0 13.8 EER 0.66  0.68 254.6 16.1 BT
0.68 0.7 275.8 15.2 fie0 0.68 0.7 329.5 15.5 1221
0.7 0.72 329.5 15.9 T 0.7 0.72 352.4 15.7 +30.1
072 0.74 392.2 16.9 222 072 0.74 411.6 15.4 +33.9
0.74  0.76 396.4 16.6 1222 0.74  0.76 412.7 15.2 a1
0.76  0.78 380.0 16.0 209 0.76  0.78 408.2 14.5 522
078 0.8 232.4 13.4 s 0.78 0.8 270.7 13.5 1198
0.8 0.82 181.9 11.9 R 0.8 0.82 209.9 11.9 tis.6
0.82  0.84 123.8 10.0 52 0.82  0.84 132.7 10.9 +1Le
0.84  0.87 85.8 6.5 e 0.84 087 83.6 6.4 22
0.87  0.92 43.5 2.9 28 0.87  0.92 46.3 3.4 21
0.92 1 15.3 1.7 +o-9 092 1 17.7 1.4 1
1 1.2 2.55 0.45 +0.52 1 1.2 3.39 0.43 +0-52
1.2 2.2 0.55 0.15 098 1.2 2.2 0.533 o077 0125
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my = myp @/, 0.0346 my = mp @/, 0.0294
0.062 < |t| [GeVZ] < 0.1 0.062 < || [GeV2] < 0.1
20 < Wap [GeV] < 28 28 < Woyp [GeV] < 38

1120# 2

Gev3 [GeV] I:aeVLS:I
0.5 0.56 35.6 4.5 oL 0.5 0.56 201 4.3 +5.6
0.56 0.6 62.8 5.5 tee 0.56 0.6 66.4 5.0 +§:3
0.6 0.63 92.0 6.2 +er 0.6 0.63 80.4 5.6 +fi:g
0.63  0.66 116.9 6.8 84 0.63  0.66 104.5 5.8 +g:§
0.66  0.68 131.9 10.1 o3 0.66  0.68 143.9 9.4 +§:§
0.68 0.7 176.8 10.0 i3 0.68 0.7 165.8 9.0 +g:i
0.7 0.72 198.9 10.2 Tiss 0.7 0.72 217.7 0.8 +{§g
072 0.74 248.0 10.3 Tis2 0.72  0.74 254.1 9.9 +}i:g
0.74  0.76 273.2 10.7 Tios 0.74  0.76 259.0 9.8 +}g§
0.76  0.78 242.3 10.1 227 0.76  0.78 258.2 9.5 +ﬁ:i
0.78 0.8 161.3 9.6 it 0.78 0.8 1749 8.4 +g.§
0.8 0.82 111.4 9.1 e, 0.8 0.82 125.8 8.0 +;3%
0.82  0.84 80.4 7.7 o8 0.82  0.84 90.7 6.3 +(55:2
0.84  0.87 57.7 4.9 e 0.84  0.87 56.5 4.2 +§:},
0.87  0.92 19.0 2.8 128 0.87  0.92 23.0 2.5 +§:?
092 1 6.5 1.8 108 092 1 8.6 1.3 +8:g
1 1.2 2.86 0.55 T8 1 1.2 1.72 0.64 +g:§g
1.2 2.2 0.12 0.29 tg:ﬁ’ 1.2 2.0 0.36 0.17 +0:10
~0.14

my = mp @, ¢ 0.0248 my = myp @, ¢ 0.0383
0.062 < |t| [GeVZ] < 0.1 0.062 < [t]| [GeVZ] < 0.1
38 < Wyp [GeV] < 50 50 < Wyp [GeV] < 80

‘#‘7# 2

o [GeV] ﬁﬁ]
0.5 0.56 51.5 5.3 e 0.5 0.56 44.2 5.7 58
0.56 0.6 65.9 6.0 52 0.56 0.6 69.8 6.2 +(;«§
0.6 0.63 89.9 7.2 e 0.6 0.63 92.5 - +$1 0
0.63  0.66 118.4 7.4 T8 0.63  0.66 126.4 7.0 +sla:735
0.66  0.68 163.5 10.7 00 0.66  0.68 158.3 10.0 Jﬂg-%
0.68 0.7 200.7 10.8 i 0.68 0.7 216.6 10.4 +¥§§
0.7 0.72 223.1 10.5 28 0.7 0.72 246.2 10.4 +ig:g
0.72  0.74 274.3 11.3 B 072 0.74 286.4 10.3 +§ié
0.74  0.76 286.1 10.8 1188 0.74  0.76 318.0 10.1 +§})$
0.76  0.78 264.4 10.9 Tii 0.76  0.78 2771 9.6 +2£gé
0.78 0.8 186.9 10.3 +106 0.78 0.8 193.5 8.6 +}§-§
0.8 0.82 124.7 8.2 +e8 0.8 0.82 152.9 8.3 +}g:g
0.82  0.84 96.2 7.0 24 0.82  0.84 94.6 7.4 Jr?of1
0.84 087 61.0 4.1 a2 0.84  0.87 63.6 4.8 +‘3'53;
—0.

0.87  0.92 27.7 2.3 T2 0.87  0.92 33.3 2.3 +2.8
0.92 1 9.7 1.0 o8 0.92 1 11.1 1.3 +ié
1 1.2 1.65 0.33 +o87 1 1.2 2.44 0.33 +(0J:<é§
1.2 2.2 0.35 0.12 +o.08 1.2 2.2 0.424 0.066 0078
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F.1. 7t7n~ CROSS-SECTIONS

my = mp ®,,  0.0346 my = mp @/, 0.0294
0.1 < [t| [GeV2] < 0.15 0.1 < [t] [GeV2] < 0.15
20 < Wap [GeV] < 28 28 < Woyp [GeV] < 38

mam ﬁrﬁ stat. syst. Mmoo d‘iz"T”ﬂ"ﬂ_ stat. syst.

(GeV] [é;\‘;—g} (GeV] [é%]
0.5 0.56 19.3 3.4 T 0.5 0.56 25.2 3.6 t35
0.56 0.6 32.1 4.2 a0 0.56 0.6 38.3 4.1 28
0.6 0.63 59.3 1.8 1 0.6 0.63 47.4 4.1 139
0.63  0.66 60.5 5.2 32 0.63  0.66 63.2 4.3 37
0.66  0.68 87.7 7.1 72 0.66  0.68 96.8 6.6 16l
0.68 0.7 121.6 7.6 e 0.68 0.7 108.2 6.5 +73
0.7 0.72 126.5 7.5 T2 0.7 0.72 141.9 6.8 +8.7
072 0.74 161.0 8.0 s 072  0.74 157.1 7.0 88
0.74  0.76 171.6 7.9 i85 074  0.76 175.3 6.9 s
0.76  0.78 157.9 7.8 A 0.76  0.78 180.9 7.2 +10.4
0.78 0.8 114.6 7.2 R 0.78 0.8 109.7 6.2 e
0.8 0.82 87.9 6.8 o8, 0.8 0.82 87.5 5.6 83
0.82  0.84 59.8 6.0 o2 0.82  0.84 59.6 5.5 1.2
0.84  0.87 40.4 3.6 33 0.84  0.87 41.5 3.0 126
0.87  0.92 18.6 2.7 20 0.87  0.92 17.0 2.0 t1.6
092 1 61 1.2 39 0.92 1 9.04 o7a  FO78
1 1.2 1.87 0.42 +e.52 1 1.2 2.07 0.51 To.2s
o sa | em e mB e a2 | o o
my = myp ® .+ 0.0248 my = mp @, ¢ 0.0383
0.1 < |t] [GeV2] < 0.15 0.1 < |t] [GeVZ] < 0.15
38 < Wxyp [GeV] < 50 50 < Wyp [GeV] < 80

mmnm ddjiUTﬂfw stat. syst. Mmoo d‘ifyil":w stat. syst.

[Gev] [%@} [Gev] {ﬁg]
0.5 0.56 24.4 4.0 e 0.5 0.56 28.9 3.9 137
0.56 0.6 45.1 4.1 e 0.56 0.6 45.5 4.4 +e0
0.6 0.63 49.2 4.5 3.9 0.6 0.63 65.9 5.3 a7
0.63  0.66 81.2 5.6 e 0.63  0.66 85.2 5.1 161
0.66  0.68 97.1 7.1 +o.e 0.66  0.68 109.6 7.4 o
0.68 0.7 129.0 7.8 82 0.68 0.7 133.1 7.4 +10.0
0.7 072 150.0 7.7 o 0.7 0.72 154.1 7.4 +iLe
0.72  0.74 163.7 7.9 BT 072 074 175.2 7.3 i8-8
0.74  0.76 178.9 7.9 BET 0.74  0.76 204.6 7.5 1
0.76  0.78 175.2 7.4 2 076 0.78 185.0 7.0 t14.3
0.78 0.8 117.0 7.2 RAH 078 0.8 130.1 6.6 1105
0.8 0.82 103.6 7.0 A 0.8 0.82 89.8 5.8 172
0.82  0.84 60.4 5.0 7 0.82  0.84 69.5 5.2 2
0.84  0.87 39.5 2.9 2.2 0.84  0.87 44.4 3.3 +3-2
0.87  0.92 22.5 2.0 e 0.87  0.92 23.3 1.8 18
0.92 1 7.78 0.77 +0.63 0,92 1 8.28 0.74 +1.20
1 1.2 2.18 0.28 +o.87 1 1.2 2.17 0.26 +o-38
1.2 2.2 0.437 0.0s5 10958 1.2 2.2 0.462 0.061 10068
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F. CROSS-SECTION AND RELATED TABLES

my = myp @/, 0.0346 my = mp @/, 0.0294
0.15 < |t] [GeV?] < 0.23 0.15 < |t| [GeV2] < 0.23
20 < Wap [GeV] < 28 28 < Woyp [GeV] < 38
2 2
d d
mam Traa stat. syst. M Traei stat. syst.
[GeV] —ub [GeV] b
GeV GeV
0.5 0.56 9.2 2.0 R 0.5 0.56 11.6 1.9 +22
0.56 0.6 17.6 2.1 e 0.56 0.6 16.3 1.8 e
0.6 0.63 19.4 2.8 9 0.6 0.63 27.2 2.6 116
0.63  0.66 40.2 2.7 e 0.63  0.66 29.8 2.3 +2.2
0.66  0.68 44.3 4.7 oy 0.66  0.68 46.2 3.6 +33
0.68 0.7 55.6 4.5 e 0.68 0.7 59.3 4.0 +2e
0.7 0.72 77.1 4.9 Tee 0.7 0.72 73.2 41 +54
072 0.74 84.1 1.8 72 0.72  0.74 85.3 4.2 158
0.74  0.76 98.2 1.9 s 0.74  0.76 106.8 4.3 A
0.76  0.78 94.8 4.9 . 0.76  0.78 96.3 4.4 163
0.78 0.8 59.0 4.6 e 0.78 0.8 74.0 3.7 48
0.8 0.82 52.4 4.1 +40 0.8 0.82 43.0 56 +3.3
0.82  0.84 37.9 4.4 33 0.82  0.84 35.8 2.9 27
0.84  0.87 24.7 2.9 R 0.84  0.87 22.8 2.0 114
0.87  0.92 12.0 1.6 Tl 0.87  0.92 13.53 0.95 o2
0.92 1 4.1 1.1 tg"; 0.92 1 4.90 0.69 J_rg‘;g
1 1.2 0.72 0.42 To.o8 1 1.2 0.98 0.36 o5
+0.39 .08
1.2 2.2 ~0.00 0.14 +0-39 1.2 2.2 0.01 0.1 +0.08
my =myp @, ¢ 0.0248 my = myp @, ¢ 0.0383
0.15 < |t| [GeV?] < 0.23 0.15 < |t]| [GeVZ] < 0.23
38 < Wyp [GeV] < 50 50 < Wyp [GeV] < 80
2 pl
d d
Mo dthT”r-,:,r stat. syst. Mo dtd;‘ﬂ’“ﬂ"ﬂ stat. syst.
b b
GeV, KO GeV n
[GeV] [ﬁ;e } [GeV] {ﬁ,ev ]
0.5 0.56 9.5 2.0 21 0.5 0.56 13.4 2.2 122
0.56 0.6 17.0 2.0 B 0.56 0.6 19.6 2.3 21
0.6 0.63 26.5 3.0 21 0.6 0.63 25.5 2.7 122
0.63  0.66 26.4 3.2 21 0.63  0.66 40.6 2.8 +39
0.66  0.68 42.5 4.0 38 0.66  0.68 48.1 4.0 e
0.68 0.7 66.7 4.4 a0 0.68 0.7 69.9 4.4 1l
0.7 0.72 70.9 4.8 +es 0.7 0.72 82.1 4.6 e
072 0.74 92.1 5.0 iy 072 0.74 90.0 4.6 72
0.74  0.76 108.1 5.1 el 0.74  0.76 117.4 45 +8.8
0.76  0.78 99.2 4.8 o2 0.76  0.78 107.0 4 +7.6
0.78 0.8 67.6 4.0 39 0.78 0.8 63.2 4.0 58
0.8 0.82 48.9 3.6 8 0.8 0.82 52.5 3.8 iy
+2.3 +2.8
0.82  0.84 38.7 3.2 123 0.82  0.84 39.1 3.1 28
0.84  0.87 29.7 2.0 R 0.84  0.87 22.3 1.8 iz
0.87  0.92 13.2 1.2 +os 0.87  0.92 13.3 12 +1.2
0.92 1 5.61 0.54 +o.49 0.92 1 6.69 0.66 +0-62
+0.22 10.25
1 1.2 1.30 0.18 +0-22 1 1.2 1.74 0.20 +0-25
40.055 40.050
1.2 2.2 0.199 0.044 0058 1.2 2.2 0.268 0.033 10050
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F.1. 7t7n~ CROSS-SECTIONS

my = mp @, : 0.0346
"/e my = mp @/, 0.0294
0.23 < |t] [GeV2] < 1.5 2 /
0.23 < [t| [GeV2] < 1.5
20 < Wop [GeV] < 28
vp
_ 28 < Woyp [GeV] < 38
2o
Mo o e stat. syst. m Aoy
pr T Trdm stat. syst.
[GeV] _pb o _pb
s [GeV] [ bs]
0.5 0.56 0.32 0.14 +0.10 5 Y
o1 0.5 0.56 0.38 0.13 +0.13
0.56 0.6 0.60 +0.20 fo1s
. 1 :
0.17 o020 0.56 0.6 0.63 0.15 +0.13
0.6 0.63 1.16 0 +0.18 fo.13
. 2 :
o +o-18 0.6 0.63 0.73 0.18 +0.13
0.63  0.66 1.35 0 +0.26 +o.16
.25 +0-2¢ 0.63  0.66 1.55 0.20 +0.16
0.66  0.68 2.06 0 +0.32 ros1
.29 o082 0.66  0.68 2.15 0.27 +0.31
0.68 0.7 2.46 : +0.43 fo.26
. 0. :
37 Toas 0.68 0.7 3.31 0.30 +0.26
0.7 0.72 4.22 0.38 +0.70 ro.10
+0.10 0.7 0.72 1.18 0.32 +0.43
0.72  0.74 1.84 0.39 +0.69 folsr
+0-69 072 074 5.02 0.32 +0.47
0.74  0.76 5.63 +0.61 roi52
0.35 +o-6L 074 0.76 6.30 0.32 +0.52
0.76  0.78 6.40 +0.59 +o.40
0.38 +o-29 0.76  0.78 6.10 0.33 +0.49
0.78 0.8 4.19 35 +0.50 rol10
0.35 o 078 0.8 4.49 0.31 +0.46
0.8 0.82 3.34 0.33 +0.36 ro.ss
To.36 0.8 0.82 3.30 0.32 +0.38
0.82  0.84 2.11 0.36 +0.34 roiar
to34 0.82  0.84 2.40 0.25 +0.27
0.84  0.87 1.38 0.23 +0.22 +0.20
+0-22 0.84  0.87 1.78 0.19 +0.20
0.87  0.92 1.19 0.14 +0.11 ro.12
oy 0.87  0.92 1.39 0.11 +0.12
0.92 1 0.520 0 +0.090 fol0r
o3 10999 092 1 0.653 0.065  1T0.076
1 1.2 0.136 0.039 ~ 10.041 e
+0.041 1 1.2 0.157 0.037  10.041
1.2 2.2 0.016 0.016 10012 1.2 2.2 18‘8334
o . 0.0305 0. -008
0093 “¢.0126
my =myp ®_ . : 0.0248
] y/e my = mp @, ¢ 0.0383
0.23 < |t| [GeV2] < 1.5 2
0.23 < || [Gev2] < 1.5
38 < W. [GeV] < 50
P °
_ 50 < Wayp [GeV] < 80
2o
Mo ﬁ stat. syst. Mo (120# tat
stat.
[GeV] Lo } G e b o
GeV vl w3
- GeV
. 0.56 0.47 0.11 +0.16
+o-1¢ 0.5 0.56 0.40 0.11 +0.19
0.56 0.6 0.64 +0.15 ro.11
0.15 o1z 0.56 0.6 0.96 0.14 +0.14
0.6 0.63 1.17 0.18 +0.17 ro1s
BT 0.6 0.63 1.22 0.17 +o.18
0.63  0.66 1.98 +0.16 ro.20
. 0.2 :
0 Tos 0.63  0.66 1.57 0.19 +0.23
0.66  0.68 2.25 +0.25 ro.2s
0.27 o2 0.66  0.68 2.57 0.30 to0.28
0.68 0.7 3.12 0.32 +0.26 fo.ss
+o-2¢ 0.68 0.7 3.11 0.29 +0.35
0.7 0.72 4.50 0.32 +0.36 ro.12
+o-8¢ 0.7 0.72 4.26 0.31 +0.42
0.72  0.74 5.21 0.35 +0.45 roli6
ot 072 074 5.70 0.32 +0.46
0.74  0.76 5.63 0.35 +0.45 Fo's0
At 0.74  0.76 5.83 0.32 +0.56
0.76  0.78 6.52 0.38 +0.54 rolss
to.5t 0.76  0.78 5.79 0.31 +0.65
0.78 0.8 4.39 0 +0.37 ro.12
.32 +o-87 078 0.8 4.37 0.28 +0.42
0.8 0.82 3.45 0 +0.29 ro.30
2 :
7 +o-29 0.8 0.82 3.16 0.26 +0.35
0.82  0.84 2.59 0 +0.27 rost
24 o2 0.82  0.84 2.99 0.25 +0.31
0.84  0.87 2.07 0.15 +0.14 foan
s 0.84  0.87 1.67 0.14 +0.21
0.87  0.92 1.274 +0.121 ro.12
. 0. :
oss  TO1ZL 0.87  0.92 1.198 0.081  T0.127
0.92 1 0.580 0 +0.075 +o.001
. .05 oL
2 +0.070 0.92 1 0.540 0.047  10.094
1 1.2 0.227 0.027  10.049 +o.0s8
+o.040 1 1.2 0.223 0.021  10.058
1.2 2.2 0.0300 0 +0.0124 Fo011
. .00 :
52 19-0128 1.2 2.2 0.0315 0.0042 10.0112
~0.0121
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F. CROSS-SECTION AND RELATED TABLES

mp < my < 10 GeV ®, ¢ 0.0346 mp < my < 10 GeV @/, 0.0294
0 < |t] [GeV2] < 0.05 0 < |t] [GeV2] < 0.05
20 < Wap [GeV] < 28 28 < Woyp [GeV] < 38

mam ﬁrﬁ stat. syst. Mmoo tﬁi"T’;’; stat. syst.

(GeV] [6‘;\‘;—3} (GeV] é:\%]
0.5 0.56 24.6 5.5 o1 0.5 0.56 29.8 6.5 tes
0.56 0.6 25.5 4.8 +i 0.56 0.6 33.5 5.4 +51
0.6 0.63 35.4 5.8 +e.0 0.6 0.63 39.2 5.7 161
0.63  0.66 45.9 6.4 s 0.63  0.66 54.5 6.1 7.7
0.66  0.68 53.0 10.1 BT 0.66  0.68 61.4 8.2 18
0.68 0.7 72.3 9.4 183 0.68 0.7 69.5 8.3 R
0.7 0.72 69.8 9.5 144 0.7 0.72 74.9 9.0 +160.9
072 0.74 92.5 10.4 17 0.72  0.74 101.9 9.3 t12.8
0.74  0.76 88.8 10.1 tie2 0.74  0.76 81.2 8.9 1182
0.76  0.78 85.3 9.7 T 0.76  0.78 84.6 8.5 tiss
0.78 0.8 58.2 8.8 Lo 0.78 0.8 75.4 8.8 1.1
0.8 0.82 35.0 8.0 83 0.8 0.82 46.0 6.9 7
0.82  0.84 19.7 6.3 te3 0.82  0.84 26.3 7.5 T2
0.84 087 6.7 5.8 32 0.84  0.87 22.8 5.0 158
0.87  0.92 6.8 2.8 22 0.87  0.92 8.4 1.8 i
092 1 3.0 1.4 oy 092 1 2.98 0.98 102
1 1.2 0.38 0.59 To.55 1 1.2 1.50 0.41 ool
1.2 2.2 0.29 0.18 O 1.2 2.2 0.23 0.18 Jjgﬂ
mp < my < 10 GeV @, ¢ 0.0248 mp < my < 10 GeV @, ¢ 0.0383
0 < [t [GeV2] < 0.05 0 < [t] [Gev2] < 0.05
38 < Wyp [GeV] < 50 50 < Wyp [GeV] < 80

mrm dfd(jﬁ stat. syst. Mmoo d‘ifﬁ stat. syst.

[GeV] [%{} (GeV] {ﬁg]
0.5 0.56 32.6 7.3 A 0.5 0.56 37.2 5.6 184,
0.56 0.6 38.1 7.1 o 0.56 0.6 45.8 7.5 Tlia
0.6 0.63 44.0 7.2 i 0.6 0.63 38.9 7.8 e
0.63  0.66 55.6 6.9 e 0.63  0.66 55.7 7.2 121
0.66  0.68 64.5 10.5 BT 0.66  0.68 62.5 10.4 6
0.68 0.7 74.7 10.4 s 0.68 0.7 68.4 9.9 tii6
0.7 0.72 99.3 10.6 e 0.7 0.72 91.6 10.6 1178
0.72  0.74 123.2 11.3 e 072 0.74 120.0 10.5 *i8.6
0.74  0.76 98.1 10.5 a2 0.74  0.76 128.6 10.7 1202
0.76  0.78 82.6 9.5 T2 0.76  0.78 118.3 9.8 t16.4
0.78 0.8 67.2 8.3 78 0.78 0.8 55.4 8.0 L5t
0.8 0.82 39.1 6.9 73 0.8 0.82 48.3 5.4 T4
0.82  0.84 31.0 6.2 180 0.82  0.84 26.8 6.5 1g-3
0.84  0.87 24.9 3.8 e 0.84  0.87 19.4 3.8 *2.3
0.87  0.92 7.9 2.0 e 0.87  0.92 8.7 1.9 18
0.92 1 3.40 0.92 +0.82 0.92 1 3.46 0.89 +o-or
1 1.2 1.07 0.42 052 1 1.2 0.73 0.31 10.48
1.2 2.2 0.210 0.069 0001 1.2 2.2 0.136 0.052 0062
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F.1. 7t7n~ CROSS-SECTIONS

mp < my < 10 GeV ®,/,  0.0346 mp < my < 10 GeV @/, 0.0294
0.05 < |t] [GeV2] < 0.11 0.05 < [t| [GeVZ] < 0.11
20 < Wap [GeV] < 28 28 < Woyp [GeV] < 38

mam ﬁrﬁ stat. syst. Mmoo d‘iz"T”ﬂ"ﬂ_ stat. syst.

(GeV] [é;\‘;—g} (GeV] [é%]
0.5 0.56 18.8 4.1 38 0.5 0.56 13.8 3.8 +3.3
0.56 0.6 27.8 4.6 o2 0.56 0.6 19.4 4.8 +5.9
0.6 0.63 37.0 5.3 B 0.6 0.63 36.3 4.9 14l
0.63  0.66 42.3 5.4 e 0.63  0.66 48.4 5.4 168
0.66  0.68 44.9 7.0 a8 0.66  0.68 49.7 6.9 84
0.68 0.7 52.1 7.9 e 0.68 0.7 57.9 6.9 s
0.7 0.72 78.8 7.7 T2 0.7 0.72 78.6 7.8 18
0.72  0.74 82.5 8.0 128 072 0.74 86.9 7.6 +13.8
0.74  0.76 78.4 7.9 izl 074  0.76 99.6 7.7 1138
0.76  0.78 81.6 7.5 e 0.76  0.78 81.3 7.3 FiLo
0.78 0.8 38.2 7.0 Tias 0.78 0.8 54.6 7.2 R
0.8 0.82 41.3 6.6 T8 0.8 0.82 44.4 6.4 t56
0.82  0.84 37.1 6.5 Tio3 0.82  0.84 29.7 5.3 43
0.84  0.87 21.8 4.0 2 0.84 087 21.7 4.1 144
0.87  0.92 12.2 2.5 23 0.87  0.92 11.7 2.1 +1
0.92 1 5.7 1.3 o8 092 1 4.11 0.99 o
1 1.2 1.69 0.52 035 1 1.2 1.70 0.63 i
1.2 2.2 0.22 0.20 o 1.2 2.2 0.16 0.17 To-08
mp < my < 10 GeV ® .+ 0.0248 mp < my < 10 GeV @, ¢ 0.0383
0.05 < |t| [GeV2] < 0.11 0.05 < |t| [GeV2] < 0.11
38 < Wayp [GeV] < 50 50 < Wop [GeV] < 80

mmnm ddjiUTﬂfw stat syst. Mmoo d‘ifyil":w stat. syst.

[Gev] [%@} [Gev] {ﬁg]
0.5 0.56 6.0 3.8 3 0.5 0.56 13.5 4.2 3
0.56 0.6 20.5 4.7 3 0.56 0.6 20.1 4.4 8
0.6 0.63 30.2 6.5 Tes 0.6 0.63 27.9 5.0 R
0.63  0.66 49.2 5.9 6.7 0.63  0.66 34.1 4.8 +77
0.66  0.68 64.1 9.3 g 0.66  0.68 42.6 7.0 94
0.68 0.7 50.3 7.8 7 0.68 0.7 52.4 7.0 .,
0.7 0.72 70.6 8.0 8o 0.7 0.72 53.3 7.2 193
0.72  0.74 87.4 8.9 BT 072 0.74 2.1 - +10-6
0.74  0.76 96.8 8.5 s 0.74  0.76 72.0 7.1 e
0.76  0.78 78.4 7.8 R 076 0.78 83.3 6.8 +11.8
0.78 0.8 54.2 7.1 T 078 0.8 44.6 6.0 72,
0.8 0.82 31.3 6.1 e 0.8 0.82 31.4 5.6 159
0.82  0.84 25.5 6.1 el 0.82  0.84 23.1 4.7 40
0.84  0.87 10.4 3.4 e 0.84  0.87 18.9 3.2 3
0.87  0.92 9.6 1.8 s 0.87  0.92 9.4 1.7 +20
0.92 1 3.48 0.96 +o.s 0,092 1 2.62 0.81 +o.7e
1 1.2 0.72 0.32 o 1 1.2 0.65 0.28 +0.36
1.2 2.2 0.160 0.087 0981 1.2 2.2 0.180 0.056 10039
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F. CROSS-SECTION AND RELATED TABLES

mp < my < 10 GeV ®, ¢ 0.0346 mp < my < 10 GeV @/, 0.0294
0.11 < |t] [GeV?] < 0.21 0.11 < |t] [GeV2] < 0.21
20 < Wap [GeV] < 28 28 < Woyp [GeV] < 38

mam ﬁrﬁ stat. syst. Mmoo tﬁi"T’;’; stat. syst.

(GeV] [6‘;\‘;—3} (GeV] [a:\%]
0.5 0.56 11.5 2.3 28 0.5 0.56 3.9 2.1 25
0.56 0.6 13.5 2.5 39 0.56 0.6 12.6 2.4 25
0.6 0.63 15.0 3.3 a6 0.6 0.63 13.3 3.0 131
0.63  0.66 23.3 3.1 7 0.63  0.66 28.3 2.9 128
0.66  0.68 26.2 4.5 184 0.66  0.68 26.4 4.0 38
0.68 0.7 35.8 4.5 T2 0.68 0.7 29.8 4.0 +oe
0.7 0.72 51.6 4.8 T 0.7 072 45.9 4.5 te7
072 0.74 53.5 1.6 Tt 0.72  0.74 45.5 1.6 178
0.74  0.76 57.6 4.7 80 0.74  0.76 62.6 4.4 181
0.76  0.78 60.4 4.6 82 0.76  0.78 56.1 4.4 -
0.78 0.8 36.7 4.3 e 078 0.8 39.1 4.0 *eL
0.8 0.82 24.7 4.1 T2 0.8 0.82 23.0 3.4 136
0.82  0.84 19.3 3.9 2 0.82  0.84 24.7 3.5 131
0.84 087 10.9 2.5 32 0.84  0.87 10.5 2.1 13-
0.87  0.92 9.5 1.5 2.1 0.87  0.92 11.4 1.5 e
092 1 2.64 0.96 o 0.92 1 3.70 0.73 oo
1 1.2 1.08 0.37 To.88 1 1.2 0.92 0.36 To.52
2 22 0.85 o1z T097 12 2.2 0.360 0.088  +0-098
mp < my <10 GeV Py e i 0.0248 mp < my < 10 GeV P e 0.0383
0.11 < |t]| [GeV?] < 0.21 0.11 < |t]| [GeVZ] < 0.21
38 < Wyp [GeV] < 50 50 < Wyp [GeV] < 80

mrm dfd(jﬁ stat. syst. Mmoo d‘ifﬁ stat. syst.

[Gev] [%{} [Gev] {ﬁg]
0.5 0.56 6.2 2.2 3 0.5 0.56 5.7 1.9 T
0.56 0.6 7.4 2.3 122 0.56 0.6 8.9 2.1 126
0.6 0.63 16.4 3.0 3 0.6 0.63 9.3 2.6 28
0.63  0.66 21.8 3.1 3¢ 0.63  0.66 15.7 2.6 +2.9
0.66  0.68 22.2 4.5 3 0.66  0.68 23.4 4.2 o2
0.68 0.7 29.6 5.3 59 0.68 0.7 32.0 4.1 tee
0.7 0.72 39.8 4.9 te 0.7 0.72 40.5 4.0 158
072 0.74 58.9 5.1 e 072 0.74 41.1 4.0 +8.3
0.74  0.76 56.8 4.9 6.7 0.74  0.76 43.9 3.9 168
0.76  0.78 38.8 4.6 e 0.76  0.78 42.2 3.9 tes
0.78 0.8 34.2 1.2 +es 0.78 0.8 28.2 3.5 147
0.8 0.82 23.7 3.9 s 0.8 0.82 21.4 3.2 29
0.82  0.84 18.0 3.4 29 0.82  0.84 15.3 3.5 -
0.84  0.87 13.3 2.2 e 0.84  0.87 11.8 2.2 R
0.87  0.92 6.5 1.2 o9 0.87  0.92 7.9 11 +19
0.92 1 2.08 0.62 1048 0.92 1 2.97 0.54 +o-58
1 1.2 0.53 0.24 +o.26 1 1.2 0.87 0.21 +o-22
12 22 0.271 o.0s7 10989 1.2 2.2 0.093 0.036 0049
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mp < my < 10 GeV ®_ . 0.0346 mp < my < 10 GeV @/, 0.0294
0.21 < |t] [GeV2] < 0.4 0.21 < |t| [GeV2] < 0.4
20 < Wap [GeV] < 28 28 < Woyp [GeV] < 38

mam d‘iidT’:; stat. syst. Mmoo d‘iz"T”:ﬂ_ stat. syst.

(GeV] d\‘j—g} (GeV] [d\%]
0.5 0.56 2.7 1.1 I 0.5 0.56 2.70 0.93 1
0.56 0.6 6.7 1.2 t1e 0.56 0.6 1.9 1.3 +11
0.6 0.63 10.7 1.7 R 0.6 0.63 9.5 1.4 118
0.63  0.66 10.7 1.6 8 0.63  0.66 9.5 1.3 118
0.66  0.68 12.6 2.4 133 0.66  0.68 14.7 2.1 s
0.68 0.7 15.0 2.3 27 0.68 0.7 13.9 2.3 23
0.7 072 25.6 2.4 a2 0.7 0.72 22.5 2.3 +29
072 0.74 25.4 2.6 tae 072 0.74 27.0 2.2 34
0.74  0.76 28.1 2.5 s 0.74  0.76 27.0 2.2 152
0.76  0.78 32.0 2.5 148 0.76  0.78 29.4 2.2 37
0.78 0.8 24.3 2.4 A 0.78 0.8 20.8 2.1 *33
0.8 0.82 22.2 2.3 a2 0.8 0.82 21.1 2.0 t2¢
0.82  0.84 17.4 2.2 36 0.82  0.84 15.8 2.0 3.0
0.84  0.87 9.6 1.4 R 0.84 087 7.4 1.4 112
0.87  0.92 4.80 0.83 Lo 0.87  0.92 4.74 0.79 o8
092 1 2.14 0.53 o3 0.92 1 1.74 0.49 +0-60
1 1.2 0.89 0.21 Rt 1 1.2 0.62 0.23 +o.20
1.2 2.2 0.142 0.073  F0-074 1.2 2.2 0.241 0.051  TO-181
mp < my < 10 GeV ® .+ 0.0248 mp < my < 10 GeV T/, 0.0383
0.21 < |t| [GeV2] < 0.4 0.21 < |t| [GeV?2] < 0.4
38 < Wyp [GeV] < 50 50 < Wyp [GeV] < 80

mmnm dffﬁ stat. syst. Mmoo d‘ifyil":w stat. syst.

[GeV] %@} [GeV] {%ﬁ]
0.5 0.56 1.34 0.95 e 0.5 0.56 1.65 0.86 RIS
0.56 0.6 4.7 1.1 e 0.56 0.6 3.7 1.1 2.0
0.6  0.63 5.4 1.2 e 0.6 0.63 7.8 1.2 113
0.63  0.66 9.0 1.3 B 0.63  0.66 5.9 1.2 1
0.66  0.68 15.7 2.3 B 0.66  0.68 7.4 1.7 N
0.68 0.7 19.8 2.5 29 0.68 0.7 16.4 1.9 118
0.7 0.72 23.7 2.5 3 0.7 0.72 18.0 2.0 25
072 0.74 26.6 2.5 e 072 0.74 23.4 2.0 *29
0.74  0.76 26.7 2.5 122 0.74  0.76 23.7 2.0 e
0.76  0.78 27.6 2.5 +i2 0.76  0.78 27.2 2.0 32
0.78 0.8 16.8 2.2 20 078 0.8 17.0 1.9 127
0.8 0.82 18.8 2.0 tz.¢ 0.8 0.82 9.8 1.6 126
0.82  0.84 12.3 1.7 =21 0.82  0.84 10.3 1.5 R
0.84  0.87 8.7 1.3 it 0.84  0.87 6.24 0.96 1054
0.87  0.92 3.35 0.62 o2 0.87  0.92 2.90 0.54 +o.74
0.92 1 2.20 0.49 +o.38 0,092 1 1.63 0.29 +o.a0
1 1.2 0.55 0.13 +o.22 1 1.2 0.29 0.1 10.24
1.2 2.2 0.112 0.032 0058 1.2 2.2 0.090 0.020 F0-048
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mp < my < 10 GeV ®,,  0.0346 mp < my < 10 GeV @/, 0.0294
0.4 < |t] [Gev2] < 1.5 0.4 < |t| [GeV2] < 1.5
20 < Wap [GeV] < 28 28 < Wayp [GeV] < 38

mam L;iier’:; stat. syst. Mmoo tﬁi"T’;’; stat. syst.

(GeV] 6‘;\‘;—3} [GeV] d\%]
0.5 0.56 0.22 01s 1032 0.5  0.56 0.37 012 T03
0.56 0.6 0.53 0.16 o 0.56 0.6 0.56 0.13 +014
0.6 0.63 1.16 0.29 +0-52 0.6 0.63 0.61 0.27 +018
0.63  0.66 1.26 0.24 +o58 0.63  0.66 0.97 0.20 +o.2¢
0.66  0.68 2.42 0.46 o0 0.66  0.68 2.11 0.27 o2
0.68 0.7 2.71 0.41 BT 0.68 0.7 1.66 0.31 1028
0.7 0.72 2.42 0.43 T8 0.7 0.72 3.27 0.33 +0.42
0.72  0.74 3.94 0.48 +0.58 0.72  0.74 3.85 0.39 +o-58
0.74  0.76 4.30 0.47 +o.s 0.74  0.76 4.46 0.36 059
0.76  0.78 4.62 0.46 o 0.76  0.78 4.20 0.40 059
0.78 0.8 3.66 0.46 592 0.78 0.8 3.46 0.36 054
0.8 0.82 3.64 0.46 o8 0.8 0.82 3.18 0.38 +0.45
0.82  0.84 2.94 0.44 +o.60 0.82  0.84 2.48 0.29 +oal
0.84  0.87 2.00 0.30 +o.33 0.84  0.87 2.08 0.19 +o-29
0.87  0.92 0.91 0.22 +o.58 0.87  0.92 0.90 0.16 +0-28
092 1 0.69 0.15 o4 0.92 1 0.53 0.12 1012
1 1.2 0.280 0.064 10969 1 1.2 0.283 0.045 10082
1.2 2.2 0.023 0.022 10930 1.2 2.2 0.049 0.012 0097
mp < my < 10 GeV ® .+ 0.0248 mp < my < 10 GeV @, ¢ 0.0383
0.4 < |t| [GeV2] < 1.5 0.4 < |t| [GeV2] < 1.5
38 < Wxyp [GeV] < 50 50 < Wyp [GeV] < 80

mrm d[deTﬂfw stat. syst. Mmoo d‘ifﬁ stat. syst.

[GeV] %} [GeV] {%ﬁ]
0.5 0.56 0.08 0.10 015 0.5 0.56 0.252 0.098 0131
0.56 0.6 0.45 0.17 o1 0.56 0.6 0.07 0.11 o
0.6 0.63 0.56 0.17 To28 0.6 0.63 0.46 0.14 +0.18
0.63  0.66 0.89 0.18 Toa 0.63  0.66 0.86 0.15 +0.23
0.66  0.68 1.78 0.27 +o.23 0.66  0.68 1.20 0.23 to.as
0.68 0.7 1.18 0.29 +o-29 0.68 0.7 1.74 0.27 +0-29
0.7 0.72 2.29 0.33 o5 0.7 0.72 1.86 0.27 o4
0.72  0.74 3.01 0.40 o058 072 0.74 2.92 0.31 o047
0.74  0.76 4.57 0.42 o5 0.74  0.76 3.91 0.31 +0.52
0.76  0.78 4.41 0.38 1054 0.76  0.78 4.32 0.34 +0.5L
0.78 0.8 3.07 0.34 +0-39 0.78 0.8 2.83 0.29 +0.a2
0.8 0.82 2.43 0.32 055 0.8 0.82 2.43 0.27 +o-29
0.82  0.84 2.36 0.37 o2 0.82  0.84 2.17 0.27 o8
0.84  0.87 1.20 0.20 o3 0.84  0.87 1.46 0.17 +0.24
0.87  0.92 1.02 0.10 +014 0.87  0.92 0.993 0.087 10199
0.92 1 0.554 0.083 10100 0.92 1 0.489 0.0s5  +0-10¢
1 1.2 0.208 0.020 10051 1 1.2 0.170 0.023 10008
1.2 2.2 0.0557 0.0065 00152 1.2 2.2 0.0357 0.0054 +0-0149

Table F.6: Unfolded differential cross-section d*c(yp — 777~ Y)/dm.dt in bins
of Mzr, W,p, and t. ep cross-sections are scaled by a W.,,-dependent photon
flux factor as given in the tables. Splitting a normalization uncertainty from
the (symmetrized) total covariance matrix according to Appendix C.3 yields

Anorm = 4.2%. Further correlations are not provided.
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F.2 p° Cross-Sections
F.2.1 o(yp = p°Y)(W,,)

my = mp mp < my < 10 GeV
Wryp Tp stat. syst. Wop op stat. syst.
[GeV] [14b] [GeV] [12b]
20 25 10.50 0.11 +o.81 20 26 5.25 0.14 10.77
25 30 11.009 0.003  F0-799 26 32 5.17 0.11 7L
30 35 11.348 0.092  F0-698 32 38 5.23 0.11 1064
35 40 11.476 0.092  T06.4 38 46 4.918 0.099  F0-59¢
40 45 11.93 0.10 +o.64 46 56 4.76 0.10 +0.69
45 50 12.16 0.11 o 56 80 4.45 0.10 +0.62
50 56 12.60 0.12 +o-8s
56 66 12.53 0.11 o8
66 80 12.42 0.15 oo

Table F.7: Differential cross-section o(yp — p°Y) in bins of W,,. The cross-
section is obtained from a Séding fit of the unfolded differential cross-section
do(yp = 77~ Y)/dmrr (Mar;W,,) and integration of the p® amplitude in the
range 2m, < mgr < 1.53 GeV. Splitting a normalization uncertainty from
the (symmetrized) total covariance matrix according to Appendix C.3 yields
Aporm = 4.7%. Further correlations are not provided.

F.2.2 do(yp — p°Y)/dt(t)

my = mp mp < my < 10 GeV
It d%rtg stat. syst. |t] %’3 stat. syst.
[Gev?] [a‘b—z] [Gev2] [41%}
eV, GeV

0 0.008 105.0 1.5 e 0 0.03 15.21 0.60 +2.55
0.008  0.018 93.4 1.3 56 0.03 0.06 16.68 0.61 27
0.018  0.03 83.6 1.1 31 0.06 0.096 15.31 0.52 2
0.03 0.044 75.7 1.0 e 0.096  0.14 12.17 0.41 e
0.044  0.06 65.12 0.85 RS 0.14 0.2 9.65 0.30 s
0.06  0.078 53.58 o7z 1329 0.2 0.28 7.44 022  +1-99
0.078 0.1 45.14 0.60 2 0.28 0.39 4.90 0.15 +o.68
0.1 0.126 36.34 0.50 22 0.39 0.6 2.604 0.068  +0-524
0.126  0.156 28.90 0.39 R 0.6 1.5 0.557 0.019  +0-085
0.156 0.2 20.87 0.27 Rt

0.2 0.28 12.40 0.16 T8

0.28 1.5 0.850 0.021 10983

Table F.8: Differential cross-section do(yp — p’Y)/dt in bins of t. The cross-
section is obtained from a Séding fit of the unfolded differential cross-section
d*o(yp = 7t 77Y) /dmgrdt(myq;t) and integration of the p° amplitude in the
range 2m,; < Mg, < 1.53 GeV. Splitting a normalization uncertainty from
the (symmetrized) total covariance matrix according to Appendix C.3 yields
Ajorm = 5.6%. Further correlations are not provided.
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F.2.3 do(yp — p°Y)/dt(W,,, t)

my = mp my = mp
20 < Woyp [GeV] < 28 28 < Wyp [GeV] < 38
d d
|t T“'tg stat. syst. [£] T”ta stat. syst.
b 2 pb
Gev? K GeV
[GeV7] [Gev2 [GeV7l Gov2
+6.4 +5.1
0 0.016 87.5 1.4 +o.e o 0.016 94.0 1.3 +51
0.016  0.036 72.6 1.2 23 0.016  0.036 78.8 1.1 12
0.036  0.062 60.1 1.0 ta.4 0.036  0.062 64.00 0.93 +3.45
501 353
+3.30 ) ) +2.57
0.062 0.1 45.06 0.71 380 0.062 0.1 46.11 0.65 257
+2.37 . +1.85
0.1 0.15 30.98 0.55 28T 0.1 0.15 31.81 0.47 e
+1.43 +1.14
0.15 0.23 18.36 0.36 e 0.15 0.23 18.80 0.28 i
+0.117 +0.105
0.23 1.5 1.157 0.032  +O-117 0.23 1.5 1.224 0.028  +0-105
my = myp my = myp
38 < Wyp [GeV] < 50 50 < Wyp [GeV] < 80
do do
1t Ttp stat. syst. [t] Ttp stat. syst.
2 ub 2 ub
Gev' GeV
[GeVv?2] {‘?ch } [GeV©] [ch
0 0.016 102.8 1.4 +5.7 0 0.016 111.6 1.6 +7.8
5.7 ~8.1
0.016  0.036 83.9 1.2 s 0.016  0.036 92.4 1.3 e
0.036  0.062 68.31 0.98 e 0.036  0.062 75.0 1.1 +2.2
~3 ~5.0
+2.64 +3.70
0.062 0.1 49.75 0.69 +2.64 0.062 0.1 53.48 0.73 370
+1.81 +2.49
0.1 0.15 33.53 0.50 +ier 0.1 0.15 35.98 0.52 +2a
+1.05 +1.41
0.15 0.23 19.38 0.31 o 0.15 0.23 20.22 0.32 i
+0.094 ) ) . +0.109
0.23 1.5 1.257 0.020  F0-99¢ 0.23 1.5 1.206 0.030 10109
mp < my < 10 GeV mp < my < 10 GeV
20 < Woyp [GeV] < 28 28 < Wayp [GeV] < 38
a a
|t %ﬂ stat. syst. It %ﬂ stat. syst.
b 2 pb
Gev? K GeV
[GeV7] {GeVQ [GeV7] Gov2
+2.56 +2.38
o 0.05 14.47 0.64 +2.50 o 0.05 15.70 0.61 2
+2.30 +2.25
0.05  0.11 14.92 0.62 +2-80 0.05  0.11 16.08 0.60 +2.28
+1.69 +1.39
0.11  0.21 11.12 0.43 +1.69 0.11  0.21 10.72 0.36 s
+0.93 +0.76
021 0.4 6.40 0.23 108 021 0.4 6.06 0.19 ro-re
+0.165 . +0.132
0.4 1.5 1.058 0.044 10167 0.4 1.5 1.004 0.031  T0-152
mp < my < 10 GeV mp < my < 10 GeV
38 < Wayp [GeV] < 50 50 < Wayp [GeV] < 80
d d
It % stat. syst. |t % stat. syst.
2 ub 2 b
Gev Gev —_ub
[GevZ] [?evi] [GeV7] [GeV
t+2.54 1+3.12
0 0.05 17.02 0.62 +2.54 0 0.05 17.51 0.71 +3.12
+2.00 +2.12
0.05  0.11 14.74 0.55 +2.00 0.05  0.11 13.03 0.53 +2.12
+1.25 +1.26
0.11  0.21 9.70 0.35 12 0.11  0.21 8.59 0.33 tiae
+0.76 ) A +0.62
021 0.4 5.77 0.19 o-re 021 0.4 1.76 0.16 ro-e2
+0.105 +0.108
0.4 1.5 0.863 0.020 10195 0.4 1.5 0.821 0.027 10108

Table F.9: Differential cross-section do(yp — p°Y’)/dt in bins of W, and ¢. The
cross-section is obtained from a Séding fit of the unfolded differential cross-section
Ao(yp = 777 Y) Jdmardt(Mgy; W,p,t) and integration of the p° amplitude in
the range 2m, < m;, < 1.53 GeV. Splitting a normalization uncertainty from
the (symmetrized) total covariance matrix according to Appendix C.3 yields
Anorm = 4.3%. Further correlations are not provided.
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F.3 Misc. Parameter Tables

my = Mmp mp < my < 10 GeV

—tmax —(t) —tmin @ stat. syst. —tmax —(t) —tmin o stat. syst.
[GeV?2] [GeV?2]

0.000 0.008  0.016 .063 0.005 0009 0.000 0.024  0.050 1.050 0.012 10024

0.016 0.026  0.036 .060 0.005 0011 0.050 0.079  0.110 0.962 0.012  FO-02L

0.036 0.049  0.062 .056 0.005  TO-0LL 0.110 0.158  0.210 0.931 0.012  F0-033

0.062 0.080  0.100 .046 0.005 10008 0.210 0.208  0.400 0.925 0011 10923

0.100 0.124  0.150 .040 0.005  T0-969 0.400 0.782  1.500 0.930 0.011  +0-937

0.150 0.188  0.230 .025 0.006  F0-61G

0.230 0.518  1.500 .005 0.007  FO-O6L7

Table F.10: Fit parameters a(t) for the fit of do(yp — p°Y)/dt(W,,,t) shown in
Figure 8.11.
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G DATA SAMPLES

MC sample elas ID  pdis ID

rho PP 9291 9292
rho DIS 9265 9267
omega 7663 7664
phi 7665 7666
rho(1450) 9335 9336
rho(1700) 9337 9338

gamma-dissoc 9350 9354

Table G.1: Diff VM Samples used in the analysis.

Hi1SteerOolumi () {
//run range HE 06/07
fFirstRun = 468531; fLastRun = 500611;

// selected sub triggers
fSubTrigs = "14"; // "0, 1, 2, 3"; // for DIS selection

// excluded runs: FTT L1 not working 475320-476029,
fExcludedRuns =
"475440,475441,475442,475443,475445,475446 ,475447,

476023,476024,476025,476026,476027 ,476028,476029" ;

fPoorRuns = 0; // don’t include poor runs in runselection
fMinRunLumi = 0.1; // minimal lumi required per run in nb~(-1)
fDZ = 35; // vertex range (used e.g. for satellite corr)

// required subdetectors
fCJC1 = 1; fCJC2 = 1; fLAR
£CIP =1; £TOF =1; fFTT

1; fVETO = 1; fLUMI = 1;
1; fSPAC = 1;

// for tagging FTS FMD123, EPlug
fFTS =1; fPLUG = 1; fFmd =1;

fComptonCorrection = 1;

Table G.2: Data samples used in the analysis. OOlumi steering.
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