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Abstract

Submesoscale motions are often not resolved in numerical models, although recent
studies suggest that they interact with mesoscale processes. This might be particu-
larly relevant for regions like the California Current System (CCS) where mesoscale
processes redistribute nutrients and organic matter to offshore regions. In this study,
the impact of submesoscale fronts on mesoscale eddies and biological productivity
is examined by comparing two models of the CCS with different horizontal resolu-
tions: a conventional (7.0 km) and a front-permitting resolution (2.8 km). A novel
detection algorithm was developed which allows quantifying the area covered by sub-
mesoscale fronts. The algorithm reveals that fronts occur more often in anticyclones
than in cyclones. This results in a weakening of the density anomaly associated
with anticyclones by 40 % during winter for the increased resolution. Further, the
energy cascade of mesoscale eddies is better resolved contributing to the seasonal
evolution of eddy kinetic energy. Finally, the biological productive band at the coast
broadens, presumably driven by enhanced lateral transport of nutrients. The results
demonstrate that submesoscale and mesoscale motions are inextricably linked and
that regional numerical models should aim to resolve submesoscale fronts for future
studies.
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Zusammenfassung

Numerische Modelle lösen submesoskalige Prozesse häufig nicht auf, obwohl gezeigt
wurde, dass sie auch mesoskalige Prozesse beeinflussen. Dies ist besonders in Regio-
nen wie dem California Current System (CCS) relevant, da dort mesoskalige Prozes-
se am Transport von Nährstoffen und organischem Material in küstenferne Regionen
beteiligt sind. In dieser Arbeit wird der Einfluss von submesoskaligen Fronten auf me-
soskalige Eddies und biologische Produktivität untersucht, indem zwei Modelle des
CCS mit unterschiedlicher horizontaler Auflösung verglichen werden: eine konven-
tionelle (7.0 km) und eine feine Auflösung (2.8 km). Zudem wurde ein Erkennungsal-
gorithmus für submesoskalige Fronten entwickelt, der deren eingenommene Fläche
ermittelt. Der Algorithmus zeigt auf, dass Fronten häufiger in Anticyclonen als in
Cyclonen auftreten. Dies führt in der feineren Auflösung zu einer Abschwächung der
Dichteanomalie in Anticyclonen von 40 % im Winter. Zudem wird die Energiekaska-
de von mesoskaligen Eddies und damit auch die Saisonalität der eddy kinetic energy
(EKE) besser aufgelöst. Außerdem verbreitert sich die biologisch produktive Zone an
der Küste, vermutlich durch verstärkten lateralen Transport von Nährstoffen. Die
Ergebnisse zeigen, wie eng submesoskalige und mesoskalige Prozesse miteinander
verbunden sind und dass regionale numerische Modelle submesoskalige Fronten für
kommende Studien auflösen sollten.
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1 Introduction

The California Current System (CCS) is a highly productive coastal region (Carr,
2001) that also drives productivity in the northeast Pacific Ocean (Frischknecht et
al., 2018; Gruber et al., 2011; Nagai et al., 2015; Renault et al., 2016). Over the last
years, various studies suggested that processes with scales of 0.1 km to 10 km - the
so called submesoscale - could have significant impacts on upper ocean dynamics
(Boccaletti et al., 2007; Capet et al., 2008a; Mahadevan, 2016; McWilliams, 2016,
2019; Sasaki et al., 2014; Schubert et al., 2020; Thomas et al., 2005) and biologi-
cal productivity (Kessouri et al., 2020; Lapeyre et al., 2006; Lévy, Ferrari, et al.,
2012; Lévy et al., 2018; Lévy et al., 2001; Mahadevan, 2016; Omand et al., 2015;
Stukel et al., 2017). However, the question about consequences for a consideration
in numerical models remains open (Fox-Kemper et al., 2019). Therefore, this study
examines how submesoscale processes impact larger scales and how this alter biolog-
ical productivity.

The CCS is located at the west coast of North America. In this study, the fo-
cus is on the central CCS which extends from Cape Mendocino at 40°N to Point
Conception at 35°N (Checkley et al., 2009). During spring and summer, equator-
ward winds lead to offshore Ekman transport and upwelling of cold, nutrient-rich
water at the coast which fuels biological productivity (Huyer, 1983). In addition,
two large scale flows occur in the region. The California Current (CC) is part of
the North Pacific Gyre and appears as a broad, equatorward flow with velocities of
∼0.1 m s−1. It is accompanied by intense jets of ∼0.5 m s−1 which are ∼75 km wide
(Huyer et al., 1991). The poleward California Undercurrent (CUC) develops in re-
sponse to equatorward winds. It is located close to the coast at 100 m to 300 m depth
(McCreary et al., 1987). Biological and physical processes are tightly coupled in the
CCS (Bograd et al., 2001) and are subject to strong interannual variability driven
but not limited by basin-scale effects (Frischknecht et al., 2015). As a representa-
tive of Eastern Boundary Upwelling Systems (EBUS), the CCS shares similarities in
ocean dynamics and biological productivity with other EBUS (Chavez et al., 2009).
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The highly dynamic regime in the CCS gives rise to mesoscale processes, i.e. mesoscale
eddies (Kelly et al., 1998). Emerging from instabilities in large scale currents, these
coherent vortices have radii of 35 km to 100 km (first Rossby radius of deformation)
and lifetimes of up to several months (Kurian et al., 2011). Mesoscale eddies are ver-
tically hydrostatic and have a geostrophic horizontal flow, that is a counter-clockwise
rotation of cyclones around a positive density anomaly in the Northern Hemisphere
(anticyclones clockwise around a negative density anomaly) (McWilliams, 2008).
Due to the vertical displacement of isopycnals, mesoscale eddies are also associated
with an anomaly in sea surface height (SSH) that is negative for cyclones and pos-
itive for anticyclones. This allows for tracking of mesoscale eddies with satellites
(Chelton, Schlax, et al., 2011; Ducet et al., 2000).

Mesoscale eddies impact biological productivity in several ways. They stir surround-
ing waters (Chelton, Gaube, et al., 2011; Rossi et al., 2008), trap fluids present dur-
ing formation and thereby transport biogeochemical properties to distinct regimes
(Chelton, Gaube, et al., 2011; Flierl, 1981; Nagai et al., 2015). In addition to lateral
transport mechanisms, the vertical displacement of isopycnals impacts biological
productivity. The displacement allows for adiabatic fluxes (along isopycnals) of
biogeochemical tracers in to or out of the euphotic zone where they can fuel produc-
tivity (Falkowski et al., 1991; Freilich et al., 2019). Further, the displacement also
changes the mixed layer depth (MLD) which is decreased for cyclones and increased
for anticyclones. Thereby, the light exposure time of phytoplankton in light limited
regimes is affected (McGillicuddy, 2016). Moreover, vertical transport of nutrients
or biomass can be induced by surface stress (interaction with wind) (Gaube et al.,
2015; McGillicuddy et al., 2008; Stern, 1965) or vortex deformations (interaction
with other eddies or currents) (Martin et al., 2001). All these effects have been ex-
tensively investigated in observations (Friedrichs et al., 2009; Kahru et al., 2009) and
numerical models (Frischknecht et al., 2018; McGillicuddy, 2016; Nagai et al., 2015).

In contrast, submesoscale motions are often not resolved in numerical models and
less is known about their interaction with other scales and processes. The subme-
soscale lies between the mesoscale (dominated by rotation of the earth) and vertical
turbulent mixing. It comprises spatial scales of 0.1 km to 10 km and temporal scales
of days to weeks, which makes observations and numerical modelling challenging
(Thomas et al., 2008). A lot of processes fall into the submesoscale (e.g. subsurface
coherent vortices (McWilliams, 1985) or currents in the deep sea (Vic et al., 2018)),
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but the focus of this study is on submesoscale fronts in the upper ocean and associ-
ated processes.
In the upper ocean, submesoscale fronts emerge at horizontal density gradients and
are powered by atmospheric forcing and mesoscale strain (Thomas et al., 2008).
Further, they can be intensified by Ekman transport induced by down-front winds
(Thomas et al., 2005). They appear as transitory fronts of strong vertical velocity
(∼10−4 m s−1, always up- and downwelling paired), are ∼10 km wide and cover large
parts of the upper ocean (Capet et al., 2008b). Their penetration depth is modulated
by the MLD, thus they are strongest in winter (Callies et al., 2015; Mensa et al.,
2013). An illustrative description of the physical processes leading to the formation
of fronts - also called frontogenesis - can be found in Mahadevan (2016). Because
the submesoscale is close to the resolution limit of current numerical models,

H1: we hypothesize that submesoscale frontogenesis is better re-
solved with higher horizontal resolution.

Submesoscale fronts are believed to impact the mesoscale. On the one hand, in-
stabilities, also called mixed layer instabilities (MLI), can detach as mixed layer
eddies (MLE) from frontal regions. The horizontal scale of MLE can be as small as
∼5 km but they grow with time (Boccaletti et al., 2007). MLE restratify the mixed
layer by overturning isopycnals from vertical to horizontal (Fox-Kemper et al., 2008;
Lévy, Ferrari, et al., 2012; Whitt et al., 2017). Further, small eddies like MLE can
be absorbed by mesoscale eddies and thus increases the kinetic energy of the merged
eddy. Thereby, kinetic energy is transported from smaller to larger scales which is
called inverse energy cascade (Sasaki et al., 2014; Schubert et al., 2020). On the
other hand, symmetric instabilities in frontal regions dissipate kinetic energy and
thereby drive a forward energy cascade from mesoscale to turbulent mixing (D’Asaro
et al., 2011; Schubert et al., 2020).

The question arises if submesoscale fronts have to be considered in numerical mod-
els, despite the increased computational resources this requires. Capet et al. (2008a)
were one of the first to address this question in the context of the CCS. They com-
pared numerical models of an idealized CCS with different horizontal resolutions
(down to 750 m) and investigated the dynamics at submesoscale fronts (Capet et al.,
2008b) as well as the corresponding energy cascade (Capet et al., 2008c). In partic-
ular, they determined the length scale at which the energy flux changes sign (from
inverse cascade to forward cascade) to be ∼35 km (Capet et al., 2008c) which is
much smaller than estimates from altimetry data of ∼100 km (Tulloch et al., 2011).
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This scale is impacted by eddies with a diameter as small as ∼17 km (Schubert et al.,
2020, Appendix B) which is close to the length scale of MLE. Recently, Schubert
et al. (2020) confirmed that MLE strongly support the inverse energy cascade and
that kinetic energy at mesoscale is reduced by up to 20 % when submesoscale mo-
tions are not resolved. However, the impact on single eddies remains unclear.

There are only few studies on how mesoscale eddy properties change when subme-
soscale fronts are resolved. In general, anticyclonic vorticity facilitate submesoscale
instabilities (Haine et al., 1998; McWilliams et al., 2004; Thomas et al., 2013). This
was observed for an idealized setup by Brannigan et al. (2017) who found insta-
bilities to grow faster and at coarser resolutions in anticyclones than in cyclones.
Furthermore, Schubert et al. (2019) compared numerical models of the Agulhas sys-
tem with different horizontal resolutions and found that especially cyclones with
a large amplitude in their SSH anomaly are better resolved in the high-resolution
model. In this study, the focus is on the density anomaly of mesoscale eddies which
is linked to the SSH anomaly. It describes the vertical displacement of isopycnals
in the eddy core and thereby impacts biological properties. Following the findings
of Schubert et al. (2019),

H2: we hypothesize that the resolution of submesoscale fronts leads
to a strengthening of the density anomaly in cyclones whereas
it remains unchanged for anticyclones.

The question how submesoscale fronts impact biological productivity is a much de-
bated issue. On the one hand, the strong vertical velocities associated with subme-
soscale fronts can enhance the vertical transport of nutrients and organic matter
with consequences for productivity and diversity (Lévy et al., 2018; Whitt et al.,
2019). On the other hand, Lévy et al. (2018) concluded that their impact on nutri-
ent supply to the euphotic zone is limited. The reason is that the fronts are bound
to the MLD and that their seasonality is out of phase with the biological produc-
tive season in summer. However, they point out that restratification induced by
MLE can impact productivity in light limited regimes (i.e. spring blooms) and that
submesoscale dynamics might affect biodiversity, community structure and patch-
iness (Lévy et al., 2018). Nevertheless, resolving submesoscale processes can alter
biological productivity indirectly, e.g. due to changes in the mean circulation (Lévy,
Iovino, et al., 2012). Further, mesoscale processes which transport nutrients and
organic matter, can be impacted as well. This was observed recently by Kessouri
et al. (2020). They compared nutrient fluxes and biological productivity in the
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CCS between models with 4 km and 1 km horizontal resolution and found that eddy
quenching (an eddy-induced reduction of primary productivity at the coast, see chap-
ter 3.3.1) is intensified in the high-resolution model. These findings and the changes
induced by an increase of horizontal resolution are revisited in this study.

H3: We hypothesize that the biological productive band at the
coast is broadened for an increased horizontal resolution.

The study is based on the comparison of two numerical models of the CCS: a
mid-resolution (conventional) model with 7.0 km horizontal resolution and a high-
resolution (front-permitting) model with 2.8 km horizontal resolution (see chap-
ter 2.1). First, mesoscale eddies are identified using a SSH-based detection algo-
rithm (see chapter 2.2) and compared between the two models in chapter 3.1. The
presence and characteristics of submesoscale fronts are examined in chapter 3.2. To
this end, a novel detection algorithm was developed which is described in detail in
chapter 2.4. Thereafter, the differences between the two models regarding biological
productivity, i.e. net primary production (NPP), are explored in chapter 3.3. In
chapter 4 the results are gathered and implications are discussed.

5



2 Data &Methods

2.1 Model Setup

The data for this study was obtained with the Regional Ocean Modeling System
(ROMS) which solves the three-dimensional primitive equations (Shchepetkin et al.,
2005). The model uses curvilinear horizontal coordinates (see below) and terrain-
following vertical coordinates with 64 layers (Song et al., 1994) which allows for a
high resolution in the ocean surface layer. For a better representation of vertical
velocities, the WENO numerical scheme is used (Shu, 1998; Vandemeulebrouck et
al., 2020). Vertical mixing is parameterized by the commonly used KPP scheme
for boundary layers (Large et al., 1994). For biochemistry, the Biological Ele-
mental Cycling module (BEC) (Moore et al., 2013) is coupled to ROMS. This
biogeochemical-ecological model involves different limiting nutrients, different phy-
toplankton functional types and the explicit cycling of carbon which enables more
realistic productivity estimates in the considered domain (Frischknecht et al., 2017).
The model parameters are the same as in Frischknecht et al. (2018), with the excep-
tion of the atmospheric forcing for which the ERA5 reanalysis dataset (Hersbach
et al., 2020) is used.

In this study, only the central part of the CCS is analysed (grey area in Figure 2.1).
The region within 200 km off the coast is referred to as nearshore, the region be-
tween 200 km and 800 km as offshore. The two models were run for five years with
a climatological normal year forcing (based on year 1979). Only the last three years
are considered for the analysis (see chapter 3.3.2 for the reason). The data is saved
as bidaily averages.
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2.1. Model Setup

Mid-resolution model

The horizontal grid used for the mid-resolution model (MR) is a telescopic grid
(Bentsen et al., 1999) with poles at 41.5°N,−114.0°E and −10.0°N,9.0°E (see Fig-
ure 2.1). The grid has been used in previous studies on the CCS (Frischknecht
et al., 2018; Frischknecht et al., 2017) because it benefits from a high resolution at
the coast but still captures basin-scale effects. In addition, it shifts the error-prone,
open lateral boundary far from the analysis region. The mean resolution of the
subdomain used for analyses is 7.0 km (ranging from 4.6 km at the coast to 10.6 km
offshore), the nominal resolution is 10 km1.
The initial conditions for MR are based on a spin-up of 20 years with a repeating
forcing of year 1979 (first 10 years physics only, afterwards with BEC, unpublished
work). A timestep of 600 s was used for this resolution.
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Figure 2.1: Horizontal grids for MR (left) and HR (right). Red lines denote 200km
and 800 km distance to coast. The gray area is the analysis domain.

High-resolution model

The horizontal grid used in the high-resolution model (HR) is also telescopic with
the same poles as in MR. The horizontal resolution is increased by a factor of 2.5 to
a mean resolution of 2.8 km (ranging from 1.8 km to 4.2 km) resulting in a nominal
resolution of 5 km1.

1The nominal horizontal resolution was calculated according to CMIP6 global attribute standards,
see CMIP6 Global Attributes, DRS, Filenames, Directory Structure, and CV’s; Appendix 2
[website], https://goo.gl/v1drZl (accessed 17.11.2020, version 6.2.7).
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2.2. Mesoscale Eddy Detection

In contrast to MR, HR is not integrated on the whole basin. Instead, the grid is
clipped at ∼1000 km off the coast (see Figure 2.1) and the results of MR are used as
lateral boundary conditions. The initial conditions and the atmospheric forcing are
the same as for MR (interpolated to HR grid). The timestep is reduced to 200 s.

2.2 Mesoscale Eddy Detection

Mesoscale eddies are detected using the algorithm of Faghmous et al. (2015) with
adaptions for curvilinear grids implemented by Lovecchio et al. (2018). The algo-
rithm defines an eddy as the largest closed contour of SSH anomaly around a single
local extreme (minimum for cyclones, maximum for anticyclones). In a first step,
local extremes are identified by comparing each pixel to its 5x5 neighborhood. Af-
terwards, the eddy extent is iteratively constructed around each extreme. At each
iteration, neighbouring pixels with a SSH value above (or below) a threshold are
assigned to the eddy and the threshold is increased (or decreased). The threshold
starts from the extreme itself. As soon as the eddy comprises another extreme, the
iteration stops and the previous iteration result is used as eddy extent (Faghmous
et al., 2015, see their Figure 1.2). In this study, the threshold was changed by 5 cm
at each iteration.

After eddies have been detected in each frame, a tracking algorithm developed by
Chelton, Schlax, et al. (2011) assemble the instances to tracks. The algorithm
matches an eddy at time t to an eddy at t − 1 if it is within a given radius of the
previous detection. The radius is based on the propagation speed. In addition, the
amplitude and size of the two instances have to be similar, meaning that they do not
change more than by a factor of 0.25 to 2.75 between t−1 and t. If no matching eddy
was found in t, a fake eddy with the same size and amplitude as in t − 1 is placed
along the eddy trajectory in t (based on the propagation speed from t − 1). The
fake eddy can be matched in the following time step. This allows missing detections
in tracks. The maximum number of consecutive fake eddies can be specified as a
parameter (Faghmous et al., 2015, see their Figure 2). For this study, the number
of consecutive fake eddies is set to 1 which corresponds to 2 d.

As proposed by Faghmous et al. (2015), the tracks are filtered based on their lifetime.
Hence, only eddies belonging to tracks with a lifetime of more than 4 d (correspond-
ing to 2 frames) are considered in this study.
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2.3. Metrics of Mesoscale Eddy Characterization

2.3 Metrics of Mesoscale Eddy Characterization

The radius of an eddy re is defined as the radius of a circle with the same area as
the eddy and is given as

re =

√
Ae

π
(2.1)

with Ae being the area of the eddy. It is commonly used (e.g. in Chelton, Schlax,
et al. (2011) and Kurian et al. (2011)) because it is comparable to the Rossby de-
formation radius.

Eddies are associated with temperature and density anomalies. The anomaly of
an observable X is given as X ′(t) = X(t)−X(t) with X being the mean state. For
a characterization of eddies, X should average out all eddy-induced variability but
keep variability of larger scales (e.g. seasonal cycle or large-scale gradients). In this
study, X(t) is approximated by averaging the climatology of X over 60 days around
the day of year (DOY, given by t) with triangular weighting. The climatology at a
given DOY is the average of all snapshots belonging to this DOY.

The eddy kinetic energy (EKE) is the kinetic energy of mesoscale horizontal mo-
tions (Rieck, 2019). It is given as

EKE =
1

2
u′v′ =

1

2
(u− u)(v − v) (2.2)

with u, v being the surface horizontal velocity components and u, v their mean state.

Eddy composites are averages of a property (e.g. temperature anomalies) in the
eddy impact region over many eddy instances. They can be thought of as a mean
eddy (McGillicuddy, 2016). In order to calculate the composites, the eddy instances
have to be resized to the same grid. This is achieved by applying the following steps
to each eddy instance

1. determine radius re and center ce of the eddy

2. get the data of the target property inside a bounding box of length n∗re
centered at ce

3. interpolate the extracted data to a fixed grid size of 50px × 50px.

9



2.4. Detection Algorithm for Submesoscale Fronts

n determines the eddy impact area and is chosen to be n = 4 in this study. In order
to perform a meaningful interpolation, only eddies with re > 35 km are considered
for composites in this study.

2.4 Detection Algorithm for Submesoscale Fronts

Submesoscale fronts occur as elongated fronts of strong vertical velocities in the
upper ocean (McWilliams, 2016). In the course of this study, a detection algorithm
was developed which detects fronts in the vertical velocity field. It makes use of
three characteristics of the fronts: (1) enhanced vertical velocity (up or down), (2)
elongation and (3) consistency in depth. The algorithm consists of three steps which
are defined below for the detection of upward fronts (for downward fronts only the
sign in the thresholding step changes). The steps are also illustrated in Figure 2.2.

Figure 2.2: Steps of submesoscale front detection algorithm. (a): The 3D
vertical velocity field used as input. (b): Pixels of strong vertical veloci-
ties are identified by applying an adaptive threshold tw(z) (⇒ Phvv). (c):
The pixels are grouped by a 2D connected component analysis to dis-
tinct components (⇒ C̃). Too small or circular components are dropped
(⇒ C). (d) The remaining components are combined vertically by a 3D
connected component analysis to a set of possible fronts (⇒ F̃ ). Only
fronts that exceed several depth levels are kept (⇒ F ).
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2.4. Detection Algorithm for Submesoscale Fronts

Step 1: A threshold tw(z) for the vertical velocity is calculated to obtain regions
with strong vertical velocities. To this end, the vertical velocity field w(x, y, z) is
smoothed laterally (Gaussian filter with σlat) resulting in wsmooth(x, y, z). tw(z) is
then calculated as the lateral average of the absolute value of wsmooth:

tw(z) =< |wsmooth(·, ·, z)| > . (2.3)

Note, that tw(z) can be different for different depth levels. With tw(z) a set of pixels
with enhanced vertical velocity can be defined for every depth level. This is given
as

Phvv(z) = {p|p ∈ P (z), w(xp, yp, z)− wsmooth(xp, yp, z) ≥ 2tw(z)} (2.4)

with (xp, yp) being the location of the pixel p and P (z) the set of all pixels at depth
level z. For downward fronts, the set is given as

Phvv(z) = {p|p ∈ P (z), w(xp, yp, z)− wsmooth(xp, yp, z) ≤ −2tw(z)} . (2.5)

Step 2: A two-dimensional connected component analysis is carried out on Phvv(z)

(more precisely on a boolean map where all pixels ∈ Phvv(z) are 1 and all others
are 0). This transforms the pixel space into distinct components. The resulting
components C̃(z) are filtered by two criteria. The first criterion is that the number
of pixels belonging to a component c ∈ C̃ (denoted as #c) exceeds a minimum
threshold of ncomp pixels. This removes very small components which are considered
to be noise. The second criterion is that the ratio between #c and the area of the
bounding box enclosing the component (denoted as bbox(c)) should be smaller than
a threshold rcomp (0 ≤ rcomp ≤ 1). This criterion ensures that the components are
elongated (a line has a very small ratio, a circle has a ratio of 0.79). The filtering of
C̃(z) results in

C(z) =

{
c|c ∈ C̃(z),#c ≥ ncomp,

#c

bbox(c) ≤ rcomp

}
(2.6)

Step 3: The identified components are combined vertically. To this end, a set of
pixels presumably associated with fronts is constructed:

Pfront =

p|p ∈
⋃

z∈{0,...,Z}

⋃
c∈C(z)

c

 (2.7)
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2.4. Detection Algorithm for Submesoscale Fronts

Model σlat ncomp rcomp ndepth

MR 2 4 0.5 5
HR 2 10 0.5 5

Table 2.1: Parameters for submesoscale front detection

with Z being the maximum depth level. A three-dimensional connected component
analysis is carried out on Pfront (as described before) resulting in a set of possible
fronts F̃ . A front f ∈ F̃ is accepted as a front if its vertical extension (number
of depth levels with non-zero components, denoted as #zf) exceeds a minimum
threshold of ndepth depth levels. This criterion ensures consistency in depth. The
final set of detected fronts F is then given as

F =
{
f |f ∈ F̃ ,#zf ≥ ndepth

}
(2.8)

The optimal set of parameters was determined by visual inspection of the detec-
tion results. The chosen parameters used in this study can be found in Table 2.1. It
turned out that σlat is the most important parameter. Because the thresholding step
uses the deviation from wsmooth, σlat implicitly determines the width and number of
detected fronts. This can be seen in Figure A.7 which shows detections for different
values of σlat. The sensitivity to σlat is a strong limitation and future studies should
seek a more robust thresholding. In contrast, the results seem to be less sensitive to
the choice of ncomp and ndepth as small values for these thresholds are sufficient to
filter out false detections. Also rcomp allows for a large margin because most features
are strongly elongated and are clearly distinguishable from circular features.

Overall, the algorithm shows an acceptable performance. Fronts are detected in
both models during winter (see Figure A.1 to A.3 for HR and Figure A.5 to A.6
for MR) and hardly any fronts are detected during summer (see Figure A.4). The
number of fronts does not seem to be a meaningful metric, because the algorithm
detects each upwelling- and downwelling component as a single front. Visual in-
spection confirms however, that the area covered by submesoscale fronts is captured
quite well by the detection algorithm.
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2.5. Error Estimation

2.5 Error Estimation

The results of this study are based on detections of mesoscale eddies and subme-
soscale fronts. Unfortunately, the detection algorithms do not provide information
about confidence of a detection. Therefore, the uncertainty ∆x of a value x is ap-
proximated in this study by the interannual range of x, i.e. ∆x = 1

2
(maxyears(x) −

minyears(x)). Although this approximation is convenient, it is likely to underestimate
the true uncertainty because a normal year forcing is used in this study. Moreover,
spatial and seasonal variability is not captured by this approach. Hence, the reported
uncertainties have to be taken with caution.
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3 Results

3.1 Mesoscale Eddies

3.1.1 Evaluation of Detection Results

The detection algorithm of Faghmous et al. (2015) detects ∼25 % more eddies in HR
than in MR. During the three years of analysis, 24.9 ± 0.2 cyclones and 22.2 ± 0.2
anticyclones are detected in MR per day. On the other hand, 34.5 ± 0.3 cyclones
and 29.7 ± 0.2 anticyclones are detected in HR per day. Both models show a slight
increase in the number of detected eddies from March to October, but the ratio of
cyclones to anticyclones is constant in the course of the year (1.14 ± 0.01 in MR,
1.18 ± 0.01 in HR). The ratio compares very well to ratios of 1.18 reported by
Kurian et al. (2011, see their Figure 5) and 1.15 − 1.25 reported by Nagai et al.
(2015), albeit they used a different detection algorithm. The number of detections
is not directly comparable because the studies analysed a larger part of the CCS.

The increased number of detections in HR is caused by detection of more smaller
eddies with a radius re ≤ 30 km. This can be seen in the distribution of re which
is shown in Figure 3.1. Only (37.0 ± 1.2)% of all detected eddies in MR have a
radius re ≤ 30 km, whereas (59.5 ± 1.6)% in HR fall in this category. For the range
30 km ≤ re < 100 km, the number of detections is very similar in MR and HR. Very
large eddies with radius re > 100 km are less present in HR but are rare in both
models. The number of detections decreases exponentially with increasing radius
which is consistent with results from Kurian et al. (2011, see their Figure 5).
The detection algorithm defines eddies as closed contours in SSH around a single
extremum (Faghmous et al., 2015). Hence, the algorithm is sensitive to the smooth-
ness of the SSH field and thus to the horizontal resolution. To evaluate the impact
of this effect, the SSH field of HR was interpolated to the grid of MR. As expected,
the fraction of smaller eddies is reduced to (42.6 ± 1.0)%, but it is still higher than
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Figure 3.1: Distribution of eddy radius. The distribution is plotted to the right
for cyclones and to the left for anticyclones.

for MR. This indicates that there are indeed more smaller eddies in HR than in MR
and that it is not just caused by the sensitivity of the detection algorithm.

The radius of eddies increases with their distance to the coast (see Figure A.8).
Within the first 250 km off the coast, the average radius increases by ∼60 % from
19 km (13 km) to 48 km (31 km) in MR (HR). Beyond 250 km, eddies grow slower
and approach a radius of 63 km (48 km) around 800 km off the coast in MR (HR).
This evolution has also been observed by Kurian et al. (2011, see their Figure 8).

Regarding the lifetime, cyclones are more stable than anticyclones, especially in
HR. On the one hand, the average lifetime of cyclones (83 d in MR, 58 d in HR) is
longer than the average lifetime of anticyclones (70 d in MR, 49 d in HR). Though,
the values have high variance of ∼150 % as the lifetimes can reach from few days
to several months. On the other hand, cyclonic dominance increases for long-lived
eddies. More precisely, the ratio of cyclonic to anticyclonic tracks increases with
an increasing threshold of minimum lifetime (see Figure 3.2). This is in accordance
with results of Kurian et al. (2011, see their Figure 5). The effect is stronger in HR
as the ratio is larger in HR for every minimum lifetime threshold. For a minimum
lifetime of 90 d for example, there are 113 (115) cyclones and only 95 (83) anticy-
clones in MR (HR). Results regarding lifetime of eddies should be treated with
caution, because the tracks are likely to be biased to short tracks. The reason is
that missing detections or eddy interactions can lead to an early stopping of tracks
and eventually a starting of new tracks. Nevertheless, a comparison of cyclones and
anticyclones is valid as both are affected by this issue.
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Figure 3.2: Ratio of cyclonic to anticyclonic tracks. The shaded area represents
the interannual variability. The reason for the high variability is twofold:
the number of tracks decreases with increasing threshold and the tracks
had to be attributed to a single year although they can span two years.

3.1.2 Seasonality of Eddy Strength

The most energetic mesoscale eddies are formed nearshore during summer. This
can be seen in Figure 3.3 which shows the EKE associated with cyclones and anti-
cyclones. During summer and autumn, the eddies move offshore (westwards) and
reach the offshore region in winter where most of the associated energy dissipates.
This seasonality has been observed in various other studies as well (Chaigneau et al.,
2009; Checkley et al., 2009; Kelly et al., 1998; Kurian et al., 2011). Compared to MR,
the overall EKE (i.e. independent of eddy detections) increases by (10.2 ± 0.5)% in
HR with a maximum increase of (14.9 ± 1.0)% during spring. This matches well to
observations of Schubert et al. (2020) who observed a reduction of kinetic energy in
the mesoscale by ∼20 % when submesoscale motions are not resolved.

In the nearshore region, an outstanding difference between MR and HR is the en-
hanced activity of eddies in spring (see Figure 3.3). From March to June, the
mean EKE of nearshore anticyclones is (18.3 ± 0.4)× 10−3 m2 s−2 in MR compared
to (26.2 ± 0.4)× 10−3 m2 s−2 in HR. This matches to the increase of overall EKE
during spring mentioned above. A reason for the increase could be a difference
in the strength of the CUC, because the formation of nearshore eddies is strongly
driven by vertical shear induced by the undercurrent (Checkley et al., 2009; Kurian
et al., 2011). The strength of the CUC can be assessed by the horizontal velocity
component u because the curvilinear gridlines of the model are approximately par-
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Figure 3.4: Vertical structure of temperature anomaly. The number of aggre-
gated eddies is denoted in brackets.

allel to the coast (see chapter 2.1). From February to March, the CUC and the CC
are stronger in HR than in MR (see Figure A.9). In contrast, both currents are of
similar strength in HR and MR from June to August. The stronger CUC generates
more shear which might be a reason for the enhanced eddy activity in early spring.
An investigation of the exact reason for the different strength is out of the scope
of this study. Nevertheless, it should be noted that both models differ from obser-
vations of Rudnick et al. (2017, see their Figure 4.2.3.1 to 4.2.3.4) or model results
of Renault et al. (2020, see their Figure 20). Therefore, future studies should pay
special attention to the tuning of the CUC strength.

Before the density anomaly is examined, the vertical structure of the anomalies
in mesoscale eddies is briefly discussed. Figure 3.4 shows the vertical structure of
the temperature anomaly in MR. It primarily follows the density anomaly, but
Kurian et al. (2011) only report the temperature anomaly. The anomaly extends
down to more than 500 m and has a maximum ∼100 m. A similar depth of maximum
anomaly was found by Kurian et al. (2011, see their Figure 16), though they report
weaker anomalies (−0.78 K and 0.48 K compared to ∼−1.0 K and ∼1.2 K in this
study). This can be explained by the different definition of anomaly: Kurian et al.
(2011) approximate the mean state as a spatial average over a box of 85km × 85km
around the eddy core. Considering the typical eddy size, this removes less of the
eddy-induced variability from the mean state than the method applied in this study
(see chapter 2.3).
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Figure 3.5: Offshore density anomaly. The black bars denote the interannual
variability. Note, that the anomaly is negative in anticyclones.

Regarding the density anomaly, offshore cyclones exhibit a seasonality in HR which
is not present in MR. The average anomaly between 80 m and 120 m (which includes
the maximum) is shown in Figure 3.5. The anomaly in MR has little variance (val-
ues range from 25 × 10−3 kg m−3 to 32 × 10−3 kg m−3 without a trend). In contrast,
the anomaly in HR increases systematically from (25.4 ± 0.6)× 10−3 kg m−3 in late
winter to (37.6 ± 0.6)× 10−3 kg m−3 in late summer.
The effect is also visible in EKE associated with offshore cyclones. Figure 3.6 shows
the relative increase in EKE from MR to HR: cyclones start to intensify in late
spring and are ∼50 % more energetic during summer in HR than in MR. But even
during winter the EKE is ∼20 % higher in HR. This is mainly driven by spontaneous
(i.e. not related to eddies coming from nearshore) and localized boosts of the EKE
(see e.g. at 400 km off the coast in March, Figure 3.3).

By contrast, the density anomaly of offshore anticyclones differ strongly between
MR and HR. The difference is largest in winter where the anomaly drops from
(−37.1 ± 0.6)× 10−3 kg m−3 in MR to (−21.8 ± 0.5)× 10−3 kg m−3 in HR (see Fig-
ure 3.5). This difference is much larger than the maximum difference observed for
cyclones. As a result, the year-round density anomaly of anticyclones is smaller than
for cyclones in HR, whereas it is larger than for cyclones in MR. Yet, the seasonality
of anticyclones in HR is very similar to the seasonality of cyclones. Regarding the
EKE associated with anticyclones, an intensification in late spring and early summer
appears which is very similar to cyclones. However, EKE is hardly increased during
winter which is in accordance with the described weakening (see Figure 3.6).
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Figure 3.6: Relative increase in offshore EKE. The shaded area represents the
interannual variability.

The presented findings do not depend on the exact choice of the depth range used
for averaging the anomaly. This was tested by comparing the presented results for
the range 80 m to 120 m depth to the range 25 m to 200 m depth. Although the
absolute values change, the described trends are still present (see Figure A.10).

In summary, the properties of the detected eddies are consistent with previous stud-
ies of the CCS, e.g. Kurian et al. (2011). The increase in horizontal resolution leads
to more smaller eddies (re < 30 km) and impacts the strength of eddies, nearshore
and offshore. In the nearshore region, eddy activity is enhanced during spring which
is probably related to a stronger CUC. In the offshore region, the density anomaly
exhibits a seasonality in HR with a minimum during winter and a maximum during
summer. Compared to MR, the anomaly of anticyclones is strongly damped in HR
during winter and spring. This is accompanied with an increased ratio of cyclones
to anticyclones and less stable anticyclonic tracks in HR.
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3.2 Submesoscale Fronts

3.2.1 Appearance

During winter, large parts of the upper ocean are covered by submesoscale fronts.
Compared to MR, the fronts clearly stand out in the vertical velocity field of HR
(see snapshot in Figure 3.7 for HR and in Figure 3.8 for MR). The fronts are ∼10 km
wide, ∼100 km long and occur always as pairs of upwelling and downwelling fronts.
Often, several fronts can be found close to each other and they are collocated with lat-
eral density gradients (see Figure 3.7). The associated vertical velocity is ∼5 m d−1.
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Figure 3.7: Snapshot of submesoscale fronts in HR. The snapshot is from mid
January at 25m depth and shows the vertical velocity (right) and density
(left). The domain is in grid coordinates η and ξ. The highlighted area
is the area to which the detection algorithm is applied. Black solid lines
represent 200 km and 800 km distance from coast. The dotted line is the
location of the vertical section shown in Figure 3.9.

Submesoscale fronts are located at steep, outcropping isopycnals. This can be seen
in Figure 3.9 which shows the vertical section of the vertical velocity in the offshore
region. The vertical velocity is always negative (downward) at the dense side of
the density front and positive at the less dense side which is characteristic for fron-
togenesis (Thomas et al., 2008). Further, it shows exemplarily that most of the
fronts can be found between mesoscale eddies. This emphasizes the importance of
eddy-induced strain for frontogenesis (Thomas et al., 2008).
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Figure 3.8: Snapshot of submesoscale fronts in MR. See Figure 3.7 for expla-
nations.
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Figure 3.9: Vertical section of submesoscale fronts. The solid black line rep-
resents the MLD, dotted black lines show isopycnals. The green bars
denote cyclones, pink bars anticyclones (positions from chapter 3.1.2).
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Submesoscale fronts range from the surface to the base of the mixed layer and
only few reach below it (see Figure 3.9). Therefore, their presence is strongly mod-
ulated by the seasonality of the MLD which is driven by atmospheric forcing. The
MLD is deepest in winter and shallowest in summer (Callies et al., 2015). Also
submesoscale fronts in MR and HR are strongest during winter, whereas only little
activity is present during summer.

Submesoscale fronts disappear after several days either by getting weaker or due
to MLI. The former happens when the front is not stabilized (e.g. by mesoscale
strain or down front winds), because the vertical velocities act to dampen the den-
sity front (Thomas et al., 2008). On the other hand, MLI arise when the front is
stabilized or further intensified (Boccaletti et al., 2007). Both mechanisms occur in
HR which is shown in Figure 3.10. The front is stable in the first snapshot whereas
10 d later the front disperse to small MLE (visible in vorticity field).
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Figure 3.10: Instabilities in submesoscale fronts. Vertical velocity (left) and
vorticity (normalized by f , right) at 25 m depth. The top row shows a
snapshot from early February, the bottom row is ten days later.
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3.2.2 Submesoscale Front Detection

In order to quantify the findings of chapter 3.2.1, a detection algorithm was devel-
oped to automatically detect submesoscale fronts in every snapshot. The algorithm
makes use of three characteristics of submesoscale fronts: large vertical velocities,
elongated spatial structure and consistency in depth. The method is described in
detail in chapter 2.4.

The detection algorithm reveals, that submesoscale fronts cover larger parts of the
offshore region in HR than in MR, especially at the base of the mixed layer. During
winter, submesoscale fronts cover (14.0 ± 0.1)% of the upper 30m of the considered
domain in MR and (16.2 ± 0.1)% in HR. The difference between MR and HR in-
creases at greater depths. When considering the 10 m around the MLD (calculated
for each day as domain average), only (5.3 ± 0.1)% of the domain in MR is covered
by submesoscale fronts whereas (10.1 ± 0.1)% is covered in HR. The coverage is
also visualized in Figure 3.11. The data shown in the plot also confirm the qualita-
tively observed modulation by the MLD as well as the seasonal cycle of submesoscale
fronts. From these results, it can be concluded that submesoscale fronts are much
better resolved in HR. Therefore, the following part refers only to HR.
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Figure 3.11: Area covered by submesoscale fronts relative to total area. MR is
shown left, HR in the center. The difference MR - HR is shown right.
The solid line denotes the average MLD

The detection algorithm reveals a slight asymmetry between upwelling and down-
welling fronts. The area covered by upwelling fronts is on average (3.1 ± 0.6)%
larger than the area covered by downwelling fronts. Further, the average down-
welling velocity ((−2.94 ± 0.01)m d−1) is (8.9 ± 0.3)% larger than the upwelling
velocity ((2.65 ± 0.01)m d−1). This asymmetry is indeed expected for submesoscale
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frontogenesis (Mahadevan et al., 2006). The occurrence of the asymmetry in the
detection results indicates that the algorithm is capable of detecting the fronts quite
precisely.

Submesoscale fronts impact mesoscale anticyclones stronger than cyclones. Over-
all, fronts appear mainly outside of mesoscale eddies: during winter, (75.1 ± 1.4)%
of the area associated with submesoscale fronts is located outside of mesoscale ed-
dies, albeit the eddies cover (31.3 ± 3.4)% of the domain. The remaining area
is distributed on mesoscale eddies with (10.3 ± 0.4)% occurring in cyclones and
(14.5 ± 0.4)% in anticyclones. This difference is particularly interesting, because cy-
clones cover a majority of (63.1 ± 7.3)% of the area associated with mesoscale eddies
during this time. As a result, only (8.3 ± 0.5)% of the area associated with cyclones
intersect with submesoscale fronts whereas (20.0 ± 0.9)% of the anticyclonic area
do. Furthermore, submesoscale fronts occur in anticyclones not only at the eddy
edge (as they do in cyclones) but also inside the eddy core. This can be seen in
composites of the absolute vertical velocity in Figure 3.12. The composites are only
based on mesoscale eddy detection and thus confirm the finding independently from
the detection algorithm for submesoscale fronts.
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Figure 3.12: Vertical velocity anomaly in HR. Composite for cyclones is shown
left and for anticyclones right. Only offshore eddies from January to
March were considered. Contours on top represent SSH anomalies. The
surfaces are averages of the perpendicular axes, the range for the aver-
ages are shown in red on the axes. The number of aggregated eddies is
denoted in brackets.
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Figure 3.13: Vertical velocity anomaly in MR. See Figure 3.12 for explanations.

In contrast, the interaction of submesoscale fronts with mesoscale eddies, espe-
cially anticyclones, is much weaker in MR: only (7.0 ± 0.6)% of cyclones and
(11.7 ± 0.5)% of anticyclones are covered by submesoscale fronts. Accordingly, the
vertical velocities inside the eddies are also less affected (see Figure 3.13 in compar-
ison to Figure 3.12).

In summary, the process of submesoscale frontogenesis is much better resolved in
HR than in MR. The appearance in HR matches well to theoretical expectations
(see chapter 1) or observations from previous studies (e.g. Capet et al. (2008b)).
Even MLE can be observed in HR, albeit this is very close to the resolution limit.
Furthermore, results of the detection algorithm confirm that fronts are modulated
by the MLD and that they are most active during winter. In addition, a strong
intersection of submesoscale fronts and mesoscale eddies can be detected in HR. At
this, especially anticyclones are affected. This asymmetry is discussed in detail in
chapter 4.
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3.3 Biological Productivity

3.3.1 Revisiting the Impact of Mesoscale Eddies

McGillicuddy (2016) identified two important mesoscale processes that impact the
productivity in an EBUS: lateral export of biomass by eddy stirring (described by
Rossi et al. (2008) for Canary EBUS) and the subduction of upwelled nutrients
(also called eddy quenching, described by Gruber et al. (2011) for California EBUS).
Both processes are briefly discussed with data from MR.

Eddy composites of surface chlorophyll anomalies indicate that mesoscale eddies
trap water masses and stir surrounding water. The composites are shown in Fig-
ure 3.14 and are very similar to observations from Gaube et al. (2014, see their
Figure 9d). A decomposition reveals a strong monopole contribution and a dipole-
like residual. The monopole can be a result of eddy pumping or trapping (Gaube et
al., 2014). Because the CC flows southward and upwelling of nutrients is strongest
close to the coast, cyclones trap in general nutrient rich water whereas anticyclones
trap nutrient depleted water (Nagai et al., 2015). This matches the sign of the
observed monopole contribution in the surface chlorophyll anomaly. Hence, the oc-
currence of trapping can be verified. But in contrast to Gaube et al. (2014), there
is no indication for eddy pumping which would appear as an intensification of the
anomaly during the first days of an eddy track. However, this finding strongly relies
on the tracking algorithm (see chapter 3.1.2) and the authors note that the trend is
not significant in their results either. The fact that stirring takes place can be seen
in the dipole structure of the residual. The structure reflects the theoretical imprint
of a westward travelling vortex in a tracer field with an east-to-west gradient (Chel-
ton, Gaube, et al., 2011, see their Figure 3). In the case of the CCS, this gradient
is produced by coastal upwelling.

Mesoscale eddies induce to a subduction of nutrients to an intermediate layer (∼100 m)
at which the nutrients are exported offshore. This effectively removes nutrients from
the upwelling cycle and leads to a reduction of productivity at the coast in the long
run (Gruber et al., 2011). Gruber et al. (2011) visualize the process using the
eddy-induced nitrate flux je which is given as

je = TN′u′ = (TN − TN)(u − u) (3.1)
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Figure 3.14: Average surface CHL anomaly. The total averaged CHL anomaly
(left) was decomposed into a monopole by a radial mean (center) and a
residual (right). The top row corresponds to cyclones, the bottom row
to anticyclones. The contours represent SSH anomalies. The number
of aggregated eddies is denoted in brackets.
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Figure 3.15: Eddy-induced total nitrate flux. The vertical component is shown
left and the horizontal component right. Black lines denote isopycnals.
Note the different order of magnitude and different color scale for the
two components.

where TN is the total nitrogen and u the velocity. The vertical and horizontal
(perpendicular to the coastline) component of je are shown in Figure 3.15. The
components compare very well to the flux observed by Gruber et al. (2011, see their
Figure 4), both in magnitude and location of up- and downwelling zones. The flux
observed in this study omits a horizontal transport close to the surface and the
upwelling region at the coast is slightly tighter. However, these differences do not
impact the mechanism itself.

3.3.2 NPP in MR and HR

Biological productivity is highest at the coast and decreases continuously with dis-
tance to coast in both models (see Figure 3.16). The reason for this is that Ekman
induced upwelling of nutrients fuels productivity at the coast from where nutrients
and organic matter are transported offshore by mesoscale processes (Nagai et al.,
2015). Compared to satellite observations (see Figure 3.16) and comparable nu-
merical models (e.g. Deutsch et al. (2020, see their Figure 5)) both, MR and HR,
overestimate NPP at the coast. This is probably related to a bad tuning of the
model parameters to the new atmospheric forcing (see chapter 2.1, internal commu-
nication). However, conclusions are mainly drawn from the difference between MR
and HR which should be less affected than the absolute values.

Compared to MR, NPP is reduced in HR by (3.8 ± 1.3)% in the nearshore region
and by (11.0 ± 1.7)% within 50km off the coast (see Figure 3.17). The temporal
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Figure 3.16: Spatial distribution of NPP in MR (left) and HR (center). NPP
was integrated vertically and averaged over integration time. White
lines denote 200km and 800km distance to coast. NPP derived from
SeaWiFS data (1998-2007) using VGPM algorithm (Behrenfeld et al.,
1997) is shown right.
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Figure 3.17: Relative change of NPP with distance from coast. The shaded
region represents the interannual variability.

and spatial distribution of NPP is shown in Figure 3.18. The maximum difference
between MR and HR appears in August, but the reduction starts already in April.
This is similar to results of Kessouri et al. (2020) who compare two models of the
CCS with horizontal resolutions of 4 km and 1 km. They also observe a reduction of
NPP in the high-resolution model by up to 10 % within 200 km off the coast and a
maximum of the reduction in August. However, the reduction starts about a month
later than observed in this study. Possible reasons for this delay are discussed in
chapter 4.

In the offshore region, NPP is increased in HR by (6.0 ± 0.9)% (see Figure 3.17).
During spring, when offshore productivity is highest in both models, the difference
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Figure 3.18: Hovmöller diagram of NPP for MR (left) and HR (right). The
relative difference (MR - HR)/MR is shown (right).

increases to (14.4 ± 2.0)%. Contrary to this, Kessouri et al. (2020) observe a year-
round offshore increase in NPP with a maximum increase in late spring (see their
Figure 6). This discrepancy is discussed in detail in chapter 4.

The observed differences in NPP between MR and HR have not converged and
are still drifting at the end of integration. This can be seen in Figure A.11 which
shows the difference in NPP for the nearshore and offshore region as a function
of integration time. The increase in offshore NPP stabilizes after two years. This
is the reason why the first two years were excluded from the analyses. However,
the reduction of nearshore NPP strengthens throughout the integration time. Be-
cause the reduction is related to transport processes and redistribution of nutrients,
this can also impact offshore productivity over time. Hence, it is very likely that
the distribution of NPP in HR is not fully captured within the short integration
time.
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4 Discussion & Outlook

The study addressed the impact of submesoscale fronts on mesoscale eddies and bi-
ological productivity. To this end, two models of the CCS with different horizontal
resolutions were compared, a conventional and a front-permitting resolution. First,
effects on mesoscale eddies were examined by analysing the properties and strength
of eddies (chapter 3.1). Afterwards, submesoscale fronts were characterized and
analyzed for their interaction with mesoscale eddies. This was done using a novel
detection algorithm for submesoscale fronts in the vertical velocity field (chapter 3.2).
Finally, the lateral distribution of biological productivity was compared between the
two models (chapter 3.3). In the following, the results are discussed with respect to
the initial hypotheses.

With respect to hypothesis H1, it was found that submesoscale frontogenesis is
much better resolved in HR than in MR. In HR, submesoscale fronts are ubiquitous
during winter and spring, cover large parts of the upper ocean and shape the verti-
cal velocity structure in the mixed layer. Important characteristics of frontogenesis,
e.g. the seasonality, penetration depth or asymmetry of up- and downwelling, are
confirmed by the detection algorithm for submesoscale fronts. This can also be un-
derstood as a validation for the algorithm.

The increase in resolution leads to a reduction of NPP in the nearshore region
by ∼4 %. Because mesoscale eddies are more energetic in HR, they are more ef-
fective in trapping water masses and hence exporting nutrients and organic matter
to offshore regions. Therefore, the reduction of NPP at the coast in HR can be
attributed to enhanced eddy quenching. Also Kessouri et al. (2020) found a reduc-
tion of nearshore NPP and attributed it to enhanced eddy quenching. However, the
reduction in their high-resolution model appears later than in HR. A reason for this
delay could be different strengths of CC and CUC which drive eddy formation at the
coast. Moreover, Kessouri et al. (2020) used a different atmospheric forcing which
also impacts the timing of biological productivity. Nevertheless, the results suggest
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that an increase in horizontal resolution enhances eddy quenching and decreases
biological productivity at the coast. Albeit, Lagrangian experiments are required to
confirm the exact mechanism involved in this reduction.

In the offshore region, NPP is increased in HR by ∼6 %, especially during spring.
During this time, biological productivity is highest in the offshore region for both
models. The cause of this seasonality can be summarized by two effects (Mahadevan
et al., 2012). On the one hand, productivity is low during winter and nutrients can
accumulate in the deep mixed layer. On the other hand, the increased solar radia-
tion and decreased buoyancy forcing in spring cause restratification of the surface
layer and thereby enhances light exposure time. This leads to an increase in produc-
tivity (spring bloom) and consumption of the nutrients (Mahadevan et al., 2012).
Submesoscale fronts and associated MLE support restratification and can thereby
enhance productivity (Mahadevan et al., 2012) and vertical transport of nutrients
(Mahadevan, 2016). Because submesoscale frontogenesis is much better resolved in
HR, the increase in NPP in HR during spring is therefore reasonable.
However, there is a discrepancy to results of Kessouri et al. (2020) who found a year-
round increase of NPP in the offshore region for their high-resolution model. As
mentioned above, offshore productivity is light limited during spring and not driven
by coastal processes (Longhurst, 2007). In this regime, submesoscale motions can
enhance productivity as soon as they are resolved in the model. In contrast, an en-
hancement of offshore productivity in a nutrient limited regime (i.e. during summer
and autumn) does only work in conjunction with lateral transport of nutrients from
the coast (Gruber et al., 2011; Lathuilière et al., 2010). Also Kessouri et al. (2020)
ascribe the increase in offshore NPP to a combination of both, an increased nutri-
ent subduction at the coast and a resupply by submesoscale fronts in the offshore
region. As discussed, it is very likely that the impact of submesoscale motions on
these transport processes is not fully captured in the present study as the nearshore
reduction of NPP has not converged at the end of integration in HR. Therefore, the
observed discrepancy to results of Kessouri et al. (2020) is presumably be a result
of the short integration time in HR.

Overall, the increase in resolution leads to a reduction of NPP at the coast and
to an increase in the offshore region. Therefore, the productive band broadens in
HR which was stated in hypothesis H3. However, the results should be validated
with a longer integration time.
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Finally, consequences for mesoscale eddies are discussed. Compared to MR, the
EKE of mesoscale eddies in the offshore region is increased by up to 50 % in HR.
As described in chapter 1, the inverse energy cascade of mesoscale eddies is driven
by the absorption of eddies as small as 17 km and the cascaded energy reaches the
mesoscale in late spring or early summer (Capet et al., 2008c; Schubert et al., 2020).
This matches the results for HR: small eddies and submesoscale fronts are much
better resolved in HR and the increase in EKE is especially strong during early
summer. Therefore, the higher EKE in HR can be attributed to a more complete
representation of the inverse energy cascade of mesoscale eddies.

By contrast, the density anomaly of mesoscale eddies is impacted in a different
way. On the one hand, offshore cyclones reveal a seasonality of the density anomaly
in HR which is similar to the trend in EKE. Though, the overall magnitude changes
only little and is not intensified as it was hypothesized. On the other hand, offshore
anticyclones also obtain a seasonality of the density anomaly in HR which is similar
to that of cyclones. However, the anomaly is severely weaker in HR than in MR.
During winter, when the weakening is strongest, the density anomaly is reduced by
∼40 %. Therefore, hypothesis H2 has to be modified such that submesoscale fronts
mainly weaken the density anomaly in mesoscale anticyclones, whereas cyclones are
less affected. This does not contradict the results of Schubert et al. (2019) which
motivated this hypothesis, because they only examined the SSH anomaly and not
the density anomaly.

The surprisingly strong weakening of offshore anticyclones in HR does not only
appear in the reduced density anomaly. Also the increase in EKE associated with
anticyclones during winter is, compared to the increase observed for cyclones, very
weak. In addition, the enhanced asymmetry between cyclonic and anticyclonic ed-
dies in HR indicates a weakening of anticyclones.
There are several mechanisms which can cause this weakening. First, symmetric
instabilities (which drive a forward energy cascade) are pronounced in anticyclones
because of the negative vorticity (Thomas et al., 2013). Brannigan et al. (2017)
found that instabilities grow in an anticyclone already at 2 km horizontal resolu-
tion (similar to HR), whereas a resolution of 0.25 km is required to observe such
instabilities in cyclones. Secondly, the detection algorithm for submesoscale fronts
revealed that fronts occur more often in anticyclones than in cyclones. The fronts
do not only drive a forward energy cascade (D’Asaro et al., 2011), but also cause a
positive vertical heat flux from deeper and colder waters to warm waters near the

34



surface (Klein et al., 2019). This can further undermine the positive temperature
anomaly of anticyclones (Frenger et al., 2015). However, the reason for the enhanced
presence of submesoscale fronts in anticyclones remains unclear. One explanation
might be the negative vorticity which promotes instabilities (Thomas et al., 2013).
Another reason could be that the MLD in anticyclones is deeper than in cyclones
which favors frontogenesis there.
Considering that submesoscale fronts already appear at the lower limit of horizontal
resolution in HR, symmetric instabilities presumably contribute only little to the
observed weakening of anticyclones. Instead, we speculate that the heat flux driven
by submesoscale fronts is the main cause. Yet, this has to be investigated more
systematically in future studies.

Conclusion

There are three important conclusions that can be drawn from the presented re-
sults. First, submesoscale fronts shape vertical velocities in the mixed layer. Their
omnipresence as well as the strong vertical velocities turns them into important com-
ponents for upper ocean dynamics. Secondly, submesoscale fronts strongly interact
with larger scales, especially with mesoscale eddies. The fronts and MLE fuel an
inverse energy cascade, contribute to the seasonality of eddies and also impact their
density anomalies. The latter is especially strong in anticyclones and contributes
to the dominance of cyclonic polarity. Finally, biological productivity is indeed
impacted by the increase in horizontal resolution. Lévy et al. (2018) claimed that
the impact of submesoscale fronts on biological productivity is only little because
their seasonality is out of phase with biological productivity. However, this should
be mitigated for regions where biological productivity is also shaped by mesoscale
transport processes. In such regions, to which EBUS and the CCS belong to, pro-
ductivity is also affected by changes in the mesoscale driven by interactions with
submesoscale fronts.
The study demonstrated that submesoscale and mesoscale processes are inextricably
linked and that they have to be treated in conjunction with each other. Therefore,
numerical models for regional studies should parameterize the discussed effects or
deploy a horizontal resolution of O(1 km), even if the study is not focused on sub-
mesoscale processes.
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Outlook

The study has several shortcomings which should be addressed in future studies.
First, the model should be tuned with special attention to the strength of CC and
CUC as well as to a more realistic productivity. Furthermore, the models should be
run with a longer integration time to capture also long-term effects. Moreover, it
would be beneficial to adjust the atmospheric forcing to a realistic forcing to address
the interannual variability in the region. These changes lead to a more realistic rep-
resentation of the CCS and presumably to a better comparison to observational data.

As mentioned before, the reason for the enhanced presence of submesoscale fronts
in anticyclones as well as the exact mechanism for the weakening remain unclear.
This should be addressed more systematically in a follow-up study. The developed
detection algorithm for submesoscale fronts might be useful for this, but the thresh-
olding step should be improved to reduce the sensitivity to the set of parameters.

Future studies should also consider the interaction of submesoscale motions and
coastal filaments. These cold water filaments have sharp density gradients to the
surrounding water and play an important role in the lateral export of nutrients
(Nagai et al., 2015). Further, submesoscale coherent vortices which encapsulate
subsurface water and transport it to offshore regions (Frenger et al., 2018), should
be included as well. Also inertial gravity waves which interact with mesoscale mo-
tions (Klein et al., 2019) should be considered. Regarding biological productivity,
the proposed impacts of submesoscale fronts should be validated in Lagrangian ex-
periments with productive particles. Furthermore, it was shown that submesoscale
motions also impact carbon export (Omand et al., 2015; Stukel et al., 2017) and
biodiversity (Lévy et al., 2018). These effects can be addressed with the used setup
as well. Finally, the applicability of the presented results to other EBUS or other
regions should be examined.
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Figure A.1: Detection results for HR in winter: I. Data from 0003-02-02 is
shown for different depths. The vertical velocity is shown left, the de-
tection results right.
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Figure A.2: Detection results for HR in winter: II. Data from 0004-02-02
is shown for different depths. The vertical velocity is shown left, the
detection results right.
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Figure A.3: Detection results for HR in winter: III. Data from 0005-02-02
is shown for different depths. The vertical velocity is shown left, the
detection results right.
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Figure A.4: Detection results for HR in summer. Data from 0003-07-14 is
shown for different depths. The vertical velocity is shown left, the de-
tection results right.
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Figure A.5: Detection results for LR in winter: I. Data from 0003-02-01 is
shown for different depths. The vertical velocity is shown left, the de-
tection results right.
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Figure A.6: Detection results for LR in winter: II. Data from 0004-02-01 is
shown for different depths. The vertical velocity is shown left, the de-
tection results right.
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Figure A.7: Detection results for different σlat. Data from 0003-02-01 is shown
for σlat = 1 (top) and σlat = 4 (bottom). See Figure A.1 for σtextlat = 2.
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