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Abstract - In this work the dynamics of molecular hydrogen (H2) and molecular deu-
terium (D2) are investigated in a series of kinematically complete experiments on an at-
tosecond time scale using the RABBIT technique. To achieve this, a high-repetition rate
attosecond beamline has been designed and constructed. A Mach-Zehnder interferome-
ter configuration is used to perform pump-probe XUV+IR experiments with the help of a
sub-8-fs 150-kHz fiber laser to produce XUV light using high harmonic generation. The
beamline is combined with a state-of-the-art reaction microscope and coincident electron
and ion detection is used to uncover the molecular fragmentation dynamics. The elec-
tron localization in the molecular frame of reference in photo-dissociation of H2 and D2

is demonstrated. A semi-classical simulation supports the observed phenomena. The lo-
calization of the electron can be manipulated by the number of absorbed photons in the
system as well as the delay between the pump and probe pulses. Moreover, phases of the
electronic wavepackets in the vicinity of resonant doubly-excited states are extracted, and
isotope effects are presented.

Zusammenfassung. In dieser Arbeit wird die Dynamik von molekularem Wasser-
stoff (H2) und molekularem Deuterium (D2) in einer Reihe von kinematisch vollständi-
gen Experimenten auf der Attosekunden-Zeitskala mithilfe des RABBIT-Verfahrens unter-
sucht. Zu diesem Zweck wurde eine Attosekunden-Beamline mit hoher Repetitionsrate
aufgebaut. Ein Mach-Zehnder-Interferometer wird zur Durchführung von Pump-Probe
(XUV+IR) Experimenten mithilfe eines 150-kHz-Faserlasers (Pulsdauer < 8-fs) verwen-
det, um XUV-Licht mit hohen harmonischen Strahlung zu erzeugen. Die Beamline ist
mit einem hochmodernen Reaktionsmikroskop kombiniert. Zur Aufdeckung der moleku-
laren Fragmentationsdynamik werden Ionen und Elektronen koinzident detektiert. Die
Elektronenlokalisierung im molekularen Bezugssystem bei der Photodissoziation von H2

und D2 wird demonstriert. Eine halbklassische Simulation unterstützt die beobachteten
Phänomene. Die Lokalisierung des Elektrons kann durch die Anzahl der absorbierten Pho-
tonen im System sowie durch die Verzögerung zwischen Pump- und Probepuls manipuliert
werden. Darüber hinaus werden Phasen der elektronischen Wellenpakete in der Nähe von
resonanten, doppelt angeregten Zuständen extrahiert und Isotopeneffekte beobachtet.
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Chapter 1

Introduction

There has been an exponential jump in our knowledge in molecular dynamics with the
advent of femto-and attosecond science [1]. This field was initiated with the pioneering
work of Ahmed Zewail, who observed the molecular motion in-real time for the first time
[2][3]. The focus of femto chemistry science is to understand the dynamics of chemical re-
actions, and ultimately to manipulate the break-up or formation of molecular systems[4].
However, molecular dynamics are governed by electrons which move much faster than nu-
clei due to their mass difference (three orders of magnitude) [5]. For instance, the period
of the orbiting electron in the lowest orbital of the hydrogen atom is approximately 150
attoseconds (1 attosecond =10�18). With the observation of a train of attosecond pulses in
2001, using high harmonic generation [6], scientists could break time resolution barriers
in femtochemistry. Shortly after, electron motion in real time was observed [7][8]. The
process of high-harmonic generation (HHG) is a useful tool to study soft-X-ray interac-
tion with matter. The low conversion efficiency of HHG demands higher-repetition laser
systems in order to perform coincidence measurements with reasonable signal-to-noise
ratio [9]. Up until now, Ti-Sapphire laser systems (mostly based on mode locking [37])
were the workhorse of femtosecond pulse generation with the repetition rate in a few
kilohertz regime and mJ pulse energy [10]. There has been effort recently to overcome
the repetition rate and pulse energy limitations using disk [11], and fiber lasers [12].

The investigation of light-matter interaction benefits significantly from imaging of the
momenta of fragments. Had it not been for sophisticated spectroscopy techniques [13],
the field of femto-, and attosecond science would not be where it is today. The commonly
used reaction microscope (ReMi) or cold-target recoil-ion momentum spectroscopy tech-
nique (COLTRIMS) provides very rich information regarding ultrafast dynamics by pro-
viding the detection of the 3D momentum distributions of particles in coincidence [14].
By the virtue of a supersonic gas expansion, a cold and well-collimated beam of molecules
or atoms interacts with a laser beam at the center of the ReMi. The produced charged
fragments are steered in the presence of an electrostatic field towards position-sensitive
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2 CHAPTER 1. INTRODUCTION

detectors for both negative and positive charged particles on two sides where they can be
detected in coincidence. A better spatial confinement for electrons is achieved with the
use of a weak magnetic field produced by Helmholtz coils around the spectrometer.

The hydrogen molecule (H2) is the simplest neutral and the most abundant molecule
in the universe. Since it is the only molecule which can be fully investigated in theory, it
has become a benchmark molecular system [15]. H2 has also the strongest isotope effect:
no other molecule can double its mass by adding an additional neutron to it. Therefore,
investigating H2 and D2 (2H2) side by side provides a deeper understanding into these
molecular systems. Additionally, H2 has the fastest vibrational dynamics which makes
it a perfect candidate for the investigation of electron-nuclear correlation. Dissociative
photo-ionization of H2 has been the subject of extensive studies [16]. Not only is it of
great theoretical interest, it is also important in interstellar and planetary atmospheres
[17]. Generally photo-dissociation can be explained in three stages. A photon is absorbed
during the first stage, and the molecule is promoted to an excited state (either electronic or
vibrationally-highly-excited state in the ground electronic state). During the second stage,
the system evolves through series of transition states, and finally, the molecule dissociates
into fragments [18].

Another important aspect in photodissociation is the presence of the doubly-excited
states in H2, which have repulsive potential curves. They can dissociate into neutral (H �

H) or ionic (H�
�H�) fragments or autoionize either non-dissociatively (H��

2 �H�

2 � e
�)

or dissociatively (H��

2 � H � H�

2 � e�). The dynamics of doubly-excited states is very
challenging as far as the theory is concerned. This is due to the fact that a full quantum
mechanical treatment of a four-body system is needed [19]. In addition, the lifetime of
autoionizing states is of the same order of magnitude as the vibrational period of the
nuclei, which makes it even more complicated. Yet, exploring the dissociative photo-
ionization helps scientists uncover light-matter interaction on a deeper level since the
detected ion and electrons in coincidence as products of dissociation makes it possible to
determine the orientation of the molecule at the time of ionization. The photo-dissociation
cross section, however, is very small, increasing drastically the acquisition time of the
measurement.

Time-resolved pump-probe measurements should be done to gain more insight into
molecular dynamics. The goal of the probe pulse is to project the real-time state of the
system in question into observables which are accessible by the detection system. The time
resolution improves with the pulse length of the pump and probe. On the other hand, the
shorter the pulses become, the broader is the energy spectrum of those pulses which can
cause ambiguities in states under investigation [20]. There are, however relatively few
time-resolved measurements in molecules compared to atoms because of the complexities
added by the nuclear motion.

This work has combined time-resolved measurements in its most sophisticated from,
so far, so as to study dissociative dynamics in H2 and D2. To this end, an attosecond
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beamline, known as Attolab, has been designed and constructed in a combination with
a high-repetition fiber laser and a ReMi. In the first part of this thesis, the interaction
between an APT and H2 and D2 shows how the energy of the photon is distributed among
the fragments of the dissociation, and how this energy distribution differs when a long
(50 fs) and weak IR dressing field (with the intensity in the order of 1011W ~cm2) is
added. The strongest feature is the presence of bond softening, which occurs when a
photon couples the ground state of the molecular ion to the first excited state of that
molecular ion [21][22][23]. As a result of bond softening one can resolve the vibrational
levels of the cation (H�

2) by detecting H� fragments after dissociation. Moreover, disso-
ciative ionization of H2 and D2 shows strong coupled electron-nuclear dynamics on an
attosecond timescale which can be uncovered using a conventional technique for electron
interferometry, known as RABBIT (Reconstruction of Attosecond Beating By Interference
of Two-photon transitions) [24][25][6]. This technique was initially used to characterize
an APT by measuring the chirp (photon group delay derivative). Shortly after, observa-
tion of electron delays during photoionization became feasible using RABBIT [26][27]. In
addition, one can investigate the behaviour of a photoelectron wavepacket near resonant
states using this technique[28][29]. Although there are numerous examples in atomic
system, there are very few measurements done on molecules [30][31][32][33][34]. In
this work, the RABBIT technique is used to investigate the phase of photoelectrons near
the autoionizing resonances in a side-by-side manner in both H2 and D2 for the first time
and striking isotope effects are presented.

In the second part of this work, an interesting symmetry breaking in the electron lo-
calization in the most simple molecular systems (H2 and D2) is shown for the first time.
These effects have a promising potential in controlling reaction dynamics, and thus the
outcome of a reaction. Up until now, all experiments was achieved by means of steering
electronic motion in a dissociating molecule in order to manipulate the outcome of the
reaction [7][8]. This was achieved by introducing an asymmetric laser field to probe a
symmetric molecule and, as a result, electron localization could be manipulated in the
laboratory frame of reference in an attempt to reach the quantum control of the chemical
reactions [35][36][16]. This work shows how the localization of the electron in H2 and
D2 can be controlled by means of the number of absorbed photons and the delay between
the pump and the probe pulses. The demonstrated experimental results are supported by
a semi-classical simulation (carried out by Patrick Froß).

This thesis is structured as follows: in chapter 2, the interaction of atoms with laser
field is described. Firstly, the response of atoms in a strong laser field is treated as a basis
for high harmonic generation (HHG). Then, a semi-classical model explains HHG on a
microscopic scale followed by its macroscopic properties. Moreover, RABBIT technique is
introduced. In chapter 3, molecular hydrogen (H2) is introduced with a short introduc-
tion to molecular symmetries and selection rules. Subsequently, the WKB approximation
is presented, as well as the Floquet picture. finally, the electron localization is discussed.
Chapter 4 gives an introduction into the experimental setup: the high-repetition-rate laser
system. The interferometer and HHG setup. Eventually, the ReMi is introduced. Chapter 5
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presents the experimental results of the interaction between the XUV-pump and IR-probe
measurements. Firstly, dissociation of H2 and D2 with an APT is presented. Then, the
vibrationally-resolved dissociation in the presence of an IR-probe pulse is examined. Fi-
nally, the application of RABBIT in the photodissociation of H2 and D2 is discussed. In
chapter 6, the electron localization in the dissociation of H2 and D2 is introduced . More-
over, the results of a semi-classical simulation are compared with the observed experimen-
tal effects which show a very good agreement. This chapter concludes by presenting the
electron localization as a function of the time delay between the XUV-pump and IR-probe
pules. Finally, chapter 7 summarizes the whole thesis and gives an outlook on future
investigations.



Chapter 2

Interaction of Atoms with Light

As an atom or a molecule interacts with light, depending on the energy and the intensity of
light, the bound electrons can be removed. This removal of electrons is called ionization.
By studying this phenomena one can access the inner dynamics of the system in question.
The experiments presented in this thesis are the result of a wide range of mechanisms
leading to ionization. This chapter deals with the theoretical background in order to
explain them. The first section covers the atomic response in a high-intensity light field.
This is an important case in order to produce higher-energetic photons (up to 40 eV) using
high harmonic generation (HHG) which is a highly non-linear interaction of an intense
laser light with atoms allowing generation of coherent light in the extreme ultraviolet
(XUV). Secondly, the interaction of these high energetic photons with atoms are explained.
Finally, an interferometric method is presented which helps to investigate the response of
the system on an attosecond time scale.

2.1 Atoms in Strong Light Fields and High Harmonic Genera-
tion

Nowadays, many table-top laser systems can produce pulses with intensity (1014
�1015W ~cm2)

of the order of the Coulomb potential of atoms 1. These intensities can not be regarded
as a perturbation anymore. As atoms are placed in such strong laser fields, numerous
non-linear processes can lead to photoionization, as illustrated in Fig. 2.1, such as, above-
Threshold Ionization (ATI), multiple ionization, over the barrier ionization, and tunnel
ionization. In the following section, tunneling ionization is discussed because of its im-
portance in high harmonic generation.

1The magnitude of the Coulomb field binding the 1s electron in hydrogen atom is 5.1 � 109V.m�1[44]
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6 CHAPTER 2. INTERACTION OF ATOMS WITH LIGHT

Figure 2.1: Atomic response in the presence of intense laser fields at the moment of
ionization. The laser intensity increases from left to right. Multi-photo ionization happens
when the electron absorbs multiple photons so as to reach enough energy to overcome
the ionization potential (a�. An electron can absorb more photons than required to escape
the atom in a process known as over-threshold ionization (ATI) (b�. The intense electric
field of the laser disturbs the Coulombic potential of the atom so that an electron could
tunnel out (c�. As the laser intensity is further increased, a photo-electron can leave the
atom without tunneling through the Coulomb potential (d�. This process is known as
over-the-barrier ionization.

2.1.1 High Harmonic Generation (HHG)

In 1987, it was observed for the first time, if a laser pulse with intensities in the order
of 1014W ~cm2 is focused onto a gas target, a highly non-linear process can result in the
production of the higher harmonics of the laser field [45] [46]. Although in order to com-
pletely describe this process a fully quantum mechanical approach is needed[47], a semi-
classical treatment (the Three-Step Model [48] [49] ) provides an intuitive explanation of
HHG. This model can explain some characteristics of HHG, e.g., different trajectories for
electrons, the cut-off energy, and the attochirp. In the following, the Three-Step model is
discussed.

According to the three-step model, shown in Figure 2.2, in the first step, the Coulomb
barrier of an atom placed in a strong laser field is distorted, and, as a result, an electron can
tunnel through the barrier. After tunneling, in the second step, the electron is accelerated
in the laser field. The kinetic energy gained by the electron depends on the release time
according to Eq. 2.2. In the third step, as the laser field changes sign, the probability of
the electron recombining with the parent ion increases. Upon recombination, the energy
gained in the laser field by the electron is emitted in the form of a photon.

The electron trajectory x�t�, after the tunneling2, in the laser field can be calculated

2The atomic potential is neglected after the ionization and the electron is assumed to have zero kinetic
energy
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Figure 2.2: Simple-Man Model. a) The Coulomb potential of an atom in the ground state
b) The Coulomb potential is bent in the presence of a strong laser field making it possible
for the electron to tunnel through the Coulomb barrier. c) The electron is accelerating in
the laser field, first, away from the parent ion, then as the electric field of the laser field
changes sign, the electron gets accelerated in the opposite direction . d) An XUV photon is
released upon recombination of the electron and the parent ion. Figure taken from [50].

using Newton’s equation of motion. Assuming a linearly-polarized sinusoidal laser field
in the x-direction: E�t� � E0 cos�ωt�, with angular frequency ω and amplitude E0, the
electron trajectory is then given by

x�t� � eE0

meω2
� sin�ωt� � sin�ωti� � ω�t � ti� cos�ωti��, (2.1)

where ti is the time of ionization, e and me are the electron charge and mass, respectively.
Depending on the tunneling time, the recombination occurs at different instances, as il-
lustrated in Fig.2.3. Electrons tunneling between 0 and 0.25 T (black trajectory), T being
the laser period, do not recombine with the ion. Only those leaving between 0.25 T and
0.5 T could possibly recombine. The kinetic energy gained by the electron then becomes:

Ee �
meSv�t�S2

2
� 2Up� cos�ωt� � cos�ωti��2

, (2.2)

where Up is the ponderomotive energy which is the kinetic energy gained by the electron
owing to its oscillation in the laser field given by the expression

Up �
e2E2

0

4meω2
�

e2I
2mε0cω2

� Iλ2, (2.3)

where e is the electron charge, me electron mass, ε0 vacuum permittivity, c is the speed of
light. The pondromotive energy depends on the intensity I and wavelength λ of the laser
field [51][52]. The energy of the emitted XUV photon is then given by
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Figure 2.3: Solving Eq. 2.1 gives the electron trajectories for different tunneling times. The
blue dashed line is the laser electric field. The red and blue curves are the long and short
trajectories respectively. The black circles show the recombination position. The black
curve is a trajectory with an emission time between 0 and T/4 which does not recombine
with the parent ion.

Eγ � Ee � Ip, (2.4)

where Ip is the ionization potential of the atom. The maximum XUV photon energy is
3.17Up � Ip known as the cut-off energy.

2.1.2 Phase of HHG

As discussed above, each harmonic emerges from a different electron trajectory and a dif-
ferent return time. In other words, different energies in a HHG spectrum are the result of
different recombination times, and therefore, different emission times. As a consequence,
XUV radiation is chirped by its nature. This chirp is positive for short and negative for
long trajectories. The chirp is approximately linear over a range of energies, as shown in
Fig 2.8 [53].

2.1.3 Macroscopic Properties of High Harmonic Generation

To describe the HHG process in real-life one should consider an ensemble of atoms placed
in the laser focus. To maximize the HHG yield, there should be a constructive interference
in single-atom emissions (see figure 2.4). All the conditions contributing to this construc-
tive adding of single emissions is called phase matching. By defining the mismatch vector
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∆K � qKf �Kq, where Kf is the fundamental laser field wavevector and Kq is the one
for the qth harmonic, one can characterize the phase matching condition. The ideal phase
matching happens when ∆K � 0. There are four main contributions to the mismatch
vector[54][55][56]:

• Gouy phase mismatch (∆kg) caused by the spatial Gouy phase along the focus of
a Gaussian beam ranging from �π~2 at z � �ª to π~2 at z � ª. the Gouy phase
mismatch is the cause of not reaching a perfect phase matching [57].

• ∆kn and ∆kp are the neutral and plasma dispersion respectively. Free electrons
produced as a result of the ionization of the driving laser produce plasma with a
refractive index nq for qth harmonic

nq �

¾
1 � �ωp

qω
�2
, (2.5)

where ωp �
»

4πe2Ne~me is the plasma frequency, q is the harmonic order, and ω is
the fundamental frequency.

• Atomic dipole phase mismatch (∆kd) is the accumulated phase during the movement
of the electron in the laser field. ∆kd is generally negative for atoms located before
the focus and positive for behind the focus.

The resulting vector mismatch is then given by

∆K � ∆kd �∆kn �∆kg �∆kp (2.6)

During an experiment three parameters can be adjusted: Laser intensity, gas pressure,
and focus position. Intensity influences mainly, ∆kp, ∆kn, and ∆kd. As the intensity
increases, more free electrons are produced which results in high plasma dispersion. On
the other hand, higher intensities are needed to increase the cut-off energy. Gas density
also has an effect on ∆kn and ∆kp.

2.1.4 Attosecond pulse trains (APT)

The three-step model happens every half cycle of the driving laser field. During each half-
cycle a burst of attosecond pulses is emitted. For long pulses with many cycles, this leads
to production of attosecond pulse trains with T ~2 spacing between spikes, where T is the
period of the driving laser field. This process manifests itself, in the frequency domain, as
a frequency comb with a spacing of 2ω Different photon energies are produced within one
half cycle of the driving laser field, as illustrated in Fig. 2.5
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Figure 2.4: Illustration of the phase matching of one harmonic (one wavelength). Each
atom emits an XUV-photon. a) In a perfect phase-matching condition (∆K � 0), single-
atom responses are in phase resulting in a constructive interference. b) Destructive inter-
ference if the phases of different emissions do not match (∆K x 0).

2.2 Single-Photon ionization using XUV light

Ionization is a tool to study dynamics of atoms and molecules. It is most favorable to ionize
while the system under study is least disturbed. XUV light is a powerful tool because the
photon energy can ionize most atoms and molecules with only one photon absorption. If
an atom absorbs a photon with an energy larger than the ionization potential (Ip) of the
atom. One or many electrons can be ionized. Single-photon single-ionization is given by
the equation

γ �A� A�
� e�. (2.7)

The surplus energy (ε � Eγ � Ip) will be carried by the ejected electron. The probability
amplitude αε of this transition once the interaction is over, according to the first-order
perturbation theory, is given by

αε,l �
e

iÒh `flS r̂ Sge .EXUV �Ω�, (2.8)

where e is the electron charge, `flS is the final unbound state with angular momentum l,
r̂ is the electric dipole operator, and Sge is the ground state. The electric dipole operator
expresses the interaction between dipole (charge separation) of the atom and the electric
field component of the light field. Since a photon carries one unit of angular momen-
tum, only transitions changing the angular momentum by �1 are allowed owing to the
conservation of angular momentum.
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Figure 2.5: The XUV spectrum reconstructed from photoelectrons as a consequence of
ionization of argon with an APT in the Reaction Microscope. The photoionization cross
section of argon and the aluminum transmission for XUV light were used to retrieve the
photon spectrum.

Laser-assisted Photoionization

The interaction of an atom with an XUV photon and an IR photon could lead to the
absorption of an XUV photon and an IR photon exchange according to

A �ΩXUV � ωIR � A�
� e�. (2.9)

At IR intensities in the order of 1011W ~cm2, only one IR photon can be absorb or emit-

Ground state

Ionization potential

Figure 2.6: An atom is ionized with an XUV photon in the presence of an IR field resulting
in appearance of sideband (dashed lines) by absorbing or emitting and IR photon (red
arrows).
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ted resulting in three peaks in photoelectron spectrum. The central one is the direct result
of the XUV ionization while the two neighboring peaks correspond to the emission and ab-
sorption of an IR photon. In order to formulate this process, one can imagine a transition
triggered by an XUV photon from ground state Sge to an intermediate continuum state Sαe
which can further absorb or emit an IR photo resulting in a final state Sfe. On the assump-
tion that, there is only one accessible state in the continuum, the two-photon transition
matrix (using second-order perturbation theory), in the case of a linearly polarized light
in ẑ direction, is given by

M�

fg � limε�0o
α

`f S ẑ Sαe `αS ẑ SgeÒhΩ �Eα �Eg � iε
, (2.10)

where energies of the ground and intermediate states are denoted as Eα Eg, respectively.
The Ω is the XUV angular frequency, and ε is the infinitesimal quantity ensuring correct
boundary conditions during ionization process. The sum is performed over all continuum
and bound intermediate states α. A two-photon transition can be thought of as a sum
of two steps, namely, the transition from ground to intermediate state, and a continuum-
continuum (CC) transition from the intermediate to final state [61] [27] [62].

2.2.1 Attosecond photoelectron interferometry

RABBIT (Reconstruction of Attosecond Beating By Interference of Two-photon transitions)
is a widely used technique for phase characterization of high harmonic generation [58]
[59] was first used to measure the duration of an XUV pulse [6]. More recently it has
been also used to acquire information on ionization time delays by measuring the relative
phases of emitted photo-electrons [27][26][60].

According to this cross-correlation technique, XUV pulses are probed with a small por-
tion of the driving laser field where two fields are locked in phase. As shown in Fig. 2.6,
an atom is ionized with an APT which results in the emergence of photon-electrons with
energy spacing of Òhωq � Ip where q is the harmonic order and Ip is the ionization potential
of the atom. The presence of the driving laser field with a photon energy of Òhω results in
absorption or emission of an extra photon by the photo-electrons. As a result, additional
peaks called side-bands appear in the photo-electron spectrum. The intensity of the probe
field is kept low so as to avoid multiphoton processes. Since two quantum paths lead to
the same final energy, the side-bands oscillate as a result of an interference explained in
more detail in the following section.

The total transition probability from ground to final state is given by

A
�

fg�τ� � � ie2Òh EXUV �Ω�EIR�ω�e�iωτM�

fg, (2.11)

where τ is the delay between XUV and IR pulse.
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Figure 2.7: Schematic illustration of a RABBIT measurement. Right panel illustrates the
emergence of sidebands in the presence of the IR field where photoelectrons absorb or
emit and IR resulting in a peak in between. Each sideband can be reached from two
neighboring harmonics. Left panel illustrates the oscillation of side-bands with the delay
between two fields with a frequency of 2ω where ω is the driving laser frequency. The
oscillations are the consequence of interferences between the amplitudes corresponding
to the different quantum paths giving rise to a sideband. The intensity of harmonic lines
oscillates as well due to the conservation of electron numbers. Adapted and modified from
[63] .
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As for the frequency comb of XUV, the sidebands are accessible from both neighboring
XUV peaks as shown in Fig. 2.7 The intensity of qth sideband is given by

Sq � TA�

q�1 �A
�

q�1T2
� TA�

q�1T2 � TA�

q�1T2 � 2TA�

q�1TTA�

q�1T2 cos�2ωτ �∆φ�, (2.12)

where A�

q�1 is the amplitude of the two-photon transition including and XUV photon q
and absorption (�) and emission (�) of an IR photon. The delay-dependent intensity of
the sidebands oscillates at the frequency 2ω as a consequence of the interference of two
quantum paths. Referring to Eq. 2.11, The phase of the oscillation ∆φ consists of different
terms

∆φ � ∆φXUV �∆φaux, (2.13)

where ∆φXUV � φq�1 � φq�1 is the group delay of the attosecond pulse owing to the
difference in the emission times of consecutive harmonics. ∆φaux is the phase of the two-
photon dipole transition matrix element originating form each pathway. This phase term
is the result of the interaction of the electron wavepacket with the ionic core and the probe
field [61].

By fitting a function of the form A cos�ωτ �∆φ� � B, one can extract the phase of
each sideband, as shown in Fig. 2.8. Regarding a transition to a flat continuum without
any resonant states, the phase variations of the sideband is mostly dominated by the XUV
group delay also known as attochirp.

Phase term φauxφauxφaux

φaux phase factor3 is composed of two terms: φw and φcc. The former one is the result
of the phase of the EWP after the photo-ionization influenced by the atomic or molecular
potential. The φcc contribution can be assigned to transition driven by the laser field con-
necting two continuum states in the presence of the long range Coulomb potential [26].
A detailed derivation regarding φcc can be found in [61]. In the presence of a resonance
state one path could reach the final state while the other one has a smooth transition to
the final continuum state. In such cases the measured phase could be associated to the
dwell time in the resonate states of atoms [65] [66][67] or molecules molecules [68]
[69]. In section 5.4.2 the behavior of φaux is studied experimentally in the presence of
autoionization states in H2 and D2.

3Values for φaux are calculated by Mauritsson et al.[64] for helium, neon, and argon by solving numerically
the TDSE.
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Figure 2.8: Photo-electron spectrum as a result of the interaction of XUV+IR with argon.
Relative phases of each harmonic is shown with orange dots showing almost a linear trend
dominated mostly by the attochirp of XUV pulse because in argon φaux is small, and thus
negligible compared to the attochirp [6].
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Chapter 3

Hydrogen Molecule

This chapter is dedicated to the simplest electrically neutral molecule. H2 which consists
of two electrons and two hydrogen atoms. The simplest existing molecule is hydrogen
ion (H�

2). It consists of an electron and two nuclei.Despite the simplicity of these systems,
an analytical solution to the Schroedinger equation for H�

2 only exists with utilising some
approximations.

3.1 The Born-Oppenheimer Approximation

This approximation, which was suggested by Max Born and Robert Oppenheimer [73],
is based on the fact that the nuclei are much heavier than electrons, and as a result,
the motion of the electrons in a molecular system can be described independently of the
dynamics of the nuclei. In other words, electrons can adjust their positions instantaneously
to new configurations of the nuclei [74] [75]. The potential curves are then calculated
from the total energy of the system by fixing the internuclear distance. The stationary
Schroedinger equation for a molecule is given by

Ĥψ�ri,Rk� � Eψ�ri,Rk�, (3.1)

where ri and Rk are the electron and nuclear coordinates, respectively. The hamiltornian
is expressed by

Ĥ�r,R� � T̂n�R� � T̂e�r� � Vn�R� � Ve�r� � Vne�r,R�, (3.2)

where the first two terms are the kinetic energy of nuclei and electrons, respectively. The
next two terms are the repulsive potential energy of the nuclei and electrons, and the last
term is the attraction between the nuclei and electrons.

17
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Figure 3.1: Potential energy curves for H2 molecule.Figure taken from [76].

Using the Born-Oppenheimer approximation, one can separate the molecular, χ�Rk�,
and electronic wave function, Φ�ri,Rk�,:

ψ�ri,Rk� � χ�Rk�.Φ�ri,Rk�, (3.3)

for the electronic wave function, the molecule is regarded as a rigid rotor, at a fixed
nuclear position Rk, with electron coordinates ri. The coupling between electron and
nuclei dynamics is neglected in the above equation. The total energy E is the sum of the
kinetic energy of the nuclei (Evib �Erot) and Eeln �R� in the nth electronic state according
to the potential curves 3.1. However, in the last chapter it is shown, based on experimental
data, that the electronic dynamics can be strongly modified by the nuclei movement.
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3.2 Molecular Time Scale

There are different types of motions on different time scales in molecules. The energy
spacing between the ground and final level determines the timescale of the system dy-
namics 3.1. Electronic transitions are in visible to ultra-violate range, vibrational ones are
in mid-infrared, and rotational ones in microwave range as summarised in table 3.1.

Table 3.1: Timescale of molecular transition.

Transition Period Energy difference
Rotational 0.1 � 10 ps 10�4

� 10�2 eV
Vibrational 10 � 100 fs 3.10�2

� 3.10�1 eV
Electronic 0.1 � 1 fs A 0.6 eV

3.3 Molecular Orbital and Electronic States Nomenclature

Unlike atomic electrons which move in a spherically symmetric potential, in case of linear
molecules cylindrical coordinate should be adapted. The angular momentum operator L
and the Hamiltonian do not commute any more, and the orbital angular momentum is
no longer a good quantum number. However, The projection of L, onto the molecular
axis is a conserved quantity (�Ĥ.L̂z� � 0). As a consequence, eigenvalues of L̂z are λÒh
where λ �ml similar to atoms. λ is used to identify molecular orbitals (MOs) for diatomic
molecules, the same as l for atoms. Lower-case Greek letters are used to label MOs. e.g.
σ�g , σu, πg, πu, ... for homo-nuclear, as shown in

Angular Momentum 0 1 2 ...
λ σ π δ

Similarly, to characterize the total molecular state containing several electrons capital
Greek letters are used according to

Angular Momentum 0 1 2 3 ...
Λ Σ Π ∆ Φ

Inversion at the center of the mass is another symmetry operator concerning homo-nuclear
molecules (r � �r). This is known as the parity of the molecular state having odd (unger-
ade) or even (gerade) parity. Even parity corresponds to Φg�r� � Φg��r� whereas odd
parity corresponds to Φu�r� � �Φu��r�. The total spin of a molecule is the sum of the
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individual electron spins
Ŝ �Q

i

Ŝi (3.4)

where SŜS �»
S�S � 1�. The overall electron states have a multiplicity of 2S � 1.

Molecular states are denoted (equivalent to term symbol in case of atoms)

2S�1Λ
�~�

g~u
(3.5)

where �~� represents the reflection symmetry with respect to the plain containing the
nuclear axis.

Additionally, capital letters are served to identify the state (ground, first, second ex-
cited state, ...)(X,A,B,C, ...), and Qn for doubly-excited states. For instance, in the case
of H2, the ground state is X1Σ�

g . As for H�

2 the lowest two states are X2Σ�

g , and A2Σ�

u

respectively [77] [78] [79] [80] [81].

3.4 Symmetry, Group Theory, and Selection Rules

By definition, a transformation leaving an object indistinguishable from its original con-
figuration is called a symmetry operation. For each symmetry operation there is a cor-
responding symmetry element. These are point, line, and plane. A symmetry operation
is done with respect to a symmetry element, for instance, a rotation around an axis, re-
flection relative to a plane and inversion with respect to a point. Objects, molecules for
example, that contain the same set of symmetry elements can be classified in a group.
regarding molecules, this classification is very important because it enables one to draw
general conclusions regarding molecules properties in a particular class, e.g., if a molecule
has a dipole moment, what are the selection rules for electronic rovibronic transitions, and
degeneracy of molecular state. A point group is defined as a group of symmetry elements
with respect to which symmetry operations leave at least a common point unchanged.
These symmetry operations are identity (E), n-fold proper rotation Cn by an angle of
2π~n, reflection through the plane σ, inversion i, and n-fold improper rotation Sn. The
symmetry properties of a particular point group are given in character tables. For exam-
ple H2 and D2 (homonuclear diatomic molecules) belong to Dªh point group with the
corresponding character table given in table 3.2.

Table 3.2: Character Table for Dªh, point group. The fully symmetric irreducible repre-
sentation is shown in red.
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Dªh E 2Cφª ªσv i 2Sφª ªC2 ...
Σ�

g 1 1 1 1 1 1 αx2�y2 , αz2
Σ�

g 1 1 -1 1 1 -1 Rz
Πg 2 2 cosφ 0 2 �2 cosφ 0 Rx,Ry αxz, αyz
∆g 2 2 cos 2φ 0 2 2 cos 2φ 0 αx2�y2 , αxy
� � � � � � �

Σ�

u 1 1 1 -1 -1 -1 Tz
Σ�

u 1 1 -1 -1 -1 1
Πu 2 2 cosφ 0 -2 2 cosφ 0 Tx,y
∆u 2 2 cos 2φ 0 -2 �2 cos 2φ 0

There are many important aspects to a character table which are out of the scope
of this work. The relevant feature in this work, however, is the derivation of selection
rules. Table 3.4, Eq. 3.6 and Eq. 3.7 show general rules for the product of two irreducible
representations.

g a g � g, ua u � g, g a u � u, (3.6)

� a� � �, � a � � �, � a � � �, (3.7)

Table 3.3: Direct product table of the point group Dªh,.
Dªh Σ� Σ� Π ∆ Φ Γ ...
Σ� Σ� Σ� Π ∆ Φ Γ
Σ� Σ� Π ∆ Φ Γ
Π Σ�

�Σ�
�∆ Π �Φ ∆ � Γ Φ �H

∆ Σ�
�Σ�

� Γ Π �H ∆ � I
Φ Σ�

�Σ�
� I Π �Θ

Γ Σ�
�Σ�

�K
�

Selection Rules

The electric and magnetic components of the light can interact with the molecular system1.
The electric component of the radiation interacts with the electric dipole moment (or
weakly with the quadrupole moment) of the molecule. Possibility of these transitions via
these interaction are determined by Selection rules. Although selection rules are described
completely with quantum numbers in atoms, in diatomic molecules, quantum numbers
are insufficient and the symmetry of the electronic wave function has to be taken into

1The electric interactions are 105 times stronger than the magnetic ones
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account2. E.g., in the case of homonuclear diatomic molecules such as H2, electronic
transitions between states which are both symmetric or antisymmetric are not allowed.
[82] [83].

For each electronic state in a molecule there are corresponding vibrational and rota-
tional levels of modifications. Usually these modifications happen simultaneously during
an electronic transition, and as a result complicated spectra are produced. For simplicity
(please refer to 3.2) one can leave out rotational transitions in the molecular wave func-
tion, and by applying the Born-Oppenheimer approximation, the molecular wave function
can be written

ψ � ψeψv (3.8)

where ψe is the electronic wave function (containing the spin wave function), and
ψv the vibrational (nuclear) wave function. An electronic transition can be described by
transition between the initial state ψi and the final state ψf via a dipole transition with the
transition moment integral

M � S ψ�fDψidτ (3.9)

where D is the dipole moment operator containing a nuclear (Dn) and electronic part
(De). Using 3.8

M � S ψ�eψ
�

v �Dn �De�ψeψvdτ
� S ψ�eψ

�

v Dn ψeψvdτ � S ψ�eψ
�

v De ψeψvdτ

� S ψ�e ψe dτe´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
=0

S ψ�v Dn ψvdτn � S ψ�v ψv dτn´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Franck-Condon integral

S ψ�e De ψe dτe
(3.10)

the first integral in the last line is zero because of orthogonality of electronic wave func-
tions, and the labeled Franck-Condon factor integral belongs to two electronic states with
different potential functions, and thus is not necessarily zero. By introducing the spin of
the electron in equ. 3.8 the above equation can be rewritten as

M � S ψ�v ψv dτn´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
Franck-Condon factor

S ψ�e De ψe dτe´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
orbital

selection
rules

S ψ�e ψe dτe´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
spin

selection
rules

(3.11)

2One can in general express selection rules in atoms also with symmetry description but this is more
complex than the quantum number treatment.
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in which the transition is not allowed if any of the integrals is zero. From the above
equation, the spin selection rules referring to the transitions between two states of equal
multiplicities due to the orthogonality of spin wave functions can be derived

∆S � 0. (3.12)

To define orbital selection rules (an electronic transition), one can use the symmetry
properties introduced earlier.

Orbital Selection Rules

A transition is only allowed if its total symmetry includes the fully symmetric irreducible
representation of the point group. In other words

Γi a ΓT �x,y,z� a Γf a ΓSym (3.13)

where Γi and Γf are the irreducible representation of the initial and final states, re-
ceptively, and ΓT �x,y,z� is that of the dipole operator. The character table for homo-nuclear
diatomic molecules is shown in 3.2 with Σ�

g being the full symmetry irreducible represen-
tation.

In order to see if a dipole transition from the ground state of H2 molecule (Σ�

g ) to the
lowest doubly-excited state (Q1Σ�

u) is possible, using Eq. 3.13

Σ�

g a ΓT �x,y,z� a Q1Σ�

u a Σ�

g (3.14)

one has to only determine the remaining term ΓT �x,y,z�. It turns out that the ΓT �x,y,z� has
an irreducible representation of Σ�

u, which corresponds (according to the character table
3.2) to the dipole operator linear in z direction. Generally, the selection rules are given
for parallel transitions by

∆Λ � 0 (3.15)

u� g (3.16)

and for perpendicular ones by

∆Λ � �1 (3.17)

u� g (3.18)

A summary is given in table 3.4.
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Figure 3.2: Franck-Condon Principle. Those transitions, during which the nuclei coordi-
nates change the least, are the most favoured ones. In the upper left, a spectrum of the
resulted transitions is shown. Figure taken from [84].

Table 3.4: Dipole transitions in homonuclear diatomic molecules. SS and � show allowed
parallel and perpendicular transitions, respectively. � indicates forbidden transitions.

Σ�

g Σ�

g Σ�

u Σ�

u Πg Πu ∆g ∆u

Σ�

g � � SS � � � � �

Σ�

g � � SS � � � �

Σ�

u � � � � � �

Σ�

u � � � � �

Πg � SS � �

Πu � � �

∆g � SS
∆u �

3.5 The Franck-Condon principle

According to Franck-Condon Principle, since the vibrational transition are much slower
than the electronic ones, the nuclei are stationary during an electronic transition. In other
words, a transition can be shown by a vertical arrow at one fixed nuclear distance in the
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potential curves, as illustrated in Fig. 3.2. For instance, in the case of the single ionization
of H2, a vertical transition happens between the ground state of H2 to that of H�

2 i.e. the
projection of the wave function of H2 onto the wave function of H�

2 using the dipole matrix
elements (the first term in Eq. 3.11). The probability of this transition is not dependent on
the nuclei distance. These probabilities of occupation for different vibrational levels of the
ground state of the molecular hydrogen ion and deuterium ion are given in appendix B.

3.6 WKB Approximation

Unlike assuming simple potentials with small variation as in the case of the perturbation
theory, WKB uses a slow varying potential.

Starting with the Schrödinger equation in one dimension with an arbitrary potential
V �x�

�

Òh2

2m

d2

dx2
ψ�x� � V �x�ψ�x� � Eφ�x�, (3.19)

where E is an energy eigenvalue. In case of a constant potential, solutions in the form of
plane wave exists

ψ � A exp� � iÒhp0x� (3.20)

with
p0 �

»
2m�E � V0� (3.21)

being constant. On the other hand, if the potential is not constant ( V �x� hence
p�x� �»

2m�E � V �x��) one can look for solutions in the form of

ψ � A exp� � iÒhS0x�. (3.22)

Putting the above equation into Eq. 3.6 results in

�
iÒh
2m

d2S�x�
dx2

�
1

2m
�dS�x�

dx
	2

� V �x� �E � 0 (3.23)

According to WKB approximation S�x� is expanded in power series of Òh
S�x� � S0�x� � ÒhS1�x� � Òh2

2
S2�x� � ... (3.24)
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By inserting the above equation into Eq. 3.23 one obtains

�
iÒh
2m

d2

dx2
�S0�x� � ÒhS1�x� � ...� � 1

2m
� d
dx

�S0�x� � ÒhS1�x� � ...��2

� V �x� �E � 0 (3.25)

Taking the classical limit (Òh� 0) results in

1

2m
�dS0�x�

dx
	2

� V �x� �E � 0, (3.26)

and therefore the solution is given by

S0�x� � �S x

x0

»
2m �E � V �x���. (3.27)

Putting the above equation into 3.22 yields

ψ � B exp�� iÒh S »
2m�E � V �x���dx� � iEt~Òh� , (3.28)

where B is a normalization factor. According to the above equation, the phase of the
wave-packet which is propagating along the potential V �x� can be approximately given
by the exponential term.

3.7 The Floquet Picture (Laser-Dressed Molecular Potentials)

In order to acquire an understanding of photo-induced processes in molecules, such as
photo-dissociation, the Floquet picture (FP), thoroughly described in [85, 86], is a pow-
erful tool. This picture is most suited for intensities below 1013W ~cm2, and wavelengths
in visible to UV regions. Under these conditions, few-photo resonances are dominant pro-
cesses. In the presence of the laser field new light-induced potential curves3 (LIPs) are
formed, as illustrated in Fig. 3.3. These are parallel potential energy curves which are
separated by nÒhω, where n � 1,2,3, ..., resulting in light-induced conical intersections or
avoided crossings [87][88]. LIPs are obtained by diagonalizing the diabiatic potential
matrix

V �R� � � Vg�R� � Òhω Vgu�R�
Vgu�R� Vu�R� 	 , (3.29)

giving rise to light induced potentials (LIPs)
3they are the consequence of applying Born-Oppenheimer approximation to the dressed molecular Hamil-

tonian.
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V adiabatic
�

�
Vg�R� � Òhω � Vu�R�

2
�

¼�Vg�R� � Òhω � Vu�R��2
� 4Vgu�R�2. (3.30)

where Vg and Vu are field free 1sσg and 2pσu, respectively. The term Vgu�R� � �1
2ε�t�D�R�cosθ�t�

where D�t� is the transition dipole between two curves and θ�t� is the angle of laser po-
larization with respect to the molecular axis, and ε�t� � A�t�cos�ω�t�t�, where A�t� is the
temporal field envelope, and ω�t� is the instantaneous frequency. The characteristics of
avoided crossings are then controlled by the intensity and frequency of the field, as well
as, alignment of the molecule. If Rc is the position of the avoided crossing, the transition
between these LIPs at Rc can be calculated using Landau-Zener equation [89][90]. The
presence of LIPs results in a new series of different phenomena, such as bond softening,
bond hardening and above-threshold dissociation.

3.7.1 Bond Softening, Hardening and above-threshold dissociation

The opening of the crossing increases with the intensity. The vibrational levels above the
opening level, which where once bound in the field-free diabatic potential curves, are no
longer bound and dissociate. Levels lying below the crossing have a chance to tunnel out
through the potential barrier. This process is known as bond softening [94][95].

If the laser intensity is further increased (� 1014W ~cm2), vibrational levels at around
the three-level crossing can lead to dissociate. A molecule can then follow the adiabatic
potential Su,u � 3e until it reaches X3 avoided crossing where one photon is emitted and
the molecules ends up in Sg, n � 2e resulting in a net two-photon transition. In analogy to
atoms where they can absorb more photons necessary needed to be ionized, this process
is called in molecules above-threshold dissociation [96][94][95][97].

Vibrational levels above the one-photon crossing can be trapped in the adiabatic po-
tential well in a process known as bond hardening or vibrational trapping predicted first
theoretically [98][99] and proven subsequently experimentally in H2[100] and D2 [101].
If the laser field intensity is decreased at this point, these trapped states can either go back
to the bound state of the molecular ion 1sσg in a process known as molecular stabilization
in strong laser field [102] or stay on the repulsive 2pσu �ω dissociating at the one-photon
limit.

If the field intensity is further increased during trapping, the lower point of the adia-
batic potential well the trapped vibrational levels is lifted, and as a result, the molecule
dissociates to the field-free dissociation limit with almost zero kinetic energy [103].
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Figure 3.3: Illustration of the Floquet picture. a) At vanishing laser intensities, the molec-
ular system can be described by diabatic potential curves, corresponding to 1sσg and 2pσu.
This potential curves are shifted by the number of absorbed photons n=1,2,3,... creating
crossing points marked with red boxes. b) the non-vanishing laser intensities, avoided
crossings occur as a result of the coupling of gerade and ungerade states. As a conse-
quence, adiabatic potential curves are formed. These potential curves for three different
intensities are shown. Figure taken from [92]
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Figure 3.4: Schematic of dissociation of molecular hydrogen. The two nuclei dissociate in
a nearly back-to-back fashion because of the relative light electron mass. α is the angle
between the emitted electron and the molecular axis.

3.8 Electron Localization

In dissociation of H2

H2
nÒhω
ÐÐ� H�

� H � e� (3.31)

the emitted electron can be either on proton side or H side, as shown in figure 3.4. This
can be determined with the relative angle α between the emitted electron and the molec-
ular axis. A localization parameter (asymmetry) can be defined as

A �
Nα@90 �NαA90

Nα@90 �NαA90
(3.32)

whereNα@90 andNαA90 are the number of cases where proton and electron are emitted
in the same hemisphere (α @ 90) and the opposite one respectively (α A 90). A asymmetry
occurs when there are two pathways leading to the same final state as a result of a coherent
superposition of two different electronic wave functions which have acquired unequal
phases along those two pathways. The final state must be the same, photon energy sharing
must be identical so that the fragments are not distinguishable, and the symmetry of
emitted electron partial waves must be different. i.e. a gerade and ungerade electronic
state couple as one can see from Eq. (3.33) and Eq. (3.34).

� � (3.33)
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� � (3.34)

According to above two equations, a coherent superposition leads to the fact that the
electron is localized either on the left or right sided of the nucleus. To translate localization
into quantum mechanics language, one can start by defining the wave function of the final
sate as

TΨf f � c1 Sφ1e � c2 Sφ2e (3.35)

which is the superposition of two different states. Each state corresponds to the product
of the total orbital angular momentum of the bound electron labeled with capital Greek
letters Σ Π ∆ , ... and partial wave of the emitted electron (photo-electron) labeled with
small Greek letters σ π δ , ... .

By defining a set of basis as follows

TH�

rightf � SΛ1e � SΛ2e TH�

leftf � SΛ1e � SΛ2eTe�rightf � Sλ1e � Sλ2e Te�leftf � Sλ1e � Sλ2e (3.36)
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the transition coefficients can be calculated by projecting the different cases in above
equation onto the final state

Taψ1
proTψf fT2 � �c1 � c2��c�1 � c�2�Taψ2
proTψf fT2 � ��c1 � c2���c�1 � c�2�Taψ1
antiTψf fT2 � ��c1 � c2���c�1 � c�2�Taψ2
antiTψf fT2 � �c1 � c2��c�1 � c�2�

(3.38)

By definition

Npro � Taψ1
proTψf fT2 � Taψ2

proTψf fT2
Nanti � Taψ1

antiTψf fT2 � Taψ2
antiTψf fT2 (3.39)

by putting them in Eq. 3.32 and after some lengthly calculations one obtains (for the full
derivation see [104])

A �
2Re�c1c

�

2�Sc1S2 � Sc2S2 . (3.40)

This equation will be used in chapter 7 to simulate the observed experimental effects.
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Chapter 4

Experimental Setup

The Attolab at MPIK was designed and constructed in the framework of this thesis. In the
first part, the commercial laser system is presented. Secondly, the Mach-Zender interfer-
ometer is explained. Eventually, the principle of the Reaction Microscope is discussed.

4.1 Laser System

The laser is a commercially-available high-power fiber laser made by Active Fiber Systems
GmbH [105] [106]. Figure 4.1 shows schematics of the laser CPA (chirped pulse amplifi-
cation) amplifier system operation at three different repetition rates, namely 50, 70, and
150 KHz with a pulse duration of 250 fs and a pulse energy of 2 mJ. In the following step
the 250-fs pulses are further compressed using two hollow-core fibers in series, as shown
in Figure 4.2. After the first compression stage, pulses are compressed down to 40fs with
1.2 mJ pulse energy. The second compression stage reduces the pulse duration to sub 8 fs
with 0.8 mJ pulse energy. In the following table, different outputs with the corresponding
pulse energies are given

Pulse Duration (fs) 250 40 <8
Pulse Energy (mJ) 2 1.2 0.8

4.2 Interferometer

An interferometer with a nanometer resolution is needed to do time-resolved experiments
on an attosecond time scale. Since most experiments are performed for more than couple

33



34 CHAPTER 4. EXPERIMENTAL SETUP

Figure 4.1: Schematic of the main amplifier of the laser (CPA) producing pulses with a
duration of 250 fs. Figure take from [105]

<40fs

Figure 4.2: Schematic of the laser system nonlinear compression unit. Lang pulses after
the CPA amplifier are fed into the first hollow-core fiber filled with argon with a pressure
of 1.8 bars Compressing the pulse length down to 40 fs using a series of chirped mirrors.
Pulses are even further compressed in the second hollow core fiber filled with argon at
a pressure of 2 bars. After chirp compensation, pulses of a duration of less than 8 fs are
produced. Figure take from [105]
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of hours to even couple of days, both short- and long-term stability of the interferometer
is essential. For this purpose, during the design of the new Attolab, many efforts were
targeted to create an ideal environment for high-precision experiments. The laser and the
optical setup is located in a separate room, fulfilling clean room ISO 4 class, where, for
example, the temperature is regulated with 0.1 degree precision. The interferometer with
a Mach-Zehnder configuration, as shown in Fig. 4.3, is built with the minimum number of
reflections, and as short as possible. A measurement of the stability of the interferometer
is given in Fig. 5.9. In the following the individual components of the interferometer are
explained.

The incoming laser beam with a diameter of 8 mm (1~e2) is split into two arms, using a
holey mirror with a hole diameter of 3 mm. The reflected holey beam (the pump arm with
85 % of the incoming intensity ) is used to produce XUV light using HHG. The remaining
15 % (probe arm) is delayed with a translation stage. The pump arm is focused with the
help of a plano-convex lens with a focal length of 500 mm. Afterwards, the beam goes
then through a 1-mm thick glass and enters the vacuum chamber. A gas nozzle is placed
at the focus of the pump beam. The nozzle is fixed on four different motorized stages, as
shown in Fig. 4.4. In section 4.2.1, high harmonic generation is explained in more detail.

After the production of XUV, at a distance of 50 mm from the HHG gas target, a
skimmer with a opening diameter of 2 mm separates the HHG chamber from the first
differential pumping stage where the pressure is reduced from 4.10�2 mbar, in the HHG
chamber, to 2.10�4 mbar. This differential stage is placed on an adjustable base allowing
to move the whole chamber in order to align the beam through the small tube which
separates this section from the recombination chamber. This tube has a diameter of 20
mm and a length of 250 mm. The entrance side of the tube is cut under 45X allowing
the alignment of the chamber by looking through the view port from outside. In the
recombination chamber the pressure is reduced to 1.10�6 mbar. A mirror (labeled as
DM) with a diameter of 4 mm is placed at the entrance of the recombination chamber
which reflects most part of the incoming IR beam while letting through the XUV beam,
which at this point is much smaller in diameter than the IR beam due to its divergence.
The reflected IR beam goes through a viewport and is dumped outside the chamber. An
iris after DM blocks further the co-propagating IR beam until the aluminum filter with a
thickness of 200 nm, placed on a adjustable filter wheel, blocks completely the IR beam.
The remaining XUV beam goes through the recombination mirror (labeled as RM) where
the two arms of the interferometer are recombined.

In the probe arm, the small beam, going through mirror BS, hits a retro-reflector placed
on a nano positioning piezo stage made by Physical Instrument (P-629.1CL) which is used
to introduce a path length difference between the two arms of the interferometer. The
piezo stage is driven with an external signal generator with a triangle waveform which
is also sent to the data acquisition system as a reference for the time delay. In order to
reach the same beam divergence to match the one in the pump arm, the probe beam is
focused using a plano-concave lens with a focal length of -25 mm so that the virtual focus
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1.5mm

⌀=100 

Gas

Figure 4.4: Schematic illustration of the HHG nozzle mount. The nozzle is fixed of a ver-
tical piezoelectric stage. A rotational stage is placed underneath on top of two horizontal
piezo stages used to move the target along and perpendicular to the laser beam direction.
A HHG target is shown with four holes each with a diameter of 100 micrometer. A picture
of the produced plasma in argon is shown at the focus of the laser beam.

is at the same distance from the recombination mirror as is the focus of the probe arm
at the HHG target. The probe beam is then reflected through the recombination chamber
using the motorized mirror MM, and recombines eventually with the XUV beam. The RM
mirror has two co-centric holes letting through a small part of the probe beam used later
for diagnostic purposes.

After recombination, two beams go through a small tube which separates the recombi-
nation chamber form the toroidal mirror chamber so that the pressure can be even further
reduced by another order of magnitude. The recombined beam then hits the toroidal mir-
ror at a grazing incidence of 8 degrees. The toroidal mirror has a 2f-2f configuration and
has a B4C coating (the specifications are given in Appendix E). The mirror is mounted on
a combination of four different motorized stages, as shown in Fig. 4.5. With the help of
these stages one can optimize the focus of the beam inside the ReMi. So as to reduce the
pressure at this stage (1.10�7 mbar) to reach pressures comparable to ones in the ReMi, a
series of differential pumping stages are implemented to reach a pressure in 10�11 mbar
regime at the entrance of the ReMi. All differential stages are each mounted on an ad-
justable base allowing the adjustment of the beam through the small tubes between them.

In order to ensure the temporal and spatial overlap, a removable mirror is mounted
on the back side of the ReMi reflects the beam to a camera. This serves as a rough initial
alignment. A more precise alignment is done with the ReMi. Due to the high flux of the
XUV light in the ReMi a tube with a length of 1.5 meters and a diameter of 40 mms is
attached at the end of ReMi to dump the XUV photons.
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Figure 4.5: Schematic illustration of the toroidal mirror mount. The mirror is places on
four different stages. The lowest stage is translation stage moving the whole mirror on
the sagittal plane. Two goneometers are used to move the mirror around the center of the
mirror illustrated with a black circle. The upper-most stage rotates the mirror around the
central point.

4.2.1 High-Harmonic Generation (HHG)

In the pump arm of the interferometer, the incoming beam before the focusing lens has
a diameter of 8 mm (1~e2). After focusing with a plano-convex lens with a focal length
of 50 cm, the focal spot size is almost 80 µm. There is a gas nozzle mounted on four
different motorized stages. For all experiments in this thesis argon is used as the HHG
target gas. The backing-pressure of the nozzle is almost 1 bar. With the help of a vacuum
turbo pump (Leybold Turbovac 350i) and a Pfeiffer Ontool booster 150 the pressure in
the HHG chamber is kept at around 4.10�2 mbar. To have an estimate of the number of
the photons and conversion efficiency, one can use the photoionization rate in the ReMi to
calculate the number of XUV photons. The number of photons per second per unit area is
given by:

φ �
R

Lnση
, (4.1)

where R is the photoionization rate, L is the interaction length, n is the density of the
target, σ is the cross section of the target, and η is the detection efficiency. As a reference
argon was used as HHG target gas, and helium as the ionization target in the ReMi. The
XUV was produced with the holey beam. The power before the HHG target was measured
to be 38 W corresponding to 0.8 mJ pulse energy. No aluminum filter was used, and the
XUV beam was focused with the toroidal mirror into a gas jet of helium in the ReMi. A
count rate of 18 kHz was measured at 47 KHz laser repetition rate. By taking into account
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the photoionization cross-section of helium [107]1, the interaction length (2 mm), gas jet
density (1011 atoms~cm3), and 40% detection efficiency 2 , 1011 photons/s corresponding
to 107 photon/pulse have been reached which is comparable to values in literature [106].
A spectrum of the XUV pulse is given in Fig. 2.5.

14 Megabarn (10�18 cm2) was used as an average over the energy range available in the XUV spectrum.
2The MCPs used in the ReMi has a maximum detectable area of 60 %, meaning if each particle is detected

the detection efficiency will be 60 %. The factor of age (MCPs used during this measurement were 12 years
old) and particle type and velocity results in an final detection efficiency estimation of 40 % which is still an
overestimation.
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Figure 4.6: .Schematic illustration of a reaction microscope (ReMi). Figure take from
[110]

4.3 Reaction Microscope

A multi-particle coincidence spectrometer which is known as the Reaction Microscope
(ReMi) [108] [109] is a powerful tool in atomic and molecular physics. The spectrometer
detects charged reaction fragments with a solid-angle acceptance of 4π. By using the time
of flight and hit position on its detectors, one can reconstruct the initial momentum vectors
in 3 dimensions. The coincident measurement nature of the ReMi can be exploited to
determine the reaction channels. A ReMi is shown schematically in Fig 4.6. A laser beam is
focused onto a supersonic gas jet passing through the center of the spectrometer. Electrons
and ions are collected and guided towards the detectors with a help of a magnetic and an
electric field. In the following sections different parts of the ReMi is introduced and the
working mechanism, and momentum reconstruction are explained.

4.3.1 Supersonic Gas Target

Most experiments with ReMi are done on targets in the gas phase. At the room temper-
ature the mean kinetic energy of gas particles is 25 meV (kBT ). Because of this, it is
necessary to cool down the target to improve the momentum resolution. One needs also
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Figure 4.7: The gas initially is flowing slowly in a region with pressure p0 and temperature
T0 resulting in a very small Mach number (Ma @@ 1). The gas expands into a region with
pressure pe where pe @@ p0, and, as a consequence, the particle are accelerated along
the pressure gradient shown with the dashed arrow. Under the assumption that the heat
conduction and friction can be neglected, an isentropic process takes place where the
entropy is constant. Gas particles tavel at the speed of sound if Ma � 1 corresponding to
p0
pe

� 2.1. For higher backing pressures, the gas expands in the form of shock waves to
reach pressure balancing giving rise to the creation of zone of silence. In this region the
gas velocity exceeds that of sound. Spatial density reduction is therefore, compensated
through the increase in density in momentum space eventually leading to temperature
reduction. Figure taken from [111].

a small fixed interaction region so as to be able to reconstruct the momenta, as explained
in section 4.3.3. In order to fulfill these requirements, a supersonic gas jet is used to reach
a temperature of few Kelvins. The mechanism of a supersonic gas jet is as follows: A gas
is expanding into a reservoir through a very small nozzle of 30 µm from a high pressure
region with pressures of the order of few bars into a low pressure region of a few millibars
resulting in a supersonic expansion, as shown in Fig. 4.7. The gas jet setup is shown in
Fig. 4.8. The gas at the room temperature is expanded through a small hole with a diam-
eter of 30 µm into the first jet stage. A skimmer with an opening of 150 µm separates the
jet stage 1 from jet stage 2. The second skimmer with a opening of 200 µm lets the gas
beam into the main chamber of the ReMi.

4.3.2 Spectrometer and Detectors

The function of the spectrometer is to produce a homogeneous electric field to guide the
charged particle towards the detectors. The homogeneity of the field is an important factor
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Figure 4.8: Schematic illustration of the gas jet in the reaction microscope.

Figure 4.9: Drawing of the reaction microscope spectrometer with a total length of 274
mm. The distance between spectrometer electrodes is 7 mm.
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Figure 4.10: Schematic illustration of an MCP and delay-line anode. Figure taken from
[113].

in order to achieve a proper momentum resolution. The whole length of the spectrometer
is composed of 32 plates with a spacing of 7 mm, as shown in Fig. 4.9. For more details
about the spectrometer see [112].

The hit position and the time of flight are determined using MPCs (multichannel
plates) [114] with a combination of a delay line anode [115]. As for MCPs, they con-
sist of arrays of very small channels with a diameter of couple micrometers, as shown in
Fig. 4.10. The inner surface is coated with, for instance, GaP or GaAsP allowing the pro-
duction of secondary electrons, upon bombardment with particles, due to their low work
function. By applying a voltage on both sides of an MCP, electrons can be accelerated and
hit the inner surface again resulting in an electron avalanche similar to photo-multipliers.
As a consequence, a voltage drop takes place between two sides of the MCP is used to
determine the hit instance (tMCP ) or the detection time of a particle resulting from an
interaction with the laser pulse. The interaction instance (tlaser� or the interaction time is
also known. Eventually, the TOF can be determined using

TOF � tMCP � tlaser. (4.2)

The channels of an MCP are slightly tilted to increase the detection efficiency. Nor-
mally, two or three MCPs are stacked upon each other which improves also the detection
efficiency.

The hit position is determined using a delay-line anode, consisting of meshes of copper
wire, placed behind the MCP [116]. The electron cloud leaving the back side of the MCP
hits its wires. Delay-line anode is positively biased with respect to the back side of the
MCP to guide the electrons. Once an electron cloud hits the delay-line anode, a signal is
produced which travels with constant velocity v towards both ends of the wire, as shown
in Fig. 4.11. The position can be determined by the arrival time of these signals
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Figure 4.11: Upper left panel shows the TOF spectrum for electrons. Lower left hit posi-
tions on the electron detector. Upper right the TOF spectrum for ion and lower right hit
positions for ions. From hit and TOF one can reconstruct all momenta vectors.

x �
v

2
�t1 � t2�. (4.3)

by adding another set of wire perpendicular to the existing one, �x, y� coordinates of an
hit can be determined.

4.3.3 Momentum Reconstruction

In the following, reconstruction of the three initial momentum vectors is explained using
the TOF and impact position on the detectors. Time of flight of charged particles depend
on the charge and mass of particles as well as the initial velocity, acceleration region,
and extraction voltage. One can use the cylindrical coordinates in order to facilitate the
momentum calculations. As it is shown in Fig. 4.6, the longitudinal direction is along the
z axis which is the time of flight axis as well. Using the Lorenz force and Newton’s second
law of motion, one can describe the motion of a charged particle in a magnetic and electric
field.

m . Ña � q . � ÑE � Ñv � ÑB�, (4.4)

where m and q are mass and charge, and E and B are the electric and magnetic field
respectively. One can neglect the effect of the magnetic field on ions. The above equation
can be simplified to
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a �
qE

m
�
qU

mL
, (4.5)

where U is the voltage applied over the length L which is given by

L �
1

2
at2 � vzt,

�
1

2

qU

mL
t2 � vzt,

(4.6)

where t is the time it takes for ions to reach the detector from the interaction point,
known as time of flight. One can rewrite the above equation in terms of the longitudinal
momentum (of an ion or an electron) (pz �mvz)

pz �
Lm

t
�
qUt

2L
, (4.7)

and in atomic units (a.u)

pz � 8.043 � 10�3 qU

L
∆t. (4.8)

Solving for t in the above equation

t �
2Lm»

p2
z � 2mqU � pz

. (4.9)

Transversal Momentum

In case of ions, the transversal momentum (p�) is calculated from the hit position on the
detector and the time of flight. One can neglect the effect of the magnetic field resulting
in

p� �
rm

t
, (4.10)

where the hit position r is given by

r �
»�x � x0�2 � �y � y0�2, (4.11)

where x0 and y0 are the position of an ion with zero transversal momentum. As it can be
seen in Fig. 4.11, ions manifest a shift in y-direction relative to the center of the detector
caused by the initial gas velocity in the jet. This can be accounted for by choosing the
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Figure 4.12: Schematic of the electron trajectory in a plane perpendicular with respect to
the spectrometer axis.

center of the distribution as (x0, y0) instead of the center of the detector. The emission
angle in xy-plane is given by

φ� � arctan
�y � y0��x � x0� , (4.12)

and transversal momentum components are

px �
�x � x0�m

t
, and py �

�y � y0�m
t

. (4.13)

In case of electrons, momentum reconstruction is more complicated, for the presence
of the magnetic field causes electrons to undergo cyclotron motion. Using equation 4.4
and the centrifugal force (F �m

v2
�

rc
)

mv2
�

rc
� ev�B Ô� p� � ercB, (4.14)

where rc is the radius of cyclotron motion, e is the electron charge, and B is the magnetic
field. One can not detect rc. However using Fig. 4.12, a relationship between r and rc is
given by

rc �
r

2 sin�α~2� , (4.15)

where α � ωct with ωc being the cyclotron frequency. By combining Eq. 4.14 and Eq. 4.15,
electron tranversal momentum is given

p� �
erB

2Ssin�α~2�S . (4.16)
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The azimuthal angle of emission can be calculated using the detection angle (φdet �

arctan�y~x�)
φ � φdet �

wct

2
. (4.17)

4.3.4 Spectrometer Acceptance

The acceptance of the spectrometer is the maximum detectable kinetic energy of a frag-
ment emitted in a particular direction. The limitation is due to the geometry and applied
voltages of the spectrometer because a charged particle moving away from the corre-
sponding detector has to be driven back to the detector. If the deacceleration length is not
enough, the particle trajectory exceeds the spectrometer length, and therefore, can not be
detected. The maximum detectable longitudinal momentum for a particle with the mass
of m and charge of q is given by

pSSmax �
»

2mqU, (4.18)

where U is the applied voltage. As for photo-ionization of atoms with photon energies
accessible in the scope of this work, the momenta of ions hardly exceed 2 a.u. However,
molecular fragmentation can result in higher energetic particles. For example, fragments
resulting from dissociation of molecules can have a momentum up to 45 a.u..

In the case of the transversal acceptance, unlike the longitudinal one, ions and elec-
trons have to be considered separately as they are affected differently by the magnetic
field. Regarding ions, the transversal acceptance on a detector with a radius of Rdet at a
distance of L from the interaction point is given by

p�max � Rdet

º
2mqU

2L
. (4.19)

Concerning electrons, maximum transversal momentum is given by

p�max � BRdet. (4.20)

where B is the magnetic field.

4.3.5 Momentum Resolution

Momentum resolution of the detected particles is influenced by a number of factors.
Firstly, inhomogeneities in both magnetic and electric field. Furthermore, there is an
intrinsic uncertainty in the detection of the position and time of flight. Furthermore, gas
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Figure 4.13: Sum of longitudinal momentum of electrons and ions in atomic units in the
single ionization of H2. Momentum resolution is given by FWHM/2=2

º
2 ln 2 σ where σ

is the standard deviation. The extraction voltage is 50 V.

jet temperature related momentum uncertainty, and the extent of the interaction region
are other contributing factors. Generally the momentum sum of detected particles from
single-ionization is used as a measure of the momentum resolution. For instance, the sum
of pelectronx �pionx is shown in Fig. 4.13. A Gaussian fit is used to determine the width of the
distribution (∆pz � 0.014). The same procedure for the other two momentum components
in the case of single-ionization of H2 results in ∆px � 0.14 a.u. and ∆py � 0.57 a.u. at 50
V extraction voltage.

4.3.6 Molecular Frame

Based on the assumption of axial recoil approximation [117] molecular dissociation hap-
pens on a much faster time scale compared to molecular rotation ( see timescale of H2

molecule3.1). Consequently, the detected recoil direction is the same as the dissociation
direction at the moment of dissociation. In the first step all detected fragments are in
the laboratory frame (LF). In the case of the dissociation of a diatomic molecule AB,
molecular frame (ML)can be reconstructed using the momenta of the detected ion A� and
electron e�

p̂A
�

MF � p̂A
�

LF � � MB

MAB
� p̂e

�

LF , (4.21)

where MAB is the mass of two nuclei. For H2, one has to add p̂H
�

MF � p̂H
�

LF � �1
2
� p̂e

�

LF , as
illustrated in Fig. 4.15.
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Figure 4.14: Sum of the two transversal momentum components of electrons and
ions in atomic units in the single ionization of H2. Momentum resolution is given by
FWHM/2=2

º
2 ln 2 σ where σ is the standard deviation. Extraction voltage is 50 V.

Figure 4.15: Reconstruction of the Molecular Frame (MF). The detected momentum of H�

has to be corrected with the detected momentum of the electron according the momentum
conservation law . Note that photon momentum for the energy range used in this thesis
can be neglected compared to the momentum resolution of the ReMi.
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Chapter 5

Nuclear-Electron related Dynamics
of H2 and D2

With photon energies available to us during these experiments (up to 40 eV), a number of
interesting interactions in molecular hydrogen and its isotope, molecular deuterium can be
studied. The corresponding potential curves for hydrogen molecule1 are given in Fig. 5.1.
The complexity of these simplest molecular systems is clear by looking at the potential
curves. In this chapter, a time-resolved investigation of dissociative photo-ionization of
both H2 and D2 is presented. This chapter is structured as follows: firstly, the results of the
interaction of an attosecond pulse train (APT) consisting of XUV photons with H2 and D2

are presented in a quantitative manner and are compared with the available theory and
experiments in the literature. Subsequently, the role of the IR pulse as a dressing field is
explained. Furthermore, how the system under examination behaves as the delay between
XUV and IR pulses varies, followed by vibrational-resolved investigations. Eventually,
using the interferometric RABBIT technique, photo-dissociation processes are studied with
attosecond precision leading to phenomena such as the effect of resonances on the phase
of the photo-electrons, and how these phases change as a function of the internuclear
distance which implies the intertwined electron-nuclear dynamics.

Both photo-ionization and photo-dissociation occur as H2 and D2 interact with an APT,
as shown in the TOF spectrum, given in Fig. 5.2. The resulted electron spectra are shown in
the top left corner of Fig. 5.3 as well as a schematic spectrum of an APT. Single-ionization
with an XUV photon is explained in the coming section followed by photo-dissociation.

51
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Figure 5.1: Potential energy curves showing neutral and ionic states of H2. Franck-Condon
region is shown with orange vertical lines. Figure taken from [43].
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Figure 5.2: The Time of flight spectrum of the detected ions resulting form the interaction
of an XUV pulse train with H2. The ratio H�

H�

2
� 0.02. The dissociation region is spread over

a much larger area compared to single-ionization. The center of the distribution is marked
with a gray vertical line showing the zero energy protons.

Figure 5.3: The interaction of an attosecond pulse train (APT) with H2. The potential
energy curves of H2 are given on the right side. The spectrum of the APT is given in the
middle. The corresponding photo-electron spectra are given for both single ionization and
dissociation channels in the top left corner. Photoionization (slightly above harmonic 13)
and dissociation (slightly above harmonic 15) limits are marked with horizontal dashed
and gray lines, respectively.
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Figure 5.4: Franck-Condon coefficients for H2 and D2. Numbers on the curves denote the
vibrational state ν. Values taken from [118].

5.1 Single-photon Ionization of H2 and D2

The spectrum of an attosecond pulse train (APT) covers a range of energies from 15 to 40
eV. The peaks are separated by 2.42 eV and an energy width of 0.3 eV (FWHM) for each
peak. Upon absorption of an XUV photon with energies higher than 2 15.46 eV [120], a
dipole transition from H2�X1P�

g �3 to the ground state of the cation (H�

2 �X2P�

g ��1sσg�)
is possible resulting in the emission of an electron. Since the ground state potential curve
of the cation is slightly displaced relative to the ground state of the neutral molecule,
higher vibrational4 levels of 1sσg are coherently populated according to Franck-Condon
factors, as illustrated in Fig. 5.4. This coherent superposition of vibrational states leads to
the formation of a nuclear wave-packet (NWP). After the photo-ionization of the molecule,
the energy of the emitted electron is given by

Ee� � qÒhω �E�1sσg, ν�, (5.1)

where E�1sσg, ν� is the energy of the νth vibrational state of the cation relative to the
ground state of the hydrogen molecule. Fig. 5.5 shows the detected photo-electron spec-
trum resulting from ionization with XUV light in coincidence with H�

2 (blue curve) and
D�

2 (brown curve). Furthermore, the harmonic peaks are broader than that of the single-
ionization of argon. The reason for this broadening is the last term in the above equation

1D2 has the same potential curves
2Throughout this work all values given for H2 are also valid for D2 unless otherwise stated.
3The neutral H2 and D2 molecule are in the first vibrational ground state at room temperature ( 1

40
eV .

Eν0�ν1 � 0.5159 eV for H2 [76] and 0.371 eV for D2 [121].
4Rotational energy levels can not be resovled with this experiment, and therefore are neglected.



5.1. SINGLE-PHOTON IONIZATION OF H2 AND D2 55

Figure 5.5: Photo-electron spectrum of H2, and D2 as a result of ionization (Ip=15.46 eV)
with XUV light. The first peak corresponds to harmonic 15. The difference between two
spectra is due to the difference in the XUV spectrum, since these two measurements were
not carried out at the same time. Additionally, the peak of harmonic 15 is smaller than that
of harmonic 17 due the presence of the aluminum filter in the XUV beam. Harmonic 25
denotes the cut-off frequency and, as a result, the intensity of higher harmonics decreases
exponentially. Besides, the height of harmonic 19 is smaller than its two adjacent peaks.
This effect is also present in the case of the single ionization of argon (Fig. 2.8), and
therefore, is attributed to the spectrum of the XUV beam. The reason for this effect is not
clear.
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Figure 5.6: Photoionization cross section of H2 (top), and D2 (bottom). Figures taken
from [119].
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which follows the Franck-Condon distribution as opposed to atoms where this term is
a constant value (ionization potential) leading to sharp photo-electron energy peaks in
atoms. The width of each harmonic peak in the photo-electron spectrum in case of ar-
gon is around 300 meV (FWHM)5. Therefore, single vibrational level can not be resolved
considering the fact that the spacing between vibrational levels are smaller ( the largest
one is for H�

2 where Eν0�ν1 � 0.271 eV ). One can, however, resolve vibrational levels with
help of a probe pulse dissociating the molecule, as will be discussed in section 5.3. More-
over, the two spectra are not identical due to the fact that these measurements were not
recorded at the same time (the XUV spectrum was not identical). Otherwise, one expects
to observe the same photoelectron spectra, since H2 and D2 have a very similar photo-
ionization cross section, as illustrated in Fig. 5.6. In addition, the intensity of harmonic
15 is smaller than the intensity of harmonic 17, since the aluminum filter was used in the
XUV beam. Harmonic 25 marks the cut-off frequency, and, as a consequence, the intensity
of higher harmonics decreases exponentially. Furthermore, the intensity of harmonic 19
is smaller than its two neighboring peaks. This feature is also present in the case of single
ionization of argon (Fig. 2.8), and thus, is attributed to the spectrum of the XUV beam.
The reason for this effect is not clear.

Photo-ionization of H2 and D2 with an XUV Pulse in the Presence of an IR Pulse
(Photo-assisted ionization)

The ionization of H2 and D2 with XUV in the presence of IR is similar to that of atoms
presented in 2.2. The photo-electron energy is given by

Ee� � qÒhω � Òhω �E�1sσg, ν�, (5.2)

where q � 2n � 1, n � 0,1,2, ... resulting in the appearance of sidebands, as depicted in
Fig. 5.7. The sidebands are not as well-resolved as in argon (Fig. 2.8) due to the much
broader harmonic and sideband peaks. One can, however, see that the valleys between
harmonics become shallower as the peaks of harmonics become shorter. If the intensity
of the IR beam is increased, at one point, none of the peaks are visible anymore. One
also expects to see that the sidebands grow symmetrically in the middle as it is the case
for higher sideband (SB 24, 26, 28). The reason for this asymmetric growth in lower
sidebands (SB 16, 18, 20) is not clear.

RABBIT in H2 and D2

Similar to atomic cases, one can plot the photo-electron energy as a function of the delay
between XUV and IR pulses which results in the appearance of sideband oscillations, as
shown in Fig. 5.8. The frequency of this oscillatory pattern is 2ω, corresponding to a period
of 1.7 fs.

5The detected width is the combination of the ReMi resolution and the bandwidth of the harmonic peaks.
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Figure 5.7: Photo-electron spectrum of D2 with and without IR probe pulse. Sidebands
begin to fill the space between harmonic peaks as the height of the harmonic peaks become
smaller. The first harmonic and sideband are labeled.

Figure 5.8: Photo-electron energy (coincidence H�

2 ~D�

2 � e) vs time delay in the XUV+IR
single-ionization of H2 (right panel) and D2 (left panel). The sidebands oscillate with a
period of 1.7 fs (2ω). Sideband 22 is shown as an example.
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Figure 5.9: The temporal drift (the phase of the sideband 22) of the two arms of the
interferometer as a function of the acquisition time. The jumps in the curve are the result
of the periodicity of the sidebands (T � 1.7 fs).

Drift correction

The interferometer of the Attolab was not actively stabilized during the measurements
presented in this work. Therefore, the sideband oscillation in the single-ionization channel
shown in Fig. 5.8 is used for long-time drift correction, explained as follows. The data set
is divided into smaller sections, e.g., data files of 3 minutes. This is enough to see the
sideband oscillations. Then, the phase of a sideband is used as a reference and each
following file is shifted so that the phase of that particular sideband stays the same for the
rest of the data set. Fig. 5.9 illustrates the phase of sideband 22 (photon energy 22 eV)
as a function of acquisition time for a 26-hour measurement corresponding to D2. As one
can see, after one hour the interferometer has drifted for about 0.5 fs. The jumps in the
plots occur when the drift is larger than 1.7 fs (2ω) which is the periodicity of the sideband
oscillation.

Atto-chirp

As discussed in section 2.2.1, an XUV pulse is intrinsically chirped. This chirp, known as
atto-chirp, is almost linear as a function of photon energy. For each measurement argon
is used prior to switching to the other gas targets in order to have a reference for that
measurement. Since the atto-chirp of XUV pulse is not of interest in the scope of this work,
sideband phases in argon are used to correct for the atto-chirp for the whole measurement.
Obviously, this is not an ideal approach, as argon was not measured during the experiment.
However, for some measurements a short argon reference was taken before and after a
long measurement. By comparing the sideband phases one can observe that these phases
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Figure 5.10: Sideband phases in the single-ionization of argon and H2 with XUV+IR.
Number on the curves denote sideband numbers. Argon was measured prior to H2, and is
used as a reference. The phase of the sidebands show a linear trend except for SB 16.

do not change considerably, at least within errorbars. Fig. 5.10 shows the RABBIT phases
of different sidebands for argon, performed prior to starting the measurement, and the
single-ionization of H2 for comparison. The argon reference measurement is only couple
of minutes resulting in large errorbars.

5.2 Photodissociation of H2 and D2

Apart from the dominate photo-ionization which results in bound vibrational levels in the
ground state of the molecular ion (1sσg), the interaction with photon energies higher than
the dissociation limit of H2 and D2 (18.076 [76]) or little less in the presence of and IR
field, could result also in H�

� H�1s� � e� or H�
� H�n � 2� � e� with higher

photon energies (Òhω A 28.281) [122]. The aforementioned phenomena are introduced in
this section. Unlike single-ionization, photo-dissociation is possible via different pathways
accounting for very rich physical effects.
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5.2.1 Photodissociation of H2 and D2 with an Attosecond Pulse Train

One XUV photon from the attosecond pulse train with energies higher than the dissocia-
tion limit can dissociate the molecule directly

H2 � γ �H�

2 � e
�
� H�

� H�n� � e�, (5.3)

or indirectly

H2 � γ �H��

2 �H�

2 � e
�
� H�

� H�n� � e�, (5.4a)

� H�n� � H�n�� , (5.4b)

� H�
� H�. (5.4c)

Only the first one (a) is studied in this work. After the dissociation, the surplus energy is
shared between fragments

EH� �EH �Ee� � Eγ � Id,
6 (5.5)

where Id is the dissociation limit of H2. The sum EH� � EH is referred to as the kinetic
energy release (KER) which is almost 2EH� . The time of flight (TOF) spectrum of the
interaction between an APT and H2 is shown in Fig. 5.2. The center of the distribution
of H� is marked with a gray vertical line. Two regions on both sides of this line are the
protons with energies higher than zero increasing with the distance to the central line
flying to the right (away from the ion detector) and vice versa. Subsequently, the KER
can be calculated. Fig. 5.11 shows the KER distribution for H2 and D2. The width of KER
distribution for D2 is smaller than that of H2 because of a smaller FC region in the case of
D2

7. The acquired data is in agreement with experimental data from [124][125]. The D2

curve is somewhat noisy due to the very short acquisition time.

As one can see from Fig. 5.2, H
�

H�

2
� 0.02. This is similar to values reported in previous

measurements [126]. This ratio is smaller for D2 (D
�

D�

2
� 0.008). With the help of the ReMi

one can detect both H� and e� in coincidence. Once detected, the energy distribution
between products of dissociation can be presented in one plot known as the energy sharing
plot given in Fig. 5.12. As one can see, most events appear along diagonal lines with a
slope of -1. This is the consequence of energy conservation (Ee� � �EXUV � Id� � �KER).
Events which are elsewhere do not belong to the coincidence H�

� e�, and are thus called
false coincidences. The diagonal lines are spaced by 2ω, manifesting the odd harmonics of
the APT. As an example the 27th harmonic is shown with a diagonal black line. The first
diagonal line is the harmonic 17 (17 � 1.2 eV � 20.4 eV A Id). At an KER of 0.6 eV, one can
see a faint trace (better visible in Fig. 5.17) as a result of an enhanced dissociation due

6the exact euqality is EH� �EH �Ee� � Eγ � Id �
P2
e

2M
, where Pe is the electron momentum, and M is the

mass of nuclea. The last term is very small in energy rage used with high harmonic generation in this work,
and therefore, this term is always omited.

7Franck-Condon region of D2 is 16% smaller than that of H2[123].
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Figure 5.11: Kinetic energy release (KER) for D2 and H2 with as a result of the interaction
with the APT. D2 has a narrower KER distribution due to the smaller FC region. Both plots
are normalized to emphasize the difference. The D2 measurement has much fewer data
points, and is thus more noisy.

Figure 5.12: Energy sharing between electron and nuclei (�H�, e� coincidence), integrated
over all angles, as a result of the dissociation of H2 with an attosecond pulse train (APT).
Each of the diagonal lines correspond to a harmonic in the APT. For instance, harmonic
27 is marked with a diagonal line with a slope of -1. Events blow the red line at KER=2
eV are mostly attributed to the GD. The box in the top left corner contains events as a
consequence of the direct dissociation via the first excited state of the cation (2pσu).
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Figure 5.13: Franck-Condon (FC) factors for H2. The coefficients for the bound ground
state of the cation are the same given in Fig. 5.4. The FC distribution in the continuum of
the molecular ion (the gray area) is shown with a green curve. Figure taken from [127]

to unwanted IR photons not being completely blocked by the aluminum filter in the XUV
arm resulting in bond softening, discussed later in this chapter. The energy sharing plots
are very useful means to find out about different dissociative mechanisms contributing
to the signal. In the following section, different dissociation mechanisms are explained
and attributed to specific regions of this plot in order to gain insight into the rest of the
experiments.

5.2.2 Direct Dissociation

The transition from the ground state of the neutral molecule to the ground (1sσg) or the
first excited state (2pσu) of the molecular ion, which results in dissociation, is known as
direct dissociation. The former is also referred to as ground-state dissociation (GD).
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Figure 5.14: Relevant potential energy curves in case of direct dissociation. The FC region
is shown with a vertical light blue band. The XVU photon is shown with a vertical blue
arrow in the middle of the FC region. Left panel illustrates ground state dissociation using
and XUV photon. The nuclear wave-packet follows the red path leaving the dissociating
fragments with a KER of less than 2 eV. Right panel shows the direct dissociation using an
XUV photon via the first excited state of the cation where the nuclear wave-packet follows
the black line resulting in fragments with a high kinetic energy.

Ground-State Dissociation

The calculated Franck-Condon factors illustrated in Fig. 5.13 show that a small fraction
of states in the continuum [118] of the cation are also populated with photon energies
higher than the dissociation limit (18.06 eV) which leads to dissociation of the molecular
ion following the 1sσg curve illustrated in the left panel of Fig. 5.14 leaving the fragments
with a total KER of <2 eV according to the following equation

H2 � γ Ð�H�

2 �1sσg� � e�
dissociation
ÐÐÐÐÐÐ�H�

� H�1s� � e� . (5.6)

This region contributes to events below the red line in Fig. 5.12. As one can see, GD
has the largest contribution to molecular dissociation with a very low kinetic energy. GD
decreases exponentially with KER as one can better see in Fig. 5.11.
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Dissociation via 2pσu2pσu2pσu

With photon energies higher than 30 eV, as shown in the right panel of Fig. 5.14, the first
excited state of the cation (2pσu) can be populated. Being in a dissociative state, the
molecule breaks apart into fragments according to

H2 � γ Ð�H�

2 �2pσu� � e�
dissociation
ÐÐÐÐÐÐ�H�

� H�1s� � e�, (5.7)

and, as a consequence, relatively large KERs (>12 eV) and small electron energies (Ee �Òhω � ID �KER) are obtained contributing to events within the orange box in Fig. 5.12.
Note that in the case of direct photo-dissociation, symmetry properties do not impose ori-
entation of the molecule with respect to the molecular axis, unlike resonant dissociations.

5.2.3 Indirect Dissociation

Indirect, also known as resonant, dissociation takes place when the molecule is first ex-
cited to a ’superexcited’ state (doubly-excited state) which can autoionize through electron
correlation even if the nuclei are fixed [128]. Once in the doubly-excited sates, molecular
autoionization competes with dissociation into neutrals (Eq. 5.4b).

Doubly-excited states are classified according to the series limits. Q1 states correspond
to the first excited state of the molecular ion 2Σ�

u�2pσu� andQ2 states to the second excited
state 2Πu�2pπu�. Q1 states have a (2pσu��nlλ� configuration resulting in H�1s��H�n�l��,
whereas Q2 states with (2pπu��nlλ� configuration result in H�2l��� � H�n�l�� at infinite
nuclear distances. All doubly-excite states are dissociative leading to the fragmentation of
the molecules into either neutral fragments or ions. The relevant channel to this work is
the dissociation into a neutral fragment (H~D) and an ion H�~D�. This takes place only
if the autoionization lifetime of the doubly excited state is smaller than the time it takes
for the molecule to dissociate otherwise the dissociation ends in two neutral fragments
(Eq. 5.4b).

As the ground state of H2 and D2 exhibits Σ symmetry, dipole allowed transitions are
Σ� Σ for molecules parallel to the polarization axis, and Σ� Π for molecules perpendic-
ular according to table 3.4. In other words, the dipole transition matrix element depends
on the direction of the electric field with respect to the molecular axis, and additionally, on
the symmetries of the initial and final states as in the case of doubly excited states. Note
that molecules are randomly oriented in the gas target at the time of interaction with the
linearly polarized laser pulse. After the detection of fragments, one can profit from the
full 4π detection capacity of the ReMi, to calculate angles of emitted fragments in all di-
rections. One can put conditions on angles in post analysis, and thus select a particular
transition, e.g., perpendicular or parallel. Fig. 5.15 illustrates a perpendicular transition
with fragments within the yellow region and a parallel one in the blue region. According
to the detection geometry, the polarization axis is along the z direction. Throughout this
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Figure 5.15: Example of a perpendicular (emission within the yellow cone) and paral-
lel (emission within the light blue cone) transition. The z axis is along the polarization.
Parallel orientation is a cone with an opening angle of �35X in both directions if not oth-
erwise stated. Perpendicular orientation is a cone with an opening angle of �20X in both
directions if not otherwise stated.

work, a parallel transitions is defined as the emission of the proton in a cone with an
opening angle of �35X, and a perpendicular transition is defined as an emission in a cone
with an opening angle of �15X, if not otherwise stated.

Parallel Transitions

As discussed earlier, only final states of the doubly-excited states (DESs) of H2 and D2

with Σ symmetry are populated in parallel transitions, as illustrated in the left panel of
Fig. 5.16, which can consequently autoionize into the ground state of the molecular ion
according to

H2 � γ Ð� Q1
1Σ�

u
autoionization
ÐÐÐÐÐÐÐÐ� H�

2 �1sσg� � e�
dissociation
ÐÐÐÐÐÐ�H�

� H�1s� � e�. (5.8)

For photon energies higher of 25-40 eV mostly the lowest curve of Q1Σ�

u series contributes
to autoionization[129]. Dissociation occurs at intermediate nuclear distances (4-5 a.u.)
before the potential crossing point [130] with KERs 0-22 eV [124][42][131][132], and
electron energies 0-25 eV which corresponds to the region between the two red lines in
the left panel of Fig. 5.17.

The autoionization lifetime of the lowest curve ofQ1
1Σ�

u (Q1
1Σ�

u is 0.4 to 1 fs [133][134]
(see appendix F for the bandwidth of the relevant DESs), similar to that of Q1

1Σ�

g , and
can be populated using two photons (XUV+IR). The autoionization lifetime of higher Q1

series is much higher and, as a result, only the effects of the lowest ones are considered.
With photon energies higher than 31 eV, two of the lowest Q2 series can also be populated
in parallel transition:
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H2 � γ Ð� Q2
1Σ�

g
autoionization
ÐÐÐÐÐÐÐÐ� H�

2 �1sσg� � e�
dissociation
ÐÐÐÐÐÐ�H�

� H�1s� � e�, (5.9)

H2 � γ Ð� Q2
1Σ�

g
autoionization
ÐÐÐÐÐÐÐÐ� H�

2 �2pσu� � e�
dissociation
ÐÐÐÐÐÐ�H�

� H�1s� � e�. (5.10)

The autoionization time of the above states is, however higher (A 2fs) than that of Q1

and, as a consequence they do not contribute the detected events. The energy sharing
between proton and electron is same as other Q2 series, as explained in the section that
follows.

Perpendicular Transitions

For photon energies between 31-37 eV, a transition from the ground state of the neutral
molecule (X1Σ�

g ) to doubly-excited states Q2
1Πu becomes possible for molecules perpen-

dicular to the polarization axis of the laser beam. Once populated, this state can autoionize
to either the ground state 1sσg and dissociate

H2 � γ Ð� Q2
1Πu

autoionization
ÐÐÐÐÐÐÐÐ� H�

2 �1sσg� � e�
dissociation
ÐÐÐÐÐÐ�H�

� H�1s� , (5.11)

or to the first excited state of the cation 2pσu

H2 � γ Ð� Q2
1Πu

autoionization
ÐÐÐÐÐÐÐÐ� H�

2 �2pσu� � e�
dissociation
ÐÐÐÐÐÐ�H�

� H�n � 2� . (5.12)

These two pathways are shown in the right panel of Fig. 5.16 with red and violet pathways,
respectively. The former case reaches the maximum KER if autoionization takes place
at infinitely large nuclear distances, whereas the latter at the smallest possible nuclear
distances. Zero KERs can be reached only via 1sσg. Q2 DESs autoionize preferentially to
2pσu at a fixed nuclear distance rather to 1sσg [124].

The right panel in Fig. 5.17 shows the energy sharing which corresponds to molecules
dissociating perpendicular to the laser polarization. With the help of the potential curves
in the right panel of Fig. 5.16, one can explain different regions in the plot. The checkered
area is the region where the acceptance of the ReMi did not detect charged ions with
higher kinetic energies due to the low extraction voltage. The diagonal features for KERs
higher than 2 eV are assigned to dissociation by means of Q2 doubly-excited state of the
neutral molecule via 1sσg (shown with the red box). The lower part of the plot is related
to ground state dissociation because this transition is isotropic, and therefor insensitive to
angle selection. The region could have KERs up to 2 eV, as discussed previously.

Another transition is also allowed according to table 3.4 from ground state of the
neutral molecule to Q1�1Πu�. In all previously done measurements, no resonance effects
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Figure 5.16: Relevant potential energy curves in case of indirect (resonant) dissociation.
The FC region is shown with a vertical light blue band. The XVU photon is shown with a
vertical blue arrow in the middle of the FC region. Left panel: for photon energies between
25-40 eV the lowest state of the Q1Σ�

u series can be populated for molecules parallel to
the polarization axis. This state is dissociative and, as a result, the molecule dissociates
following the red path with KERs of 0-22 eV. Right panel: for photon energies between
31-37 eV, the lowest-lying state of the Q2Πu can be populated for molecules perpendicular
to the polarization axis. This state has a repulsive potential and can dissociate either via
1sσg (red path) or via 2pσu (violet path).
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Figure 5.17: Left panel: The energy sharing plot for parallel transitions as a result of
photo-dissociation of H2 with an APT. The lower region, corresponding to a KER from
0 to 2 eV, is mostly related to ground-state dissociation. Harmonic 27 is marked with a
diagonal line with a slope of -1. The region between the two red lines contains indirect
dissociation from Q1

1Σ�

u. Right panel: the energy sharing plot for perpendicular transitions
in photo-dissociation of H2 using an APT. The lower region, corresponding to a KER from
0 to 2 eV, is mostly related to ground-state dissociation. Due to the acceptance of the ReMi,
high energetic protons flying perpendicular to the detector axis can not be captured with
the use of the electric field and, as a result, they do not hit the detector. Harmonic 27 is
marked with a diagonal line with a slope of -1. The region within the red box corresponds
to indirect dissociation according to Eq. 5.2.3.
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are to be seen because the autoionization lifetime of this state is larger than dissociation
timespan[42] [133].

It is important to bear in mind that, the features in the KER distribution can not neces-
sarily be attributed to pathways mentioned earlier. In fact, resonance interference effects
where two channels overlap results in an modified distribution, as shown in Fig. 5.18. In
a region where two channels with different symmetries contribute to KER, an asymmetry
arises in the photo-electron distribution in the molecular frame [125][130][135][19]. In
table 5.1, the summary of the contributing dissociative pathways to events observed in
energy sharing plots is given. Note that energy ranges are not exact since they are the
intersection of different curves with the FC region, which does not have sharp boundaries.
They are also slightly different for D2 and H2. Energy limits is in principle narrower for
D2. For a more precise comparison between H2 and D2 see [123].

Table 5.1: Summary of different dissociation pathways.

Dissociation Ch. Photon Energy
(eV)

KER (eV) Electron Energy
(eV)

Orientation

Ground State Dissociation >18.076 0-2 >0 Isotropic
Dissociation via 2pσu 31-43 12-25 0-13 Isotropic
Indirect via Q1

1Σ�

u 25-40 0-22 0-20 Parallel

Indirect via Q2
1Πu > 31

2-9(via 1sσg)
7-15(via 2σu)

8-16(via 1sσg)
0-3(via 2pσu)

Perpendicular

5.2.4 The Role of IR Probe

The interaction between H2 and D2 with an APT (XUV) in the presence of a weak dress-
ing field gives rise to two phenomena: firstly, the appearance of sidebands, as shown in
Fig. 5.20. As one can see, sidebands (SBs) as extra lines between harmonic lines have ap-
peared. For example, SB 26 is marked with a dashed red line next to harmonic 25 marked
by a solid black line. The region marked by a blue arrow has been caused due to bond
softening, as explained in the following. Secondly, an enhancement of photo-dissociation
known as bond softening (BS) in the Floquet picture. Once ionized, the NWP in the bound
potential of the cation (1sσg) propagates towards higher nuclear distances. The IR beam
causes bond-softening after the NWP reaches the outer turning point after around 10 fs
in H2 [136][137]. The BS effect manifests itself as two peaks on two sides of the central
dissociation peak, as shown in Fig. 5.19. As the intensity of the probe field increases, these
two peaks grow larger relative to the central one (GD).
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Figure 5.18: Cross section of photo-dissociation in the case of H2 at a photon energy of 26
eV. Figure taken from [42].

Figure 5.19: Time-of-Flight spectrum of H2 (left panel) and D2 (right panel) using
XUV+IR. The central peak is the ground state dissociation and two neighboring peaks
(shown with arrows) are bond-softening due to the absorption of an IR photon. The
shoulders are higher energetic protons. The peak in the middle of the left panel is the
single-ionization of HD is due to the contamination of D2 with HD.
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Figure 5.20: Energy sharing plot of the photodissociation of H2 (coincidence H�
� e) as

a result of the interaction with XUV+IR for the parallel orientation. Harmonic 25 and
sideband 26 are marked with a solid black and dashed red lines, respectively. The blue
arrow marks the position of the bond softening region. The events that are not on diagonal
lines are false coincidences.

Intensity Dependence

The dissociation rate through bond softening can be well described by Fermi’s golden rule
for vanishing intensities. For higher intensities, however dissociation rate is no longer
linear as a function of intensity due to the nonlinear nature of the light-induced avoided
crossings [21]. Fig. 5.21 illustrates KER distribution for different intensities where the
contribution of bond-softening increases with higher intestines. Another feature is the
shape of the distribution which also varies. For higher intensities the width of the bond-
softening region increases. This increase is, however, not symmetric around the maximum
and the distribution becomes larger on the lower side of the bond softening region in
the KER distribution, which is attributed to the suppression of the potential at the one-
photon avoided crossing as one can see in Fig. 5.23. As a consequence, the contribution
of lower laying vibrational levels becomes larger. As for measurements done during this
work, a rough estimate of the applied probe light intensity can be achieved by measuring
the introduced poderomotive shift in the photo-electron spectrum ionized by XUV with
and without IR dressing field. Considering the fact that the ponderomotive shift at the
intensity of 1�1012W ~cm2 is 100 meV at 1030 nm wavelength and could be well resolved
with the resolution of the ReMi, no shift in the photo-electron spectrum suggests that the
intensities are on the lower side of 1011

� 1012W ~cm2 intensity range.
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Figure 5.21: KER distribution at different intensities in the photo-dissociation of H2 using
XUV+IR for all dissociation angles and electron energies. The difference between the
black curve (only XUV) and other curves in the region between 0.4 and 0.9 eV is due to
bond-softening. All curves are normalized with respect to zero energy protons in order to
emphasize the differences in the bond softening region.

5.3 Vibrationally-resolved dissociation of H2 and D2 using XUV+IR

An anharmonic oscillator model is used to describe the energy of vibrational levels accord-
ing to

E�ν� � ωe�ν � 1

2
� � ωeχe�ν � 1

2
�2, (5.13)

with ν � 0,1,2,3, ... being the vibrational state number, ωe being the fundamental, and
ωeχe the anharmonic constant. The vibrational levels of H2 and D2 are shown in Fig. 5.22
(values are given in appendix B). The position of the one- and three-photon avoided cross-
ings are marked with horizontal lines.

Traditionally, vibrationally-resolved dissociation in the laser field was done using an
H�

2 [138] or D�

2 [101] ion beam. During this work, however, the ionic state is reached via
ionization with an XUV pulse which prepares a coherent superposition in the bound state
of the cation. As discussed previously, the bandwidth of the XUV spectrum is larger than
the vibrational spacing in the molecular hydrogen ion and, as a result, one can not resolve
the vibrational peaks in the photo-electron spectrum resulting from single-ionization of
H2. However, using a long probe pulse with a duration of 50 fs (∆ν � 30 nm), one
can dissociate the molecular in the first excite state (1sσg) to the dissociative 2pσu which
ultimately dissociates (bond softening). Two important conditions must be fulfilled in
order to observe the vibrational states in the KER distribution. Firstly, the molecular ion
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Figure 5.22: Vibrational levels of the ground stat of the cation for D2 and H2. The dissoci-
ation limit is at zero energy. One- and three-photon crossings are shown with horizontal
lines.

nuclear wave-packet needs enough time after creation to propagate in the bound potential
before dissociation. The oscillation period of vibrational state ν is given by

T �ν� � h

Eν�1~2 �Eν�1~2

, (5.14)

which results in a oscillation period of 30 fs for the 10th vibrational state of H2 and 41
fs for 14th vibrational state of D2. This suggests that, vibrational levels in D2 are not
always visible with pulse durations available. This point is discussed in more depth later.
Secondly, the probe pulse duration must be long enough to resolve the energy spacing
between vibrational levels. The KER after dissociation is given by

KER � Òhω �Eν , (5.15)

where Eν is the energy of the vibrational level ν. According to Fig. 5.22, one can corre-
spond the biggest peak in the bond softening region in the KER distribution plot to vibra-
tional state ν � 10 for H2 and ν � 14 for D2 as the one-photon crossing hits almost those
energy levels. However, as the intensity increases, neighboring states can also contribute
to the dissociation. Fig. 5.23 illustrates the case of H2. Only the effect of one-photon
crossing needs to be considered in the laser intensities used in this work �I @ 1012W ~cm2�.
Fig. 5.24 shows KER distributions for both H2 and D2 for molecules dissociating parallel
with respect to the laser polarization axis. The angle integration is �15X so as to better
resolve the peaks in the KER distribution. The vibrational levels are also included and
attributed to the corresponding peaks. The width of the peaks is a function of various
parameters. The laser spectral width, the lifetime of the vibrational state, and broadening
due to the rotational states.
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• Spectral bandwidth of the laser. The bandwidth of the probe pulse has a contribu-
tion to the broadening of the peaks in the KER distribution. Using ∆E �

1
2hc

∆ν
λ2

, one
obtains 18 meV for a pulse duration of 50 fs with a central wavelength of 1030 nm.

• Vibrational state lifetime. The lifetime of the vibrational state is another contribut-
ing factor as these states spend a finite time in the binding potential. The linewidth
is then given by the Heisenberg uncertainty relation (∆E � τ C Òh~2). Lifetime of
the vibrational states can be estimated using the period of the oscillation8 given in
Eq. 5.3. The linewidth of the 10th vibrational state of H2 is 20 meV, whereas D2 has
a linewidth of 16 meV for its 14th vibrational level.

• Rotational state distribution. Another source of line broadening is the distribution
of the rotational states. The energy of the first three rotational levels of H2 are 7.4,
14.8, and 44,4 meV and those of D2 are 3.7, 7.4, and 22.2 meV (for more details
see Appx. B. At room temperature (kBT=25 meV) the first two and three rotational
levels of H2 and D2 can be populated, respectively. After the photo-ionization from
the ground level of the molecule, the rotational levels J � 0,1,2,3 of each vibrational
level can be populated becuase of the selection rule J � 0,�1. One expects a maxi-
mum broadening of 22.2 meV in both H2 and D2 as a result of rotational degrees of
freedom.

The overall broadening is, therefore, 35 meV for H2 and 33 meV for D2. This is still
smaller than the spacing between vibrational levels of D2. As a result, the fact that the
vibrational levels can not be resolved in the case of D2 (Fig. 5.24 left panel), could be
attributed to the pulse duration which is not long enough for the NWP to spread, whereas
for H2 due to its faster vibrations, the vibrational levels can be observed.

Other features present in all measurements are the peaks at higher KERs which do not
match the vibrational levels. As for D2, the higher two peaks at 0.83 eV and 0.95 eV, and
for H2 the peak at 1.0 eV. These peaks can not be attributed to level shifting as this effect
occurs for vibrational levels below the avoided crossing [138][101]. Another possible
effect observed already is the effect of the chirp of the probe field [139][140]. This is,
however, very unlikely, because the chirp used in those experiments is much larger (GDD
� 1000fs2) than that of the probe beam for this experiment. Another possible explanation
could be the net two photon transition. This process is very unlikely with these low probe
intensities (I @ 1012W ~cm2).

Intensity dependence

As the intensity of the probe field is increased, the opening of the avoided crossing be-
comes wider and, as a result, more of the lower lying vibrational levels can now dissociate

8The Rabi frequency at these low intensities is much higher than the oscillation frequency of the vibrational
states, and thus, their contribution is small
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Figure 5.23: Diabatic and adiabatic potential curves in the presence of a dressing field
showing the bond softening mechanism. On the right, the KER distribution for molecules
parallel (�15X) with respect to the polarization axis is given where the peaks corresponding
to vibrational levels are marked with dashed lines.

Figure 5.24: KER distribution of D2 (left panel) and H2 (right panel) for parallel direction
(�15X) in an interaction with XUV+IR and their corresponding vibrational levels are show.
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or tunnel through the field distorted barrier, as shown in Fig. 5.23. Vibrational level ν � 9
in case of H2 grows faster than other peaks by increasing the intensity. The contribution
of ν � 8 could not be detected even for the measurement done with the highest intensity.
In case of D2 the same happens to ν � 12,13. Due to the dipole coupling resulting in BS
the effective intensity felt by the molecule is given by projecting the polarization axis onto
the molecular one

Ieff�θ� � I cos2θ, (5.16)

where θ is the angle between molecule and laser polarization suggesting that changing
the angle is the same as changing the probe intensity.
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5.4 RABBIT in H2 and D2

Figure 5.25: Upper panel: Energy sharing between electron and nuclei integrated over all
molecular orientations and all delay values in H2. The diagonal line marks a conserva-
tion line corresponding to harmonic 25 with a photon energy of 30 eV. Lower left panel:
The projection of the select KER region, corresponding to the ground-state dissociation
(KER:0-0.38 eV), onto the electron energy axis. Lower right panel: The projection of the
select KER region, corresponding to the bond softening region (KER:0.5-0.85 eV), onto
the electron energy axis. Sideband 16 and harmonic 17 are marked in both panels.

The RABBIT technique, introduced in section 2.2.1, can be applied also to molecules
to investigate the phase of the outgoing photo-electron wave packet. This technique has
proved to be a robust tool to investigate photo-ionization time delays in atomic systems
[26][62] see [141] for a review. Due to its complexities in molecules compared to atoms,
very few experiments are available using this technique. As an example, the phase of
the photo-electron in the presence of continuum resonances in molecular nitrogen was
investigated using this technique [68]. As well as that, relative photo-ionization time



5.4. RABBIT IN H2 AND D2 79

Figure 5.26: Lower left panel: the RABBIT traces for a KER region corresponding to the
ground-state dissociation (KER:0-0.38 eV) integrated for all molecule orientations. Lower
right panel: the RABBIT traces for the bound-softening region corresponding to the KER
interval 0.5-0.85 eV. The projection of the SB 24 onto the delay axis is given in the upper
panel. A sinusoidal function is fitted to the experimental data.

delays between two outermost valance shells under the influence of shape resonances in
H2O, N2O [30] , N2[31], and CO2 [32] has been studied. The application of RABBIT to
study dissociative photo-ionization is very rare and limited only to CO [33], and H2 [34]
so far. The difficulty arises due to the very low dissociative cross section resulting in a very
long acquisition time. This poses a challenge in order to reach attosecond time resolutions.
To apply the RABBIT technique to photo-dissociation, one has to detect ions and electrons
in coincidence which reduces the yield even further. As regards D2, the photo-dissociation
cross section is almost three times less than that of H2.

As discussed previously, the photon energy is shared between electrons and nuclei due
to the fact that the distance between atoms constituting the nuclei is not fixed resulting in
diagonal structures in the energy sharing plots. By choosing small regions of KER one can
plot same RABBIT traces similar to atoms. By doing so, one can attribute these RABBIT
traces to different dissociation mechanisms, introduced in section 5.2.1. However due to
the extremely small contribution of mechanisms with a KER higher than 1 eV to the overall
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number of events, the discussion is only limited to the region from 0-1 eV in the KER
distribution. Even within this small region, there are many different pathways interfering
with each other. Within this range there are two main mechanisms contributing to the
events: ground state dissociation GD and bond softening BS, as shown in Fig. 5.25. The
projection of these regions onto the electron energy is given in the lower panels. The first
peak in the photoelectron spectrum corresponding to GD starts with SB 16, whereas in
the right panel the first peak is harmonic 15. The origin of this difference is explained in
the section that follows. One obtains the RABBIT traces by plotting the above two spectra
as a function of the delay between XUV and IR beam. The resulted plots are shown in
Fig. 5.26. The RABBIT traces corresponding to BS is shown in the left panel and that of
GD in the right one. Once RABBIT traces are produced, one can retrieve the phase of
different sidebands. An example is shown in the upper panel which shows the projection
of the marked region onto the delay axis. A function of the form I � A cos�ωt � φ� �B is
fitted to the experimental data, and the phase φ is extracted. More details about the fit
procedure and error bars, can be found in appendix D.

5.4.1 Ground State Dissociation vs Bond Softening

As one can see in Fig. 5.25, the photoelectron spectra of GD and BS are different in that
these cases have different electron energies which can be explained using the energy con-
servation Ee � Òhω � ID � KER, as illustrated in Fig. 5.27. In the case of ground state
dissociation, almost no energy is absorbed in the molecule, apart from the small integra-
tion window of KER. Harmonic 15 with an energy of 18 eV can not dissociate the molecule,
and therefore, the first peak in the GD photoelectron spectrum (Fig. 5.25 right panel) cor-
responds to sideband 16. This happens when harmonic 15 absorbs and harmonic 17 emits
a photon reaching the energy �16 � 1.2� � ID �KERwindow � 0.65 eV, where KERwindow
is the selected KER region. As for bond softening, on the other hand, the energy of an IR
photon (1.2 eV) is absorbed by the molecule (KER) according to Eq. 5.3, i.e., one can shift
the whole potential curve by almost half a photon energy9, and, as a consequence, har-
monic 15 is the first peak in BS electron spectrum. It should be noted that, in a sideband
in BS three photons are absorbed in total, two (XUV+IR) in the first step and the third
(IR) photon by the molecule. For example, in the energy sharing plot harmonic 25 at 11.9
eV in GS region turns in to sideband 24 along the diagonal line within BS region.

The sideband phases for GD and BS regions for both H2 and D2 are given in Fig. 5.28.
The phases are integrated over all orientations of the molecule. The attochirp is removed
using the argon reference for each measurement. There are some similarities in phases
between GD and BS as well as H2 and D2. For example, sideband 16 shows as shift in
phase between GD and BS in D2, whereas in H2 the two cases are almost similar. Phases
of sidebands 18 and 20 show similar values for GD and BS in H2 and D2. This could be
due to the fact that in this energy range there are not any resonant states according to the

9KER gains 0.6 eV (Òhω~2).
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Figure 5.27: Relevant potential curves of H2. Left panel: the schematic representation of
the RABBIT traces resulting from the ground state dissociation of H2. Harmonic 15 can
not dissociate the molecule and, as a result, the first peak in the photoelectron spectrum
is sideband 16. Right panel: the schematic representation of the RABBIT traces resulting
from bond softening. The molecule in this region absorbs a photon and gain almost 0.6
eV in energy. From the photoelectron point of view, this is equal to shifting the potential
curves by Òhω �KER. As a result, the first peak in the photoelectron spectrum is harmonic
15.

potential curves in Fig. 5.1. On the other hand, higher sidebands show some phase varia-
tions, which could be attributed to the presence of the different resonant states at higher
energies (26-36 eV), as will be discussed in more depth in the section that follows. These
facts are served to support the assumption that phases of the escaping photo-electron are
not influenced by the BS at least within the error bars presented here. In other words, one
can assume that in the first step the electron is gone and not disturbed by the cation and
one further photon merely dissociates the molecular ion by coupling the bound nuclear
wave-packet in 1sσg to 2pσu states. This is an important point for the rest of the work.
Another point is that, in the BS region there is still the contribution of GD, as shown in
Fig. 5.21. This would mean that the contribution of the q � 1 harmonic with a phase shift
of π to the oscillation of SB q is negligible.
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Figure 5.28: Comparison between sideband phases in the ground-state dissociation (GD)
and bond softening (BS) of H2 and D2.

5.4.2 Phase of the photo-electron wave-packet in the vicinity of Autoioniz-
ing states

Autoionization is present in multi-electron atomic and molecular systems [142]. These are
known as Fano resonances in atoms [143]. In molecules, Fano resonances are disappeared
due to the coupling between nuclei vibrational motion and electronic degrees of freedom
[144][145]. H2 manifests a strong coupling between decay of the electronic states and the
nuclei motion, and the feature in the photo-electron spectrum begin to look more similar
to atoms as the mass of the molecular system increases [146].

As discussed before, within the RABBIT scheme if one path experiences a resonance,
for instance, in the vicinity of an autoionizing resonance, a phase jump is expected. With-
out the help of theory it is difficult to find out the exact origin leading to the phase jumps
in molecular systems where many resonant states overlap. This is the case in H2 and D2 in
the energy range of 25-35 eV where many autoionizing states are present. The theoretical
calculations are very demanding in molecular systems concerning the auto-ionization due
to the fact that a four-body system has to be treated quantum mechanically. Recently, there
has been a simulation in the case of H2 regarding the effect of autoionization [34] but only
for parallel transitions (Q1 series) since the perpendicular case becomes very complicated
suggesting that the theory regarding the even the simplest molecular systems is far from
being complete.

RABBIT Phases in Photo-dissociation of H2

In Fig. 5.29, RABBIT phases for the GD case (KER:0-.38 eV) for both perpendicular (90X �
20) and parallel (0X � 35) orientations are given. The phases of all sidebands are almost
identical in both cases. As for sideband 28, both orientations manifest the same phase
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Figure 5.29: Comparison between sideband phases in parallel and perpendicular orienta-
tions in ground state dissociation (GD) for a KER region of 0.0-0.38 eV in H2.

trend. Otherwise, the overall trend is almost linear. To find out about the origins of these
phase differences, a more detailed phase extraction is presented in Fig. 5.30. Phases of
each sideband is extracted for much smaller KER regions of 0.1 eV for both parallel and
perpendicular orientations. Perpendicular phases can only be extracted for KERs up to 0.4
eV since the number of events in this case for higher KERs is very small. This is due to
the fact that bond softening occurs only in parallel orientation and, as a result, one has to
reduce considerably the angle integration region so that the effect of the bond softening
can be suppressed. The phases in the region 0.4-0.5 eV can not be extracted since this
is the overlap region of BS and GS. According to Fig. 5.30, in the KER region 0-0.4 eV,
all sidebands manifest no considerable phase variations within error bars for both parallel
and perpendicular orientations. Additionally, in each orientation the phases are almost
flat over the entire KER region 0-0.4 eV. Regarding higher KERs, on the other hand, one
can see phase variations for higher sidebands 22, 24, 26, 28, and 30 corresponding to the
photon energy range of 26.4-36 eV. The following conclusions are drawn based on these
observations: almost all sidebands do not show considerable phase variations neither for
perpendicular, nor for parallel orientations in the GD region (KER 0-0.4 eV) suggesting
that there are no considerable contribution of the resonant states in this KER region and,
as a result, phase are linear. However, higher sidebands are modified in the presents of
resonant states in the BS region (KER 0.5-0.8 eV). These are in contrast to the observed
effects in D2.

RABBIT Phases in Photo-dissociation of D2

Fig. 5.31, sideband phases for parallel and perpendicular orientation in D2 regarding the
ground state dissociation (KER 0-0.35 eV). The perpendicular case shows no considerable
phase variational for all sidebands except for sideband 30. In the parallel orientation,
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Figure 5.30: Phases of different sidebands for small KER regions for parallel and perpen-
dicular orientations in H2. Due to a low number of events in sideband 30 the integration
interval is larger.
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Figure 5.31: Sideband phases for parallel and perpendicular orientations with respect to
the field polarization for a KER region of 0.0-0.38 eV in D2.

on the other hand, striking phase jumps can be seen for higher sidebands which one can
attribute to the DESs. Fig. 5.32, shows phases of each sideband as a function of KER for
both parallel and perpendicular orientations similar to H2. At the first glance, one can
notice that the phases for KERs higher that 0.5 eV are almost flat contrary to H2. However,
sideband phases in lower KERs (0-0.35 eV) show strong modulations for sidebands higher
than 20 in the parallel orientation.

The Origin of the Observed Differences in H2 and D2

As opposed to the similar electronic dynamics in H2 and D2, the nuclei move slower in D2.
The resonant Q1 and Q2 states are electronic states and, as a result, they have the same
autoionization lifetime in both H2 and D2. This lifetime is determined by the electron-
electron correlation. As a consequence, the nuclei move along the same electronic poten-
tial curves in both systems. This movement, however is slower in D2 compared to H2 due
to the mass difference. For instance, imagine a transition to Q1

1Σ�

u at nuclear distance R.
Q1

1Σ�

u autoionizes after time t. During this time H2 has moved further down the Q1
1Σ�

u

compared to D2 resulting in dissociation with higher KERs for H2 than D2. This explains
the observed difference. The effects of the resonants states are move prominent in lower
KERs in D2 but in higher KERs in H2. The theoretical calculations of the photo-dissociation
cross section in H2 and D2, shown in Fig. 5.33, support this argument. In case of D2, the
dissociation cross section is slightly shifted to the left with respect to H2 at photon energies
around 28 eV where one expects to couple to the lowest Q1 curve.
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Figure 5.32: Phases of different sidebands for small KER regions for parallel and perpen-
dicular orientations in D2 .
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Figure 5.33: Cross section integrated over all electron emission angle as a function of
proton kinetic energy for H2 and D2 for three different molecular orientations with respect
to the polarization axis for photon energies 20, 27, and 33 eV. (a)θ � 0X,(b)θ � 54.7X, and
(c)θ � 90X. Taken from [125]
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Chapter 6

Electron Localization

As discussed in section 3.8, a left-right asymmetry of the electron emission in a dissociating
molecule takes place when a coherent superposition of two molecular states with gerade
and ungerade parities is present. This asymmetry is the localization of the electron on
one of the two nuclei, and thus both "electron asymmetry", and "electron localization"
can be used interchangeably. The localization is a function of the relative phases of the
nuclear wavepacket within the two molecular states [19] as will be later demonstrated
using a semi-classical simulation. In this chapter the experimentally observed localization
of the electrons during photo-dissociation of H2 and D2 is presented. Firstly, experimental
data is presented and the origin of the localization effect is discussed. Furthermore, a
WKB simulation (carried out by Patrick Froß) which supports the observed phenomena
is introduced. Finally, the localization as a function of the delay between the pump and
probe pulses is addressed.

Before proceeding to molecular frame asymmetry, it is worthwhile to proof the validity
of the experimental data. First and foremost, correction to the molecular frame (see
section 4.3.6) by accounting for the electron recoil is essential, otherwise an artificial
asymmetry will be produced. Secondly, since an asymmetry with respect to the molecular
axis is of interest, any laboratory-frame related asymmetry must be removed. On this
account, one can produce the asymmetry plot of KER vs electron energy with respect to the
laboratory frame for both ions and electrons discussed in the following. The asymmetry

parameter with respect to the laboratory frame for ions is defined A �
N i
R�N

i
L

N i
R�N

i
L

, where N i
R

is the number ions propagating in the right hemisphere in the lab frame (towards the ion
detector), and N i

L is the number of ions flying in the opposite hemisphere. The resulted
asymmetry of the energy sharing is shown in the left panel of Fig. 6.1 for H2. No obvious
structure is present which depends on the emission direction of ions with respect to the
lab frame. Regarding electrons, the same procedure is repeated. The asymmetry function
A �

Ne
R�N

e
L

Ne
R�N

e
L

is defined where N e
R is the number of electrons with the emission angle in

the hemisphere towards the ion detector, and N e
L is the number of electrons going in

89
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Figure 6.1: Asymmetry plot of KER vs electron energy for H2 with respect to the laboratory
frame. Left panel: Asymmetry parameter is shown with respect to ions. The orange color
shows ions emitted in the hemisphere towards the ion detector (positive values) and the
blue color shows the opposite. Right panel: Asymmetry parameter is shown with respect
to the direction of electrons. The orange color shows electrons emitted in the hemisphere
towards the ion detector (positive values) and the blue color shows the opposite.

the opposite direction. The asymmetry plot for energy sharing in this case is shown in
the right panel of Fig. 6.1 in H2. Diagonal stripes for electron energies up to 7 eV are
observed. This region moves by adjusting the longitudinal momentum of the electrons in
post-analysis calibration but it does not have any influence on the molecular asymmetry
presented in Fig. 6.2 and Fig. 6.4. Moreover, the central area (electron energies higher
than 7 eV) shows an almost structureless region.

6.1 Molecular-Frame Asymmetry

The asymmetry parameter in the lab frame is defined as follows

A �
Nα@90 �NαA90

Nα@90 �NαA90 � δ
, (6.1)

similar to Eq. 3.32, where δ, a small number, serves to avoid singularities in case Nα@90 �

NαA90 vanishes. From now on, Nα@90 is referred to as pro and NαA90 as anti.

The asymmetry of the energy sharing plot with respect to the molecular frame is shown
in the right panel of Fig. 6.2 for H2 molecules dissociating parallel to the polarization axis.
The energy sharing plot for these molecules is shown in the left panel for reference. The
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Figure 6.2: Left panel: Energy sharing plot in photo-dissociation of H2 (coincidenceH�
�e)

for KERs up to 1.5 eV for molecules dissociating parallel to the laser polarization. Right
panel: The asymmetry plot of KER vs electron energy in H2 for molecules dissociating
parallel to the polarization axis. Positive values (red) show pro events, whereas negative
values show anti events.

orange color shows a positive asymmetry (by definition according to Eq. 6.1). In this
case, more electrons are to be found on the proton side, and the blue color shows the
opposite case. As one can see, there is an striking pattern which is absent in Fig. 6.1. On
a closer look, one can see that the lower region of the plot, which corresponds to KERs
lower than 0.35 eV, is structureless. This region contains events related to the ground
state dissociation (GD). On the other hand, for KERs higher than 0.35 eV , a noticeable
oscillation between anti and pro as a function of electron energy as well as KER can be
seen. The oscillation period is constant along the electron energy axis, whereas it changes
as one moves vertically along a conservation line. For the purpose of visualization, one
can make a projection of each energy conservation line (band) and plot the asymmetry.
The results are shown in Fig. 6.3. As it is also visible in the left panel of Fig. 6.2, all high
harmonic bands show the same trend in the asymmetry parameter. This is also true for
sidebands. However, zero crossings are the same, as they are marked with vertical lines
Fig. 6.3.

One can plot the same procedure for D2 as well, resulting in Fig. 6.4, and Fig. 6.5. In
this case, the effects are less pronounced, yet the overall structure is similar to that of H2.
The physical reason of the observed asymmetry is given in the section that follows.
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Figure 6.3: The asymmetry parameter for different energy conservation lines in Fig. 6.2
as a function of KER in the case of H2 dissociating parallel to the polarization axis. The
upper plot illustrates sideband (SB) 18, 20, and 22.The lower plot illustrates the higher
harmonics (HH) 17, 19, and 21. Some of the zero crossings are shown with vertical gray
lines.
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Figure 6.4: Left panel: Energy sharing plot in photo-dissociation of D2 (coincidenceD�
�e)

for KERs up to 1.5 eV for molecules dissociating parallel to the laser polarization. Right
panel: Asymmetry plot of KER vs electron energy in D2 for molecules dissociating parallel
to the polarization axis. Positive values (red) show pro events, whereas negative values
show anti events.

6.1.1 The Physical Origin of Asymmetry

In order to find out the mechanism responsible for the observed effects, one can look at the
potential curves and the definition of asymmetry, namely, the superposition of two states
with different parities leading to the same final state. As illustrated in Fig. 6.6, there are
two paths which end in the same final KER and electron energy: bond softening (BS) and
ground-state dissociation (GD). This region begins at around 0.35 eV in KER and extends
up to 1.5 eV. This is the same region where an asymmetry is present. As discussed in
section 5.2.1, the contribution of GD in case of D2 is smaller compared to H2. This could
be the reason why the structure in the asymmetry plot is less pronounced because the
maximum asymmetry occurs when the contribution of the two pathways is the same.

In the following, the asymmetry in the energy sharing plots is presented for different
intervals of the angle between the molecular axis with respect to the polarization of the
laser field. As one expects, according to Fig. 6.7, the contrast of the asymmetry is more
prominent when the dissociation orientation is parallel to laser field. If no angle condition
is applied, as shown in the lowest right plot, the contrast is the smallest. Fig. 6.8 shows
the symmetry plot from parallel to perpendicular, with the integration step of 15X. As one
expects, the asymmetry structure gradually washes out as the orientation approaches 90X

since the BS contribution disappears. In the next section, a semi-classical simulation is
introduced that reproduces the observed effects.
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Figure 6.5: The asymmetry parameter for different energy conservation lines in Fig. 6.4
as a function of KER in the case of D2 dissociating parallel to the polarization axis. The
upper plot illustrates sidebands (SB) 18, 20, and 22. The lower plot illustrates the higher
harmonics (HH) 17, 19, and 21. Some of the zero crossings are shown with vertical gray
lines.
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Figure 6.6: Asymmetry or localization is a result of the interference of two quantum paths
leading to the same final state. First path: An XUV photon ionizes the H2 molecule from
X1Σ�

g to the bound ground state of H�

2 (X2Σ�

g ). For photon energies higher than the
dissociation potential, shown with the horizontal grey line at 18.1 eV, the molecule can
dissociate following the brown dashed line. Second path: After the ionization with an
XUV photon, the bound molecular wavepacket in the ground state of the molecular ion
can absorb an additional IR photon (shown not to scale) as it propagates towards a higher
internuclear distance, where the energy difference between X2Σ�

g and A2Σ�

u is accessible
with an IR photon. A2Σ�

u being a repulsive potential curve, the molecule dissociates at
higher internuclear distances following the green dashed line. The panel on the right
shows the KER distribution for two measurements. The brown area depicts a measurement
done only with the XUV beam, whereas the green one with XUV+IR (pump and probe).
The lower section (KER 0-0.38 eV) of the green area is removed so as to emphasis the
overlap region.
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Figure 6.7: Asymmetry plots of KER vs electron energy for H2 for different orientations of
the molecule with respect to the polarization axis. Positive values (red) show pro events,
whereas negative values show anti events.
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Figure 6.8: Asymmetry plots of KER vs electron energy for H2 for different orientations of
the molecule with respect to the polarization axis. Positive values (red) show pro events,
whereas negative values show anti events.
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6.2 Semi-Classical Simulation of Electron Localization

Figure 6.9: Schematic illustration of the relevant potential curves and their corresponding
pathways used in the integration during the semi-classical simulation.

According to the semi-classical simulation (performed by P. Froß) based on [104][147]
using WKB approximation introduced in section 3.6, one can model the classical motion of
the nuclei on different potential curves to keep track of the quantum phases. The ultimate
goal is to simulate Eq. 3.40 by calculating variables c1 and c2 corresponding to the two
different pathways. Starting off with rewriting these variable in the polar from

c1 � r1e
iξ1 , c2 � r2e

iξ2 , (6.2)

where r1,2 are the occupation amplitudes and ξ1,2 phases of the states. Since r1,2 determine
only the magnitude of the asymmetry which can only be calculated using a full quantum
mechanical approach, one can set them to unity. Phases are composed of two factors: φ
is the phase of the nuclear wave packet accumulated along a potential curve, and χ is
attributed to electronic transitions. Rewriting the asymmetry parameter Eq. 3.40
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A �
2Re�c1c

�

2�Sc1S2 � Sc2S2
� B cos�∆φ �∆χ�, (6.3)

with ∆φ � φ1 � φ2 being the difference of the quantum phase for different pathways,
whereas ∆χ � χ1 � χ2 is the phase difference of the electronic transitions. The former
is calculated numerically using the WKB approximation, while the latter is derived using
a quantum mechanical approach. The constant B is used to adapt the magnitude of
the simulated asymmetry to the observed one, otherwise the above equation oscillates
between -1 and 1. Nuclear phases can be calculated using Eq. 3.28

φ � S
ª

R

»
2m�E � V �R��dR, (6.4)

wherem is the reduced mass and the integrand is the nuclear momentum. Note that in the
above equation, the term iEt is not included because this term eventually cancels out in
the relative phase due to the fact that the final state has the same energy. The integral can
be numerically evaluated for each pathway. In this case, the candidates are the ground
state dissociation along the diabatic 1sσg of the cation and the adiabatic field-induced
potential curve 2pσu�1ω, as depicted in Fig. 6.9 with brown 1© and green 2©, respectively.
The width of the one-photon avoided crossing is given by Eq. 3.30 . Only pathways 1©
and 2© can lead to the same electron energy and KER. In order to calculate the phase
difference, the above equation is solved once for pathway 1©. The starting point is chosen
on the 1sσg curve, 0.6 eV above the dissociation limit, depicted by the gray horizontal line.
The integral is solved numerically in the limit R �ª resulting in φ1.

The starting point of the pathway 2© is the starting point of 1©� 1Òhω on the same 1sσg
curve resulting in φ2. Eventually, the phase difference φ1�φ2 is inserted in Eq. 6.3. Setting
∆χ � 0 and B to fit the observed amplitude results in the left panel of Fig. 6.10 in the case
of H2. As for D2, one can use the same obtained value for H2 and multiply them by

º
2

to account for the mass difference in Eq. 6.4. The results are shown in the right panel of
Fig. 6.10. The first two zero crossings can be well simulated.

The derivation of the electronic phase χ is not included in this work but the interested
reader can find it in [61][62]. This phase originates from the argument of the one-photon
matrix element (M �1�

� π) and two-photon matrix element (M �2�
� π~2). In the case of

the upper panel of Fig. 6.9

∆χ1
� χ 1©

� χ 2©,

�
π

2
� π � �

π

2
,

(6.5)

and that of the lower panel
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Figure 6.10: Comparison between experimental data and the results of the semi-classical
simulation. The asymmetry parameter for conservation lines (HH) 17, 19, and 21 in the
parallel orientation are shown. The WKB simulation is shown with the black curve. Left
panel: H2. Right panel: D2.

∆χ2
� χ 1©

� χ 2©,

� π �
π

2
�
π

2
,

(6.6)

resulting in the relative phase of ∆χ1
� ∆χ2

� π which explains the π phase jump in
the asymmetry plot between one band and its adjacent ones. The results are shown in
Fig. 6.11 for H2 and D2. The electronic phase (∆χ) in Eq.6.3 takes only two values: 0 and
π depending on the number of absorbed photons in each process.

Figure 6.11: Comparison between experimental data and the results of the semi-classical
simulation. The asymmetry parameter for energy conservation lines (SB) 18, 20, and 22
in the parallel orientation are shown. The WKB simulation is shown with the black curve.
Left panel: H2. Right panel: D2.

Another feature is present in the asymmetry plot of energy sharing in both H2 and
D2 at an electron energy of around 11 eV and KER of 1.1 eV. This region corresponds to
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sideband 24 and high harmonic 25 with a photon energy of 28.8 and 30 eV, respectively,
and exists only in the parallel transition, but the reason for this feature is not clear.

6.3 Probe Beam Intensity Dependence

Figure 6.12: Right panel: KER distributions corresponding to two H2 measurements where
the intensity of the probe IR beam is different. In the brown curve, the contribution of
vibrational level ν � 9 is much higher compared to the blue curve where the intensity is
lower. Left panel: The comparison of the asymmetry parameter of the second band ( high
harmonic (HH) 17) in the energy sharing plot for two measurements. The zero crossings
in the brown curve which correspond to a higher probe beam intensity have shifted to
lower KERs.

As discussed previously, by increasing the intensity of the probe IR beam, the gap of
1-photon avoided crossing becomes larger and, as a result, the KER distribution changes.
The effect of the intensity also shifts the observed asymmetry zero crossings to smaller
KER values. Fig. 6.12 shows two measurements with different probe intensities. The right
panel illustrate the two KER distributions. The contribution of the vibrational level ν � 9
is significantly larger in the brown curve due to a higher probe beam intensity. The left
panel shows the asymmetry for high harmonic (HH) 17 in both measurements. Not only
does the zero crossing shift to the left, but the periodicity also changes. The semi-classical
simulation reproduces exactly the same trend as a function of intensity, as illustrated in
Fig. 6.13.
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Figure 6.13: Semi-classical simulation of the asymmetry parameter for H2 using the WKB
approximation as a function of the intensity of the IR-probe beam. The zero crossings
of the asymmetry parameter move towards lower KERs with increasing intensity. The
simulation reproduces the same trend observed in the experimental data. Credits: Patrick
Froß.

6.4 Attosecond time-resolved electron Asymmetry

The localization of the electron in the molecular frame as a function of the delay between
the XUV and IR beam is briefly addressed in the section. A complete treatment of this
topic, however is beyond the scope of this work. The results will be presented in other
publications.

Delay dependence can be divided into two categories. Firstly, how the phase of the
electronic wave-packet changes for pro and anti electrons. In other words, how the RAB-
BIT phases of electrons propagating with the ion differ from those propagating with the
neutral H atom. Second, the asymmetry parameter as a function of the delay. These two
cases are similar but not the same. The sideband oscillation for pro electrons is given by

Sp � Cpcos�ωt � θp� �Dp, (6.7)

and for anti electrons
Sa � Cacos�ωt � θa� �Da, (6.8)

where C and D are constants, and θp and θa are the phases of pro and anti sidebands,
respectively. By putting these two equations in Eq. 6.1, the asymmetry parameter becomes



6.4. ATTOSECOND TIME-RESOLVED ELECTRON ASYMMETRY 103

Figure 6.14: Sideband phases for anti and pro cases in H2 for the KER region 0.5-.06 eV
for molecules dissociating parallel with respect to the polarization axis.

A �
Sp � Sa

Sp � Sa
. (6.9)

As one can see, the asymmetry parameter depends on the phases of the sidebands. This de-
pendence is, however, more complicated than just the difference between RABBIT phases
θp and θa since the amplitudes and offset values are also different. As an example, the
RABBIT traces for pro and anti sidebands are given in Fig. 6.14 for the KER region of 0.5
to 0.6 eV. There are striking phase variations for SB phases in the pro and anti cases. The
modulation of the asymmetry plot as a function of the delay between the XUV and IR
pulses is illustrated in the upper panel of Fig. 6.15. A region where the modulation is the
most pronounced is marked with a white box. The projection of the events in the box onto
the delay axis is shown in the lower panel and a sinusoidal function with the a frequency
of 2ω is fitted, where ω is the frequency of the probe beam.

In conclusion, both Fig. 6.14 and Fig. 6.15 show that the asymmetry parameter changes
as a function of the delay between two pulses. In other words, one can manipulate the lo-
calization of the electron with respect to the molecular frame by varying the delay between
the pump and the probe pulses.
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Figure 6.15: Upper panel: The asymmetry parameter as a function of the delay between
the XUV-pump and IR-probe for sideband 16 in H2. Lower panel: The projection of the
marked box in the upper plot onto the delay axis. A sinusoidal function with a frequency
of 2ω is fitted to the experimental data.
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6.5 Previous Measurements and Discussion

Generally, within a diatomic molecule, it is not inherently predetermined which atom
loses its electron as a consequence of photodissociation. The average electron distribution
is symmetric around the atoms. This symmetry can, however, be broken by introducing
an artificial asymmetry, e.g., a strong asymmetric laser field. A neat example is the ground
breaking experiment with a CEP stabilized laser pulse by Kling and co-workers [7]. An-
other example, is a complete kinematically coincidence measurement [148], where the
asymmetry as a function of CEP phases was demonstrated, as well as the dependence of
the asymmetry on the proton energy which was supported by TDSE calculations. Another
example regarding the control of the electron localization was performed with an isolated
attosecond pulse probed by a time-delayed NIR pulse [8]. For a comprehensive overlook
on theoretical and experimental research regarding this topic refer to [15].

All above mentioned experiments have one feature in common, namely, a molecule
which is symmetric in nature is influenced by an asymmetric distorting effect, that is the
laser field, to introduce asymmetric electron emission during photo-dissociation in the lab-
oratory frame. A time dependent control of the electron emission can then be controlled
if one varies the artificial asymmetry (laser field ) as a function of time. The experimental
data presented in this work, however, shows an asymmetry in the localization of electrons
in the molecular frame of reference which can be controlled by the number of absorbed
photons as well as the delay between XUV-pump and IR-probe pulses.
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Chapter 7

Summary and Outlook

An attosecond beamline was designed and constructed in the framework of this work.
The light source is provided by a commercially-available high-power fiber laser made by
Active Fiber Systems GmbH. A Mach-Zehnder-configuration interferometer was used to
perform XUV-pump IR-probe experiments. The laser beam was split into two beams. The
first beam (pump) used to produce an attosecond pulse train (APT) with high harmonic
generation (HHG). A variable time delay was introduced in the second beam (probe) with
respect to the pump beam with a piezo-driven delay stage. A reaction microscope used
as the spectrometer to detect the fragments resulting from the interaction between laser
pulses and the target. In a series of measurements H2 and D2 were investigated. Results
are summarized as follows.

With photon energies higher than the ionization potential of H2 and D2 (Ip=15.46
eV) a transition from the ground state of the neutral molecule to the ground state of the
molecular ion becomes possible. The resulted fragments are H�

2 or D�

2 and an electron.
The photoelectron spectrum in H�

2 ~D�

2 +e coincidence shows the peaks corresponding to
harmonics in an APT. The same spectrum, resulting from an interaction with an APT in
the presence of a weak dressing IR field, shows sidebands between high harmonic lines.
By plotting the photoelectron spectrum as a function of the delay between the APT and
IR pulse, one obtains the RABBIT traces where the sidebands oscillate as a function of the
delay.

With energies higher than the dissociation limit of H2 and D2 (ID=18.1 eV) one can
dissociate the molecules. This channel has a much smaller cross section compared to
single ionization. The detected fragments are H�~D� and an electron. The detection
of both fragments in coincidence allows one to retrieve the molecular orientation at the
instance of the photon-molecule interaction. The photodissociation results from different
mechanisms, such as direct dissociation composed of ground state dissociation (GD) and
dissociation via the first excited state of the molecular ion, and indirect dissociation by
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means of doubly-exited states (DESs). DERs being resonant states, they can be populated
only in particular orientations of the molecule with respect to the polarization axis of
the light. The ground state contribution to the overall events is much larger than other
mechanisms.

The energy sharing between fragments of the dissociation can be reconstructed using
the coincident detection ability of the ReMi. The energy sharing plot contains diagonal
lines, known also as conservation lines, with a slop of -1 as a consequence of energy con-
servation. This plot allows one to uncover the mechanism responsible for the dissociation.
In case of the dissociation with only an APT, the diagonal lines manifest the harmonic
peaks in the APT. In case of dissociation with a combination of an APT and IR pulse,
sidebands appear in the energy sharing plots. The presence of an dressing IR field also
results in an enhancement of the dissociation known as bond softening (BS) in the Floquet
picture. BS allows to resolve the vibrational levels of the ground state of the molecular
ion.

Using an interferometric method, known as RABBIT, the dynamics of the dissociative
photoionization of H2 and D2 on an attosecond timescale is studied. It is shown that the
sideband phases manifest modulations if one of the pathways leading to a sideband hits a
resonant state. These phase variations change as a function of the kinetic energy release
(KER). By comparing H2 and D2, one can see differences as a result of the heavier mass of
D2. A next step following the presented results would be to compare them with TDSE cal-
culations in order to uncover the exact origins of the phase variations. For instance which
doubly-excited state exactly contribute to the phase jumps. As far as the experiments are
concerned, one can extract the sideband phases for higher KERs by doing measurements
with a much longer acquisition time.

In the final part of the thesis, the localization of the electron as a result of the inter-
ference of two molecular states with different symmetries leading to the same final state
(same electron energy and KER) is presented. The asymmetry in the localization of the
electron with respect to the molecular frame of reference was observed for the first time
in both H2 and D2. Using a semi-classical simulation based on the WKB approximation
the observed effects were well simulated. And finally, it was shown that, the localization
of the electron varies as a function of the delay between two pulses. In the future, one
can try to obtain sideband phases for the asymmetry by plotting a so-called asymmetry
RABBIT, where instead of event counts, the asymmetry parameter is plotted for a specific
KER region.



Appendices

109





Appendix A

Atomic Units

For simplicity in atomic physics dimensions are expressed in atomic units, one can set all
the constants in the electronic Schrödinger Equation equal to one atomic unit.Òh � me � e � 4πε0 � 1a.u (A.1)

The atomic units correspond to the electron in the ground state of the Hydrogen atom.
Other quantities can be calculated with the above definition:

Quantity Definition SI Value
Time a0�αc��1 2.41888433 � 10�17s
Energy me�αc�2 44.3593 � 10�34 J
Mass me 9.1093897 � 10�31kg
Charge e 1.6021773 � 10�19C
Length Bohr Radius a0 5.29177249 � 10�11m
Momentum p 1.9929.10�24Kg m/s
Angular Momentum Òh 1.0545887 � 10�34Js
Velocity αc 2.18769142 � 108m/s
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Appendix B

H�

2 and D�

2 spectroscopic values

Quantity Symbol Value Unit

H+
2 D+

2

reduced mass µ 0.504 1.007 amu*

vibrational frequency ωe 4401.2 3115.5 cm-1

anharmonic constant ωeχe 66.2 cm-1

rotational constant Be 30.2 15.02 cm-1

centrifugal distortion constant αe 1.68 0.56 cm-1

* 1 atomic mass unit (amu) = 1.6605 � 10�27 kg.

Energies of vibrational levels:

E�v� � ωe�v � 1

2
� � ωexe�v � 1

2
�2

� . . . (B.1)

Energies of rotational levels:

F �J� � BvJ�J � 1� � . . .
Bv � Be � αe�v � 1

2
� � . . . (B.2)
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2 SPECTROSCOPIC VALUES

Table B.1: Eigenenergies and relative popu-
lations of vibrational states of H�

2

vibrational level energy [eV]* population**

0 -2.646 0.119
1 -2.375 0.190
2 -2.119 0.188
3 -1.878 0.152
4 -1.652 0.111
5 -1.441 0.077
6 -1.244 0.053
7 -1.060 0.036
8 -0.891 0.024
9 -0.735 0.016

10 -0.593 0.011
11 -0.465 0.008
12 -0.351 0.005
13 -0.252 0.004
14 -0.168 0.003
15 -0.100 0.002
16 -0.049 0.001

* Values taken from Cohen et al [149].
** Values taken from von Busch and Dunn [150].
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Table B.2: Eigenenergies and relative popu-
lations of vibrational states of D�

2

vibrational level energy [eV] population

0 -2.687 0.045
1 -2.491 0.104
2 -2.304 0.141
3 -2.124 0.148
4 -1.952 0.134
5 -1.788 0.111
6 -1.630 0.086
7 -1.480 0.065
8 -1.337 0.047
9 -1.201 0.034

10 -1.072 0.024
11 -0.950 0.017
12 -0.835 0.012
13 -0.727 0.009
14 -0.625 0.006
15 -0.530 0.005
16 -0.444 0.003
17 -0.363 0.003
18 -0.290 0.002
19 -0.225 0.001
20 -0.167 0.001

* Values taken from Dunn [118].
** Values taken from von Busch and Dunn [150].
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Appendix C

Raw data

An example of a H2 measurement is shown in the following figures.
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(a) (b)

(c)

Figure C.1: Momentum sum plots in H�

2 � e coincidence.
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Figure C.2: Upper left: ion detector with a time of flight condition on H�. The TOF
spectrum as a function of the detector position in upper right and lower left in y and x
directions, respectively.
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Appendix D

Fit procedure and Error bars

Since the sidebands oscillate with a sinusoidal function, a fit function of the formA cos�2ω � φ��
B is used with three fit parameters A, B, and φ. The frequency omega is determined once
by fitting the same function with ω as a parameter. Once know, the frequency is fixed for
the whole measurement. The fit uses the least squared method and error bars presented
in the entire work is the standard error given by the fit.

Figure D.1: Upper panel: a sinusoidal fit to the experimental data. Lower panel: the
corresponding fit parameters with errors.
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Appendix E

Toroidal mirror

The toroidal mirror used in the setup with a 2f-2f configuration and a quartz glass sub-
strate with a length of 150 mm and a width of 30 mm. The coating material is B4C with
a thickness of 30 nm. The angle of incidence is 8 degrees. The reflection curves for both
XUV and IR light is given in Fig. E.
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Figure E.1: Reflectance of the toroidal mirror as a function of wavelength.
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Appendix F

Bandwidth of Doubly-excited states

In this chapter the bandwidth of the relevant doubly-excite states as a function of the
internuclear distance is shown. All figures are taken from [133] and [151].
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Figure F.1: Autoionization width of the five lowest states of Q1 with different symmetries
in H2 .
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Figure F.2: Autoionization width of the five lowest states of Q2 with different symmetries
in H2 . Full line: first state; dotted line: second state; short-dashed line: third state;
long-dashed line: forth state; chain line: fifth state.
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