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Abstract Modern microscopy techniques acquire images at very high rates, high spatial
resolution and with a large field of view. To analyze the large image data-sets acquired with
such microscopes, accurate and scalable automated analysis is desperately needed. A key
component is the instance segmentation of structures of interest, such as cells, neurons or
organelles.

In this thesis, we develop scalable methods for boundary based instance segmentation. We
make use of Lifted Multicut graph partitioning and develop a method achieving state-of-the-art
results on challenging benchmark data-sets. In order to scale this approach up, we introduce a
new approximate solver for Multicut and Lifted Multicut, which can solve problems that were
previously infeasible. We further establish a method to incorporate domain knowledge into the
segmentation problem, which can significantly improve quality. To overcome the brittleness of
seeded watersheds, used extensively in segmentation for microscopy, we introduce the Mutex
Watershed. This efficient algorithm can segment images directly from pixels without the need
for seeds or thresholds. Finally, we apply our methods in collaborative work, demonstrating
their utility to answer biological research questions.

In summary, our contributions enable scalable instance segmentation, thus eliminating one
of the major obstacles to the automated analysis of large microscopy data-sets.

Zusammenfassung Moderne Mikroskopie Verfahren ermöglichen Aufnahmen mit sehr
hoher Rate, hoher räumlicher Auflösung und großem Blickfeld. Um große Datensätze, die mit
solchen Mikroskopen aufgenommen wurden, zu analysieren werden akkurate und skalierbare
automatisierte Analyseverfahren dringend benötigt. Ein zentraler Bestandteil ist die Instanz
Segmentierung der zu untersuchenden Strukturen, wie etwa Zellen, Neuronen oder Organellen.

In dieser Arbeit entwickeln wir skalierbare Methoden zur Membran-basierten Instanz Seg-
mentierung. Wir benutzen Lifted Multicut Graph Partitionierung und zeigen, dass unsere
Methode beste Ergebnisse auf schwierigen Referenz-Datensätzen erzielen. Um diesen Ansatz
auf großen Daten anzuwenden entwicklen wir neue approximative Lösungsverfahren für Multi-
cut und Lifted Multicut, die zuvor undurchführbare Problem lösen können. Ausserdem führen
wir eine Methode zur Einbeziehung von domänen-spezifischen Wissen ein, welche die Seg-
mentierungsqualität signifikant verbessern kann. Um den marker-basierten Wasserscheiden
Algorithmus, der häufig in der Segmentierung von Mikroskopie Bildern verwendet wird, zu
verbessern, führen wir den Mutex Watershed ein. Dieser effiziente Algorithmus kann Bilder
direkt von Pixeln segmentieren, ohne Marker oder Grenzwerte zu benötigen. Wir wenden die
von uns entwickelten Methoden im Rahmen mehrerer Forschungs-Kollaborationen an und
demonstrieren ihre Tauglichkeit um biolgische Fragestellungen zu beantworten.

Unsere Arbeit ermöglicht skalierbare Instanz Segmentierung und beseitigt somit eines der
größten Hindernisse zur automatisierten Analyse von großen Mikroskopie Datensätzen.
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1 Introduction

Microscopy is a key technique used to study the processes underpinning life. Many of the
fundamental principles of biology were established due to the advent and improvement of
light microscopes. This includes the identification of cells as the basic unit of life by van
Leeuwenhoek in the 17th century or the discovery of neurons as the main component of
information processing in the brain by y Cajal in the early 20th century. Modern biology relies
on a variety of microscopy techniques for in situ, in vivo or in vitro imaging at different scales.
For example, multi-photon [81, 61] or light-sheet microscopes [99, 88] can image samples
in situ with a sub-micrometer resolution and a field of view of several millimeters. Serial
section or transmission electron microscopes [51, 85, 30] can image samples in vitro with
a resolution of a few nanometers and a field of view of several hundred micrometers. Cryo
electron microscopes [54, 157] can image samples in vitro with a resolution of a few angstroms
and a field of view of a few micrometers. The resulting image data can easily exceed a terabyte
(TB) in size for a single experiment due to the high spatial resolution and/or large field of view.
For such large data-sets systematic manual analysis is prohibitively time consuming and has to
be automated as much as possible. Take for example connectomics, a sub-field of neuroscience
with the goal of reconstructing the neural wiring diagram of (small) animals. This diagram is
made up of the neurons of the central nervous system and their connections via synapses. The
smallest neuronal processes have diameters of less than 100 nanometer and synapses can be as
small as 40 nanometer, while projections of a single neuron can encompass the whole nervous
system. Hence, a reliable reconstruction of the wiring diagram is only possible with volume
electron microscopy (EM). Even the brains of small animals imaged with this technique results
in very large data-sets: two recently acquired fruit-fly brains [242, 187] measure about 50 TB of
raw image data each. Figure 1.1 shows neuron reconstructions from [242], illustrating that this
tasks involves several scales. Manual or semi-automated reconstruction of specific circuits takes
multiple years of work for expert annotators [103, 57, 204, 150] and the reconstruction of the
full wiring diagram is infeasible without substantial automation. Other fields like cell biology
make use of EM to study the ultra-structure of cells [239, 152] or the cellular composition of
organisms [218, 43], resulting in data-sets of similar size.

A key requirement for automated analysis is the identification and delineation of the struc-
tures of interest, such as organs, cells, neurons or organelles, e.g. mitochondria. This task can
be solved via instance segmentation, a well-studied problem in computer vision. In recent
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Figure 1.1: Neuron reconstruction in the fruit-fly brain. On the right, the outline of the whole brain and
the manual reconstructions of several neurons are shown. The left shows an EM zoom-in,
with reconstructed neurons overlaid in color. Figure from [242].

years, instance segmentation methods have improved significantly due to the adoption of con-
volutional neural networks (CNN), see Section 1.1. While research focuses mainly on natural
images, very similar methods can be applied to microscopy images. However, scaling instance
segmentation to large volumetric data is challenging and has hindered the full adoption of these
methods for EM and other volumetric microscopy.

In this thesis, we have developed high-quality and scalable instance segmentation methods for
volumetric data beyond the TB scale. Initially developed with the use-case of EM connectomics
in mind, we have used them to segment neurons in large EM volumes. They have already been
integrated in distributed computing solutions for large-scale neuron reconstruction [133]. Their
versatility also enabled the application in other fields of biology. See Figure 1.2 for an overview
of segmentation results for problems arising in connectomics, cell biology, evolutionary-
developmental biology and virology. This includes a cellular atlas of Platynereis dumerilii, a
small marine worm, build from the segmentation of all cells, nuclei and cellular ultra-structure;
representing the first EM instance segmentation for a complete small animal.

1.1 Machine Learning for Image Segmentation

Segmentation is a fundamental task in computer vision. It consists of finding and delin-
eating objects in a digital image or image volume. Different versions of this task exist: in
semantic segmentation, each pixel is assigned to a discrete set of categorical labels, e.g.
{road, tree, car, sky, pedestrian}. In instance segmentation, each pixel is assigned to the
instance of a specific category, e.g. {car1, car2, car3, ...}, or background. The number of
instances is usually unknown a priori. Combining these two tasks, semantic instance segmenta-
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Figure 1.2: Applications of large-scale instance segmentation in this thesis. (A) cross section of the
segmentation of all cells and nuclei in an EM volume containing a Platynereis dumerilii
larva (Section 6.1). (B) cells and ultra-structure segmented from an EM volume of a sponge
choanocyte chamber (Section 6.2). (C) nuclei segmented in immunofluorescence images
for a Sars-CoV-2 antibody test (Section 6.3). (D) selection of neurites segmented in an EM
volume of fruit-fly neural tissue (Section 4.4.2).

tion asks for an assignment to both a semantic class label and, for non-background classes, to
an instance label. This thesis focuses on instance segmentation, which often needs a semantic
segmentation as prerequisite. Hence, we will briefly summarize the current leading approaches
for both tasks.

Most current semantic segmentation approaches are based on deep learning. This branch
of machine learning uses artificial neural networks for predictive tasks. Loosely inspired by
the nervous system, artificial neural networks consist of layers of non-linear functions, the
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“neurons”, connected by learnable weights. Given an input image, semantic segmentation
networks predict the class membership probabilities for each pixel [130]. Here, we will focus
on methods trained via supervised learning: during training the network at hand is presented
with pairs of images and label maps and predicts the pixel-wise probabilities. The difference
between label map and prediction is measured with a loss function, e.g. cross entropy [68].
The networks weights are updated using stochastic gradient descent [182] or one of its modern
variants [104, 55]. These steps are repeated until the loss converges or some other stopping
criterion is met.

Most networks for computer vision are based on the convolutional neural network (CNN)
architecture. It is feed-forward, i.e. layers only receive input from previous layers, and neurons
are only connected in a local neighborhood. This reduces the number of parameters, while
keeping spatial context and introducing shift invariance. Unlike architectures for image classifi-
cation [112, 79], which predict a scalar label per image, networks for semantic segmentation
transform the input image into a label map with a fully convolutional architecture. Modern
architectures have improved the initial fully convolutional network [130] by introducing skip
connections [180], atrous convolutions [39] or multi-scale feature pyramids [127].

In the case of instance segmentation the label maps are permutation invariant. Take the
example of segmenting cars: here, it is arbitrary which car is labeled car1, car2, car3 and so
on. Hence, semantic segmentation methods, which use a loss function that is not permutation
invariant, cannot be applied directly. Various solutions have been proposed. For example,
predicting pixel-wise embeddings that can be clustered to obtain instances and are trained via a
contrastive [49] or spatial [156] loss function. Other approaches first predict object bounding
boxes, followed by the prediction of an instance mask per bounding box [78], or iteratively
predict object masks [91].

Here, we solve the instance segmentation problem via graph partitioning methods, see
Section 1.1.1, using CNN boundary predictions to construct the graph and estimate edge costs.

1.1.1 Graph-based Instance Segmentation

Images or volumes can be represented in terms of a graph G = (V,E) with nodes V and edges
E. Such a representation can be obtained either via a grid graph, where nodes correspond to
pixels and edges connect pixels in their local neighborhood, or a region adjacency graph, where
nodes correspond to groups of pixels, often called superpixels, and edges connect superpixels
that share a boundary. To obtain an instance segmentation, the nodes of a graph are grouped
into partition elements based on costs1 C associated with the edges2. The costs estimate the

1In the literature also often called weights.
2The partitioning procedure can also be informed by costs associated with the nodes; here we restrict ourselves to

the case with only edge costs.
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likelihood of the incident nodes being part of the same partition element or of different partition
elements. They can be obtained from properties of the image, e.g. the gradient, directly or
predicted by an edge classifier.

An important graph-based segmentation methods is the seeded watershed [48, 145, 144],
which finds a partition by flooding a height-map, in our case corresponding to the edge costs,
starting from a set of seed nodes. It can be efficiently computed as a minimum spanning forest
via Kruskal’s algorithm [48, 144].

Another class of methods [62, 67, 161] is based on agglomerative clustering [224]. They
agglomerate nodes based on the edge costs until a stopping criterion, e.g. a cost threshold or a
preset number of partition elements, is met.

Both watershed and agglomerative clustering typically operate on unsigned graphs, i.e.
graphs which have only positive (attractive) edges costs. Hence, an additional stopping criterion,
like seeds, thresholds or a preset number of elements, is required to partition the graph. Defining
a good stopping criterion can be challenging, especially for large graphs where the number of
instances is often unknown. In contrast, Multicut [5, 6, 41] (also known as correlation clustering
[17]) operates on signed graphs with attractive and repulsive edge costs, removing the need
for a stopping criterion. Furthermore, the recently introduced Lifted Multicut [87] extends the
Multicut formulation by long range graph interactions, allowing a more expressive formulation
of the partition problem. However, solving the (Lifted) Multicut problem is NP-hard. Thus, in
practice efficient approximate solvers are required. See Section 2.2.4 and Section 2.2.6 for an
in-depth review of Multicut and Lifted Multicut graph partitioning.

In this thesis, we make use of the seeded watershed at the pixel level to obtain superpixels,
which are used to construct a region adjacency graph. Multicut and Lifted Multicut are used to
partition this graph, yielding the desired instance segmentation. One of our main contributions
is the introduction of approximate solvers for these two problems, making them applicable
for TB-sized volumetric microscopy data-sets. Furthermore in Chapter 5 we introduce the
Mutex Watershed an instance segmentation algorithm that is, similar to watershed, based on
Kruskal’s algorithm. Unlike watershed it can incorporate attractive and repulsive costs and can
thus provide an instance segmentation from grid graphs without seeds.

1.1.2 Instance Segmentation for Microscopy

Segmentation for microscopy has recently improved significantly through the wide adoption
of deep learning based methods. The U-Net [180, 35] is especially popular for semantic
segmentation tasks. To obtain an instance segmentation the network predictions have to be
further post-processed. For structures with “simple” shapes, this can be achieved by a seeded
watershed [132], methods using a shape-prior [191, 225, 200] or combining boundary and
bounding box predictions [86].
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Such shape assumptions do not hold for many microscopy segmentation problems. Take
for example the case of neuron reconstruction, where individual neurons can extend through
significant parts of the volume and have a complex tree-like structure. The predominant
approach for such complex objects proceeds by predicting boundaries, computing superpixels
based on the boundary predictions, building a region adjacency graph from the superpixels and
partitioning this graph to obtain a segmentation [67, 5, 161, 120, 212]. See Section 1.1.1 for an
overview of graph-based partitioning. Alternative approaches extend single- [141, 91] or multi-
object [142] predictions recursively with a neural network. However, this requires repeated
network prediction per object, resulting in significantly larger computational requirements,
which prohibits the use in most academic settings [91, 124].

Applying graph-based methods to large volumetric microscopy data requires parallelizing
the boundary prediction, graph extraction and graph partitioning. The two former processing
steps can be parallelized by decomposing the volume into chunks, processing all chunks in
parallel and merging the results with a cheap global operation. However, parallelizing the graph
partitioning is more challenging, as this step relies on sequential algorithms. Thus, it is often
parallelized by computing the instance segmentation on chunks with overlap and then stitching
the results by matching segments in the overlap [179, 176] or by rerunning the segmentation
method on the overlap [141]. In contrast, the method we introduce in Chapter 3 solves the
partitioning problem for sub-graphs extracted from chunks, uses the solutions to reduce the size
of the global partitioning problem and then solves the reduced global problem. This approach
yields superior results compared to the local stitching approaches, see Section 3.4.2.

1.2 Contributions

This thesis develops scalable methods for instance segmentation that provide high-quality
segmentation for large microscopy data.

In Chapter 2 we give a more detailed overview of Multicut and Lifted Multicut partitioning.
We establish an instance segmentation pipeline that combines these partitioning methods
with boundary predictions from neural networks. It significantly improves the quality of
neuron segmentation from volume EM data and achieves state-of-the-art results on challenging
benchmark data-sets.

In Chapter 3 we introduce a new approximate solver for the Multicut and Lifted Multicut
problem. It can solve problems arising from instance segmentation for large volumetric data,
which were not feasible with extant approximate solvers. It operates by extracting sub-problems
from a spatial tiling of the volume, solving them, using their solutions to reduce the size of the
global problem and then solving the reduced global problem. Empirically, the segmentation
quality of this approach is on par with solutions from more computationally expensive approxi-
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mate solvers. We also show that solving a reduced global problem yields significantly better
segmentation accuracy than more greedy approaches like stitching by overlap.

In Chapter 4 we use the Lifted Multicut to incorporate prior knowledge about the biological
system underlying the segmentation problem. We present a generic recipe to map such priors
to sparse lifted edges. It is applicable if priors can be spatially attributed. In this framework,
the priors are expressed probabilistically and can thus improve segmentation results even with
uncertain attribution. We show that this procedure improves segmentation results for a diverse
set of problems.

While the approximate solvers introduced for Multicut and Lifted Multicut enable the seg-
mentation of large volumes, these methods are still too costly to be applied directly on the
pixel level and thus rely on an initial over-segmentation. The Mutex Watershed introduced in
Chapter 5 tackles this issue: this greedy algorithm can be formulated similar to the seeded wa-
tershed, but it incorporates attractive and repulsive interactions. Thus, it can segment instances
directly from pixels without the need for seeds or other stopping criteria.

The methods developed in this thesis have been applied to segment large microscopy data-
sets in collaboration with biologists. In Chapter 6 we highlight three applications to show how
large-scale segmentation can help to make the most of such data-sets.

• We segment all cells and nuclei, as well as selected organelles, in a multiple TB-sized
EM volume containing the complete body of a Platynereis dumerilii larva. This effort
constitutes the first complete cellular segmentation of an animal imaged in EM. Our
segmentation is combined with genetic markers to build a cellular atlas of morphological
and genetic information at an unprecedented scale.

• We segment the cells and cellular ultra-structure in the choanocyte chamber of a sponge.
This enables the study of spatial interactions between different cell types in the volume,
strengthening the hypothesis that sponges contain pre-cursor neuronal cell types.

• We develop an image analysis pipeline for the quantitative evaluation of a high-throughput
microscopy Sars-Cov-2 antibody test. This work is based on extant segmentation meth-
ods, but leverages the tools to process TB-sized image data developed in this thesis.

Our methods and tools for scalable instance segmentation are available as open-source
software. This includes formats for efficient storage of large volumetric data and tools for
distributed computation, see further descriptions in Appendix A. They are already used in a
large-scale connectomics pipelines [133, 80] and used as dependencies in other microscopy
segmentation tools [236, 22].
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2 Multicut and Lifted Multicut for EM
Segmentation

We have outlined the importance of instance segmentation for the analysis of microscopy
images in Chapter 1. The predominant approach for complex shapes consists of three steps
(cf. Section 1.1.2): boundary prediction, superpixel generation and graph-based merging of
superpixels. Agglomerative clustering techniques are widely used for merging superpixes (e.g.
[67, 212, 160]). In contrast, we merge superpixels by solving the Multicut problem [41, 17, 6]
or the Lifted Multicut problem [87], an extension that can incorporate long-range information.

In Section 2.2 we explain the foundations of the instance segmentation methods developed
in this thesis. In Section 2.3 we present results of our approach for the task of EM neuron
segmentation. These results are based on [21], a publication multiple authors have contributed
to: Thorsten Beier has adapted the Lifted Multicut problem to neuron segmentation, Nasim
Rahaman has implemented the CNN for boundary prediction and Timo Prange has developed
the watershed procedure for superpixel generation. We have developed edge features suitable
for anisotropic and isotropic data and integrated the separate steps into a common segmentation
pipeline. In addition, this chapter includes results we have contributed to [16]. At the time
of publication of [21] our approach achieved state-of-the-art on three challenging benchmark
data-sets. It is still the best performing method in the CREMI challenge [66], the latest and
most challenging of the benchmarks.

2.1 Introduction

In an effort to understand the physical correlates of information processing in animals the con-
nectomics community is acquiring volumetric EM images of neural tissue at an unprecedented
rate [4, 96, 27, 121, 205, 23, 31]. The rate of acquisition and the size of the data is far exceeding
the human capacity for neuron tracing, even when allowing for massively parallel annotation
[82, 30, 103, 34, 184, 98, 223, 125]. Hence, reliable automatic segmentation is urgently needed
for upcoming whole-brain data-sets (>50 TB per volume). In response, the computer vision
community is developing segmentation approaches to decrease the manual proof-reading effort,
with the ultimate goal of generating accurate segmentations fully automatically.
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The progress of automated segmentation methods for connectomics has been largely driven
by ‘blind‘ challenges. They provide a training set comprising of raw data and labels and a test
set, which only provides raw data. Segmentation results for the test data can be submitted to a
server, where they are scored against the private test labels. The first neuron EM segmentation
challenge has been organized at the ISBI 2012 conference [13], followed by a challenge at
the ISBI 2013 conference [12] and the CREMI challenge organized at the MICCAI 2016
conference [66]. While the 2012 challenge offers a 3D data-set, it is highly anisotropic and
results are evaluated only in 2D. The two later challenges are evaluated fully in 3D and provide
significantly more, and more diverse, data. All three challenges remain open for submission,
but the test labels for [12] have been published as part of a larger connectomics data-set [96].

Since many neurites are locally similar, most segmentation procedures rely primarily on
boundary information. Such cell membrane probabilities can be estimated using neural networks
[90, 210, 42] or shallow classifiers such as a random forest [7], possibly augmented with a
conditional random field [97]. More recently, fully convolutional networks [130] have been
adopted for this task and architectures using skip connections [180, 35] or residual skip
connections [120] have improved boundary predictions significantly. Ideally, the connected
components of thresholded boundary predictions would already correspond to neurites. Given
that all boundary predictions available to date are imperfect, it is useful to first conservatively
group pixels into superpixels that afford the extraction of more expressive features. These
superpixels can then be grouped into tentative neurites in a second step, using approaches based
on agglomerative clustering [7, 217, 129, 92, 64, 160, 212, 67] or graph partitioning [6].

Following this approach, we develop a three step segmentation pipeline. First, we apply a
cascaded random forest, which needs few training labels, or a CNN, yielding higher accuracy
at the cost of more training labels, to predict membrane probabilities. See Section 2.2.1
for an overview of the different boundary estimators. Second, we aggregate the pixels into
superpixels to coarse grain the problem and extract higher order region information. Here, we
use a watershed algorithm based on the distance transform of the boundary predictions. This
approach yields large superpixels while being robust against gaps in the predictions, see also
Section 2.2.2. Finally, we merge superpixels into segments by solving the Multicut [6] or Lifted
Multicut [87] graph partitioning problem. See Section 2.2.3 and Section 2.2.4 for details on the
Multicut set-up and problem; Section 2.2.5 and Section 2.2.6 for details on the Lifted Multicut.
Figure 2.1 shows an overview of our segmentation pipeline applied to the ISBI2012 challenge.

This segmentation pipeline achieved state-of-the-art results on the three neuron segmentation
challenges 1, narrowing the gap between automated and manual segmentation accuracy. In
Section 2.3.2 we perform a lesion study for our pipeline, with the table in Figure 2.1 showing
how the accuracy degrades when deviating from the optimal choices.

1Results for [13] and [12] have since been improved upon. We are still state-of-the-art in [66].
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Figure 2.1: Our neuron segmentation pipeline. (a) Example of ISBI 2012 data. Membrane probabilities
(b) are used to find superpixels (c). Superpixel pairs are associated with attractive (cyan)
or repulsive (red) costs, informed by local appearance (d). We consider next neighbor
interactions (straight lines and straight dashed lines) in the region adjacency graph (e) and
additional longer range interactions (curved lines) for the Lifted Multicut. Solving the
respective partition problem yields tentative neurons (f). Results in (g) show the performance
reached on the ISBI 2012 challenge using: a cascaded random forest; the same with distance
transform watershed superpixels (DT WS) and Multicut (MC); our CNN; the same with
standard watershed superpixels and MC; the same with DT WS and MC; and finally the
proposed pipeline. Accuracies are measured by scores derived from the Rand index (RI) and
the variation of information (VI). Higher scores are better.
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2.2 Methods

The instance segmentation method developed in this chapter and used throughout the thesis
operates in three steps: First boundary probabilities are predicted with a CNN or random
forest, see Section 2.2.1. Given these predictions, pixels are grouped into superpixels via
seeded watershed, see Section 2.2.2. The instance segmentation is then obtained via Multicut
(Section 2.2.4) or Lifted Multicut (Section 2.2.6). These graph partition problems are formulated
on the region adjacency graph derived from the superpixels and costs for regular (Section 2.2.3)
and lifted (Section 2.2.5) edges.

2.2.1 Boundary Prediction

Boundary probability prediction is a binary segmentation task corresponding to the separation
of pixels into foreground (membrane boundary) and background (inner-cellular space). To solve
this task, we use two different supervised machine learning approaches. The first approach
uses a CNN, see also Section 1.1. We use two different CNN architectures in this chapter, the
first based on inception modules [202], the second based on a 3D U-Net [35]. In the second
case, we predict affinities instead of boundaries. Affinities encode the pixel connectivity in
multiple output channels, each channel corresponding to the likelihood that a label transition
occurs between two pixels at a defined offset. For example, nearest neighbor affinities in 3d
contain three channels, each channel encoding the label transitions to the adjacent pixels in
z-, y- and x-direction. Figure 2.2 shows a raw image and ground-truth segmentation from the
ISBI2012 training data-set and the boundary / affinity labels derived from the segmentation
with the corresponding network predictions.

While CNNs currently yield the best segmentation results, they require a large amount of
training data. In addition, the training data should be annotated densely, i.e. each pixel in the
image should be labeled2. Hence, we have also developed a “shallow” classifier for this task, a
cascaded random forest. It can be trained from less and sparse annotations.

Cascaded Random Forest While providing high-quality segmentation results, the many
free parameters in neural networks call for copious amounts of densely labeled training data.
Seeking to alleviate this requirement, we use a cascaded random forest to predict membrane
probabilities. It is trained interactively with sparse labels and uses convolutional filters (e.g.
gaussian smoothing, laplacian of gaussian) applied to the raw data as features. Following
ideas from autocontext [209, 93], we perform two rounds of training and prediction. We have

2Training CNNs with sparse labels is possible, but in most cases yields inferior results.

24



implemented the random forest training in ilastik [22], a software package for interactive
machine learning.

In more detail, the first random forest is trained interactively, using multiple semantic classes:
membrane, cytoplasm, mitochondria, mitochondrial membrane, synaptic sites and “everything
else”. In the second round, the predictions for all classes are concatenated to the raw data
as new channels and the features are computed for all channels. Labels are again provided
interactively in ilastik, this time annotating only “boundary” and “background”.

ICv1 The network architecture, called ICv1, used for ISBI2012 and SNEMI experiments
is based on inception modules [202], uses strided 2D convolutions, max-pool operations and
deconvolutions in a fully convolutional setting [130]. Similar to [180] it combines high- and
low-resolution pathways to aggregate geometric and semantic features. Deviating from recent
trends [194], we use relatively large convolution kernels (up to 9× 9 pixels) to enhance the
field of view without introducing significant memory overhead. See Figure A.3 for a detailed
overview of the architecture.

The network makes extensive use of train and test time data augmentation, using random
linear and nonlinear transformations: flips, rotations and elastic deformations. During training,
these transformations are applied to both raw images and labels to increase the effective amount
of training data. During prediction, a transformation is applied to the raw images, followed by
the network and the inverse transformation applied to the network’s prediction. The process is
repeated for different transformations and the results are averaged. This augmentation method
makes used of the fact that the transformed images are clearly distinct from the originals,
but in appearance still similar to real tissue images. The network is trained using pixelwise
binary cross-entropy loss and using the Adam optimizer [104], see Section A.2 for all training
hyperparameters.

3d U-Net For the CREMI experiments we use a 3D U-Net [35], implementing the archi-
tecture proposed in [67], and predict long-and-short range affinities as described in [120]. In
addition to the standard training data augmentation techniques of random rotations, flips and
elastic deformations (see also previous paragraph), we simulate artifacts that are present in the
CREMI data-set, see also Section 2.3.5. In more detail, we randomly zero-out slices, decrease
the contrast of slices, simulate tears, introduce alignment jitter and paste artifacts extracted
from the training data. Both [67] and [120] have shown that these kinds of augmentations can
help to alleviate issues caused by EM-imaging artifacts. Test-time data augmentation is not
used. We use the L2 loss and the Adam optimizer to train the network.
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Figure 2.2: Training data and network predictions. From left to right: raw data with overlay of ground-
truth instance segmentation. Boundary target labels (upper diagonal) and corresponding
network prediction (lower diagonal); the image intensity encodes the pixel-wise boundary
likelihood. Affinity target channels (upper diagonal) and corresponding network predictions
(lower diagonal) for transition to the next pixel in x/y direction; the image intensity encodes
the likelihood of a label transition in x/y direction. Data from the ISBI2012 challenge, for
details on the network see Section 5.4.1.

2.2.2 Superpixel Generation

The field of view of neural networks is limited, typically a few hundred pixels in each spatial
dimension. Given that neurites are tube- or tree-like structures that extend across several thou-
sands of pixels at standard EM resolutions, this is a practically relevant limitation. Furthermore
computation on the pixel level is impractical for large image or volumetric data. To overcome
these limitation, pixels that, with a high confidence, belong to the same neurite can be grouped
into a superpixel. In the subsequent processing steps the original image can then be represented
in terms of superpixels, reducing the number of objects significantly. Sperpixels also allow the
extraction of more informative features that are not accessible at the pixel level. For example,
at the level of superpixels it is possible to answer questions like “how many mitochondria are
in this superpixel” or “what is the diameter of this section of neurite” that would be ill-posed at
the level of individual pixels. In the downstream processing of superpixels, they can usually
only be merged and not be split. As a consequence, a good superpixel should encompass as
many pixels as possible, but not extend beyond a single neurite.

For natural images, SLIC [1] or other algorithms that group pixels of similar appearance are
popular. Such algorithms are not useful for the task at hand: neurites usually do not differ much
in local appearance, but are separated by a membrane. In this setting, the watershed [25, 48,
145, 144] works well when applied to a (smoothed) pixelwise boundary probability map [7]
and seeding from local minima.

Standard electron microscopy sample preparation and staining protocols often lead to
perforations or slashes of neurite boundaries. These artifacts are a nuisance for the standard
watershed, as it may result in undesirable superpixels that span two adjacent neurites. As a
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consequence, we here propose to first threshold the boundary probabilities; to then filter out
small connected boundary components; and to then compute the smoothed signed Euclidean
distance transform on the remaining boundaries. See Figure 2.3 for an illustration. This is
related to prior work on the stochastic watershed [8] and has the effect of closing slashes that
are narrower than the diameter of either adjacent neurite in the proximity of the slash.

100 nm

Figure 2.3: Generating distance transform watershed superpixels. From left to right: raw data, boundary
probability map, thresholding thereof, distance transform on the latter, and watershed
superpixels seeded by distance maxima. Note that the resulting superpixels are confined to
single neurites, in spite of ambiguous boundary evidence (arrow).

For isotropic data, the superpixels are generated in 3D. For data with a high degree of
anisotropy, no good 3D superpixels can be generated using this approach, because large gaps
in between membranes in adjacent slices often lead to a single superpixel spanning several
neurites. Hence, for such data we generate 2D superpixels for the individual images and stack
them across the anisotropic axis.

In the presence of myelin, we follow [111] and use ilastik [22] pixel classification to train
a myelin detector. Large myelin components are then turned into additional superpixels, see
Figure 2.4.

400 nm

Figure 2.4: Generating superpixels in the presence of myelin. From left to right: Part of SNEMI3D
test data, boundary probability map, distance transform watershed before and after myelin
correction.
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2.2.3 Edge Costs

Given the superpixel over-segmentation, we can compute the region adjacency graph to obtain
a graph representation of the segmentation problem. In this graph each node corresponds to a
superpixel and two nodes are connected by an edge if their superpixels share a boundary. To
partition it via Multicut, we also need edge costs that represent the likelihood of the incident
nodes being joined (attractive) or separated (repulsive) in the partition.

These costs can be computed by accumulating the boundary probabilities (Section 2.2.1)
over the boundary pixels and then taking the average. This approach works well for accurate
boundary predictions, but can lead to inferior results if the predictions are of lower quality. It
does not make use of additional information like superpixel appearance or shape. Edge costs can
also be computed with a classifier, such as a random forest, based on features associated with
the edges. This classifier has to be trained on separate data with binary edge labels. Depending
on the type of edge features, it can take information beyond local boundary evidence into
account.

Here, we compute features taking into account boundary appearance, region appearance and
region shape. Recall that we use planar superpixels in the case of data with high anisotropy (cf.
Section 2.2.2). For planar superpixels the edges can be divided into two categories: intra-slice
edges connecting two superpixels in the same image plane and inter-slice edges connecting
two superpixels in adjacent planes. Intra-slice edges have a one dimensional boundary while
inter-slice edges have a two dimensional boundary.

Edge features based on boundary appearance For these features, we first compute
the response of convolutional filters (Gaussian smoothing, Hessian of Gaussian eigenvalues,
Laplacian of Gaussian, each at scales σ = {1.6, 4.2, 8.3}) using the raw data and boundary
probabilities as input. For anisotropic data, these filters are calculated either in 2D (for high
anisotropy) or in 3D but with reduced sigma in the anisotropic direction. The filter responses
are accumulated over superpixel boundaries using the following aggregate statistics: mean, sum,
minimum, maximum, variance, skewness, kurtosis and the {0.1, 0.25, 0.5, 0.75, 0.9} quantiles.

Edge features based on superpixel appearance For each superpixel, we compute:
its size, the eigenvalues of its inertial tensor, as well as the histogram (64 bins), kurtosis,
maximum, minimum, {0.1, 0.25, 0.5, 0.75, 0.9} quantiles, skewness, sum and variance of the
raw data accumulated over the superpixel. These values are mapped to the edges by taking
the minimum, maximum, sum and absolute difference of the incident superpixels’ values. In
addition, we compute the squared distance between the incident supervoxels’ centers of mass,
using uniform pixel weights and weighted by the raw data intensities.
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Edge features for inter-slice edges For anisotropic data with planar superpixels we
compute the following features for inter-slice edges: the size of the union (when projecting
orthogonally onto the same slice) of the adjacent superpixels, the size of their intersection and
the ratios of intersection and union. In addition, we compute the ratio of the superpixels’ area
to circumference, mapped to edges via minimum, maximum and absolute difference.

This results in 625 features per edge. They are used by a random forest to predict, for each
edge, the probability of the incident nodes being separated in the partition. The training data
is obtained by mapping the ground-truth segmentation to superpixels and determining the
corresponding edge labels. The random forest predicts pseudo probabilities p in the range [0, 1],
but the costs c in the Multicut objective Equation 2.2 are expected to be in the range ]−∞,∞[.
Negative values correspond to repulsive edges and positive values to attractive edges. To obtain
costs from probabilities, we use the negative log-likelihood:

c = log
1− p

p
+ log

1− β
β

. (2.1)

The boundary bias β influences the solution towards less (β ∈]0.0, 0.5[) or more (β ∈]0.5, 1.0[)
partition elements. We normalize the cost for each edge by its length (for 1D edges) or area
(for 2D edges). For anisotropic data with intra- and inter-slice edges we empirically find that it
is best to train a single classifier for both edge types, setting the the inter-slice edge features to
zero for intra-slice edges.

2.2.4 Multicut

Partitioning the nodes V of a graph G = (V,E) with signed costs C associated with the edges
E is a well studied problem [100, 41]. When the number of partition elements is unknown in
advance, it is known as the Multicut problem [94, 6, 5] or correlation clustering [17]. Following
[6], it can be formulated as Integer Linear Problem (ILP). In the following, we refer to an edge
as cut if the incident nodes are separated in the partition, i.e. part of different partition elements.
The ILP is formulated by introducing binary edge indicator variables ye that take the value 1 if
e is cut and 0 otherwise. The Multicut problem is then expressed as finding the minimal sum of
costs for cut edges under closedness constraints:

ỹ = arg min
Y

∑
e

ye ce subject to (2.2)

∀ C ∈ cycles(G) : ∀e ∈ C : ye ≤
∑

ê∈C\{e}

yê. (2.3)

Only a subset of binary edge labelings Y result in a valid partition. For example, consider a
triangular graph with nodes A,B,C. The labeling {(AB) = 0, (BC) = 0, (CA) = 1} is not a
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valid partition: A and C are assigned to the same partition element via their mutual connection
to B. At the same time, they should be in distinct elements due to the cut edge between them; a
contradiction. Equation 2.3 enforces a valid partition by introducing cycle constraints. For each
edge e, they forbid edge cycles containing e that have a sum of indicator variables, excluding
ye, that is smaller than ye. In other words, if an edge is cut there must not be any path in
the graph connecting the incident nodes via edges that are not cut. Without these constrains,
the solution to Equation 2.2 would be to simply cut all repulsive edges. Figure 2.5 illustrates
the cycle constraints on a small graph together with the corresponding instance segmentation
problem.

Figure 2.5: Multicut constraints: a over-segmentation (top) and the corresponding region adjacency
graph (bottom) with edge costs. b partition when only optimizing Equation 2.2 without
taking the constraints expressed by Equation 2.3 into account. Edges that are cut (separating
the incident nodes) are bold in the segmentation and dashed in the graph. The edge that
is violating the cycle constraint is marked in red, the edges in the corresponding cycle are
orange. c the optimal partition under Multicut constraints.

In our context G is given by the region adjacency graph and the edge costs are derived from
pseudo probabilities for separating incident nodes, see also Section 2.2.3. Solving the Multicut
problem to optimiality is NP-hard and thus only feasible for instance segmentation problems
of modest size. Up to a few hundred thousand edges are feasible according to [6]. Approximate
solvers (e.g. [159, 14, 19]) that scale to larger problem sizes exist. Please refer to Chapter 3
for the solver contributed in this thesis and Section 3.2 for more details on other approximate
solvers.
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2.2.5 Lifted Edge Costs

The Lifted Multicut problem [87] introduces lifted edges, which connect nodes that are not
connected by a regular edge in the initial graph. It then extends the Multicut objective to obtain
a partition consistent with the connectivity induced by initial graph in the presence of lifted
edges. See also Section 2.2.6. The lifted edges can be used to incorporate long range information
not available for adjacent pairs of superpixels, leading to more accurate segmentation results.
There are multiple approaches for introducing lifted edges and deriving the associated costs.
They can, for example, be derived from prior knowledge about the segmentation problem as in
Chapter 4. In this chapter, we add lifted edges between all pairs of nodes within a fixed distance
in the initial graph. The costs are estimated with a random forest as described in Section 2.2.3,
but using a different set of features.

Lifted edge features based Multicut connectedness The Multicut partition is com-
puted for five boundary bias values (Equation 2.1) in the range [0.3, 0.7]. This results in diverse
partitions, which merge nodes more or less aggressively. We use binary variables that indicate
whether the two incident nodes are part of the same or different partition elements as features.

Lifted edge features based on ultrametric distance We apply the ultrametric contour
map transform [10] to generate a complete dendrogram. The ultrametric distance (the height in
the dendrogram at which the two regions merge) is used as an additional feature for each lifted
edge.

Lifted edge features based on region appearance Equivalent to those described in
“Edge Features based on superpixel appearence” in Section 2.2.3.

To account for the fact that we have a considerably larger number of lifted than regular edges,
we normalize the costs of both edge types by their number. For anisotropic data with planar
superpixels, inter-slice lifted edges that are d slices apart are further weighted by a factor of
1/(1 + d).

2.2.6 Lifted Multicut

The Lifted Multicut [87] is an extension of the Multicut, which introduces a new set of edges
F called lifted edges. They connect nodes v and w not adjacent in the initial graph G. These
edges differ from “regular” graph edges by providing only a contribution to the energy (sum
of cut edges), but not inducing connectivity. They are introduced due to the observation that
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non-local features can often inform the connectivity of (super)pixels. The presence of a non-
local attraction should however not result in “air bridges”, i.e. non-local edges that connect two
(super)pixels without a connection via regular edges.

With the sets of original edges E, lifted edges F , binary indicator variables Y , and costs C
associated with all edges in E ∪ F the Lifted Multicut objective can be formulated as

min
ye∈YEF

∑
e∈E∪F

ce ye subject to (2.4)

∀C ∈ cycles(G) : ∀e ∈ C : ye ≤
∑

ê∈C\{e}

yê (2.5)

∀vw ∈ F ∀P ∈ vw − paths(G) : yvw ≤
∑
e∈P

ye (2.6)

∀vw ∈ F ∀c ∈ vw − cuts(G) : 1− yvw ≤
∑
e∈C

(1− ye). (2.7)

The constraints (2.5) correspond to the Multicut constraints (Equation 2.3) and enforce a valid
partition induced by the regular edges. The constraints (2.6) ensure that for each cut lifted
edge vw, no path of not cut regular edges between the nodes v ad w exists. In other words, if
two nodes are separated according to the lifted edge between them, they must be in different
partition elements. Conversely, (2.7) ensures that for each not cut lifted edge vw, there exists
no cut, i.e. a binary partition, in G that is separating v and w. In other words, if two nodes are
joined according to the lifted edge between them, they must be in the same partition element.
See Figure 2.6 for an illustration of these constraints on a small graph.

The ILP corresponding to the Lifted Multicut contains more constraints than the Multicut
one, hence it is computationally even more expensive to find the optimal solution. Several
approximate solvers have been introduced, e.g. in [18, 102], and enable the application to larger
problems. Please refer to Chapter 3 for the Lifted Multicut solver contributed in this thesis and
to Section 3.2 for more details on other approximate solvers.

2.3 Results

We have evaluated our segmentation method on the blind ISBI2012 and CREMI challenges,
as well as on the publicly available SNEMI3D and Neuroproof data-sets. They each contain
separate training and test EM image volumes. We further perform a lesion study on the
ISBI2012 data to investigate the influence of the different configurations of our method.

For evaluation, we report the measures V rand
0.5 and V info

0.5 as defined in [13]. These are the
F1-scores derived from the structured segmentation accuracy measures “Rand index” and
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Figure 2.6: Lifted Multicut constraints. a Graph and costs; regular connectivity and lifted edge (1,6).
b Multicut solution when treating (1,6) as regular edge; nodes 1 and 6 are joined, but not
connected by regular edges. c Lifted Multicut solution, nodes 1, 2, 3 and 6 are part of one
partition element. d Invalid partition: the cut regular edge (1,2) is violating Equation 2.5 due
to a path of not cut regular edges (orange). e Invalid partition: the cut lifted edge (1,6) is
violating Equation 2.6 due to a path of not cut regular edges (orange). f Invalid partition: the
not cut lifted edge (1,6) is violating Equation 2.7 due to cut regular edges (orange).

“Variation of Information” [13]. Both measures go beyond aggregating single pixel errors.
Instead, they summarize statistics of point pairs, verifying if they are in the same segment as
prescribed by the ground-truth.

2.3.1 ISBI2012 challenge

The ISBI 2012 challenge [13] is the most popular and competitive connectomics challenge to
date. It provides a training data-set with raw data and labels as well as a test data-set for which
the raw data is publicly available and segmentation results can be uploaded for evaluation. The
evaluation is performed using the measures V rand

0.5 and V info
0.5 for the image planes individually

and then averaged. Both data-sets cover approximately 2 × 2 × 1.5 microns of tissue from the
fruit-fly larval brain.

We segment the test volume using the Multicut and Lifted Multicut segmentation approach
outlined in Section 2.2, following the approach for anisotropic data. We use boundary proba-
bility maps produced by the network ICv1 and the cascaded random forest. The ground-truth
consist of a pixel-wise labeling of membrane boundaries vs inner-cellular space. It can be
used directly to train the neural network; the cascaded random forest is trained based on labels
provided manually in ilastik. In order to train the random forest for edge cost prediction, we
transform the provided labels into an instance segmentation by performing connected compo-
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nents of the inner-cellular label for each image plane. Based on this instance segmentation, we
derive binary edge labels, see Figure 2.7. Following this procedure we can derive edge labels
only for the intra-slice edges. The inter-slice edges are still used in setting up the partition
problem, but their costs are implicitly learned through the training data available for intra-slice
edges. The Lifted Multicut results reported for this data-set were produced using all the features
described in Section 2.2.5 and lifted edges were created between all superpixels within a
distance of four in the initial graph.

200 nm

200 nm

Figure 2.7: ISBI2012 training data generation. Left: Raw data and annotations. Right: edge labels
derived for training the random forest. Edges are labeled either as repulsive (blue), attractive
(yellow) or are treated as unlabeled (cyan) if the attribution of the corresponding superpixels
to ground-truth instances was unclear.

At the time of publication of [21] the segmentation produced by the Lifted Multicut with
ICv1 predictions was the highest scoring entry in the ISBI2012 challenges leaderboard, see
Table 2.1. Since then several methods have improved upon these results, including our own
follow-up work (Chapter 5). Note that these improvements mainly stem from advancements in
network architecture or network training procedures and that several of the leading entries use
our segmentation method as post-processing [192, 226, 177]. See Section 2.3.2 for a thorough
comparison of the different configurations of our segmentation pipeline.
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ISBI 2012 accuracy V rand
0.5 V info

0.5

LMC + ICv1 0.98262 0.98946

Quan et al. [177] 0.97804 0.98995

Wiehman et al. [230] 0.97714 0.98753

Chen et al. [38] 0.97682 0.98743

UNet [180] 0.97276 0.98662

Table 2.1: ISBI2012 challenge leaderboard at the time of publication of [21].

2.3.2 Lesion Study

To study the effectiveness of different configurations of our method, we have conducted a
lesion study with the data from the ISBI2012 challenge, the best-studied of the four data-sets.

First, we have investigated the use of different classifiers for predicting the membrane
probabilities. Table 2.2 shows the scores for the probability maps without additional post-
processing. The segmentation accuracy is evaluated by thresholding the probability maps at
different values, performing connected components, computing the accuracy measures and
reporting the best measure. In addition the border thinning described in [13] is used. Our neural
network, ICv1, performs substantially better than the cascaded random forest.

ISBI 2012 accuracy V rand
0.5 V info

0.5

Cascaded RF 0.89390 0.95440

ICv1 0.97735 0.98865

Table 2.2: Results of different probability maps on the ISBI test data.

Table 2.3 shows that (Lifted) Multicut segmentation significantly improves the segmentation
accuracy beyond what even the best boundary probability estimators can deliver. Apparently,
the (Lifted) Multicut can compensate for many errors made in the estimation of the probability
map; this additional processing substantially reduces the accuracy gap between ICv1 and the
cascaded random forest. Furthermore, we compare the superpixel generation using standard
and distance transform watersheds. The latter yields better results in all combinations.

The results shown above were obtained by solving the (Lifted) Multicut problem obtained
from a region adjacency graph set up in 3D. This approach pulls in 3D context through the
inter-slice edges and yields better results than solving a 2D problem separately for each slice,
see Table 2.4.
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ISBI 2012 accuracy standard watershed DT watershed

V rand
0.5 V info

0.5 V rand
0.5 V info

0.5

Cascaded RF & MC 0.96229 0.98436 0.97907 0.98844

Cascaded RF & LMC 0.97040 0.98375 0.97852 0.98798

ICv1 & MC 0.98039 0.98855 0.98257 0.98946

ICv1 & LMC 0.97510 0.98757 0.98262 0.98946

Table 2.3: Performance of different boundary probability estimators, and different superpixel generators
combined with Multicut and Lifted Multicut.

ISBI 2012 accuracy V rand
0.5 V info

0.5

2D 0.97775 0.98886

3D 0.98257 0.98946

Table 2.4: 2D vs. 3D Multicut on the ISBI test set.

2.3.3 SNEMI3D Data-set

The SNEMI3D data-set [12] has been a blind challenge from 2013 to 2015, when a labeled
superset of training and test data was released with [96]. It contains data from the murine
cortex.

There are a number of important differences in the nature of raw data and annotations
compared to ISBI2012. First, the training ground-truth is given in terms of a 3d instance
segmentation (as opposed to a stack of binary membrane labels in ISBI2012). Second, the
data is better resolved along the z-axis. Third, segment boundaries in the ground truth are not
always properly aligned with the actual membranes in the raw data. Fourth, individual neurites
are separated by a “negative” class that covers membranes, but also inter-cellular space, myelin
sheaths and a few erroneously omitted thin processes.

To exploit the higher z-resolution, we supply each slice along with its two adjacent slices as
input to the network ICv1. To mitigate the inaccuracies in the training labels, we weight the
positive pixels (intra-cellular space) uniformly, but down weight the negative pixels (covering
everything else) with increasing distance from the positive regions, reaching zero weight beyond
a distance of seven pixels. Seeds for the distance transform watershed are found in 3d, and
superpixels are grown in 2d on a smoothed probability map. We observed that watershed quality
suffered for myelinated axons and replaced them with connected components of a binary myelin
classifier, see Section 2.2.2 for details. Training labels for intra- and inter-slice superpixel pairs
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are obtained as usual. Lifted edges are introduced between all pairs of superpixels within a
distance of three in the region adjacency graph.

The SNEMI3D website also provides boundary probability maps shared by the authors of
[42], which we also use in our segmentation pipeline, see Table 2.5. At the time of publication
of [21] the segmentation produced by the Lifted Multicut based on ICv1 was the highest scoring
entry in the SNEMI3D challenge leaderboard, see Table 2.6. Since then several methods have
improved upon it [120, 91], again mostly leveraging advancements in network architectures
and training procedures.

SNEMI3D accuracy
(
V rand
0.5

)
ICv1 Ciresan [42]

Multicut 0.92698 0.92568

Lifted Multicut 0.93122 0.92892

Table 2.5: Results of Lifted and standard Multicut on SNEMI3D for probability maps generated with the
proposed ICv1 architecure and the Ciresan network [42]. The evaluation is done completely
in 3D, and higher numbers are better.

SNEMI3D accuracy V rand
0.5

Human value 0.94002

LMC + ICv1 0.93122

GALA [161] 0.8995

Table 2.6: SNEMI3D challenge leaderboard at the time of publication of [21]. The challenge organizers
have determined the human accuracy by comparing a second set of manual annotations
against the ground-truth used for scoring the submissions.

2.3.4 Neuroproof Data-set

To study performance on isotropic data, we have turned to the example data-set3 provided with
the NeuroProof software [205]. It consists of two FIBSEM image volumes, the corresponding
ground-truth segmentations as well as pre-computed membrane probability maps and super-
pixels. One of the volumes is used as training data, the other to evaluate the segmentation
results. We use the pre-computed probabilities and superpixels as input for the partition step of
our method, see the results in Table 2.7. For the Lifted Multicut, only the ultrametric distance
and region features were used, with lifted edges added for superpixels within a distance of

3https://github.com/janelia-flyem/neuroproof_examples
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two in the region adjacency graph. The resulting segmentation accuracies are higher than the
published state-of-the-art [205]. The numbers given are computed for an updated ground-truth
segmentation for the test data-set, where we have fixed a large segmentation error.

Neuroproof accuracy V rand
0.5 V info

0.5

Multicut 0.93646 0.96173

Lifted Multicut 0.94047 0.96400

Table 2.7: Results for the isotropic neuroproof data-set. The evaluation is done completely in 3D.

2.3.5 CREMI challenge

The CREMI challenge [66] is the latest blind neuron segmentation challenge. It contains
significantly more data than the previous challenges: three blocks of raw data and ground-truth
annotations for training as well as three blocks to test the algorithm performance. The blocks
come from different parts of the female adult fruit-fly brain, each block is 5 × 5 × 5 microns
large. Results for the test data can be uploaded to an evaluation server where they are scored
according to the geometric mean of 1− V rand

0.5 and the Variation of Information [140].
The data from the CREMI challenge is anisotropic and contains artifacts like missing

sections, staining precipitations and folds in the support film. To alleviate difficulties stemming
from misalignment, we use a version of the data that was elastically realigned by the challenge
organizers with the method of [185]. We apply the Lifted Multicut segmentation pipeline, based
on boundary predictions from a 3D U-Net, see Section 2.2.1 for details. At the time of writing
this approach holds the top entry in the CREMI leaderboard, see Table 2.8.

2.4 Conclusion

At the time of publication, [21] established Lifted Multicut segmentation as the state-of-the-art
method for EM neuron segmentation. Since then, methods for neuron segmentation have mainly
improved the neural network architectures and training procedures. Most notably, CNNs using
3D convolutions, many based on the 3D U-Net [35], have been adopted [67, 120] and better
loss function have been introduced: either adding a structured loss term [67] or an auxiliary loss
[120]. In addition, some novel approaches break with the common steps of boundary prediction,
superpixel generation and agglomeration: the Mutex Watershed [233] can agglomerate network
predictions from pixels directly (see also Chapter 5), Flood-Filling Networks [91] predict a
single object at a time and iterate this process to segment the full volume and 3C [142] can
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Method
CREMI-Score

(lower is better)

3D U-Net + LMC 0.221

PNI [120] 0.228

3D U-Net + Clustering [16] 0.241

MALA [67] 0.276

CRU-Net [240] 0.566

LFC [169] 0.616

Table 2.8: Current leading entries in the CREMI challenge leaderboard. The scores are averaged over
three test data-sets and the CREMI-Score is computed via the geometric mean of 1− V rand

0.5

and the Variation of Information. Using boundary probabilities from a 3D U-Net, Lifted
Multicut segmentation holds the first rank.

segment multiple objects directly in a number of passes growing logarithmic with the number
of objects.

Nevertheless, the three step agglomeration approach, and especially Lifted Multicut, is still
relevant. Thanks to the superpixel over-segmentation and new solvers (see Chapter 3) these
methods scale better to large data than other approaches and can improve even high-quality
boundary maps to push the state-of-the-art: with a modern network architecture, our method is
leading on the most challenging connectomics benchmark (see Section 2.3.5) and several high
ranking methods in the ISBI2012 challenge use it to post-process their results [192, 226, 177].
Furthermore, the Lifted Multicut allows to incorporate long-range interactions not accessible
in the limited field of view of a CNN. This enables, for example, the expression of biological
priors in a probabilistic fashion (see Chapter 4).

While [120] have reported better than human performance on the SNEMI3D challenge,
in practice EM neuron segmentations are still not of sufficient quality to be used without
substantial proof-reading and correction efforts. All benchmark data-sets, even the CREMI
challenge, contain volumes of very modest size compared to real data-sets imaged for circuit
reconstruction and a quantitative evaluation of neuron segmentation accuracy at scale is still
lacking.
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3 Scalable Multicut and Lifted Multicut
Segmentation

The instance segmentation method described in Chapter 2 yields accurate results for EM
neuron segmentation or other boundary based segmentation problems. However, solving the
(Lifted) Multicut to optimality is an NP-hard problem, prohibiting its direct application to large
data-sets. Several authors have introduced approximate solvers both for Multicut, e.g. [19, 20,
122], and Lifted Multicut, e.g. [18, 102]. They scale to larger problems while still yielding
accurate results. Still, these solvers are not efficient enough to optimize the problems arising
from TB-sized microscopy data-sets.

Here, we describe two novel approximate solvers, one for Multicut and the other for Lifted
Multicut, that scale to problems of sizes that were previously not feasible. Both solvers make
use of the over-segmentation that is underlying the graph to be partitioned. They decompose
the global problem into feasible sub-problems, using the over-segmentation as spatial domain.
Then, they solve the sub-problems and use the solutions to reduce the size of the global
problem. This step can be iterated, using increasingly larger sizes for the spatial decomposition,
until the reduced global problem is feasible with an extant solver. Note that this approach
relies on the spatial decomposition and is thus not applicable for (Lifted) Multicut problems
without underlying over-segmentation, or a similar spatial domain. This chapter is based on the
publication [166], the experiments have been updated. The extension of the approximate solver
to the Lifted Multicut was introduced in [167] (Chapter 4).

3.1 Introduction

Connectomics is a domain of neuroscience that strives to understand structure-function relations
in neural circuits from the directed graph of neural connections. The graph itself – the wiring
diagram of a nervous system – is usually reconstructed from very large stacks of neural tissue
images acquired by EM [30, 83]. Reconstruction of the graph consists of two major sub-
problems: tracing of neurons through the image stack and detecting synapses that connect the
neurons.

Unlike fluorescent labeling methods, which typically reveal a sparse subset of neurons, the
heavy metal stains used in EM label all cell membranes in a piece of brain tissue. Consequently,
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neuron tracing or segmentation have to be based on boundary evidence and have to be performed
on images of very high resolution. At the same time, neural cells spread over very large volumes;
hundreds of GB of images have to be analyzed to reconstruct a graph which would be relevant
for biological analysis. Figure 3.1 shows one image extracted from such a data-set. Note
how the segmented neurons on the left pass through the whole image, while the diameter
of some processes in the inset on the right is so small they can only be distinguished at full
resolution. Recently, the first complete brain of an adult fruit-fly has been imaged [242], the
data-set measures over 50 TB. The on-going efforts to image the brains of small vertebrates are
anticipated to produce data-sets of equal or greater size, for example [85, 149, 121].

Until very recently, most of the effort of the computer vision community has concentrated on
solving the automated reconstruction problem correctly at small scale. Since the reconstruction
accuracy has not been sufficiently high for direct biological analysis, neuroscientists have
resorted to collective manual tracing [184, 28] or manual proof-reading of automatically
generated segmentations [103, 96, 175]. The hurdle of fully automated segmentation, however,
does not seem insurmountable any more: as we have demonstrated in Chapter 2, the gap to
human segmentation accuracy is shrinking on the relevant benchmark data-sets ISBI2012 [13],
SNEMI3D [12] and CREMI [66]. Recently, Lee et al. [120] have even demonstrated better-than-
human accuracy on the SNEMI3D challenge data-set.1 The question of scaling these methods
up from small challenge data to TB-sized data-sets without substantial loss in accuracy is now
starting to be addressed [179, 176, 141]. So far, this is achieved by performing the segmentation
block-wise and merging the solutions based on local evidence. Here, we propose to optimize a
global objective function instead, which allows to over-rule the local block solutions if evidence
at larger scale suggests it would lead to a better overall segmentation.

Our approach builds on the neuron segmentation pipeline of [21], see also Chapter 2, which
is based on (Lifted) Multicut graph partitioning. While this problem is NP-hard [41], practical
approximate solvers have recently been introduced. We extend the pipeline to perform the
global superpixel graph construction in a distributed manner (Section 3.3, Section A.1.2) and
propose a hierarchical block-wise approximate solver for the Multicut problem (Section 3.3.1)
and Lifted Multicut problem (Section 3.3.2). While the resulting solution is no longer globally
optimal, we demonstrate sufficient accuracy on data from the CREMI challenge (Section 3.4.2)
and excellent scaling behavior on a large cutout from the whole fruit-fly brain data-set of [242]
(Section 3.4.3).

1Although this claim is so far specific to the SNEMI3D data and does not hold true for larger data-sets yet.
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Figure 3.1: Part of an image from the whole fruit-fly brain data-set [242]. Highlighted neurons were
segmented automatically with the proposed Multicut solver (some post-processing was
applied to merge small fragments). The inset on the right shows some of the smaller process
as well as a synaptic contact site, roughly in the middle.

3.2 Related Work

Most neuron segmentation pipelines in use today, e.g. [161, 64, 212], follow the same sequence
of steps: boundary probability prediction with a neural network, over-segmentation with a
seeded watershed and merging of the watershed superpixels into segments. See Section 1.1.2
and Section 2.1 for a more detailed discussion of this approach. Most existing methods for
neuron segmentation at scale [179, 176, 141] use GALA [160, 161], a method following the
three step approach, which uses agglomerative clustering with learned edge weights for merging
superpixels. To apply it at scale, these approaches partition the volume into blocks, potentially
with overlap, and apply GALA to each block independently and in parallel. The individual
solutions are then stitched to obtain a solution for the complete volume. In [179] this is achieved
by stitching segments across block boundaries according to the largest overlap. The authors
of [176] employ a similar strategy, but include heuristics to prevent false merges. In [141]
the solutions are stitched by re-applying the algorithm on the block overlaps. Flood-Filling
Networks [91], which predict a single object mask at a time, can be scaled without the need
for stitching. It is, however, necessary to apply the networks several times per object, with the
exact number of inference steps depending on the size of the object. While the inference can
be parallelized over objects, applying it to dense segmentation of neurons in a large data-set
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requires computational resources that are unrealistic in an academic setting: it takes over a week
of computation with hundreds to thousands of graphics processing units or tensor processing
units2 to segment all neurons in a TB-sized data-set [91, 124].

The Multicut has first been applied to instance segmentation problems in [94, 5] and to EM
neuron segmentation in [6]. In these publications, the Multicut problem has been formulated as
an ILP, see also Equation 2.2, and solved to optimality with a cutting planes based approach.
However, being a NP-hard problem, this approach is not suitable for large problems. Conse-
quently, many authors have proposed approximate solvers that do not solve the Multicut to
optimality, but scale to problems of larger size.

An important class of approximate solvers is based on local search algorithms [122]: Greedy
Additive Edge Contraction [102] starts by placing all nodes in their own partition element and
putting the edges into a priority queue sorted by cost in descending order. It then draws edges
from the queue, merges the incident nodes and updates the costs accordingly. It terminates
when no more edges with positive cost exist. Greedy Fixation [122] proceeds in a similar
fashion, but fills the priority queue according to absolute cost. If an edge with negative cost
is drawn, it introduces a cannot link constraint between the corresponding partition elements.
This constraint prevents merging the two elements later in the algorithm. Cut, Glue and Cut
[20] operates in two phases: in the cut phase, the graph is recursively bipartitioned. In the
glue and cut phase, pairs of neighboring clusters are visited and bipartitioned via max-cut.
Kernighan-Lin [100] starts from an initial partition and tries to decrease the objective by moving
nodes between the boundaries of neighboring partitions.

A different approach is taken by Fusion Moves [19], which iteratively fuses the current
partition with new proposed partitions. In the context of structured learning for edge costs,
[114] have also introduced a hierarchical Multicut solver. Further approximate solvers based on
continuous relaxations of the ILP [159], message passing on a dual representation of the graph
[201], dual re-weighting applied to local search algorithms [117] and discrete optimization
heuristics [14] have been proposed. An interesting approach is taken by the Decomposition
Solver [2]: it decomposes the problem into components separated by only repulsive edges
and solves the problems for the individual components. This procedure does not sacrifice
optimality but whether it improves efficiency depends on the structure of the problem. For
example, Multicut problems arising in connectomics often have a dominating component
when decomposed in this manner, see also Section 3.3. In contrast to the approximate solvers
introduced so far, the (Lifted) Multicut solver proposed here, makes use of the spatial domain
afforded by the underlying over-segmentation. This enables an efficient spatial decomposition
of the problem and improves the efficiency of the solver significantly. However, it is only
applicable if the Multicut problem arises from an over-segmentation, or has a similar spatial

2Special purpose hardware for neural network inference.
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domain.
The Lifted Multicut has been introduced as an extension to Multicut in [87], see also

Section 2.2.6. Some of the approximate Multicut solvers have already been adapted to it:
Greedy Additive Edge Contraction in [102], Kernighan-Lin in [102] and Fusion Moves in [18].

3.3 Methods

To evaluate the performance of extant Multicut solvers and our proposed solver, we set up
problems of different sizes. The problems are set up similar to [21], see also Section 2.2. Here,
we use a CNN based on the 3d U-Net architecture [35], see also Section 2.2.1. The edge costs
are estimated by averaging pixel-wise boundary probabilities, instead of using a random forest
based on edge features.

The problem set-up is implemented in a distributed fashion to run on a compute cluster. We
make heavy use of chunked data storage formats such as HDF5 or n5. See Section A.1.2 and
Section A.1.1 for details.

3.3.1 Multicut Solver

Here, we propose a Multicut solver for very large problems, such as the ones arising from
neuron segmentation in EM connectomics. We postulate that minimizing a global objective,
even for very large segmentation problems, is superior to the local approaches pursued in
previous work (cf. Section 3.2) and validate this claim experimentally in Section 3.4.2. To this
end, we exploit the fact that our partition problems arise from a region adjacency graph. Hence,
all nodes in the graph have a spatial domain afforded by their superpixels.

In more detail, our solver operates in multiple steps. First, it extracts sub-problems by tiling
the input space with (overlapping) blocks and assigning nodes to sub-problems according to the
overlap of their superpixels with the blocks. It then solves the sub-problems in parallel, using an
existing solver, and reduces the global problem by merging the nodes that are unambiguously
merged in the sub-solutions. The sub-problem extraction, solution and reduction can be iterated
with increasing block size until the reduced global problem is feasible for an existing solver.
See algorithm 2 for pseudo-code and Figure 3.2 for a graphical illustration.

The solver starts from a global problem, composed of a graph and edge costs (b), which are
derived from a superpixel over-segmentation (a). In the first iteration step (arrow 2), it extract
sub-problems (c) from the global problem by tiling the input space with (overlapping) blocks.
A node is assigned to the blocks that have any overlap with its corresponding superpixel. Hence,
a single node can be assigned to multiple sub-problems.

In the second iteration step (arrow 3) the sub-problems are solved in parallel and the binary
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edge indicators are saved; (d) shows the sub-problem results with cut edges, i.e. edges to be
preserved in the partition, indicated by bold lines and edges to be merged indicated by dotted
lines.

In the third iteration step (arrow 4), the sub-results are projected to the global graph (e). Here,
we differentiate three types of edges (f):

• Connecting edges (green lines), for which the incident nodes belong to different sub-
problems.

• Shared edges (red lines), for which the incident nodes belong to multiple sub-problems.

• Unique edges (blue lines), for which the incident nodes belong to a single sub-problem.

Connecting edges are not merged in the reduction step. Shared edges are merged only if they
are merged in all sub-solutions containing this edge. Unique edges are merged if they are
merged in the corresponding sub-solution. The graph is reduced according to these merge
decisions and costs for the new edges are computed by summation (g).

These three steps can be iterated with increasing block size until the reduced problem is
feasible with an approximate solver. It is then solved (arrow 5) and the resulting partition (h) is
projected to the initial problem (arrow 6) to obtain the segmentation (i).

Note that merges performed in the reduction step cannot be undone later. Due to this fact,
the solver proposed here is approximate, even if an exact solver is used for the sub-problems.
Hence, we take a conservative approach: we do not merge connecting edges and only merge
shared edges if all corresponding sub-results vote for a merge. While the problem extraction is
described for a tiling with overlapping blocks in this section, we have found that overlaps are
not necessary in practice and have performed all experiments without it. Further note that the
solver is only applicable if a spatial domain exists and can be used for problem extraction.

3.3.2 Lifted Multicut Solver

Here, we adapt the block-wise Multicut solver from the previous section for Lifted Multicut
partitioning. Following the same steps, this solver extracts sub-problems by tiling the volume
into blocks, solves these sub-problems in parallel and uses the solutions to contract nodes to
reduce the problem size. This approach can be repeated for an increasing block size, until the
reduced problem becomes feasible with another approximate solver.

To apply it to Lifted Multicut partition, we also extract lifted edges during the sub-problem
extraction. Here, only lifted edges with incident nodes that are part of the same sub-problem
are taken into account. In the reduction step, the costs of lifted edges whose incident nodes
have not been merged are updated by summation. See algorithm 2 for pseudo-code.
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Data: globalProblem, blockShape, overlap, nLevels
Result: nodePartition

1 problem = globalProblem;
for l in nLevels do

2 subProblems = extractSubproblems(problem, blockShape, overlap);
3 subSolutions = solveMulticutsInParallel(subProblems);
4 problem = reduceProblem(problem, subProblems);

blockShape *= 2;
end

5 nodePartition = solveMulticut(problem);
6 nodePartition = projectToGlobalGraph(nodePartition, globalProblem);
Algorithm 1: Block-wise Multicut solver. A given problem is reduced by solving sub-
problems and merging the graph accordingly for a given number of iterations. The reduced
problem is then solved and projected back to the global solution. Line numbers correspond
to the numbered arrows in Figure 3.2.

Note that lifted edges that are not part of any of the sub-problems at a given level will
still be considered at a later stage. This strategy, where we ignore lifted edges crossing block
boundaries, is in line with the idea that lifted edges contribute to the energy of the solution,
but do not induce connectivity. The considerations about optimality and necessity of a spatial
domain from Section 3.3.1 apply here as well.
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Figure 3.2: Block-wise Multicut solver: from the global problem (a, b) sub-problems are extracted (c)
and solved in parallel (d). The sub-solutions are projected to the global problem (e, g), blue
and red edges (f) are merged according to the sub-results. After a fixed number of iterations
(or when feasible), the reduced problem is solved (h) and projected to a segmentation (i).
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Data: graph G, edge costs WE , lifted edges and costs F and WF , nLevels,
blockShape

Result: node partition P
Ĝ, F̂ , ŴE , ŴF = G,F,WE ,WF ;
for n in nLevels do

1 blocks = getBlocks(blockShape);
subPartitions = [];
/* this for-loop is parallelized */
for block in blocks do

2 Gsub,W
sub
E = getSubproblem(Ĝ, ŴE , block);

3 Fsub,W
sub
F = getLiftedEdges(Gsub, F̂ , ŴF );

4 Psub = solveLiftedMulticut(Gsub,W
sub
E , Fsub,W

sub
F );

subPartitions.append(Psub);
end

5 Ĝ, F̂ , ŴE , ŴF = reduceProblem(Ĝ, F̂ , ŴE , ŴF , subPartitions);
blockShape *= 2;

end
P = solveLiftedMulticut(Ĝ, F̂ , ŴE , ŴF );
P = projectToInitialGraph(G,P );

Algorithm 2: Block-wise Lifted Multicut solver. (1): getBlocks tiles the volume with
blocks of size blockShape. (2): getSubproblem extracts the sub-graph and corresponding
edge costs from the given block. (3): getLiftedEdges extracts the lifted edges, which have
both incident nodes in the given sub-problem, and costs. (4): solveLiftedMulticut solves
the lifted multicut problem using an approximate solver. (5): reduceProblem: reduces the
graph by merging nodes according to the sub-partition results. It also updates edge costs as
well as lifted edges and their costs accordingly.
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3.4 Results

In Section 3.4.1 we evaluate extant Multicut solvers for medium size problems in order
to determine their suitability as internal solver in our proposed algorithm. We evaluate the
performance and accuracy of the proposed solver on the same problems in Section 3.4.2. In
Section 3.4.3, we evaluate its performance and scaling behavior on a much larger problem. The
extension to the Lifted Multicut is evaluated in Section 3.4.4.

We set up three problems of medium size for evaluating the performance of extant solvers
and our proposed Multicut solver. They are derived from three EM volumes made available by
the CREMI challenge [66]. Each volume measures 8×12×12 micrometer and shows a cutout
from the fruit-fly brain imaged at 40×4×4 nanometer [242]. In addition, each volume contains
a 5×5×5 micrometer crop with a ground-truth neuron segmentation. The entries for Level 0 in
Table 3.2 contain the properties of the Multicut problems.

3.4.1 Performance of extant Multicut Solvers

We evaluate the performance of several Multicut solvers on the level 0 problems from Table 3.2.
We use the local search based algorithms Greedy Additive Edge Contraction (gaec), Greedy
Fixation (gf ), Kernighan Lin (kl) and Cut, Glue and Cut (cgc). We also use the Fusion Moves
solver (fm), indicating the solver used for sub-problems by concatenating its shorthand. In
addition, the ILP based solver (ilp) is used as internal solver for fm; by itself it does not scale to
the problems solved here. We warm-start kl with the solution from gaec and warm-start fm and
cgc with the solution from kl. Note that the decomposition solver is not suited to speed-up the
problems here, because they have one component of dominating size, see Table 3.2.

The results for all solvers and the three samples are shown in Table 3.1. We report the runtime,
the energy (Equation 2.2) and the validation score. This score is computed on cutout of the data,
for which ground-truth segmentation is available. We use the same score as used in the CREMI
challenge, the geometric mean of Adapted Rand Error [13] and Variation of Information [140].
To avoid decreased scores from merges that happen outside of the ground-truth region, we
run connected components on the cropped segmentation before scoring. Note that the scores
reported here are significantly worse than the current state-of-the-art (Section 2.3.5), in spite of
a very similar problem set-up. This can be explained by the fact that we have trained networks
in a leave-one-out fashion, in order to ensure that all data is un-seen during prediction.

The two greedy solvers gaec and gf, run significantly faster than other solvers, but converge
to sub-optimal solutions, which is also reflected in worse scores. The solver gaec is faster and
converges to a better solution than gf. The kl solver converges after less than 4 minutes for
all samples and can improve the energy and scores significantly. The fm_kl solver can further
improve energy and scores at the expense of a significantly longer run-time. All other solvers
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either do not improve energies over kl (fm_gaec) or have a significantly longer runtime with
only marginal improvements (cgc, fm_ilp). In Section A.3.1 we further examine the runtime
performance of the different solvers.

Sample A Sample B Sample C

Solver Time [s] Energy Score Time [s] Energy Score Time [s] Energy Score

cgc 4873.3 -7.0698e+06 0.8819 4794.5 -6.0740e+06 0.8510 4808.9 -7.4642e+06 0.9074

fm_gaec 203.0 -7.0688e+06 0.9005 289.8 -6.0737e+06 0.8499 295.7 -7.4636e+06 0.9072

fm_ilp 5726.3 -7.0703e+06 0.8582 6777.1 -6.0746e+06 0.8226 5494.8 -7.4654e+06 0.8995

fm_kl 587.8 -7.0690e+06 0.8809 4344.8 -6.0745e+06 0.7774 2675.0 -7.4642e+06 0.8528

gaec 4.6 -7.0541e+06 0.9862 4.4 -6.0659e+06 0.9221 5.8 -7.4541e+06 0.9089

gf 25.2 -7.0505e+06 1.0005 20.9 -6.0593e+06 0.9274 28.4 -7.4497e+06 0.9694

kl 78.3 -7.0688e+06 0.9005 206.7 -6.0737e+06 0.8499 165.6 -7.4636e+06 0.9072

Table 3.1: Evaluation of extant approximate Multicut solvers on three problem arising from neuron
segmentation in EM. For accurate runtime comparisons we have performed all experiments
with a Intel Xeon Gold 6136 Processor, all solvers run in a single thread.

3.4.2 Performance and Accuracy of the Block-wise Multicut Solver

We evaluate our proposed block-wise solver (BMC) for the three medium sized problems.
Table 3.2 shows the properties of the initial problems (Level 0) and the properties after one
and two reduction steps (Level 1, 2). See Table A.1 for the configuration of the solver used
here. The first step reduces the problem size by about one order of magnitude. The reduction
afforded by the second step is only marginal. The reduced problems also change qualitatively:
the decompositions3 of the initial problems all have a component that contains over 90% of
the nodes. The reduced problems, especially at Level 2, decompose into more and smaller
components. The biggest component is still significantly larger than all others, but it does not
dominate the complete problem as is the case at Level 0. This fact makes the decomposition
solver (cf. Section 3.2) applicable for the reduced problems.

In Table 3.1, we compare our solver with the best Multicut results (MC) from Table 3.1.
In addition, we compare with several baseline stitching algorithms: For overlap, we perform
stitching by largest overlap [179, 176], starting from the same tiling as BMC, but adding a halo
of 5×50×50 pixels to the blocks to achieve spatial overlaps. We also compare to stitch-mc,
where we solve the Multicut problems arising from overlaps and stitch based on their solutions,

3Obtained by thresholding at cost zero and applying connected components.
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Sample Level # Nodes # Edges # Components Max component size (%)

A 0 686,232 4,551,762 8,201 98.23

1 29,109 171,100 16,234 31.07

2 22,100 122,357 17,369 09.31

B 0 584,336 3,736,610 30,943 92.73

1 72,299 391,192 56,021 15.89

2 64,622 335,687 58,414 06.19

C 0 709,171 4,611,307 30,698 93.06

1 75,188 439,740 56,289 16.82

2 65,857 372,910 58,776 05.70

Table 3.2: Properties of the Multicut problems: the number of nodes and edges in the graph, the number
of connected components when thresholding edges at cost 0 and the size of the largest
component as percentage of the number of nodes. Level 0 are the initial problems, Level 1
and 2 after one and two iterations of problem reduction.

similar to the approach in [141]. Finally, we compare to greedy, where the sub-results are
stitched by merging attractive edges between the blocks (cf. connecting edges described in
Section 3.3.1).

We observe that the solution of BMC is significantly better than the MC solution for Sample
A, on par for Sample B and slightly worse for Sample C. The improved results for Sample A
are most likely an artifact due to low quality edge costs caused by EM imaging defects, see
Section A.3.2 for a closer discussion. Nevertheless, we observe that the BMC solutions do
not differ significantly in quality compared to MC, while being able to solve the problem 10
to 20 times faster. In contrast, the segmentation quality does suffer for the baseline stitching
approaches. Note that we report the best value over a range of overlap / merge thresholds for
the overlap / greedy stitching approaches. Still, their score is significantly worse on Samples B
and C. The results of stitch-mc are even worse. We assume that the problem resulting from the
overlap of 5 × 50 × 50 pixels are too small to yield an informative segmentation problem. We
have not optimized this parameter.

In addition, we compare different configurations for the BMC solver in Section A.3.2.
Overall, the algorithm is fairly robust against the choice of parameters; the block size is the
most important one. We also show in Table A.3 that the decomposition solver can indeed be
used to speed up solving the global problem.
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Sample A Sample B Sample C

Method Time Energy Score Time Energy Score Time Energy Score

MC 587.8 -7.0690e+06 0.8809 4344.8 -6.0745e+06 0.7774 2675.0 -7.4642e+06 0.8528

BMC 67.0 -7.0524e+06 0.5624 182.0 -6.0419e+06 0.7821 139.0 -7.4346e+06 1.0441

overlap - -7.0314e+06 0.8148 - -6.0341e+06 1.0600 - -7.4393e+06 1.3189

greedy - -6.8761e+06 0.9649 - -5.8962e+06 1.2288 - -7.3447e+06 1.3022

stitch-mc - -6.4730e+06 1.2370 - -5.5767e+06 1.3029 - -7.2528e+06 1.5072

Table 3.3: Comparison of different methods on the three problems extracted from CREMI. For MC, we
report the result of fm_kl from Table 3.1. BMC is our proposed block-wise solver, overlap
stitches sub-solutions by overlap, greedy by merging attractive edges between the sub-
solutions and stitch-mc solves a Multicut on the overlap segmentation. All methods extract
the sub-problems from blocks of size 25×256× 256 pixels and use the fm_ilp solver for
sub-problems. BMC uses the fm_kl solver for the reduced global problem; the other methods
use an overlap size of 5×50 ×50 pixels. For overlap and greedy, we compute the solution for
different overlap / merge thresholds and report the result with the lowest energy. BMC uses
24 threads to solve sub-problems in parallel, using a Intel Xeon Gold 6136 Processor. We
have not optimized the efficiency for the baseline methods and thus do not report runtimes.

3.4.3 Scaling Behavior of the Block-wise Multicut Solver

To evaluate the scaling behavior of our proposed solver, we construct a large Multicut problem.
It is based on a 95 × 60 × 30 micrometer cutout from the full fruit-fly-brain [242], which is the
same data-set used for extracting the smaller problems. For this volume, we do not have any
ground-truth annotations available and can only compare the energies of different partitions.
Here, we also evaluate our distributed implementation of the problem set-up, see Table 3.4
for an overview of the runtimes on a compute cluster. Table 3.5 shows the properties of the
Multicut problem, both at the initial stage (Level 0) and after up to three iterations of problem
reduction (Level 1 to 3).

Table 3.6 shows the results of our solver applied to the large Multicut problem. Here, we
have used the Kernighan-Lin solver for sub-problems and have used the Decomposition solver,
using Kernighan-Lin internally, for the global problems. The results show that the energy of
the solution increases with the number of reduction iterations, while the runtime decreases due
to the further reduction of the global problem. Our solver can solve this, previously infeasible,
problem in under 40 minutes when using two or more reduction iterations.

We further investigate the scaling behavior of our solver, by plotting strong and weak scaling
for sub-problem extraction and solution, problem reduction and global solution. To this end,
we run these steps with a varying number of workers for a fixed problem size (strong scaling)
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Stage #GPUs #Cores #Threads Runtime [min]

Inference 12 - - 87.6

Watershed - 200 - 15.1

Problem - 200 8 171.0

Table 3.4: Runtimes for the problem set-up on a compute cluster for the large Multicut problem. Only
the neural network inference uses gpus. For the other tasks we report the number of cores used
for “map-like” tasks, which run on multiple nodes and the number of threads for “reduce-like“
tasks, which run on a single node. See Section A.1.2 for details.

Level # Nodes # Edges # Components max component size %

0 85,012,571 556,282,289 5,260,500 90.77

1 13,650,761 82,095,065 8,256,407 32.13

2 11,260,960 66,021,137 8,767,569 16.34

3 10,237,143 58,574,608 9,062,027 07.62

Table 3.5: Properties of the large Mulicut problem. We report both the initial problem (Level 0) and the
problems after up to three iterations of problem reduction. Similar to Table 3.2 we observe
the largest reduction in the first iteration and observe that problems decompose better after
reduction. For details on the problem reduction please refer to Table 3.6.

or construct problems of different size and process them with a fixed number of workers (weak
scaling). For the construction of smaller problems, we use a spatial cutout of the complete
volume. Here, we start with an initial size of 512×512×512 pixels and iteratively increase the
size in each dimension by a factor of two until the complete volume size is reached.

The scaling of the sub-problem extraction and solution is shown in Figure 3.3. In the strong
scaling plot we see an almost linearly decrease of the runtime for up to 100 workers, until
hitting a plateau for 200 workers or more. Here, the number of workers is given by the number
of jobs times the number of threads per job. In the weak scaling plot we see a linear increase
with the problem size, which is measured by the number of edges in the graph. For this task,
individual jobs first load the complete graph, and then extract and solve the sub-problems in
parallel using threads. When only few sub-problems have to be processed per job, the serial
step of loading the graph starts to dominate the runtime, explaining the plateau in the strong
scaling plot. Note that each job loads the complete graph in order to extract the sub-problems.
It is possible, but more complex, to implement the problem extraction without having the
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Level Sub-problems [min] Reduction [min] Global [min] Total [min] Energy

1 6.8 21.4 80.1 108.3 -8.60967e+08

2 0.7 4.1 5.9 38.9 -8.60410e+08

3 0.4 2.0 1.0 36.4 -8.60232e+08

Table 3.6: Block-wise Multicut solver results for a large Multicut problem. The columns “Sub-problems”,
“Reduction” and “Global” contain the runtimes for solving the sub-problems, reducing the
problem and solving the reduced global problem at the given level. “Total” contains the
full runtime for the given level. All computations were performed on Intel Xeon Gold
6136 Processors, using 32 jobs, each running with 16 threads, for solving the sub-problems.
Reduction and global solver run in a single job with 16 threads.

complete graph in memory. Potentially, this would improve the strong scaling behavior. Given
that the sub-problem extraction is currently not the limiting step (cf. Table 3.6), and that the
weak scaling suggests applicability to much larger problem sizes, we have not done so yet.

Figure 3.4 shows the scaling of the problem reduction. The strong scaling plot shows an
initial linear decrease of the runtime until hitting a plateau for more than four workers. The
weak scaling plot shows roughly linear scaling with the problem size. The reduction task runs
on a single node and parallelizes the computation of new edge costs and the serialization of the
reduced problem with threads. The dominating sequential step is merging the nodes, which is
implemented with a union find datastructure. In order to improve the strong scaling, one could
switch to a parallel implementation of this datastructure [136, 195]. Unfortunately, to the best
of our knowledge, such an implementation is not available in any standard library yet; we use
the union find implementation provided by boost.

Figure 3.5 shows the scaling of the global problem solution. The strong scaling plot shows
that the runtime is independent of the number of workers used, while the weak scaling shows
roughly linear scaling with the problem size. Here, we use the Decomposition solver, which
thresholds the graph edges at cost zero and extracts sub-problems from the resulting connected
components, for parallelization. In this case, more threads do not improve the runtime because
the biggest component is significantly larger than all others: for the Level 1 problem we
find that it comprises of 32.13% of the nodes, the next biggest component is only made up
of 4.2 ∗ 10−4%. Nevertheless, the reduction in size of the largest component affords a very
significant speed up compared to the Kernighan-Lin solver, cf. Table A.4. Further improvement
of the strong scaling of this step will prove challenging, because most extant Multicut solvers
are sequential algorithms. An exception is the Fusion Moves solver, for which new proposal
partitions can be generated in parallel. However, fusing the of proposals still has to be executed
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Figure 3.3: Scaling of the sub-problem extraction and solution. (Left) Strong scaling behavior when
increasing the number of workers for the large Multicut problem. Here, the number of
workers is the product of jobs and threads per job. (Right) Weak scaling behavior with fixed
number of workers and increasing problem size, measured by the number of edges. Here,
we use 128 workers. In both plots, the different levels are plotted separately.

sequentially. It is thus unclear if adopting this strategy will improve the scaling significantly,
especially since the overall runtime of (serial) Fusion Moves is much larger compared to the
Decomposition solver. We have only evaluated a sequential implementation of Fusion Moves
here. Given the weak scaling behavior, the ability to decrease the problem size by further
reduction iterations and the runtime of less than 40 minutes for a very large problem, we expect
our solver to scale to the problems arising from even large microscopy segmentation data-sets
as is.

3.4.4 Lifted Multicut solver

We evaluate the extension of our solver to the Lifted Multicut (BLMC) in Table 3.7. Here, we
set up a Lifted Multicut problem for benchmarking purposes following a simplified procedure:
we extract a central 1×10× 10 micrometer volume from the fruit-fly neural tissue data-set used
in Section 4.4.2 and compute the region adjacency graph and costs for local edges based on
mean accumulated boundary probabilities. Then, we introduce lifted edges between all nodes
within a graph distance of two, setting their cost to the minimal edge cost along the weighted
shortest path between the incident nodes. The resulting problem contains approximately 34,000
nodes, 244,000 regular edges and 2,384,000 lifted edges.
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Figure 3.4: Scaling of the problem reduction. (Left) Strong scaling behavior when increasing the number
of workers for the large Multicut problem. (Right) Weak scaling behavior with fixed number
of threads and increasing problem size. Here, we use eight threads.

We compare to the approximate solvers Greedy Additive Edge Contraction [102] (gaec),
Kernighan-Lin [102] (kl) and Fusion Moves [18] (fm). We warm-start kl with the gaec solution
and warm-start fm with the kl solution. The BLMC algorithm uses kl to solve sub-problems and
the reduced global problem.

The energies obtained by our solver are comparable with kl and fm, but it only needs a
fraction of their runtime. It is almost as fast as gaec, which yields inferior energies on its own.
While we only apply our solver for a single problem size here, we have used it for much larger
Lifted Multicut problems in Chapter 4 and Section 6.1.

Energy Time [s]

gaec -1585593.5 2.03

kl -1645876.7 174.69

fm_kl -1645876.7 181.48

BLMC -1630274.3 3.29

Table 3.7: Our proposed Lifted Multicut solver compared to three other approximate solvers. The
problem at hand arises from neuron segmentation in fruit-fly neural tissue (cf. Section 4.4.2)
and contains approximately 34,000 nodes, 244,000 regular edges and 2,384,000 lifted edges.
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Figure 3.5: Scaling of the global problem solution. (Left) Strong scaling behavior when increasing the
number of workers for the large Mulicut problem. The solution runs on a single node and
uses the decomposition solver to parallelize sub-solutions via threads. (Right) Weak scaling
behavior with fixed number of threads and increasing problem size. Here, we use eight
threads.

3.5 Conclusion

We have introduced a hierarchical block-wise solver for the Multicut and Lifted Multicut in
this chapter. By evaluation on data from a neuron segmentation challenge and a much larger
data-set, we have demonstrated excellent scalability without a significant loss in segmentation
quality. We have shown that this approach is advantageous compared to greedy local scaling
strategies, which result in inferior segmentation results. The largest Multicut problem solved
here contains about 85 million nodes and 556 million edges. We can solve it in under 40
minutes, with a total runtime of approximately five hours for the segmentation of the complete
150 GB raw volume. In Section 6.1, we use our solvers for even larger Multicut and Lifted
Multicut problems to segment the cells in an EM volume containing a complete small animal.
Hence, solving the global partition problem can no longer be considered the bottleneck for
instance segmentation in the automated analysis of large microscopy image volumes.

The core idea of our algorithm – reducing the global partitioning problem instead of greedily
stitching sub-solutions – is not restricted to the Multicut problem. It can also be applied to
agglomerative clustering. However, given the inferior solutions obtained when applying only
gaec here, this approach would most likely be detrimental to the segmentation quality.
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4 Improving Segmentation with Lifted
Priors

In Chapter 2, we have shown that Lifted Multicut can improve segmentation accuracy by
introducing lifted edges in a local graph neighborhood with generic edge features. Here, we
show that lifted edges can be used to express prior knowledge about the biological system
underlying the segmentation problem; improving accuracy based on information not available
otherwise due to their sparsity and/or large spatial distance.

This chapter, which is based on the publication [167], introduces a recipe to generate lifted
edges from such priors, given that they can be attributed spatially. The procedure proves to be
effective for a diverse set of problems, using rules such as “each cell should contain exactly one
nucleus” or “different neuronal tissue types should not be mixed in the same compartment”.

4.1 Introduction

Large-scale EM imaging is becoming an increasingly important tool in different fields of
biology. The technique was pioneered by the efforts to trace the neural circuitry of small
animals at synaptic resolution to obtain their connectome – a map of the neurons and the
synapses connecting them. In the 1980’s White et al. [228] mapped the complete connectome
of C. elegans in a manual tracing effort which spanned over a decade. Since then, throughput
has increased by several orders of magnitude thanks to innovations in EM image acquisition,
such as multi-beam serial section EM [56], TEM camera arrays [27], hot-knife stitching [76] or
gas cluster milling [75]. These innovations enable imaging larger volumes, up to the complete
brain of the fruit-fly larva [57] and even the adult fruit-fly [242]. Recently, studies based on
large-scale EM have become more common in other fields of biology as well [158, 164, 183,
172].

In light microscopy (LM), very large image volumes became routine even earlier [181,
115, 99], with Terabyte-scale acquisitions not uncommon for a single experiment. While the
question of segmenting cell nuclei at such scale with high accuracy has been addressed before
[3], cell segmentation based on membrane staining remains a challenge and a bottleneck in
analysis pipelines.
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Given the enormous amount of data generated, automated analysis of the acquired images
is crucial; one of the key steps being instance segmentation of cells or cellular organelles.
In recent years, the accuracy of automated segmentation methods has increased significantly
due to the adoption of CNNs for semantic and instance segmentation [211, 42, 21, 67, 120,
91]. Still, it is not yet good enough to completely forego human proof-reading. Out of all
microscopy image analysis problems, neuron segmentation in volume EM turned out to be
particularly difficult [91] due to the small diameter and long reach of neurons and astrocytes.
Many other EM segmentation problems have not yet been fully automated either. Aside
from the complex morphology of objects of interest, EM sample preparation also renders the
segmentation problems more difficult: the heavy metal staining used in the sample preparation
labels all cellular components indiscriminately and forces segmentation algorithms to rely
on membrane detection to separate them. The same problem arises in the analysis of light
microscopy volumes with membrane staining, where methods originally developed for EM
segmentation also achieve state-of-the-art results [65, 236].

One of the major downsides of CNN-based segmentation approaches lies in their limited field
of view, making them overly reliant on local boundary evidence. Staining artifacts, alignment
issues or noise can severely weaken this evidence and often cause false merge errors where
separate objects get merged into one. On the other hand, membranes of cellular organelles or
objects with a small diameter often cause false split errors where a single structure gets split
into several objects in the segmentation.

Human experts avoid many of these errors by exploiting additional prior knowledge about
the expected object shape or constraints from higher-level biology. Following this observation,
several algorithms have recently been introduced to enable detection of morphological errors
in segmented objects [178, 244, 53, 138]. By looking at complete objects rather than a handful
of pixels, these algorithms can significantly improve the accuracy of the initial segmentation.
In addition to purely morphological criteria, Krasowski et al. in [110] suggested an algorithm
to exploit biological priors such as an incompatible mix of ultrastructure elements.

Building on such prior work, we introduce a general approach to leverage domain-specific
knowledge in order to improve the accuracy of boundary based segmentation methods. Our
method can be understood as a post-processing step for CNN predictions that pulls in additional
sparse and distant sources of information. It allows to incorporate a large variety of rules,
explicit or learned from data. It only requires that these rules can be expressed as the likelihood
of certain locations in the image to belong to the same object or to different objects. These
locations can be sparse and/or spatially distant.
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Figure 4.1: Sparse lifted edges from domain knowledge for mammalian cortex (left), drosophila brain
(middle) and sponge choanocytes (right). a Raw EM data. b Superpixel edges with attractive
(green) and repulsive (red) costs derived from local boundary evidence. c Domain knowledge
mapped to superpixels: axon (blue) and dendrite (yellow) attribution (left); an object with
implausible morphology (red, center); shape priors for different organelles (one color per
segmented organelle, right). d Attractive (green) and repulsive (red) lifted edges derived
from c. e Lifted Multicut segmentation.

To incorporate such rules, we make use of the Lifted Multicut [87] graph partition problem.
Briefly, this extension of the Multicut partition problem introduces additional edges between
non-adjacent nodes, so-called lifted edges. They carry an energy contribution, but do not induce
connectivity. See Section 2.2.6 for details.
When domain knowledge can be expressed as rules that certain locations must or must not
belong to the same object, it can be distilled into lifted edges between the graph nodes
corresponding to these locations. We show that the cost of such lifted edges can be derived from
the strictness of the rules, which can colloquially range from "usually do / do not belong to the
same object" to "always / never belong to the same object". We demonstrate the versatility of
this approach by applying it to four segmentation problems, three in EM and one in LM. In
these problems, we make use of very different kinds of domain knowledge:

• Based on the knowledge that axons are separated from dendrites in mammalian cortex,
we use indicators of axon/dendrite attribution to avoid merges between different neuronal
processes (Figure 4.1(left)).

• Based on the knowledge of plausible neuron morphology, we correct false merge errors
in the segmentation of neuronal processes (Figure 4.1(center)).

• Based on the knowledge that certain organelles form long continuous objects, we re-
duce the number of false splits in instance segmentation of sponge choanocytes (Fig-
ure 4.1(right)).

• Based on the knowledge that a cell should only contain one nucleus, we improve the
segmentation of plant lateral root cells (Figure 4.5).

4.2 Related Work

Neuron segmentation for connectomics has been the main driver of the recent advances in
boundary-based segmentation for microscopy. As described in Section 1.1.2 and Section 2.1,
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most methods follow a three step procedure: they predict boundaries, then compute a superpixel
over-segmentation and finally agglomerate the superpixels to obtain a segmentation.
Krasowski et al. [110] showed that this three-step procedure can be modified to incorpo-
rate sparse biological priors in the superpixel agglomeration step. They use the Asymmetric
Multi-Way Cut (AMWC) [113], a generalization of the Multicut for joint graph partition
and node labeling. Their method is based on the fact that, given the field of view of modern
electron microscopes, axon- and dendrite-specific ultrastructure should not belong to the same
neuronal compartments in mammalian cortex. While this approach can be generalized to
other domain knowledge, it has two important drawbacks. First, it cannot encode attractive
information. Second, it is only applicable when the information is of semantic nature. For
example, morphology-based false merge correction does not fit this category, because it detects
segmentation errors rather than providing semantic node labels.
The Lifted Multicut formulation has been used for neuron segmentation before by [21] (Chap-
ter 2). However, the lifted edges were added densely in a local graph neighborhood. Edge costs
were not derived from domain knowledge but rather learned in a supervised approach. These
lifted edges made the segmentation algorithm more robust against single missing boundaries,
but did not counter the problem of the limited field of view of the boundary predictor or prevent
biologically implausible objects. Note that this approach can be seen as a special case of the
framework proposed here, using generic, but weak knowledge about local morphology and
graph structure of segments. Besides Lifted Multicut, the recently introduced Mutex Water-
shed [233, 231] (Chapter 5) and generalized agglomerative clustering [16] can also exploit
long-range information.
While all the listed methods demonstrate increased segmentation accuracy, they do not offer a
general recipe on how to exploit domain-specific knowledge in a segmentation algorithm. We
propose a versatile framework that can incorporate such information from diverse sources by
mapping it to sparse lifted edges in the Lifted Multicut problem.

4.3 Methods

In the following, we describe our general recipe to map domain-specific knowledge to the lifted
edges, see Section 4.3.1. We then describe the four specific applications, each using a different
source of knowledge. In general, we set up the local problem, i.e. the region adjacency graph
and local edge costs, similar to Section 2.2. For a review of the Lifted Multicut, please refer to
Section 2.2.6.
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4.3.1 Sparse Lifted Edges

Our main contribution is a general recipe how to express domain-specific knowledge via sparse
lifted edges. They are only added between graph nodes where attribution of this knowledge is
possible. The right side of Figure 4.2 illustrates this idea: nodes with attribution are shown by
red and blue segments and sparse lifted edges by green dashed lines. The left side shows the
approach of [21] (Chapter 2), where lifted edges are introduced between all nodes in a local
graph neighborhood.

Figure 4.2: (Left) Graph neighborhood of a single node (blue shaded segment) with local edges (blue
lines) and dense lifted edges (orange dotted edges). (Right) Neighborhood with sparse lifted
edges (green dotted edges), connecting nodes with domain knowledge attribution (blue and
red shaded segments).

The sparse lifted edges are constructed in several steps, see also Figure 4.1: we compute
superpixels, construct the corresponding region adjacency graph and derive edge costs from
local boundary evidence. Figure 4.1(b) shows the regular graph edges, marked green if attractive
and red if repulsive. Then, we map the domain specific knowledge to nodes of the graph, as
shown in (c). We then introduce sparse lifted edges between nodes with such attribution, shown
as dashed lines in (d). The sign and strength of the lifted edge can either be learned supervisedly
or derived explicitly, always indicating the likelihood of incident nodes being part of the same
segment or not. In Figure 4.1 (d), attractive lifted edges are marked green, repulsive lifted edges
red. If the likelihoods are expressed as (pseudo-) probabilities, they are transformed into signed
costs via Equation 2.1. Finally, we solve the resulting Lifted Multicut problem to obtain an
instance segmentation, see Figure 4.1(e).

Mouse Cortex Segmentation, EM This application shows how our method can be used
to incorporate the axon/dendrite attribution first introduced in [110]. We detect the axon-

64



and dendrite-specific elements and map them to graph nodes in the same way as [110], see
Figure 4.1(c), with blue shading for axon and yellow for dendrite attribution. The difference
to [110] comes in the next step: instead of introducing semantic node labels for "axon"
and "dendrite" classes, we add repulsive lifted edges between nodes with different semantic
attribution. The lifted edge costs are derived from an edge classifier trained in a supervised
fashion. Section 4.4.1 offers more details on the problem set-up and results.

Drosophila brain segmentation, EM For neurons in the insect brain, the axon/dendrite
separation is not pronounced and the approach described in the previous paragraph cannot
be applied. Instead, morphological information can be used to identify and resolve errors
in segmented objects. This was first demonstrated by [178], where a CNN was trained on
downsampled segmentation masks to detect merge errors. Meirovitch et al. in [141] detect
merge errors with a simple shape-based heuristic and then correct these with a MaskExtend
algorithm. Similarly, Zung et al. [244] have combined CNN-based error detection and flood
filling network-based correction. In their formulation both false merge and false split errors can
be corrected. Recently, [53, 138] have introduced an approach based on CNN error detection
followed by a simple heuristic to correct false merges and Lifted Multicut graph partitioning to
correct false splits.
This prior work convincingly demonstrates that false segmentation merge errors can be reliably
detected. Hence, we concentrate our efforts on error correction, emulating the detection
step with an oracle. We start from an initial segmentation and skeletonize all objects in this
segmentation. Next, for all skeletons, the oracle predicts for all paths between terminal nodes if
a false merge is present, i.e. whether the path crosses a boundary that was missed in the initial
segmentation. The oracle predictions are probabilistic and we evaluate the performance of our
method for different levels of noise applied to these predictions. We introduce lifted edges only
for the objects that contain at least one path with a false merge according to the oracle. For
these objects, we introduce repulsive lifted edges between the terminals of paths with false
merge predictions and attractive lifted edges between the terminals of all other paths. We use
the pseudo-probabilities generated by the oracle to compute costs for these lifted edges using
Equation 2.1. See Figure 4.1 for an example: the red object in the middle of panel (c) has been
identified as a false merge and the lifted edges introduced for this object are shown in panel (d).

Sponge segmentation, EM In this example, we tackle a segmentation problem in a
sponge choanocyte chamber [153], see Section 6.2 for a summary of the study. These structures
are built from several outer cells, the choanocytes, that enclose a cavity. These cells interact
with one or two central cells per chamber via flagella, which are surrounded by a collar of
microvilli. Our goal is to segment cell bodies, flagella and microvilli. This task is challenging
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due to the large difference in sizes of these structures. Especially the segmentation of the thin
flagella and microvilli is difficult. Without the use of shape priors, the Multicut algorithm splits
them up into many small pieces.
In order to alleviate these false split errors, we predict which pixels in the image belong to
flagella and microvilli and compute an approximate instance segmentation via thresholding
and connected components. We map these instances to nodes of the region adjacency graph,
see right column in Figure 4.1(c). Then, we introduce attractive lifted edges between the
nodes attributed to the same component and repulsive lifted edges between nodes attributed to
different components, see panel (d).

Lateral root segmentation, LM Finally, we tackle a challenging segmentation problem
in light-sheet microscopy data: the segmentation of root cells in Arabidopsis thaliana. This
data was imaged with two channels, one with a staining for cell membranes the other with a
staining for nuclei. We use the first channel for boundary prediction, which forms the basis for
the usual problem set-up. The second channel is used to segment individual nuclei. We then
express the rule that a cell should only contain a single nucleus using sparse lifted edges. To
this end, repulsive lifted edges are introduce between nodes whose superpixels are mapped to
different nuclei instances. See Section 4.4.4 for more details on the problem set-up and results
that show the prevention of false merges in the cell segmentation.

4.4 Results

We study the proposed method on four different problems: i) neuron segmentation in murine
cortex with priors from axon/dendrite attribution, ii) neuron segmentation in the drosophila
brain with priors from morphology-based error detection, iii) instance segmentation in a sponge
choanocyte chamber with priors from attribution of semantic classes, iv) cell segmentation in
plant roots with priors from the "one nucleus per cell" rule. Table 4.1 summarizes the different
problem set-ups. We evaluate segmentation quality using the variation of information (VI)
[140], which can be separated into split and merge scores, and the adapted Rand index [13].
For all quality measures used here, a lower value corresponds to higher segmentation quality.

4.4.1 Mouse Cortex Segmentation, EM

We present results on a volume of murine somatosensory cortex that was acquired by FIBSEM
at 5 × 5 × 6 nanometer resolution. The same volume has already been used in [110] for a
similar experiment. To ensure a fair comparison between the two methods for incorporating
axon/dendrite priors, we obtained derived data from the authors and use it to set-up the
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Edges Regular Dense Lifted Sparse Lifted

Drosophila EM Mean boundary evidence - False merge oracle predictions

Murine EM RF based on edge features
RF based on region/
clustering features Axon/dendrite attribution

Sponge EM Mean boundary evidence - Small class semantic segmentation
Arabidopsis LM Mean boundary evidence - Nucleus instance segmentation

Table 4.1: Overview of the four problem set-ups. RF stands for random forest.

segmentation problem.
This derived data includes probability maps for neuron membranes, mitochondria, axon and
dendrite attribution as well as a watershed over-segmentation and a ground-truth instance
segmentation. From this data, we set up the graph partition problem as follows: we build the
region adjacency graph G from the watersheds and compute costs for the regular edges with a
random forest based on the edge and region appearance features, using the same features as
[21]. Next, we introduce dense lifted edges up to a graph distance of three. We use a random
forest based on features derived from region appearance and clustering to predict their costs,
again see [21] for details. In addition to the region appearance features, which are only based
on raw data in [21], we also take into account the mitochondria attribution here. Next, we
map the axon/dendrite attribution to the nodes of G and introduce sparse lifted edges between
nodes mapped to different classes. We infer costs for these edges with a random forest based
on features from the statistics of the axon and dendrite node mapping. We use the fusion move
solver of [18] for optimizing the Lifted Multicut objective.
We divide the volume into a 1 × 3.5 × 3.5 micrometer block that is used to train the random
forests for edge costs and a 2.5 × 3.5 × 3.5 micrometer block used for validation. The random
forest predicting pixel-wise probabilities was trained by the authors of [110] on a separate
volume, using ilastik [22].
We compare the Multicut and AMWC results from [110] with different variants of our methods,
see Table 4.2. As a baseline, we compute the Lifted Multicut only with dense lifted edges and
without features from mitochondria predictions (LMC-D). We compute the full model with
dense and sparse lifted edges (LMC-S) with and without additional mitochondria features. In
addition, we compare to an iterative approach (LMC-SI) similar to the error correction approach
in Section 4.4.2. For this approach, we perform LMC-D segmentation first and introduce sparse
lifted edges only for objects that contain a false merge (identified by presence of both axonic
and dendritic nodes in the same object).
The LMC-D segmentation quality is on par with the AMWC, although it does not use any input
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from the priors, showing the importance of dense lifted edges. Our full model with sparse lifted
edges shows significantly better quality compared to LMC-D. Mitochondria-based features
provide a small additional boost. The segmentation quality of the iterative approach LMC-SI is
inferior to solving the full model LMC-S, demonstrating the importance of joint optimization
of the full model with dense and sparse lifted edges.

Method VI-Split VI-Merge Rand Error

MC [110] 0.3471 0.6347 0.0787

AMWC [110] 0.4578 0.4935 0.0754

LMC-D 0.4144 0.4445 0.0891

LMC-S 0.4133 0.3788 0.0362
LMC-S (No Mitos) 0.4038 0.3966 0.0363

LMC-SI 0.5054 0.3998 0.0586

Table 4.2: Variants of our approach compared to [110]. The Rand Error measures the over-all segmenta-
tion quality, VI-Split measures the degree of over-segmentation and VI-Merge the degree of
under-segmentation. For all measures, lower scores corresponds to better segmentations.

4.4.2 Drosophila brain segmentation, EM

We test the false merge correction approach on a 68 × 38 × 44 micrometer FIBSEM volume
of the Drosophila medulla. The data was imaged at 8 × 8 × 8 nanometer in [205], who also
provide a ground-truth segmentation for the whole volume.
First, we train a 3D U-Net for boundary prediction on a separate 2 × 2 × 2 micron volume
imaged with the same microscope. We use this network to predict boundaries on the whole
volume and run watershed over-segmentation based on these predictions. Then, we set up
an initial Multicut problem with edge costs derived from the mean accumulated boundary
evidence. We obtain an initial segmentation by solving this problem with the block-wise solver
of [166] (Section 3.3.1).
In order to demonstrate segmentation improvement based on morphological features, we
skeletonize all sufficiently large objects using the method of [118] implemented in [215]. We
then predict false merges along all paths between skeleton terminal nodes, using the ground-
truth segmentation as oracle predictor. Note that [53] have shown that it is possible to train a
very accurate CNN to classify false merges based on morphology information in this set-up.
Given these predictions, we set up the Lifted Multicut problem by selecting all objects that
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have at least one path with a false merge detection. For these objects, we introduce lifted edges
between the terminal nodes of all paths in the skeleton. We derive costs for these edges from
the false merge probability. Note that we use an imperfect oracle for some experiments, so the
merge predictions are not absolutely certain. We solve two different variants of this problem:
LMC-S, where we solve the complete problem using the solver introduced in Section 3.3.2.
And LMC-SI, where we only solve the sub-problems arising for the individual objects with
false merge detections. For this, we use the Fusion Moves solver of [18].
Table 4.3 compares the results of the initial Multicut (MC) with LMC-S and LMC-SI (using a
perfect oracle) as well as the current state-of-the-art segmentation from Flood Filling Networks
(FFN)1 [91]. We adopt the evaluation procedure of [91] and use a cutout of size 23 × 19
× 23 micrometer for validation. We use two different versions of the ground-truth, the full
segmentation and only a set of white-listed objects that were more carefully proofread. The
FFN segmentation and validation ground-truth was kindly provided by the authors of [91].
The results show that our initial segmentation is inferior to FFN in terms of merge errors, but
using LMC-SI we can improve the merge error to be even better than the FFN. Interestingly,
LMC-SI performs better than LMC-S. We suspect that this is due to the fact that we only add
lifted edges inside of objects with a false merge detection. Hence, LMC-S does not contain
more information than LMC-SI, while having to solve a much bigger optimization problem.
Figure 4.3 shows the segmentation quality when using an imperfect oracle by tuning its F-score
from 0.5 to 1.0 and measuring VI-split and VI-merge of the segmentation result. LMC-SI is
fairly robust against this noise; it starts with a better VI-merge than MC, even for F-Score 0.5.
Its VI-split gets close to MC for F-Scores larger than 0.75. In Figure 4.4 we show the initial
segmentation and three examples of corrected merges.

4.4.3 Sponge segmentation, EM

The two previous applications mostly profit from repulsive information derived from ultra-
structure or morphology. In order to show how attractive information can be exploited, we turn
to an instance segmentation problem in a sponge choanocyte chamber. The EM volume was
imaged with FIBSEM at a resolution of 15×15× 15 nanometer. We aim to segment structures
of three different types: cell bodies, flagella and microvilli. Flagella and microvilli have a small
diameter, which make them difficult to segment with a boundary based approach. On the other
hand, cell bodies have a much larger diameter and touch each other, which makes boundary
based segmentation appropriate.
In order to set-up the segmentation problem, we first compute probability maps for boundaries
as well as microvilli and flagella attribution using the autocontext workflow of ilastik [22]. We

1Note that the FFN was trained with more ground-truth data than our network.
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Full Whitelist

VI-Split VI-Merge Rand Error VI-Split VI-Merge Rand Error

MC 1.5246 1.9057 0.6055 1.2189 0.6532 0.4143

LMC-S 1.6110 0.9405 0.4501 1.3050 0.2544 0.3891

LMC-SI 1.5773 0.5403 0.3335 1.2369 0.0122 0.2943

FFN 1.4653 0.6340 0.2838 0.8702 0.0559 0.1963

Table 4.3: Results on the drosophila EM data: Multicut (MC), Lifted Multicut solved for the complete
problem (LMC-S), Lifted Multicut solved separately for sub-problems derived from false
merge predictions (LMC-SI) and FFN [91]. We use a cutout for validation and evaluate with
the complete ground-truth segmentation (Full) and a subset of proof-read objects (Whitelist).

set-up the Lifted Multicut problem by computing watersheds based on the boundary maps,
extracting the region adjacency graph and computing costs for regular edges by mean accu-
mulated boundary probability. We do not introduce dense lifted edges. For sparse lifted edges,
we compute an additional instance segmentation of flagella and microvilli by thresholding
the corresponding probability maps and running connected components. Then, we map the
components of this segmentation to graph nodes. We connect nodes that are mapped to the
same component with attractive lifted edges and nodes mapped to different components with
repulsive lifted edges. We use the solver introduced in Section 3.3.2.
We run our segmentation approach on the whole volume of 70×75× 50 micrometer. For
evaluation, we use three cutouts of size 15×15×1.5 micrometer with ground-truth for instance
and semantic segmentation. We split the evaluation into separate scores for objects belonging
to the three different semantic classes. See Table 4.4 for the evaluation results, comparing
the sparse Lifted Multicut (LMC) to the Multicut baseline (MC). As expected the quality of
the segmentation of cell bodies is not affected, because we do not introduce lifted edges for
those. The split rate in flagella and microvilli decreases significantly leading to a better overall
segmentation for these structures.

4.4.4 Lateral root segmentation, LM

We segment cells in light-sheet image volumes of the lateral root primordia of Arabidopsis
thaliana from [236]. These volumes are taken from a time-lapse video consisting of 51 time
points, obtained in vivo in close-to-natural growth conditions. Each time point corresponds to a
3D volume of size 2048×1050×486 voxels with resolution 0.1625×0.1625×0.25 micrometer.
The volume has two channels, one showing a membrane marker, the other a nucleus marker.
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Figure 4.3: Quality of the error detection based Lifted Multicut when tuning the F-Score of the oracle
false merge predictor from 0.5 to 1. We compare the approach where the complete problem
is solved (LMC-S) to the approach where sub-problems from false merge predictions are
solved individually (LMC-SI) with the Multicut baseline (MC).

We work on two selected time points: T45 and T49 taken from the later stages of development
where the instance segmentation problem is more challenging due to growing number of cells.
The time points have dense ground-truth segmentation for a 1000×450×200 voxels cutout
centered on the root primordia. Both cell and nucleus ground-truth segmentations are available.
A variant of 3D U-Net [35] was trained in order to predict cell membranes and nuclei respec-
tively. The two networks were trained on dense ground-truth from time points that are not part
of our evaluation. Apart from the primary task of predicting membranes and nuclei respectively,
both networks have an auxiliary task of predicting long-range affinities similarly to [120].
With these networks, we predict cell boundary probabilities and nucleus foreground probabili-
ties. We use the nucleus predictions to obtain a nucleus instance segmentation by thresholding
the probability maps at 0.9 and running connected component analysis.
We compute superpixels from the watershed transform on the membrane predictions and
compute costs for the regular edges via mean accumulated boundary probabilities. We set up
lifted edges by mapping the nucleus instances to superpixels and connecting all nodes whose
superpixels were mapped to different nuclei with repulsive lifted edges.
Table 4.5 shows the evaluation of segmentation results on the ground-truth cutouts. We can
see that LMC-S clearly improves the merge errors as well the overall Rand Error while only
marginally diminishing the split quality. Figure 4.5 shows an overview of the LMC result and
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Figure 4.4: Drosophila EM segmentation. We detect merges in the initial segmentation (a) using an
oracle. The red, blue and yellow segments in (b) were flagged as false merges. (c) and (d)
show merged / correctly resolved objects.

two qualitative comparisons of MC and LMC results, highlighting merges that were prevented
by LMC. Note that not all merges can be prevented, even if the nuclei were segmented correctly,
because they can occur already in the watershed over-segmentation.

4.5 Discussion

Here, we have proposed a general purpose strategy to leverage domain-specific knowledge for
instance segmentation problems in microscopy image analysis. This strategy expresses the do-
main knowledge in the (long-range) lifted edges of the Lifted Multicut graph partition problem.
We apply the proposed strategy to a diverse set of difficult instance segmentation problems in
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Method VI-Split VI-Merge Rand Error

Cells

MC 0.6058 0.0116 0.0783

LMC 0.6004 0.0116 0.0782

Flagella

MC 0.4728 0.0812 0.1205

LMC 0.2855 0.0812 0.0429

Microvilli

MC 3.1760 1.1101 0.7409

LMC 2.2745 1.1807 0.6973

Table 4.4: Quality of the sponge chonanocyte segmentation for cells, flagella and microvilli.

MC LMC-S

VI-Split VI-Merge Rand Error VI-Split VI-Merge Rand Error

Timepoint 45 0.3596 0.5918 0.1641 0.3740 0.5527 0.1517

Timepoint 49 0.4586 0.7116 0.2019 0.5153 0.5485 0.1873

Table 4.5: Comparison of Multicut and Lifted Multicut segmentation results for two time points taken
from the light-sheet root primordia data.

light and electron microscopy and consistently show an improvement in segmentation accuracy.
The improvement can be demonstrated even for imperfect prior information: segmentation
quality only starts to degrade at fairly high error levels in the lifted edge costs, see results in
Section 4.4.2.
For an application with ultrastructure based priors, we also observe that the Lifted Multicut
based formulation yields higher quality results than the AMWC formulation of [110]. We
believe that this is due to joint exploitation of dense short-range and sparse long-range informa-
tion. A complete joint solution, with both lifted edges and semantic labels, has recently been
introduced in [123]. We look forward to exploring the potential of this objective for the neuron
segmentation problem.
Clearly, not every kind of domain knowledge can be expressed in this form, and the final
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accuracy improvement depends on the information content of the prior knowledge. Also, our
method cannot fix merge errors in the watershed segmentation underlying the graph, even if
priors indicating such an error are available, see results in Section 4.4.4.
Similar to the findings of [113], we demonstrated that prevention of merge errors is more
efficient than their correction: the joint solution of LMC-S is more accurate than iterative
LMC-SI. However, not all prior information can be incorporated directly into the original
segmentation problem. For these priors we demonstrate how to construct an additional resolving
step which can also significantly reduce the number of false merge errors. In the future we plan
to further improve our segmentations by other sources of information: matches of the segmented
objects to known cell types, manual skeletons or correlative light microscopy imaging.
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Figure 4.5: Segmentation results on light-sheet volumes of plant roots. (a) shows one complete image
plane with membrane channel and LMC segmentation for timepoint 49. (b) and (c) show
zoom ins of the yz plane with raw data and nucleus segmentation (left), MC segmentation
(middle) and LMC segmentation (right) with avoided merge errors marked by white arrows.
The two dashed lines in (a) show the cut planes for the zoom-ins. In (b) and (c) the nuclei
instances inside of cells falsely merged in the MC segmentation are highlighted. Note that
not all merge errors can be resolved by LMC; in some cases the watersheds are already
merged, see red arrow in (c).
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5 The Mutex Watershed

The segmentation approaches introduced so far have been based on an initial superpixel over-
segmentation followed by a merging step. In certain cases it is difficult to generate satisfactory
superpixels, for example because they tend to omit objects with a small diameter or do not
adhere well to fuzzy boundaries. Thus, an approach that segments objects based on neural
network predictions directly, skipping the superpixel generation, is desirable. Unfortunately
(Lifted) Multicut segmentation does not scale to direct pixel-level segmentation for meaningful
volume sizes, even with the approximate solvers introduced in Chapter 3.
Here, we introduce the Mutex Watershed, an algorithm that fulfills the above requirement: it
introduces long-range repulsive interactions in a watershed-like algorithm. These interactions
remove the need for seeds or thresholds, enabling segmentation directly from affinity predictions
of a neural network. This chapter is based on the publication [233], which is joint work with
Steffen Wolf, who has equally contributed to algorithm development and experiments.

5.1 Introduction

Most image partitioning algorithms are defined over a graph encoding purely attractive inter-
actions. No matter whether a segmentation or clustering is then found agglomeratively (as
in single linkage clustering / watershed) or divisively (as in spectral clustering or iterated
normalized cuts), the user either needs to specify the desired number of segments or a termina-
tion criterion. An even stronger form of supervision is in terms of seeds, where one pixel of
each segment needs to be designated as such either by a user or automatically. Unfortunately,
clustering with automated seed selection remains a fragile and error-fraught process, because
every missed or hallucinated seed causes an under- or oversegmentation error. Although the
learning of good edge detectors boosts the quality of classical seed selection strategies (such as
finding local minima of the boundary map, or thresholding boundary maps), non-local effects
of seed placement along with strong variability in region sizes and shapes make it hard for any
learned predictor to place exactly one seed in every true region.
In contrast to the above class of algorithms, Multicut / correlation clustering partitions vertices
with both attractive and repulsive interactions encoded into the edges of a graph. Multicut has
the great advantage that a “natural” partitioning of a graph can be found, without needing to
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Figure 5.1: Left: Overlay of raw data from the ISBI 2012 EM segmentation challenge and the edges for
which attractive (green) or repulsive (red) interactions are estimated for each pixel using a
CNN. Middle: vertical / horizontal repulsive interactions at intermediate / long range are
shown in the top / bottom half. Right: Active mutual exclusion (mutex) constraints that the
proposed algorithm invokes during the segmentation process.

specify a desired number of clusters, or a termination criterion, or one seed per region. Its great
drawback is that its optimization is NP-hard.
The main insight of this contribution is that when both attractive and repulsive interactions
between pixels are available, then a generalization of the watershed algorithm can be devised
that segments an image without the need for seeds, stopping criteria or thresholds. It examines
all graph edges, attractive and repulsive, sorted by their weight and adds these to an active set
iff they are not in conflict with previous, higher-priority, decisions. The attractive subset of the
resulting active set is a forest, with one tree representing each segment. However, the active set
can have loops involving more than one repulsive edge. See Figure 5.1 for a visual abstract.
In summary, our principal contribution, the Mutex Watershed, is a “best of both worlds”
algorithm that combines the Multicut’s desirable lack of hyperparameters with the small
computational footprint of Kruskal-type watershed algorithm.
The algorithm is presented in Section 5.3. In Section 5.4 we evaluate it against very strong
baselines. We choose a challenging data-set for neuron segmentation from EM image stacks
as benchmark. For this task, watershed segmentation is a key component: EM staining only
highlights membrane boundaries, discouraging the use of region cues for segmentation. By
incorporating long-range repulsions into the watershed procedure, we can obtain an accurate
segmentation from this step already, avoiding costly agglomeration as a post-processing step.
In addition, we present exploratory results on the BSDS500, demonstrating the applicability of
the proposed method to natural images.
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5.2 Related Work

In the original watershed algorithm [220], seeds were automatically placed at all local minima
of the boundary map. Unfortunately, this leads to severe over-segmentation. Defining better
seeds has been a recurring theme of watershed research ever since. The simplest solution is
offered by the seeded watershed algorithm [25]: It relies on an oracle (an external algorithm
or a human) to provide seeds and assigns each pixel to its nearest seed in terms of minimax
path distance. In the absence of an oracle, automatic seed selection is challenging because
exactly one seed must be placed in every region. Simple methods, e.g. defining seeds by
connected regions of low boundary probability, do not work: The segmentation quality is
usually insufficient because multiple seeds are in the same region and/or seeds leak through the
boundary.
This problem is typically addressed by biasing seed selection towards over-segmentation
(with seeding at all minima being the extreme case). The watershed algorithm then produces
superpixels that are merged into final regions by more or less elaborate post-processing. This
works better than using watersheds alone because it exploits the larger context afforded by
region adjacency graphs. Many criteria have been proposed to identify the regions to be
preserved during merging, e.g. region dynamics [71], the waterfall transform [24], extinction
values [214], region saliency [155], and (α, ω)-connected components [197]. A merging
process controlled by criteria like these can be iterated to produce a hierarchy of segmentations
where important regions survive to the next level. Variants of such hierarchical watersheds are
reviewed and evaluated in [173].
These results highlight the close connection of watersheds to hierarchical clustering and
minimum spanning trees/forests [146, 154], which inspired novel merging strategies and
termination criteria. For example, [186] simply terminated hierarchical merging by fixing
the number of surviving regions beforehand. [135] incorporate predefined sets of generalized
merge constraints into the clustering algorithm. Graph-based segmentation according to [62]
defines a measure of quality for the current regions and stops when the merge costs would
exceed this measure. Ultrametric contour maps [9] combine the gPb (global probability of
boundary) edge detector with an oriented watershed transform. Superpixels are agglomerated
until the ultrametric distance between the resulting regions exceeds a learned threshold. An
optimization perspective is taken in [105], which introduces h-increasing energy functions and
builds the hierarchy incrementally such that merge decisions greedily minimize the energy.
The authors prove that the optimal cut corresponds to a different unique segmentation for every
value of a free regularization parameter.
An important line of research is based on the observation that superior partitionings are
obtained when the graph has both attractive and repulsive edges. Solutions that optimally
balance attraction and repulsion do not require external stopping criteria such as predefined

79



number of regions or seeds. This generalization leads to the NP-hard problem of correlation
clustering or (synonymous) Multicut (MC) partitioning, see Section 2.2.4 for details.
Another beneficial extension is the introduction of additional long-range edges. Thanks to their
larger field of view, the strength of these edges can often be estimated with greater certainty
than is achievable for the local edges used in standard watersheds. This has been used in [241]
to represent object size constraints by repulsive long-range edges, which is still an MC-type
problem. When long-range edges are also allowed to be attractive, the problem turns into the
more complicated lifted Multicut (LMC) [87], see Section 2.2.6 for details. Long-range edges
are also used in [120], as a side loss for the boundary detection CNN; but they are not used
explicitly in any downstream inference.
In general, striking progress in watershed-based segmentation has been achieved by learning
boundary maps with CNNs. This is nicely illustrated by the evolution of neuron segmentation
for connectomics. CNNs were introduced to this application in [90] and became, in much
refined form [42], the winning entry of the ISBI 2012 Neuro-Segmentaion Challenge [13].
Boundary maps and superpixels were further improved by progress in CNN architectures and
data augmentation methods, using U-Nets [180], FusionNets [177] or inception modules [21].
Subsequent post-processing with the GALA algorithm [161, 107], conditional random fields
[213] or the Lifted Multicut [21] (Chapter 2) pushed the envelope of final segmentation quality.
MaskExtend [141] applied CNNs to both boundary map prediction and superpixel merging,
while flood-filling networks [91] eliminated superpixels all together by training a recurrent
neural network to perform region growing one object at a time.
Most networks mentioned so far learn boundary maps on pixels, but learning works equally
well for edge-based watersheds, as was demonstrated in [243, 169] using CNN-generated edge
weights according to [211, 210]. Tailoring the learning objective to the needs of the watershed
algorithm by penalizing critical edges along minimax paths [210] or end-to-end training of
edge weights and region growing [234] improved results yet again.
Outside of connectomics, [15] obtained superior boundary maps from CNNs by learning not
just boundary strength, but also its gradient direction. Holistically-nested edge detection [238,
108] couples the CNN loss at multiple resolutions using deep supervision and is successfully
used as a basis for watershed segmentation of medical images in [32].
The present paper combines all these concepts (hierarchical clustering, attractive and repulsive
interactions, long-range edges, and CNN-based learning) into a novel efficient segmentation
framework. It can be interpreted as a generalization of [135], because we also allow for soft
constraints (which can be overridden by strong attractive edges), and constraints are generated
on the fly by a neural network rather than predefined. Our method is also related to greedy
additive edge contraction (GAEC) according to [102] and greedy fixation [122], but we handle
attractive and repulsive interactions separately and define edge strength between clusters by a
maximum instead of an additive rule.
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5.3 Methods

5.3.1 Definitions and notation

We consider the problem of clustering a graph G(V,E+∪E−,W+∪W−) with both attractive
and repulsive edge attributes. The scalar attribute w+

e ∈ R+
0 associated with edge e ∈ E+ is a

merge affinity: the higher this number, the higher the inclination of the two incident vertices to
be assigned to the same cluster. Similarly, w−e ∈ R+

0 for e ∈ E− is a split tendency: the higher
this number, the greater the tendency of the incident vertices to be in different clusters.
In our application, each vertex corresponds to one pixel in the image to be segmented. Two
vertices may have no edge connecting them; or an attractive edge e ∈ E+; or a repulsive edge
e ∈ E−; or two edges at the same time, one attractive and one repulsive. Edges can be either
local/short-range (when connecting two pixels that are immediately adjacent in the image) or
long-range.
The Mutex Watershed algorithm, defined in Section 5.3.3, maintains disjunct active sets
A+ ⊆ E+, A− ⊆ E−, A+ ∩A− = ∅, that encode merges and mutual exclusion constraints,
respectively. Clusters are defined via the “connected” predicate:

∀i, j ∈ V : Πi→j = {pathπ from i to j withπ ⊆ E+}
connected(i, j) ⇔ ∃ path π ∈ Πi→j with π ⊆ A+ ⊆ E+

cluster(i) = {i} ∪ {j : connected(i, j)}

Conversely, the active subset A− ⊆ E− of repulsive edges defines mutual exclusion relations
by using the following predicate:

mutex(i, j) ⇔ ∃ e = (k, l) ∈ A− with

k ∈ cluster(i) and l ∈ cluster(j) and

cluster(i) 6= cluster(j)

Admissible active edge sets A+ and A− must be chosen such that the resulting clustering is
consistent, i.e. nodes engaged in a mutual exclusion constraint cannot be in the same cluster:
mutex(i, j)⇒ notconnected(i, j). The “connected” and “mutex” predicates can be efficiently
evaluated using a union find data structure.

5.3.2 Seeded watershed from a mutex perspective

One interpretation of the proposed method is in terms of a generalization of the edge-based
watershed algorithm [145, 144, 146] or image foresting transform [60]. This algorithm can only
ingest a graph with purely attractive interactions, G(V,E+,W+). Without further constraints,
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Figure 5.2: Two equivalent representations of the seeded watershed clustering obtained using (a) a
maximum spanning tree computation or (b) Algorithm 3. Both graphs share the weighted
attractive (green) edges and seeds (hatched nodes). The infinitely attractive connections to
the auxiliary node (gray) in (a) are replaced by infinitely repulsive (red) edges between each
pair of seeds in (b). The two final clusterings are defined by the active sets (bold edges) and
are identical. Node colors indicate the clustering result, but are arbitrary.

the algorithm would yield only the trivial result of a single cluster comprising all vertices.
To obtain more interesting output, an oracle needs to provide seeds, namely precisely one
node per cluster. These seed vertices are all connected to an auxiliary node (see Figure 5.2
(a)) by auxiliary edges with infinite merge affinity. A maximum spanning tree (MST) on this
augmented graph can be found in linearithmic time; and the maximum spanning tree (or in
the case of degeneracy: at least one of the maximum spanning trees) will include the auxiliary
edges. When the auxiliary edges are deleted from the MST, a forest results, with each tree
representing one cluster [146, 145, 60].
We now reformulate this well-known algorithm in a way that will later emerge as a special case
of the proposed Mutex Watershed: we eliminate the auxiliary node and edges, and replace them
by a set of infinitely repulsive edges, one for each pair of seeds (Figure 5.2 (b)). Algorithm 3 is
a variation of Kruskal’s MST algorithm operating on the seed mutex graph just defined, and
gives results identical to seeded watershed on the original graph.
This algorithm differs from Kruskal’s only by the check for mutual exclusion in the if-statement.
Obviously, the modified algorithm has the same effect as the original algorithm, because the
final set A+ is exactly the maximum spanning forest obtained after removing the auxiliary
edges from the original solution. In the sequel, we generalize this construction by admitting
less-than-infinitely repulsive edges. Importantly, these can be dense and are hence much easier
to estimate automatically than seeds with their strict requirement of only-one-per-cluster.
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Input: weighted graph G(V,E+,W+) and seeds S ⊆ V , such that
E− = {(si, sj)|i, j ∈ 1, . . . , |S|; i 6= j} is the set of infinitely repulsive edges
between all pairs of seeds;

Output: clusters defined by activated edges A+;
Initialization: A+ = ∅; A− = E−;
for (i, j) = e ∈ E+ in descending order of w+ do

if not connected(i, j) and not mutex(i, j) then
A+ ← A+ ∪ e ;

. merge i and j and inherit the mutex
constraints of the parent clusters

Algorithm 3: Mutex version of seeded watershed algorithm.

5.3.3 Mutex Watersheds

We now introduce our core contribution: an algorithm that is empirically no more expensive
than a MST computation; but that can ingest both attractive and repulsive cues and partition
a graph into a number of clusters that does not need to be specified beforehand. There is no
requirement of one seed per cluster, and not even of a hyperparameter that would implicitly
determine the number of resulting clusters.
The Mutex Watershed, Algorithm 4, proceeds as follows: given a graph with sets of attractive
and repulsive edgesE+ andE−, with edge weightsW+ andW− respectively, do the following:
sort all edges E+ ∪ E−, attractive or repulsive, by their weight in descending order into a
priority queue. Iteratively pop all edges from the queue and add them to the active set one by
one, provided that a set of conditions are satisfied. More specifically, if the next edge popped
from the priority queue is attractive and its incident vertices are not yet in the same tree, then
connect the respective trees provided this is not ruled out by a mutual exclusion constraint. If
on the other hand the edge popped is repulsive, and if its incident vertices are not yet in the
same tree, then add a mutual exclusion constraint between the two trees.
The crucial difference to Algorithm 3 is that mutex constraints are no longer pre-defined, but
created dynamically whenever a repulsive edge is found. However, new exclusion constraints
can never override earlier, high-priority merge decisions. In this case, the repulsive edge in
question is simply ignored. Similarly, an attractive edge must never override earlier and thus
higher-priority must-not-link decisions.
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Input: weighted graph G(V,E+ ∪ E−,W+ ∪W−);
Output: clusters defined by activated edges A+;
Initialization: A+ = ∅; A− = ∅;
for (i, j) = e ∈ E+ ∪E− in descending order of W+ ∪W− do

if e ∈ E+ then
if not connected(i, j) and not mutex(i, j) then

merge(i, j): A+ ← A+ ∪ e;
. merge i and j and inherit the mutex

constraints of the parent clusters

else
if not connected(i, j) then

addmutex(i, j): A− ← A− ∪ e;
. add mutex constraint between i and j

Algorithm 4: Mutex Watershed

5.3.4 Time Complexity Analysis

Before analyzing the time complexity of Algorithm 4, we first review the complexity of
Kruskal’s algorithm. Using a union-find data structure the time complexity of merge(i, j) and
connected(i, j) is O(α(V )), where α is the slowly growing inverse Ackerman function, and
the total runtime complexity is dominated by the initial sorting of the edges O(E logE)[46].
To check for mutex constraints efficiently, we maintain a set of all active mutex edges

M [Ci] = {(u, v) ∈ A−|u ∈ Ci ∨ v ∈ Ci}

for every Ci = cluster(i) using hash tables, where insertion of new mutex edges (i.e.
addmutex) and search have an average complexity ofO(1). Note that every cluster can be effi-
ciently identified by its union-find root node. For mutex(i, j) we check if M [Ci]∩M [Cj ] = ∅
by searching for all elements of the smaller hash table in the larger hash table. There-
fore mutex(i, j) has an average complexity of O(min(|M [Ci]|, |M [Cj ]|). Similarly, during
merge(i, j), mutex constraints are inherited by merging two hash tables, which also has an
average complexity O(min(|M [Ci]|, |M [Cj ]|).
In conclusion, the average runtime contribution of attractive edgesO(|E+| ·α(V ) + |E+| ·M)
(checking mutex constrains and possibly merging) and repulsive edgesO(|E−| ·α(V ) + |E−|)
(insertion of one mutex edge) result in a total average runtime complexity of Algorithm 4:

O(E logE + E · α(V ) + EM). (5.1)
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Figure 5.3: Runtime T of Mutex Watershed (without sorting of edges) measured on differently sized
sub-volumes of the ISBI challenge data, thereby varying the total number of edges E. We
plot T

|E| over |E| in a logarithmic plot, which makes T ∼ |E|log(|E|) appear as straight
line. A logarithmic function (green line) is fitted to the measured T

|E| (blue crosses) with
(R2 = 0.9896). The good fit suggests that empirically T ≈ O(E logE).

where M is the expected value of min(|M [Ci]|, |M [Cj ]|). Using α(V ) ∈ O(log V ) ∈
O(logE) this simplifies to O(E logE + EM).
In the worst case O(M) = O(E), the Mutex Watershed Algorithm has a runtime complexity
of O(E2). Empirically, we find that O(EM) ≈ O(E logE) by measuring the runtime of
Mutex Watershed for different sub-volumes of the ISBI challenge (see Figure 5.3), leading to
an empirical complexity of O(E logE).
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5.4 Results

We evaluate the Mutex Watershed on the challenging task of neuron segmentation in EM
image volumes. This application is of key interest in connectomics, the effort to reconstruct
neural wiring diagrams spanning complete central nervous systems. Neuron segmentation from
EM images is a challenging endeavor, since segmentation has to be based only on boundary
information (cell membranes) and some of the boundaries are not very pronounced. Besides,
cells contain membrane-bound organelles, which have to be suppressed in the segmentation.
Some of the neuron protrusions are very thin, but all of those have to be preserved in the
segmentation to arrive at the correct connectivity graph. While a lot of progress has been made
recently, only manual tracing yields sufficient accuracy for correct circuit reconstruction [189].
We validated the Mutex Watershed the most popular neural segmentation challenge: ISBI2012
[13]. We estimate the edge weights using a CNN as described in Section 5.4.1 and compare
with other entries in the leaderboard as well as with other common post-processing methods
for the same network predictions in Section 5.4.2.

5.4.1 Estimating edge weights with a CNN

The common approach to EM segmentation is to predict which pixels belong to a cell membrane
using a CNN. Different post-processing methods are used on top to obtain a segmentation,
see Section 1.1.2 for an overview of these methods. The CNN can be either trained to predict
boundary pixels [42, 21] or undirected affinities [120, 67], which express how likely it is for
a pixel to belong to a different cell than its neighbors. In this case, the output of the network
contains three channels, corresponding to left, down and next imaging plane neighbors in 3d.
The affinities do not have to be limited to immediate neighbors - in fact, [120] have shown that
introduction of long-range affinities is beneficial for the final segmentation, even if they are
only used as auxiliary loss during training. Building on their work, we train a CNN to predict
short and long-range affinities and then use those directly as weights for segmentation with the
Mutex Watershed.
We estimate the affinities/edge weights for the neighborhood structure shown in Figure 5.4.
To that end, we define local attractive and long-range repulsive edges. The choice of this
structure has to be motivated by the underlying data - we use a different pattern for in-plane
and between-plane edges due to the anisotropy of the validation data at hand. In more detail,
we picked a sparse ring of in-plane repulsive edges and additional longer-range in-plane edges
which were necessary to split regions reliably (see Figure 5.4a). We also added connections
to the indirect neighbors in the lower adjacent slice to ensure correct 3D connectivity (see
Figure 5.4b).
In total, C+ attractive and C− repulsive edges are defined for each pixel, resulting in C++ C−
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(a) XY-plane neighborhood with local attractive edges, a
sparse repulsive edges with approximate radius 9 and
further long-range connections with distance 27

(b) Due to the high anisotropy of the data we limit the
Z-plane edges to a distance of 1. The direct neighbors
are attractive; the indirect neighbors are repulsive.

Figure 5.4: Local neighborhood structure of attractive (green) and repulsive (red) edges in the Mutex
Watershed graph. Due to point symmetry to the origin, we only predict half of the directions
with the neural network.

output channels in the network. We partition the set of attractive / repulsive edges into subsets
H+ and H− that contain all edges at a specific offset, attractive edges: E+ =

⋃C+

c H+
c and

repulsive edges analogously. Each element of the subsets H+
c and H−c corresponds to a specific

channel predicted by the network. We further assume that weights take values in [0, 1] and
adopt the same conventions for attractiveness / repulsion as in Section 5.3. For more details on
network architecture and training see Section A.4.1.
In our experiments, we pick a subset of repulsive edges, by using strides of 2 in the XY-plane
in order to avoid artifacts caused by occasional very thick membranes. Note that this stride is
not applied to local (attractive) edges, but only to long-range (repulsive) edges.

5.4.2 ISBI Challenge

The ISBI 2012 EM Segmentation Challenge [13] is the neuron segmentation challenge with the
largest number of competing entries. The challenge data contains two volumes of dimensions
1.5 × 2 × 2 microns with a resolution of 50 × 4 × 4 nm per pixel. The groundtruth is provided
as binary membrane labels, which can easily be converted to a 2D segmentation. To train a 3D
model, we follow the procedure described in [21] (Section 2.2).
The test volume has private groundtruth; results can be submitted to the leaderboard. They are
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Figure 5.5: Mutex Watershed applied on the ISBI Challenge test data. For further images and a detailed
comparison to the baseline segmentation methods see Section A.4.2

evaluated based on the Adapted Rand Score (Rand-Score) and the Variation of Information
Score (VI-Score) [13], separately for each 2D slice.
Our method held the top entry in the challenge’s leader board at the time of publication, see
Table 5.1a. 1. This is especially remarkable, because it is simpler than the other high-scoring
methods. Similar to us, they rely on a CNN to predict boundary locations, but post-process its
output with the complex pipeline described in [21], that involves a NP-hard partitioning step.
In addition, we compare to baseline post-processing methods starting from our network pre-
dictions: thresholding (THRESH), two watershed variants (WS, WSDT), and one Multicut
variant (MC-LOCAL) only take into account short-range predictions. Lifed Multicut (LMC)
and another Multicut variant (MC-FULL) also use long-range predictions. For these baseline
methods we have only produced 2D segmentations for the individual slices, either because
the 3D results were inferior (THRESH, WS, WSDT) or infeasible to obtain (MC, LMC). In
contrast, the Mutex Watershed benefited from 3D segmentation. See Table 5.1b for the evalua-
tion results and see Section A.4.2 for further details on the baseline methods and a qualitative
comparison.
The three methods that use short- and long-range connectivity perform significantly better than
the other methods. Somewhat surprisingly, MWS performs better than MC-FULL and LMC,
which are based on a NP-hard partition problem. This might be explained by the lack of 3D

1Currently, the method proposed in [134], which also uses the Mutex Watershed, holds the top entry.
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information in the two latter two approaches (solving the 3D model was infeasible).

Method Rand-Score VI-Score

UNet + MWS 0.98792 0.99183
M2FCN + LMC [192] 0.98788 0.99072

SCN + LMC [226] 0.98680 0.99144

FusionNet + LMC [177] 0.98365 0.99130

ICv1 + LMC [21] 0.98262 0.98945

(a) Top five entries at time of submission. Our Mutex Water-
shed (MWS) is state-of-the-art without relying on com-
plex lifted Multicut post-processing used by all other top
entries.

Method Rand-Score VI-Score Time [s]

MWS 0.98792 0.99183 43.32

MC-FULL 0.98029 0.99044 9415.8

LMC 0.97990 0.99007 966.0

THRESH 0.91435 0.96961 0.2

WSDT 0.88336 0.96312 4.4

MC-LOCAL 0.70990 0.86874 1410.7

WS 0.63958 0.89237 4.9

(b) Comparison to other segmentation strategies, all of
which are based on our CNN.

Table 5.1: Results on the ISBI 2012 EM Segmentation Challenge.

5.4.3 Study on natural image segmentation

We conducted exploratory experiments on the Berkeley segmentation data-set BSD500 [137]
to study the Mutex Watersheds applicability to natural images. Training a state-of-the-art edge
detection network on this small data-set requires a set of data-set specific optimization tricks
such as training with external data, multi resolution architectures and auxiliary losses [108]. In
this exploratory study we train a 2D version of the network used for the ISBI experiments to
predict the 2D connectivity pattern depicted in Figure 5.4a. To alleviate the small size of the

89



training set, we present this network with predictions from [238] as additional input channel.
In order to isolate the influence of the quality of the underlying affinities, we run ablation
experiments where we interpolate (via weighted average) between (a) affinities as predicted by
our neural network, (b) those obtained from the ground-truth and (c) uniform noise. We obtain
Mutex Watershed segmentations from the interpolated affinities for the BSD testset, size-filter
them (as the only post-processing step) and evaluate with the Rand Index. The “phase transition
diagram” resulting from these experiments is shown in Figure 5.6a; Figure 5.6b shows Rand
Index and Variation of Information obtained for several points on this diagram.
Observe that the vertices corresponding to (a) and (c) can be interpreted as structured and
unstructured noise on the ground-truth affinities (respectively). Hence, the results of our
experiments show that the Mutex Watershed is fairly robust against both types of noise; when
mixing the GT with noise, the quality of the segmentations is unaffected up to 60 % noise.
When mixing GT with NN predictions, it is unaffected to an even higher degree.
In addition, we compare to the result of [102], who use an approach similar to ours and solve
a Lifted Multicut based on long range potentials extracted from a pre-computed probability
map. In Section A.4.3, we show the segmentations resulting at different stages of interpolation
between GT, NN predictions and noise.

5.5 Conclusion

We have presented a fast algorithm for the clustering of graphs with both attractive and repulsive
edges. The ability to consider both obviates the need for the kind of stopping criterion or even
seeds that all popular algorithms, except for correlation clustering, need. The proposed method
has low computational complexity in imitation of its close relative, Kruskal’s algorithm.
At the time of publication of [233], the proposed algorithm, presented with informative edge
weights from a neural network, outperformed all known methods on a competitive bio-image
segmentation benchmark, including methods that operate on the very same network predictions.
Since then, this result was improved upon by [134], who have also used the Mutex Watershed
as part of their approach. In addition, the Mutex Watershed has also been included into another
connectomics segmentation approach [119] based on affinities derived from learned pixel
embeddings.
Furthermore, we have shown a close theoretical connection between the Mutex Watershed
and Multicut in follow-up work [231] and generalized the algorithm to semantic instance
segmentation, a common task in natural image segmentation challenges [44, 128, 151], in [232].
We have also used the Mutex Watershed for large scale microscopy segmentation problems,
see Section 6.1 for details.
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(a) BSD500 segmentation quality of MWS
algorithm, given affinities from ground truth (top
corner), from a neural network (right corner) or
pure noise (left corner); plus hundreds of
experiments on weighted combinations of the
above. MWS segmentation quality (evaluated
with Rand index) degrades only once a large
amount of noise is added to the affinities.

NN GT Noise RI VI

100% 0% 0% 0.826 1.722

0% 100% 0% 0.901 0.927

0% 38% 62% 0.897 0.976

0% 33% 66% 0.820 1.912

80% 20% 0% 0.878 1.247

43% 0% 57% 0.813 2.127

43% 14% 43% 0.838 1.636

Keuper et al. [102] 0.82 1.75

(b) BSD500 scores at various interpolations
between the neural network predictions
(NN), ground-truth (GT) and noise. See
Section A.4.3 for example images of the
interpolated affinities. We include [102] as
a reference point, because they also use
long range potentials in their segmentation
method.
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6 Applications of Large-scale
Segmentation

We have applied the methods developed in this thesis to large-scale segmentation problems
arising from biological research questions. Here, we highlight three applications that show the
versatility of our approaches. For each application, we explain the biological relevance and
show how our contribution enables further insight.
The first application (Section 6.1) is the segmentation of all cells, nuclei and selected organelles
in a 6 day old larva of Platynereis dumerilii imaged in EM. This work has been foundational to
the collaborative effort of building a detailed cellular atlas for this animal [218]. Section 6.1
is based on the publication [218], where several authors have equally contributed. Our main
contribution to this work are the different segmentations from EM, developing tools for data
exploration and sharing as well as integrating the segmentations with down-stream analysis.
The most relevant contributions from other authors for the results described here come from
Christian Tischer, who spearheaded the development of the viewer, Kimberly Meechan, who
performed the analysis of the cell morphology, gene expression and their correlation and
Hernando Vergara, who imaged the in-situ gene expression profiles and contributed to their
registration.
In Section 6.2, we describe a contribution to the publication [153] of Musser et al. Here,
we have contributed the automated segmentation of cells, microvilli and flagella in a sponge
choanocyte chamber and, together with Jakob Musser and Giulia Mizzon, contributed to the
subsequent analysis and visualization of this resource.
Finally, in Section 6.3 we describe an immunofluorescence microscopy assay for the detection
of SARS-CoV-2 antibodies, where we have contributed to the image analysis pipeline developed
to automatically score the antibody responses. This work is based on the publication [168],
where several authors have contributed; especially Roman Remme, who has set up the infected
cell classification and Vibor Laketa, who has designed the assay and performed all microscopy
imaging.
Besides these three publications, we have contributed to several other studies: the study [236]
investigates plant development using light-sheet microscopy and makes use of several of the
segmentation methods developed in this thesis. In [50] we have helped to set up an automated
segmentation approach used to investigate the development of the nervous system in mice. The
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data exploration tools developed for [218] have been adapted for EM volumes of SARS-CoV-2
infected cells in [47]. Finally, we have applied the assay developed in [168] for a population
level serological study in [208] and adapted the assay for a drug reporter system in [165].

6.1 A cellular atlas for Platynereis dumerilii

Cells are the basic units of life. In multicellular organisms, distinct sets of genes are expressed in
different cells, producing the individual cellular traits that we call cell types [11]. Deciphering
how the genotype is decoded into a multicellular phenotype is therefore critical to understand
the development, structure and functioning of an entire body. Hence, we need to establish the
link between gene expression profiles and cellular morphologies. To achieve this integration,
data from different modalities has to be brought together: detailed cellular morphologies can
be reconstructed from high-resolution EM image volumes that stain the membranes of cells
and innner-cellular structures; gene expression profiles can be obtained from markers imaged
with light microscopy at lower resolution.
Here, for the first time, we combine cellular morphology and gene expression at sub-cellular
resolution for a full organism, a six day old larva of Platynereis dumerilii, a marine worm. To
this end, we segment all cells and nuclei in an EM volume of a specimen and register a gene
expression atlas [219] to this volume. Thus, we can assign gene expression information to
cells for the entire animal. We find that an unbiased clustering based on the gene expression
defines groups of cells that correlate well with anatomical units, in particular defining groups of
neurons that form coherent tissues separated by morphological boundaries. In order to integrate,
analyze and share the data derived from multiple modalities, we develop an open-source viewer
that we call MoBIE 1 and make all data available through it. We expect that the methods
developed here can be used to build similar cellular atlases for animals of comparable size.
The results described here have been achieved in a collaborative effort. Our main contribution
is the extension and application of the segmentation methods and integrating the segmentation
results with further analysis steps as well as contributing to the software for exploring and
sharing the data. The next section summarizes the segmentation contributions, followed by
an overview of further analysis results that highlight the methodological advances enabled
by large scale segmentation. While we have contributed to these results, these efforts have
been led by other partners in the collaboration: Hernando Martinez Vergara has composed the
gene expression atlas, Christian Tischer has led the efforts for registration and viewer software
development and Kimberly Meechan has done the main work behind the morphology analysis
and clustering.

1https://github.com/mobie/mobie
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6.1.1 Segmentation

The EM image volume at hand captures a 6 day old larva of Platynereis dumerilii. It was
imaged at a pixel size of 10×10×25 nanometer with serial block face microscopy, resulting in
11,416 images. These images were aligned using SBEMImage [206] to obtain an image volume
of 275×260× 285 micrometer in physical dimensions and a size of 2.5 TB (compressed).
Given the complete specimen at ultra-structural resolution, we provide the segmentations of all
cells, all nuclei, the cuticle (epidermal skin layer), selected tissues and body parts as well as
nuclear chromatin and cilia for selected organs. In particular the segmentation of cells in this
data-set is challenging: the appearance of cells and their membrane is diverse throughout the
animals’ body. Membranes of sub-cellular structures often resemble cellular membranes and
some membranes are missing due to staining artifacts. To alleviate these issues, we make use
of the segmentations of structures discernible at coarser resolution, nuclei, tissues and organs,
and use them to inform the cellular segmentation.
We provide segmentations for the following tissues and organs of the animal: coelomic cavity,
glands, gut, secretory cells and yolk. These are large structures with a pronounced region
boundary. To segment them, we have used the ilastik carving workflow [22], which is based on
watersheds from seeds provided by the user, on downsampled data (80×80 ×100 nanometer).
To segment the nuclei, we have used the Mutex Watershed algorithm [233] (Chapter 5). First,
a 3D U-net [35] predicts short- and long-range pixel affinities and, for each pixel, predicts
whether it belongs to a nucleus or not. Based on these predictions, we obtain a nucleus instance
segmentation with the Mutex Watershed. The computations for the nucleus segmentation are
performed on data downscaled to a pixel size of 80×80 ×100 nanometer. Still, the whole
volume could not be processed in one piece, so we have applied the algorithm to blocks of
size 512×512×64 pixels and then combined the results into a full segmentation by solving
a Multicut problem following [166] (Chapter 3). The network was trained with 12 blocks of
manually annotated training data (each of size 400×400×120 pixels). We initially tried to
segment the nuclei with a method based on watershed over-segmentation, but observed frequent
merges of nuclei that touch across a small portion of their boundary, an issue observed only
very rarely when using the Mutex Watershed approach.
Cilia and cuticle are segmented with the same method as the nuclei, using the full resolution
(10×10×25 nanometer pixel size) data for the cilia segmentation, but only for the region
of segmented nephridia cells (see below). The cuticle segmentation is based on data down-
scaled to 40×40×50 nanometer. For both tasks, separate 3D U-nets were trained on manual
segmentations of the corresponding structures.
For the cell segmentation we rely on the Lifted Multicut segmentation approach of [167],
(Chapter 4). We obtain cell membrane predictions from a 3D U-net trained to predict short- and
long-range affinities. Here, we additionally insert the edges of tissue and organ segmentations
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(see above), in order to avoid missing boundary signal due to the very different appearance
of some organ and tissue boundaries. The groundtruth annotations for this network consist of
8 blocks of 628×628×130 pixels and a larger block of size 1280×1280×120 pixels. Based
on the network predictions, we compute superpixels, region adjacency graph and edge costs.
We additionally exploit the nucleus segmentation to enforce separation of cells containing
different nuclei. To this end, we introduce lifted edges between nodes whose superpixels map
to the segmented nuclei, attractive for the nodes mapped to the same nucleus and repulsive
for the nodes mapped to different nuclei. Lifted edges are introduced up to a graph distance
of four and the attractive / repulsive edge cost is set to the maximum / minimum of the local
edge costs. The Lifted Multicut problem is solved by the hierarchical solver introduced in
[167] (Section 3.3.2). Since the repulsive lifted edges are only included up to a certain graph
distance, there are still objects in the cell segmentation that contain more than one segmented
nucleus. We find these in post-processing and separate them individually by running a graph
watershed seeded from the nodes mapped to the nuclei. The cell segmentation was performed
on data downscaled to a pixel size of 20×20×25 nanometer. Processing the whole volume
took a total of 30 hours. The first 10 hours were spent on neural network affinity prediction,
using 6 GPUs for parallelization. The remaining 20 hours were spent on the problem set-up and
solving the Lifted Multicut, using up to 600 CPU cores for parallelization. See Section 3.4.3
and Section A.1.2 for implementation details.
We leverage prior information from nuclei and tissue segmentation to mitigate segmentation
errors arising from ruptured cellular membranes and diverse appearance of cell membranes.
While these issues could in theory be mitigated by providing additional training data, this
process is very laborious for 3D segmentation. Instead, we rely on the nucleus segmentation
- a simpler problem which our algorithm solves to 99.0% accuracy (see below) - and tissue
segmentation, which can be achieved at lower resolution. Our use of nuclei as prior knowledge
assumes that every cell should contain only one nucleus, a constraint that is expected to be
true for almost all of the cells at this developmental stage. Furthermore, we proofread some
cells that are likely to contain a false merge, measured by a morphology based score. We
iterate through the top 1000 cells ranked by this score and correct the cells that contain a false
merge via graph watershed from user-generated seeds. This correction procedure was applied
to 154 falsely merged cells. In addition, we use Paintera [72] to perform more fine grained
proof-reading for some selected cells.
The cellular segmentation contains 11,402 cells with nuclei, see Figure 6.1(A) and achieves
accurate segmentations for different kinds of cells such as epidermal cells (B), muscles (C)
and nephridia (D). We measured nucleus sizes in the range from 33.6 to 147.5 µm3, and cell
sizes in the range from 59.8 to 1224.6 µm3. Note that neurites in the neuropil have not been
segmented, as they are not sufficiently preserved in the EM volume for automated segmentation.
The detail in the 3D ultrastructure volume and the cell segmentation provide a framework
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for anatomical classification in a complete and unbiased manner. Here, we focused on the
larval nephridia (Figure 6.1 (D)). Previous transmission EM analysis had shown that the larval
nephridia are embedded between the body surface muscles and oblique muscles, and that the
tubule wall is formed from single cells wrapping around a tight lumen with six cilia constantly
present [74]. However, transmission EM on single sections could not resolve how many cells
contribute to this structure and how many distinct cilia they protrude into the lumen. This task
is now possible with our resource: we segmented all nephridial cilia as proof of principle that
comprehensive ultrastructure segmentation is possible with our resource and methods. The
two nephridia stereotypically comprise 7 cells per side, and each cell contributes several cilia
to the continuous central bundle. The bundles are made up of 85 and 78 cilia on the left and
right sides of the body, respectively. Furthermore, we observed a similar distribution of cilia
per cell for both sides and found that for a given cross-section of the lumen cilia belong almost
exclusively to one cell, see Figure 6.2 (B).
To quantify the segmentation accuracy, we validate the cell and nucleus segmentations against
8 slices (4 transversal, 4 horizontal) manually annotated by domain experts. The annotators
have marked nuclei and cell centers with circular annotations; each slice is annotated twice
and then the consensus annotation is used. For the cell segmentation, we distinguish two types
of errors: false merges, which are given by a segmented cell that is matched to more than
one annotation, and false splits, which are given by a cell without matching annotation or an
annotation matched to more than a single cell. Based on 406 annotations, we find 6.30 % false
splits and 3.23 % false merges. For the nucleus segmentation, we find false positive errors,
corresponding to a segmented nucleus without matching annotation, and false negative errors,
corresponding to an annotation without matching nucleus. We observe a false positive rate of
0.49 % and a false negative rate 0.55 % based on 2888 annotations. See Figure 6.2 (A) for
examples of annotations and the types of errors.
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Figure 6.1: (A) Cells and nuclei are segmented in 3D in the whole EM volume. Horizontal section (top)
and transversal section (bottom) with 3D renderings of all cells (left half) and nuclei (right
half). The cellular segmentation yields accurate 3D reconstructions for the different cell
types. (B) Intertwining epithelial cells are reconstructed, see colored segments overlayed
with EM (top) and 3D rendering (bottom). (C) Long stretching muscles are segmented
correctly, see overlay with EM in the top image. This bundle of muscles is highlighted in the
bottom rendering, with the corresponding bundle on the other side colored less brightly and
all other reconstructed muscles rendered in brown. (D) We studied the nephridia in more
detail and also reconstructed their cilia bundle. Seven cells contribute to this bundle, see the
top image for an intersection of one of these cells and the bundle and the bottom image for a
3D rendering of the seven cells and cilia where each cilium is colored the same as the cell it
is attached to.

6.1.2 Further Analysis

Based on the complete cellular segmentation, we can compute detailed morphological descrip-
tions and use the segmented cells to integrate data from different modalities. Here, we first map
gene expression data to the EM data-set, then compute morphological descriptors of the cells
and correlate gene expression and morphology.

Gene Expression Atlas and Registration The number and position of cells at a given
developmental phase is stereotypical in Platens [222], which allows for the generation of gene
expression atlases for the whole body with cellular resolution. Here, we build on the gene
expression atlas from [219]. It was obtained by imaging genetic markers for 153 specimens
and registering the individual specimen to a common reference coordinate system via nucleus
positions. The marker images for individual specimen were then averaged to obtain a single
volume per marker. The gene expression atlas contains 205 image volumes for the different
markers at a pixel size of 0.55×0.55×0.55 micrometer, so at a significantly coarser resolution
than the EM data-set (10×10×25 nanometer).
We register the gene expression atlas to the EM coordinate system based on the nucleus signal,
which is available via DAPI2 in the former and via the segmented nuclei in the latter. The
registration is performed by first applying a similarity transformation followed by a sequence
of B-Spline transformations, using the software package elastix [106]. Based on 43 landmarks
that were manually identified in both data-sets, we find a median landmark discrepancy of 2.99
micrometer, which is less than one cell diameter. Figure A.9 illustrates the registration process
and shows examples for several gene expression maps overlaid with the EM after registration.

2DAPI is a fluorescent marker that binds to parts of the DNA and is used for fluorescent imaging of nuclei.
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Cell Morphology and Clustering The combined resource of EM image volume, seg-
mented tissues, cells, nuclei and ultra-structure as well as gene expression data provides a rich
resource, which enables to investigate the link between gene expression and cellular morphol-
ogy. As a first step, we investigate how the segmented cells can be characterized based on their
morphology only and compute a set of 140 morphological descriptors per cell, derived from
cell and nucleus shapes, intensities and texture. Some of these descriptors are also derived from
a further segmentation of the nuclei into heterochromatin (electron dense part) and euchromatin
(less electron dense), using ilastik pixel classification [22]. The chromatin patterns are a proxy
for the DNA configuration inside the nucleus.
We visualize the high-dimensional space defined by the morphological descriptors using UMAP
[139] and further cluster the cells with graph-based community detection [26], resulting in
11 distinct clusters. Figure 6.2 (D) shows the clusters mapped onto the UMAP and (E) shows
them mapped to a cross-section of the EM: individual clusters cover anatomically distinct parts
of the animal. To further quantify the usefulness of our morphological descriptors, we use them
to recover pairs of cells that are bilateral partners, i.e. two corresponding cells in the left and
right part of the body3. For each segmented cell, we rank all other cells by their euclidean
distance in the descriptor space and find the first neighbor that is a potential bilateral partner.
The criterion for a potential partner is determined by the spatial distance of positions mirrored
at the symmetry plane of the animal, using the mean distance of 202 manually identified
bilateral partners as matching criterion. Figure 6.2 (C) shows the fraction of cells that have a
bilateral partner as K-th neighbor for different descriptor sets: all descriptors, restricted to the
descriptors derived from cell, nucleus or chromatin segmentation. These four sets of descriptors
perform significantly better than random assignment, demonstrating that they characterize the
cell morphology well.

3Platynereis has a bilateral symmetry, thus many, but not all, cells have a unique partner cell [219]

100



101



Figure 6.2: (A) Nuclei and cells were annotated by domain experts for 8 slices (4 transversal, 4 hori-
zontal), see the leftmost image for example annotations. We use these annotations to find
false merge errors, see the two middle images with arrows highlighting the cell membrane
not picked up, and false split errors, see the two rightmost images with arrows highlighting
parts of the cell that are split off in the segmentation. (B) The distribution of cilia per cell
is stereotypical for the nephridia on both sides of the animal. Cilia in a given cross-section
of the cilia bundle start off from the same cell, see segmented cilia colored by their origin
cell overlayed with the EM. Upper image shows a cross-section of the right nephridium,
lower image of the left one. (C) Bilateral pair analysis - the graph shows the fraction of cells
that find a potential bilateral partner within a certain number of neighbors when ranking all
other cells by the euclidean distance of morphological descriptors. The set “all” consists of
all descriptors, “cell” only consists of descriptors derived from the cell shape, texture and
intensity, same for “nucleus” and “chromatin”, but for the corresponding segmentation. The
baseline “randomized” is computed by taking the mean of 100 random rankings per cell.
(D) UMAP of the space defined by all morphological descriptors, colored by the 11 clusters
obtained from community based clustering. The gray boxes mark some distinct categories
of cells that can be identified based on the morphological descriptors. (E) Clusters from (D)
overlaid on a cross-section of the EM.

To further investigate the gene expression, we compute an expression value per gene for each
cell. Here, we use the fraction of the spatial overlap of the cell mask and gene expression;
resulting in a value in range 0 to 1. We visualize the space defined by the expression values
using UMAP and cluster the gene expression space, again using the community based approach
of [26]. This results in 15 distinct clusters, see Figure 6.3 (A). In (B) the same UMAP is
displayed with an overlay of the the segmented organs and tissues, showing that these have
distinct profiles in the gene expression space.
For a more detailed analysis of how gene expression relates to tissue boundaries, we focus on
the head, the region with the highest gene expression density. It is already highly subdivided at
six days [37]. We subdivide the head into nine anatomically distinct parts, referred to as ganglia
in the following, by manually assigning segmented cells, see Figure 6.3 (C). We notice that six
of the genetic clusters in the head show a clear spatial correlation to the anatomically defined
ganglia. To quantify this relationship, we calculate a specificity score for each genetic cluster
and the individual genes with the ganglia. We use the F1-score based on the fraction of cluster
cells (cells expressing the gene) belonging to the ganglion and the fraction of ganglia cells
that belong to the cluster (express the gene). Remarkably, for almost all ganglia the specificity
values for the individual genes were considerably lower than the specificity values for the gene
clusters (exceptions were ganglia 3 and 6 that are very small), see for example (D). Genes with
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relatively high specificity values often encode known transcription factors4. Characterizing
these factors further we found that expression occurs in coherent and overlapping domains, but
covers several of the cluster-defined territories. These findings indicate that the Platynereis head
is subdivided into domains that are combined by expression of several transcription factors,
rather than a single factor, which largely correspond to morphologically distinct brain ganglia.

Figure 6.3: (A) UMAP of all cells based on the expression data of all 201 genes in the atlas. The
points are colored by their membership to the different gene expression clusters c0-c14. (B)
Segmented tissue and regions mapped onto the gene expression UMAP. (C) Comparison of
anatomically defined ganglia (top row) with genetically defined clusters (bottom row) in the
animal head. (D) Comparison of specificity of gene clusters and individual genes for the two
ganglia g1 and g9, showing the top 10 scoring genes / clusters.

Data Exploration The EM image volume, the segmentations and the registered gene
expression maps form a valuable resource, that we hope will enable further insights into the
relation of genotype and phenotype in Platynereis and beyond. However, the number and size

4Transcription factors are proteins that control the rate of DNA transcription and are often differentially expressed
across different tissues.
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of image source, currently 231 sources adding up to over 2TB of lossless compressed data,
make it difficult to explore and interrogate the data for scientific discovery. We have therefore
developed a platform for multi-modal big image data exploration and sharing, short MoBIE,
to explore and share the data-set at hand and simplify the interaction with large multi-modal
image data in general. At its core, MoBIE is a viewer for large 3D data based on BigDataViewer
[174]. It is available as a Fiji plugin [188]. It makes use of the main features of BigDataViewer:
browsing large image data stored in a chunked pyramidal data format, arbitrary plane slicing
of 3D data and on-the-fly affine transformations that allow to simultaneously display data of
different resolutions, such as EM and genes in our case.
It provides additional features that are essential to efficiently interact with multi-modal data-sets
and segmentations: a user interface to select an arbitrary number of image sources, look-up
tables for displaying segmentations, tables linked with the segmented objects that can, for
example, be used to look up and visualize the cell morphology descriptors or their gene
expression. We also integrate 3D rendering of segmented objects via the Fiji 3D viewer
[190] and bookmarks to save and navigate to points of interests. For data access without
the need for downloading complete data-sets, the MoBIE viewer supports streaming data
from any S3 compatible web object store, see Section A.1.3 for details. For an overview
of the main elements of the MoBIE viewer, see Figure A.2. MoBIE is available as free
open source software at https://github.com/mobie/mobie-viewer-fiji; all
the data generated for the Platynereis data-set is available at https://github.com/
mobie/platybrowser-datasets.

6.2 Segmentation of a Sponge Choanocyte Chamber

Sponges are sister to nearly all other animals [227, 193]. Unlike most animals, they lack bona
fide neurons, muscles, and a gut. Rather, their body plan is composed of a few basic cell types
that act to create an efficient water pump for filter-feeding and waste removal. Among these,
the choanocytes form spherical chambers. They exhibit microvilli and a flagellum that beats
to drive water through the sponges pore system. Despite their simple organization, sponges
possess genes encoding conserved molecular machinery found in neurons and muscles of
bilaterian animals. This includes components of the bilaterian neuronal pre- and postsynapse
[126].
However, prior to the work of Musser et al. [153], which we have contributed to, cells with
integrative signaling functions were unknown. There, single cell RNA sequencing revealed
so-called neuroid cells, which express a genetic profile similar to neurons in biletarians, among
the identifiable cell types. These cells potentially form an early stage in the evolution of
neurons, presenting an important link in animal cell type evolution and the origins of the
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nervous system. To determine their function, a 30 micrometer cubed FIBSEM volume was
imaged and correlative light microscopy was used to find back neuroid cells, see Figure 6.4.
The neuroid cells are located in the center of choanocyte chambers and interact spatially
with the chaonocytes, suggesting that they coordinate the choancytes flagella movements.
In order to analyze these interactions in more detail (Section 6.2.2), we have produced an
instance segmentations of all cell bodies, flagella and microvilli in the choanocye chamber
(Section 6.2.1).

6.2.1 Segmentation

To study the interaction of choancytes and neuroid cells in EM, we segment the relevant
structures, namely cell bodies of choanocytes, apopylar and neuroid cells as well as microvilli
and flagella. The size, shape and frequency of instances of these three classes differs greatly.
In addition the intensity histogram shifts between parts of the data-set that were imaged
in different sessions. These facts make the task at hand too challenging to be solved by a
simple thresholding based approach. Thus, we employ the Lifted Multicut based segmentation
workflow of [167], see also Section 4.3.
We use the autocontext workflow of ilastik [22] to generate boundary and semantic probabilities.
This algorithm consists of multiple stages of pixel classification. In an individual stage a random
forest classifier predicts semantic class probabilities for each pixel. The classifier is trained
from sparse labels and uses the responses of convolutional filter banks applied to the input
data as features. Each stage is presented with the raw data and the predictions of the previous
stage, thus refining the predictions from the previous stage. Here, we perform three stages
of autocontext: in the first and second stage, we predict six different classes: background,
object boundary (corresponding to membranes of cells, flagella and microvilli), cytoplasm,
nucleus, flagellum and microvillus. In the third stage, we only predict object boundary versus
background. See Figure 6.5 (b) for exemplary predictions from the second stage.
We use the boundary predictions from the third stage and the class predictions from the
second stage to perform Lifted Multicut based segmentation, see also Figure 6.5: first, distance
transform watershed superpixels are generated from the boundary predictions, see panel (c).
The region adjacency graph is built from the superpixels and edge costs are derived from
the mean accumulated boundary probabilities. The graph is then augmented by sparse lifted
edges: we first compute the connected component of the thresholded microvilli and flagella
predictions, see panel (e). Then, we map the resulting segments to graph nodes via overlap
with the corresponding superpixels. Attractive lifted edges are then introduced between nodes
mapped to the same objects, see panel (f). The resulting Lifted Multicut problem is solved with
the algorithm introduced in [167] (Section 3.3.2).
Note that segmentation via the Multicut problem based on the graph without lifted edges is also
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possible. However, we observe that this segmentation heavily over-segments microvilli and
flagella. Both structures have an elongated shape with small diameter, which results in small
superpixels and non-robust estimates for the edge costs based only on boundary predictions.
Hence, we add the attractive lifted edges derived from more robust semantic predictions to
alleviate the degree of over-segmentation. The segmentation obtained via connected compo-
nents on the thresholded predictions on its own is of inferior quality; it falsely merges almost
all cell bodies and systematically lacks segments for microvilli. For a quantitative comparison
between Multicut and Lifted Multicut segmentation, please refer to Section 4.4.3. Note that
the problem set-up there also includes repulsive lifted edges. This is omitted here, because
under-segmentation of microvilli was not a concern; see also Section 6.2.2.

6.2.2 Analysis

For further analysis, the cell bodies from the automated segmentation were proofread and
microvilli forming the collar around the flagella were merged into a single object. This was
achieved manually using the proof-reading tool paintera [72].
The volume contains two neuroid cells situated inside the chamber, see Figure 6.4 panels (a) to
(c). The first neuroid cell is positioned in the center of the chamber (violet cell in (a)), with the
second cell residing near the apopylar pore (red cell in (b)).
Our reconstruction revealed that both neuroid cells form multiple protrusions, each directed
towards the collar of individual choanocytes, see panels (b) to (f). Strikingly, nearly all exten-
sions from the neuroid cells contact and enwrap one or more microvilli (panels (d) to (e)), with
each extension reaching to a different choanocyte collar. In several cases, we also observed
neuroid cell extensions in close proximity to flagella, and even orienting themselves along the
main flagella axis. Flagella in close contact with the neuroid protrusions emerged straight, and
then bent, contrasting with the undulatory, corkscrew-like appearance of normal motile cilia,
suggesting they may not be actively beating.
Overall these spatial interactions confirm that communication between neuroid cells and
choanocytes through neurotransmitters is possible. Hence, neuroid cells are likely to play a key
role in the coordination of choanocyte movements and are thus likely to represent an important
stage in the evolution of neural cell types.
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Figure 6.4: FIBSEM of neuroid-choanocyte interaction. (a) Rendered 3D volume of choanocyte chamber
with neuroid cell (violet). (b) Segmented volume showing two neuroid cells (violet and red)
contacting flagella and microvillar collars of three choanocytes (blue, turquoise, and green)
and apopylar cells (yellow). (c) Segmented neuroid cell (violet) with filopodia extending
into the microvillar collar (turquoise). (d-f) 2D images of neuroid cells (choNrd; purple and
red) filopodia extending into, and enwrapping, choanocyte microvilli (Mv; turquoise and
dark blue), and contacting apopylar cell (Apo; yellow).
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Figure 6.5: We derive semantic and boundary predictions (b) from the raw data (a) using the ilastik
autocontext workflow. We compute a watershed over-segmentation (c) and build a graph with
edge costs derived from boundary evidence; indicated by green (attractive) and red (repulsive)
lines in (f). In addition, we compute an instance segmentation based on thresholding flagella
and microvilli predictions from (b) and map these to watershed segments / graph nodes (e).
We introduce attractive lifted edges (green dashed lines in (f)) between nodes that were
mapped to the same segment. We solve the lifted Multicut problem to obtain the instance
segmentation (d).
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6.3 Immunofluorescence based Testing for SARS-CoV-2
Antibodies

The recent emergence of the novel coronavirus SARS-CoV-2 [237, 89] and the rapid pandemic
spread of the virus has dramatic consequences in all affected countries. Testing for SARS-CoV-
2 infection and tracking of transmission and outbreak events are of paramount importance to
control the pandemic. The sequence of the viral genome became available only weeks after
the initial reports on COVID-19 and allowed rapid development of reliable and standardized
quantitative PCR based tests for direct virus detection [45]. While these tests are the key to
identify acutely infected individuals, monitoring and tracking of SARS-CoV-2 specific antibody
levels becomes highly important to understand the immune response against SARS-CoV-2 and
monitor infection levels in the general population. Therefore, specific, sensitive and reliable
methods for the quantitative detection of virus specific anti-bodies are urgently needed from
the beginning of an emerging pandemic.
Compared to approaches for direct virus diagnostics by PCR, development of test systems for
detection of SARS-CoV-2 specific antibodies proved to be more challenging. While ELISA [58]
based antibody test kits for SARS-CoV-2 serological diagnostics are commercially available,
the initially marketed test kits underwent a rapid development and approval process; thus only
small sample sizes were used for validation. Consequently, sensitivity and specificity of the test
systems often failed to meet the practical requirements [229]. Thus, complementary strategies
to test for antiviral antibodies that can be rapidly deployed in situations where commercially
available kits are either not yet developed or not available are an important addition to the
diagnostic toolkit.
Immunofluorescence (IF) using virus infected cells as a specimen is a classical serological
approach in virus diagnostics and has been applied to coronavirus infections [36]. The advan-
tages of IF are that it does not depend on specific diagnostic reagent kits or instruments and
that the specimen contains all viral antigens expressed in the cellular context, thus providing
high information content. The main disadvantage of the IF approach, as it is typically used
in serological testing, is its limited throughput capacity due to the involvement of manual
microscopy handling steps and sample evaluation based on visual inspection. Furthermore,
visual classification is subjective and thus not well standardized and yields only binary results.
Here, we address those limitations, making use of high-throughput microscopy and image
analysis methods developed for basic research. We establish and validate a semi-quantitative,
semi-automated workflow for SARS-CoV-2 specific antibody detection, combining the ad-
vantages of IF with a reliable and objective readout and high throughput compatibility. The
protocol described here was developed in response to the emergence of SARS-CoV-2, but it
represents a general approach that can be adapted for the study of other viral infections and is
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suitable for rapid deployment to support diagnostics of emerging viral infections in the future.
It has already been applied to validate other serological tests in a large population study [208]
and has been integrated into a new reporter system for drug discovery [165].

6.3.1 Immunofluorescence Assay and Image Acquisition

We set up the IF analysis using cells infected with SARS-CoV-2 as samples. African green
monkey kidney epithelial cells [162] (Vero E6 cell line) are used for infection with SARS-CoV-
2, virus production and IF. Our strategy involves a direct comparison of the IF signal when
mixing the examined serum with infected and non-infected cells in the same sample. This
enables the clear identification of positive reactivity in spite of a variable and sometimes high
nonspecific background from human sera. Preferential antibody binding to infected compared
to non-infected cells indicates the presence of specific SARS-CoV-2 antibodies in the examined
serum. Under our conditions, infection rates of 40% to 80% of the cell population were
achieved, allowing for a comparison of infected and non-infected cells in the same well of
the test plate. An antibody that detects double-stranded RNA (dsRNA) produced during viral
replication was used to distinguish infected from non-infected cells within the same field of
view. The bound SARS-CoV-2 antibodies are detected using fluorophore-coupled secondary
antibodies against human IgG, IgA or IgM.
In summary, the assay and image acquisition proceeds as follows: Vero E6 cells are seeded into
96-well plates infected and immunostained using anti-dsRNA antibody and patient serum, fol-
lowed by indirect detection using a mixture of anti-IgG and anti-IgA/IgM secondary antibodies.
Images are acquired using an automated widefield microscope. Figure 6.6 panel (A) provides
an overview of these steps, panel (B) shows example IF images for a COVID-19 patient and a
healthy donor.

6.3.2 Quantitative Analysis

To obtain a measure for specific antibody binding we perform automated segmentation of
cells and classify them into infected and non-infected based on the dsRNA staining. We then
measure fluorescence intensities in the serum channel per cell as a proxy for the amount of
bound antibodies for both infected and non-infected cells. The ratio between these values for
infected and non-infected cells is used to score the SARS-CoV-2 antibody response. To enable
training of a machine learning approach for cell segmentation and to directly evaluate infected
cell classification, we have manually labeled cells and annotated them as infected/non-infected
in ten images, chosen from five positive and five control samples. Figure 6.7 presents an
overview of all analysis steps; the full description of all steps can be found in Section A.6.1.
Briefly, our approach works as follows:
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First, we manually discard all images that contain obvious artifacts such as large dust particles or
dirt and out-of-focus images. Then, images are processed to correct for the uneven illumination

Figure 6.6: Principle of the immunofluorescence assay for SARS-CoV-2 antibody detection. (A) Scheme
of the IF workflow and the SARS-CoV-2 antibody detection. (B) Representative images
showing immunofluorescence results using a COVID-19 patient serum (positive control,
upper panels) and a negative control serum (lower panels), followed by staining with a
anti-IgG secondary antibody. Nuclei (gray), IgG (green), dsRNA (magenta) channels and
a composite image are shown. White boxes mark the zoomed areas. Dashed lines mark
borders of non-infected cells that are not visible at the chosen contrast setting. The insets
show that infected cells have a much higher intensity than non-infected cells in the serum
channel for the positive control, while showing the same intensities in the negative control.
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profile in each channel. Next, we segment individual cells with a seeded watershed algorithm
[25], using nuclei segmented via StarDist [191] as seeds and boundary predictions from a U-Net
[180, 236] as height map. We have evaluated this approach using leave-one-out cross-validation
and measured an average precision [59] of 0.77 ± 0.08 (i.e., on average 77% of segmented cells
are matched correctly to the corresponding cell in the annotations). Combined with extensive
automatic quality control, which discards outliers in the results, the segmentation was found
to be of sufficient quality for our analysis. Especially since robust intensity measurements are
used to reduce the effect of remaining errors.
We then classify the segmented cells into infected and non-infected, by measuring the 95th
percentile intensities in the dsRNA channel and classifying cells as infected if this value
exceeded 4.8 times the noise level, determined by the mean absolute deviation. This factor
and the percentile were determined empirically using grid search on the manually annotated
images (see above). Using leave-one-out cross validation on the image level, we found that this
approach yields an average F1-score of 84.3%.
In order to make our final measurement more reliable, we discard whole wells, images or
individual segmented cells based on quality control criteria that were determined by inspection
of initial results. Those criteria include a minimal number of non-infected cells per well;
minimal and maximal number of cells per image; minimal cell intensities per image; and
minimal and maximal sizes of individual cells.
To score each sample, we computed the intensity ratio:

r =
mI

mN
(6.1)

Here, mI is the median serum intensity of infected cells and mN the median serum intensity
of non-infected cells. For each cell, we compute this intensity via the mean pixel intensity
in the serum channel, excluding the nucleus area, where we did not observe serum binding.
This value is subtracted by the background intensity, which is measured on two control wells
that do not contain any serum per plate. See Figure 6.8 for example segmentations and the
corresponding scores.
We use efficient implementations for all processing steps and deploy the analysis software on a
computer cluster to rapidly process the large amounts of image data. For visual inspection, we
have further developed an open-source software tool (PlateViewer) for interactive visualization
of high-throughput microscopy data. It can be used in a final quality control step to visually
inspect positive hits. For example, inspection with PlateViewer allowed us to identify a charac-
teristic spotted pattern co-localizing with the dsRNA staining, that was sometimes observed in
the IgA channel upon staining with negative control serum. Samples displaying this pattern
were discarded from further analysis.
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Figure 6.7: Schematic overview of the image analysis pipeline. Initially, images are subjected to the man-
ual quality control, where images with acquisition defects are discarded. A pre-processing
step is then applied to correct for barrel artifacts. Subsequently, a cell segmentation is
obtained via seeded watershed, using a nucleus instance segmentation as seeds and boundary
probabilities computed with a neural network as height map. Lastly, using the virus marker
channel, each cell is classified as infected or not infected and the infection score is computed.
A final automated quality control identifies and automatically discards non-conform results.
All intermediate results are saved in a database to ensure full reproducibility of the results.

6.3.3 Assay Characterization and Validation

Here, we characterize our proposed assay and compare it with an established ELISA test
approved for diagnostic use5. A main concern regarding serological assays for SARS-CoV-2
antibody detection is the occurrence of false positive results. In particular, these false positives
may originate from cross-reactivity of antibodies that originated from infection with any of the
four types of common cold Corona viruses (ccCoV) circulating in the population, as is the case
for SARS-CoV and MERS-CoV [143]. Also, acute infection with Epstein-Barr virus (EBV)
or cytomegalovirus (CMV) may result in unspecific reactivity in human sera [116, 69]. We
therefore selected negative control samples consisting of 218 sera collected before the fall of
2019, comprising samples from healthy donors (n = 105, cohort B), patients that tested positive

5Euroimmun, Lübeck, Germany
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Figure 6.8: Examples of results from the automated image analysis pipeline. Panels display images that
correspond to three different ratio scores, indicated above the images. White boxes mark the
zoomed area. Cells in the insets are highlighted with yellow or cyan boundaries, indicating
infected and non-infected cells, respectively.

for ccCoV several months before the blood sample was taken (n = 34, all four types of ccCoV
represented; cohort A), as well as patients with diagnosed Mycoplasma pneumoniae (n = 22;
cohort Z), EBV or CMV infection (n = 57, cohort E). We further selected 57 sera from 29 PCR
confirmed COVID-19 patients, collected at different days’ post symptom onset, as positive
samples (cohort C).
Based on the scores (Equation 6.1) obtained for the samples of cohorts A, B, C and Z we
defined the threshold separating negative from positive scores for each of the antibody channels.
Since we envision the use of the assay for screening approaches, we decided to assign more
weight to specificity at the cost of sensitivity and arrived at thresholds 1.39, 1.31, and 1.27 for
IgA, IgG and IgM antibody channels based on ROC curve analysis [245]. For more details
on this analysis, please refer to Section A.6.2. We validated the classification performance on
negative control cohort E, that was not used for threshold selection, and detected no positive
scores.

Assay specificity characterization While the majority of the control samples tested
negative in ELISA measurements as well as in the IF analyses, some false positive readings
were obtained in each of the assays, in particular in the IgA specific analyses, see Table 6.1.
Roughly 10.6 % (IgA) or 3 % (IgG) of the samples were classified as positive or potentially
positive by ELISA. The respective proportion of false-positive obtained based on IF, 0% for
IgA and 0.9% for IgG, were lower, indicating higher specificity of the IF readout compared
to the ELISA measurements. Importantly, false positive readings did not correlate between
ELISA and IF, see Figure A.10. We conclude that applying both methods in parallel and using
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the “double positive” definition for classification notably improves specificity of SARS-CoV-2
antibody detection.

Negative cohort IF IgM IF IgA IF IgG ELISA IgA ELISA IgA

B (n=105) 1 0 1 7 5

A (n=34) 0 0 1 3 1

Z (n=22) 0 0 0 2 0

E (n=57) 0 0 0 11 1

Total (n=218) 1 (0.5%) 0 (0.0%) 2 (0.9 %) 23 (10.6%) 7 (3.2%)

Table 6.1: Summary of positive results obtained by ELISA and IF for the negative control samples. The
classification of ELISA results followed the definition of the test manufacturer. Cohort B:
healthy donors, cohort A: patients that tested positive for ccCoV, cohort Z: patients with
diagnosed Mycoplasma pneumoniae, cohort E: patients with EBV or CMV infection.

Assay sensitivity characterization In order to determine the sensitivity of our IF assay,
we used the positive samples from cohort A. These samples have been collected from patients
within 5 to 27 days post symptom onset. Again, samples were measured both in IF and ELISA.
For an assessment of sensitivity, we stratified the samples according to the day post symptom
onset, as shown in Table 6.2. The correlation between the semi-quantitative values was assessed
in Figure A.11. For both methods, and for all antibody classes, mean values and the proportion
of positive samples increased over time. In all cases, only positive values were obtained for
samples collected later than 14 days post symptom onset, in accordance with other reports
[163, 131]. At the earlier time points (up to day 14), a similar or higher proportion of positive
samples was detected by IF compared to ELISA for IgG.

Days after symptoms IF IgM IF IgA IF IgG ELISA IgA ELISA IgG

<11 (n=17) 7 (41%) 9 (53%) 7 (41%) 11 (65%) 3 (18%)

11-14 (n=24) 18 (75%) 19 (79%) 19 (79%) 19 (79%) 16 (67%)

>14 (n=16) 16 (100%) 16 (100%) 16 (100%) 16 (100%) 16 (100%)

Total (n=57) 42 (73%) 44 (77%) 42 (73%) 46 (80%) 34 (60%)

Table 6.2: Positive results obtained for sera from COVID-19 patients collected at the indicated days post
symptom onset.
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7 Conclusion

In this thesis, we have established a method for boundary based segmentation problems in EM
and other microscopy modalities based on the Lifted Multicut partition problem (Chapter 2). In
order to scale this approach to large microscopy data-sets, we have introduced a block-wise
solver for Mulicut and Lifted Multicut, that enables solving previously infeasible problems
(Chapter 3). In addition, we have shown in Chapter 4, how lifted edges can be used to express
domain specific knowledge and thus significantly improve the segmentation accuracy by
making use of information not available locally. We have also introduced the Mutex Watershed
(Chapter 5), an algorithm that, combined with high quality predictions from a CNN, enables
instance segmentation directly from pixels, eliminating the often brittle step of seed generation
for “normal” watersheds. Finally, we have applied these methods in several collaborative studies
(Chapter 6), demonstrating their utility in biological research. In summary, our contributions
enable instance segmentation for large microscopy data-sets, the previously missing link in
automated image analysis for such data-sets. Given the increasing acquisition throughput and
field of view of modern microscopes, we envision that our contribution will provide crucial
help in the analysis of many such data-sets for a wide range of biological applications.
Largely due to the recent adoption and improvement of deep learning methods, the segmentation
quality is often sufficient for downstream analysis tasks directly, or with only minor corrections.
These methods, however, need large amounts of training data to produce such high-quality
segmentations. Given the elimination of scaling as a bottleneck, generating enough training
data has become the new rate-limiting step for (high-quality) automated instance segmentation.
Especially, since ground-truth segmentations can only be produced by domain experts for
many microscopy segmentation problems. Recent advances in self-supervised learning for
image classification [40, 84, 70, 77] offer a perspective solution. By solving an unsupervised
contrastive learning task, these methods learn to generate representations that can be fine-tuned
for the target task with only small amounts of extra training data. Astonishingly, they often
produce results of the same, or even higher, quality than methods trained fully supervised.
In a very recent contribution, the authors of [216] have adapted these methods to semantic
segmentation for natural images with some success. We are optimistic that similar methods
will also be applicable in microscopy and in fact have contributed to preliminary work towards
this goal [235].
Here, Mutex Watershed offers an interesting perspective: this algorithm is fast enough to
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provide user corrections for instance segmentation in an interactive fashion. In fact, we have
already developed a prototype for a correction tool based on this idea1. In the future, we hope to
use this approach for providing the labels necessary to fine-tune unsupervised representations
in an interactive manner.
Another promising future direction of research is the extension of the block-wise Multicut
solver. On the one hand, it could be extended to other Multicut applications than instance
segmentation by finding suitable spatial domains. On the other hand, this algorithm could be
extended to more generalizations of the Multicut, such as higher order Multicuts [95], higher
order Lifted Multicuts [101] or Multicut formulations for joint node partitioning and labeling
[123, 113].

1https://github.com/constantinpape/affogato/blob/master/example/
interactive/interactive_napari.py
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A Appendix

A.1 Software

The methods developed as part of this thesis are made available as open-source software. They
are already used by several other publications, e.g. [134, 119, 192, 226, 177, 16, 80] and
as dependency of other software libraries: ilastik [22] and plantseg [236] use the Multicut
functionality provided by elf (see below) and Neurokube [133], a framework for EM neuron
segmentation via Kubernetes, makes use of our scalable segmentation implementation for large
scale neuron segmentation.
While implementing our methods, we have used, whenever possible, available open source
software. Especially numpy [73], scipy [221], scikit-image [215], scikit-learn [171] and vigra
[109] are used for numerical algorithms, image analysis methods and machine learning algo-
rithms. We made heavy use of napari [196] for visualization and use pytorch [170] for training
and inference of neural networks.
Novel algorithms are implemented in C++ for efficiency reasons. They have either been
contributed to nifty1, a library for image segmentation and graph partitioning initially developed
by Thorsten Beier or were implemented in affogato2, a library for affinity based segmentation
methods that we have implemented together with Steffen Wolf. Both libraries make use of
xtensor3 for multi-dimensional arrays and pybind11 4 to generate python bindings.
For convenient training of neural networks, we have implemented torch-em5, a wrapper around
pytorch that provides commonly used functionality for microscopy segmentation.
To make the segmentation functionality and other methods developed in this thesis available
in a convenient and unified manner, we have implemented elf6. This python library offers a
high-level functional interface for the segmentation algorithms and other image analysis tools.

1https://github.com/DerThorsten/nifty
2https://github.com/constantinpape/affogato
3https://github.com/xtensor-stack/xtensor
4https://github.com/pybind/pybind11
5https://github.com/constantinpape/torch-em
6https://github.com/constantinpape/elf
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A.1.1 Chunked Data Storage

Efficient access to large volumetric data is often implemented using a chunked multi-
dimensional data format. Instead of contiguously storing the data, these formats store it
in multi-dimensional chunks of a fixed size. This data layout enables efficient access to sub-
volumes because only chunks overlapping with the request have to be loaded, see Figure A.1.

Figure A.1: Multi-dimensional (nd) data storage layouts. Example shown in 2d, extension to higher
dimensions is trivial. (a) Contiguous storage: the data is serialized as single buffer, here
using row-major layout. (b) Chunked storage: the data is serialized into multiple buffers,
one for each chunk of fixed nd size. (c) Rows can be efficiently accessed in contiguously
stored data. (d) Accessing columns is inefficient, because all interleaving rows (dashed
lines) have two be loaded. (e) Loading columns is efficient for chunked storage and ap-
propriate chunk size. The panels are extracted from https://support.hdfgroup.
org/HDF5/doc/Advanced/Chunking.

The most popular for chunked data storage is HDF5 [63]. It implements it using a single file
filesystem that also support hierarchical grouping of data containers. In addition, it enables

122

https://support.hdfgroup.org/HDF5/doc/Advanced/Chunking
https://support.hdfgroup.org/HDF5/doc/Advanced/Chunking


compression by applying compression filters to chunks. Chunks can be read from the data in
parallel.
However, placing all chunks in a single file introduces two important drawbacks: it is not,
naively7, possible to write data in parallel, even if the chunks to be written do not overlap. It is
also not straight-forward to access individual chunks in HDF5 files in a web store, for example
an AWS S3 bucket.
To tackle these issues, two file formats, n5 [29] and zarr [147], have recently emerged in the
bio-imaging community. Instead of storing chunks in a single file, they store them as individual
files and also implement compression on a per chunk basis. This design enables naive parallel
read and write operations and access in a web store on a per chunk basis. The effort to further
standardize and merge these data formats, with the stated goal to establish a standard file format
for microscopy images, is ongoing [148]. Note that HDF5 has introduced so-called region
references [63], which enable placing chunks in different files as well. However, this feature is
not supported by all HDF5 implementations yet and thus not widely adopted in the bio-imaging
community.
In this thesis, we make heavy use of these emerging data-formats to enable parallel I/O. These
data formats also enable the cloud based data access for MoBIE, see Section A.1.3. We have
also implemented z58, a C++ library to read and write these file formats. It also offers python
bindings that implement the same interface as the popular h5py9 library.

A.1.2 Distributed Computation

While the software for instance segmentation that we have described in the first paragraphs
of Section A.1 is implemented with efficiency in mind, it does not, on its own, scale to large
microscopy data-sets. In particular, it must be possible to process data that is significantly
larger than main memory to deal with such data-sets. To this end, we have implemented
cluster_tools10, a high-level python library that implements our instance segmentation methods
for distributed computing. It makes use of the n5 file format (see previous section) to enable
processing volumetric data of arbitrary size, making use of chunked parallel read and write
operations. It uses luigi11 to build workflows and cache progress. It supports slurm and lsf
compute clusters and is extensible to other scheduling systems.

7HDF5 can be used with MPI to support parallel write access [63]. This mode of operation is however not widely
used by the bio-imaging community, which uses a wide variety of programming languages and tools, which
often do not support MPI.

8https://github.com/constantinpape/z5
9https://github.com/h5py/h5py

10https://github.com/constantinpape/cluster_tools
11https://github.com/spotify/luigi
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For embarrassingly parallel tasks, such as neural network inferences, it relies on inter-process
communication through files to map each worker to its assigned part of the input volume. For
some of the computational steps a map-reduce like approach is necessary. Take the example of
building a region adjacency graph from a segmentation. In a first step, the sub-graphs for all
chunks are computed using the embarrassingly parallel approach. In a second step the complete
graph is constructed by iterating over the sub-graphs, identifying the unique nodes and edges
and introducing a consecutive edge index. The “reduction” steps are implemented in nifty and
run on a single node.
Within cluster_tools we provide scalable implementations of neural network inference, wa-
tershed segmentation, (Lifted) Multicut problem extraction, the block-wise (Lifted) Multicut
solver and many other image analysis algorithms. See Section 3.4.3 for performance measure-
ments when applied to a large segmentation problem.

A.1.3 MoBIE and Data Sharing

We have developed MoBIE as part of [218] to explore and share this large data-set. Since then,
we have extended the tool significantly and it is also being used for several other projects,
including [47].
In a nutshell, MoBIE consists of two parts: first, a data specification for large image data,
making use of chunked data formats (see Section A.1.1) and multi-scale image pyramids. It
also supports tables, stored as tab separated values and defines metadata, stored according to a
json schema. Second, a viewer that can load data stored according to the MoBIE specification,
both from the filesystem or a S3 compatible web object store.
The viewer is available as a Fiji plugin [188]. It uses BigDataViewer [174] to display the image
data. It implements additional functionality for exploring segmentations and data associated
with the segmented objects, which is stored in tables. It further supports 3D rendering of
segmented objects and image volumes, a convenient annotation mode, interactive scatter plots,
grid views and bookmarks that can be used to serialize and recreate the full viewer state.
Figure A.2 shows selected functionality for the data of [218].
The development of MoBIE has been joint work with Christian Tischer and Kimberly Meechan.
It is available as open source software at https://mobie.github.io/; the Fiji viewer
can be installed from the MoBIE Fiji update site.
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Figure A.2: Core functionality of MoBIE with example data from [218]: (A) User interface to select
image sources, change their appearance, and navigate to specific locations in the animal.
(B) viewer window showing the SBEM image in a region of the animals head, with the
gene expression signal for six different genes. (C) viewer window of the same section as in
(B), displaying the cellular segmentation and a table storing attributes for the segmented
objects. (D) Screenshot of the full user interface illustrating the integration of modalities and
additional functionalities: the expression of gene “arx” is shown in yellow; three segmented
neurons are shown next to it; below is shown the annotation table highlighting the rows that
correspond to the objects selected. Next to it, the 3D Viewer window shows a rendering of
the selected cells; the colors for a given object are identical in the 2D Viewer overlay, 3D
rendering and table. Below the main menu, the log window shows a ranked list of the gene
expression where the mouse cursor is positioned (white arrow).
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A.2 Multicut and Lifted Multicut for EM Segmentation

Training hyperparameters of the ICv1 network: The network was trained using pixel-
wise binary cross-entropy loss. Binary boundary / no-boundary target labels were smoothed
[203] by computing the pixelwise negative exponential of the euclidean distance transform, The
raw image batches were normalized to zero mean and unit variance. The optimizer Adam [104]
was used with the following optimization hyperparameters: step size α = 0.0002, exponential
decay rates for moment estimates β1 = 0.9, β2 = 0.999, and a fuzz factor ε = 10−8 for
numerical stability. A L2 weight decay term with coefficient λ = 0.0005 was added to the
objective and dropout [199] (p = 0.5) was used.
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Figure A.3: ICv1 neural network architecture. Purple boxes represent convolutional layers with kernel
size M × N , ELU non-linearity, and “same” border handling (i.e. the input and output
images have identical shapes). Green boxes annotated with pM × N ; sS denote max-
pooling layers over M ×N patches with stride S; while those annotated with M ×N ; sS
represent convolutional layers with stride S. Both layers reduce the image width and height
by a factor S. Orange boxes annotated us M × N show upscaling layers, where pixels
in the input feature maps are repeated M times vertically and N times horizontally. The
numbers next to arrows specify the number of feature maps flowing from one layer to the
next. Boxes with M outgoing arrows imply that the output of the layer is replicated M
times, while boxes with N incoming arrows imply that the layer receives N inputs, which
are concatenated depth-wise (i.e. along the feature axis) before being processed.
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A.3 Scalable Multicut and Lifted Multicut Segmentation

A.3.1 Performance of extant Multicut Solvers

In addition to the results in Table 3.1, we plot the energy versus runtime for all three problems
in Figure A.4, Figure A.5 and Figure A.6. The initial decrease in energy afforded by the
greedy solvers gaec and gf happens on a much faster time-scale compared to the subsequent
decrease by the other solvers. Here, gaec converges faster, and to a lower energy, than gf.
The kl solver converged within less than four minutes for all three problems and affords a
further improvement in energy compared to gaec. The fm based solvers take longer to converge
and afford only a small improvement in energy; here fm_kl offers the best trade-off between
improvement and additional runtime. The cgc solver also provides only a marginal improvement
in the energy while taking long to converge.

Figure A.4: Performance of different solvers for the Sample A Multicut problem.
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Figure A.5: Performance of different solvers for the Sample B Multicut problem.

A.3.2 Performance and Accuracy of the Block-wise Multicut Solver

In addition to the comparison of the block-wise Multicut solver to other methods in Table 3.3,
we compare different configurations of our solver. Table A.1 compares the performance and
accuracy for iterating the extraction and reduction step up to three times. Table A.2 compares
different block sizes for sub-problem extraction. Table A.3 compares different solvers for
solving the sub-problems and solving the reduced global problem.
We find that the energy of the partition decreases with increasing number of iterations. This is
expected, as the solver moves further away from the optimal solution when solving a global
problem that is further reduced. However, the less optimal solution does not have an adverse
effect on the segmentation quality; the scores are on par for all three configurations. For the
medium size problems the runtime is roughly the same for the different iteration numbers. Note
that this does not hold true for larger problems, where the global solution starts to dominate the
runtime, see Section 3.4.3.
The size of the blocks used for sub-problem extraction has a more significant influence on the
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Figure A.6: Performance of different solvers for the Sample C Multicut problem.

segmentation quality. Here, quite surprisingly, using the smallest block size yields a significantly
better score for Sample A and B, while achieving a worse energy. This fact hints at a modeling
issue, i.e. incorrect edge costs that result in the optimal Multicut solution not corresponding to
the best segmentation. While this effect needs further study, it is likely to be data-set specific.
Our initial hypothesis is that it is caused by EM imaging artifacts and the resulting low-quality
network predictions. This explanation is consistent with the observation that these artifacts are
more prevalent in Samples A and B compared to Sample C. Furthermore, the runtime increases
significantly for the largest block size.
The choice of different solvers for sub-problems and global problem does not have a large
influence on the segmentation quality. Only using kl for both leads to a slightly worse score
compared to the other combinations. Using the expensive ilp solver for sub-problems leads to a
significant increase in runtime.
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Sample A Sample B Sample C

Iterations Time Energy Score Time Energy Score Time Energy Score

1 88.0 -7.0600e+06 0.7187 130.0 -6.0614e+06 0.8429 128.0 -7.4506e+06 1.0777

2 79.0 -7.0590e+06 0.7078 117.0 -6.0598e+06 0.8538 106.0 -7.4492e+06 1.0809

3 91.0 -7.0587e+06 0.7009 140.0 -6.0595e+06 0.8432 118.0 -7.4491e+06 1.0858

Table A.1: Different number of problem reduction iterations. We have used an initial block size of 50
× 512 × 512 pixels and increase it by a factor of 2 in each dimension for every iteration.
The solver fm_ilp is used to solve sub-problems and fm_kl to solve the global problem.
Sub-problem extraction and reduction have used 24 workers for paralleization.

Sample A Sample B Sample C

Blocksize Time Energy Score Time Energy Score Time Energy Score

25, 256, 256 67.0 -7.0524e+06 0.5624 182.0 -6.0419e+06 0.7821 139.0 -7.4346e+06 1.0441

50, 512, 512 89.0 -7.0600e+06 0.7189 127.0 -6.0614e+06 0.8429 170.0 -7.4506e+06 1.0777

100, 1024, 1024 2423.0 -7.0735e+06 0.6702 1677.0 -6.0743e+06 0.8286 2012.0 -7.4652e+06 1.0986

Table A.2: Different blocksizes. The solver fm_ilp is used to solve sub-problems and fm_kl to solve the
global problem. Sub-problem extraction and reduction have used 24 workers for paralleiza-
tion. We have only used a single extraction and reduction iteration.

Sample A Sample B Sample C

Solvers Time Energy Score Time Energy Score Time Energy Score

fm_ilp-decomp 65.0 -7.0599e+06 0.7189 86.0 -6.0614e+06 0.8429 78.0 -7.4506e+06 1.0777

fm_ilp, fm_kl 88.0 -7.0600e+06 0.7136 124.0 -6.0614e+06 0.8429 123.0 -7.4506e+06 1.0777

fm_kl, kl 13.0 -7.0584e+06 0.7305 17.0 -6.0604e+06 0.8721 17.0 -7.4496e+06 1.0590

ilp-fm, kl 77.0 -7.0605e+06 0.7230 5192.0 -6.0614e+06 0.8472 475.0 -7.4520e+06 1.0560

kl, kl 8.0 -7.0556e+06 0.7396 8.0 -6.0588e+06 0.9361 6.0 -7.4482e+06 1.0758

Table A.3: Different solvers for sub-problems and global problem. We have only used a single extraction
and reduction iteration and a blocksize of 50 × 512 × 512 pixels. Sub-problem extraction
and reduction have used 24 workers for paralleization.
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A.3.3 Scaling Behavior of the Block-wise Multicut Solver

In addition to the results in Section 3.4.3, we compare the Decomposition, using Kernighan-
Lin as internal solver, with using Kernighan-Lin to solve the complete problem. As shown
in Table A.4, the solution of both approaches is identical while the Decompositon solver is
significantly faster due to the decomposition into sub-problems, see Table 3.5.

Kernighan-Lin Decomposition

Level Time [min] Energy Time [min] Energy

1 468.5 -8.60967e+08 80.1 -8.609670e+08

2 70.1 -8.60410e+08 5.9 -8.604099e+08

3 16.4 -8.60232e+08 1.0 -8.602317e+08

Table A.4: Solving large Multicut problem with Kernighan-Lin and Decomposition solvers. Compu-
tations were performed on an Intel Xeon Gold 6136 Processors, using a single thread for
Kernighan-Lin and 8 threads for Decompositon.

A.4 The Mutex Watershed

A.4.1 Network Architecture and Training

We use the 3D U-Net [180, 35] architecture, as proposed in [67].
Our training targets for attractive / repulsive edges ŵ± can be derived from a ground truth label
image L̂ according to

ŵ+
e =

1, if L̂i = L̂jwith e = eij

0, otherwise
(A.1)

ŵ−e =

0, if L̂i = L̂jwith e = eij

1, otherwise
(A.2)

Here, i and j are the indices of image pixels and eij denotes the edge connecting them. Next,
we define the loss terms

J +
c = −

∑
e∈H+

c
(1− w+

e )(1− ŵ+
e )∑

e∈H+
c

((1− w+
e )2 + (1− ŵ+

e )2)
(A.3)
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J −c = −
∑

e∈H−
c
w−e ŵ

−
e∑

e∈H−
c

((w−e )2 + (ŵ−e )2)
(A.4)

for attractive edges (i. e. channels) and repulsive edges (i. e. channels). Equation A.3&A.4
is the Sørensen-Dice coefficient [52, 198] formulated for fuzzy set membership values and a
product T-norm. During training we minimize the sum of attractive and repulsive loss terms
J =

∑C+

c J +
c +

∑C−

c J −c . This corresponds to summing up the channel-wise Sørensen-Dice
loss. The terms of this loss are robust against prediction and/or target sparsity, a desirable
quality for neuron segmentation: since membranes are very thin, they occupy very few pixels in
the volume. More precisely, if w+

e or ŵ+
e (or both) are sparse, we can expect the denominator∑

e((w
+
e )2+(ŵ+

e )2) to be small, which has the effect that the numerator is adaptively weighted
higher. In this sense, the Sørensen-Dice loss at every pixel i is conditioned on the global image
statistics, which is not the case for a Hamming-distance based loss like Binary Cross-Entropy
or Mean Squared Error.
We optimize this loss using the Adam optimizer and additionally condition learning rate decay
on the Adapted Rand Score [13] computed on the training set every 100 iterations. During
training, we augment the data set by performing in-plane rotations by multiples of 90 degrees,
flips along the x- and y- axis as well as elastic deformations. At prediction time, we use test time
data augmentation, presenting the network with seven different versions of the input obtained
by a combination of rotations by a multiple of 90 degrees, axis-aligned flips and transpositions.
The network predictions are then inverse-transformed to correspond to the original image, and
the results averaged.

A.4.2 Baseline Post-processing Methods

The predictions of out CNN can be post-processed directly by the Mutex Watershed algorithm.
To ensure a fair comparison, we transform the same CNN predictions into a segmentation using
other popular post-processing methods. We start from simple thresholding (THRESH) and
seeded watershed. Since these cannot take long-range repulsions into account, we generate a
boundary map by taking the maximum12 values over the attractive (short-range) edge channels.
Based on this boundary map, we introduce seeds at the local minima (WS) and at the maxima
of the smoothed distance transform (WSDT). For both variants, the degree of smoothing was
chosen such that each region receives as few seeds as possible, without however causing severe
under-segmentation. The performance of these three baseline methods in comparison to Mutex
Watershed is summarized in Table 5.1b. The methods were applied only in 2D, because the high

12The maximum is chosen to preserve boundaries.
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degree of anisotropy leads to deteriorating quality of results when applied in 3D. In contrast,
the Mutex Watershed can be applied in 3D out of the box and yields significantly better 2D
segmentation scores.
Qualitatively, we show patches from our results in Figure A.7. The major failure case for WS
(Figure A.7e) and WSDT (Figure A.7f) is over-segmentation caused by over-seeding a region.
The major failure case for THRESH is under-segmentation due to week boundary evidence
(Figure A.7d). In contrast, the Mutex Watershed produces a better segmentation, only causing
minor over-segmentation (Figure A.7a, Figure A.7b).
Note that, in contrast to most pixel-based post-processing methods, our algorithm can take long
range predictions into account. To compare with methods which share this property, we turn to
the Multicut and Lifted Multicut - based partitioning for neuron segmentations as introduced in
[6] and [18]. We compute costs corresponding to edge cuts from the affinities estimated by the
CNN via:

se =

log w+
e

1−w+
e
, if e ∈ E+

log 1−w−
e

w−
e
, otherwise,

(A.5)

We set up two Multicut problems: the first is induced only by the short-range edges (MC-
LOCAL), the other by short- and long-range edges together (MC-FULL). Note that the solution
to the full connectivity problem can contain “air bridge”, i.e. pixels that are connected only by
long-range edges, without a path along the local edges connecting them. However, we found
this not to be a problem in practice. In addition, we set up a lifted Multicut (LMC) problem
from the same edge costs.
Both problems are NP-hard, hence it is not feasible to solve them exactly on large grid graphs.
For our experiments, we use the approximate Kernighan Lin [100, 102] solver. Even this allows
us to only solve individual 2D problems at a time. The results for MC-LOCAL and MC-FULL
can be found in Table 5.1b. The MC-LOCAL approach scores poorly because it under-segments
heavily. This observation emphasizes the importance of incorporating the longer-range edges.
The MC-FULL and LMC approaches perform well. However, the Mutex Watershed yields a
better segmentation still, probably because it is evaluated for the full 3d problem, which is not
feasible for the Multicut based segmentation.
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(a) Mutex Watershed (b) Mutex Watershed

(c) Multicut partitioning based
segmentation (MC-FULL)

(d) Thresholding of local boundary maps
(THRESH)

(e) Watershed, seeded at local minima of the
smoothed input map (WS)

(f) Distance Transformed Watershed (WSDT)

Figure A.7: Mutex Watershed and baseline segmentation algorithms applied on the ISBI Challenge
test data. Red arrows point out major errors. Orange arrows point to difficult, but correctly
segmented regions. All methods share the same input maps.
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A.4.3 Study on Natural Image Segmentation

Figure A.8 shows the segmentations we have obtained for different points of the phase transition
diagram (Figure 5.6a).

ground truth NN = 80%; GT=20%; Noise = 0% NN = 100%; GT=0%; Noise = 0%

NN = 0%; GT=38%; Noise = 62% NN = 43%; GT=14%; Noise = 43% NN = 43%; GT=0%; Noise = 57%

Figure A.8: MWS segmentations (red lines and color fill) of one arbitrary BSD500 image, given
affinities (gray values) interpolated between neural net predictions (NN), ground-truth
(GT) and uniform noise. The algorithm proved to be reasonably robust against noise in the
affinities.
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A.5 A cellular Atlas for Platynereis dumerilii

Figure A.9: Registration of gene expression signal to the EM data. (A) illustrates the registration
procedure, where we register the DAPI signal to the segmented nuclei in EM, using a
sequence of of non-deformable and deformable transformations. (B) to (H) show different
gene expression maps overlaid with the EM data. The registration accuracy has a precision
of about one cell radius and shows good adherence for know markers, such as myosin (mhc)
for muscles in (C) or glutamate synthase (glt1) for neuropil in (E) and (H).
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A.6 Immunofluorescence based Testing for SARS-COV-2
Antibodies

A.6.1 Quantitative Analysis

Manual Annotations Two of our processing steps require manually annotated data: in
order to train the CNN used for boundary and foreground prediction, we need label masks
for the individual cells. To determine suitable parameters for the infected cell classification,
we need a set of cells classified as being infected or non infected. We have produced these
annotations for 10 images with the following steps: first, we created an initial segmentation
following the approach outlined in Section 6.3.2, using boundary and foreground predictions
from the ilastik [22] pixel classification workflow, which can be obtained from a few sparse
annotations. We then corrected this segmentation using the annotation tool BigCat13. After
correction, we manually annotated these cells as infected or non-infected. Note that this mode
of annotations can introduce two types of bias: the segmentation labels are derived from an
initial segmentation. Small systematic errors in the initial segmentation, that were not found
during correction, could influence the boundary prediction network. More importantly, when
annotating the infected/non infected cells, both the serum channel and the virus marker channel
have to be available to the annotators, in order to visually delineate the cells. This may result in
subconscious bias, and the possibility of the observed intensity in the serum channel influencing
the decision on the infection status of a cell.

Preprocessing We perform minimal preprocessing (i.e. flat-field correction) to compensate
for uneven illumination of the microscope system [207]. First, we subtract a constant CCD
camera offset ccdoffset. Then, we correct uneven illumination by dividing each channel by a
corresponding corrector image flatfield(x, y):

processed(x, y) =
raw(x, y)− ccdoffset

flatfield(x, y)− ccdoffset
. (A.6)

The corrector image is obtained as the normalized average of all images of the corresponding
channel, smoothed by a normalized convolution with a gaussian filter with a bandwidth of 30
pixels. This image has to be recomputed if the microscopy set-up changes. Full background
subtraction is performed later in the pipeline using either the background measured on wells
that (deliberately) do not contain any serum or, if not available, using a fixed value that was
determined manually.

13https://github.com/saalfeldlab/bigcat
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Segmentation Cell segmentation forms the basis of our analysis method. In order to obtain
an accurate segmentation, we make use of both the DAPI and the serum channel. First, we
segment the nuclei in the DAPI channel using the StarDist method [191] trained on data from
[33]. Note that this method yields an instance segmentation: each nucleus in the image is
assigned a unique ID. In addition, we predict per pixel probabilities for the boundaries between
cells and for the foreground (i.e. whether a given pixel is part of a cell) using a 2D U-Net [180]
based on the implementation of [236]. This method was trained using the ten annotated images,
see above. The cells are then segmented by the seeded watershed algorithm [25]. We then use
the nucleus segmentation, dilated by three pixels, as seeds and the boundary predictions as
height map. In addition, we threshold the foreground predictions, erode the resulting binary
image by 20 pixels and intersect it with the binarised seeds. The result is used as a foreground
mask for the watershed. The dilation/erosion is performed to alleviate issues with very small
nucleus segments/imprecise foreground predictions. In order to evaluate this segmentation
method, we train ten different networks using leave-one-out cross-validation, training each
network on nine of the manually annotated images and evaluating it on the remaining one. We
measure the segmentation quality using average precision [59] at an intersection over union
(IoU) threshold of 0.5. We measure a value of 0.77± 0.08 with the optimum value being 1.0.

Infection Classification To distinguish infected from non infected cells, we use the
dsRNA virus marker channel: infected cells show a signal in this channel while the non-
infected control cells should ideally not be visible, see Figure 6.8. We classify each cell in the
cell segmentation individually, using the following procedure: first, we denoise the marker
channel using a white tophat filter with a radius of 20 pixels. To account for inaccuracies in the
cell segmentation (the exact position of cell borders is not always clear), we then eroded all cell
masks with a radius of 5 pixels and thereby discard pixels close to segment boundaries. This
step does not lead to information loss, since the virus marker is mostly concentrated around the
nuclei. On the remaining pixels of each cell, we compute the 0.95 quantile q of the intensity
in the marker channel. For the background pixels (as predicted by the CNN), we compute the
median intensity b of the virus marker channel across all images in the current plate. Finally,
we classify the cell as infected if q exceeds b by more than a given threshold:

q −median(b) > t. (A.7)

For additional robustness against intensity variations, we adapt the threshold based on the
variation in the background of the plate. Hence, we define it as a multiple of the mean absolute
deviation of all background pixels of that plate with M = 4.8:

t = M mad(b). (A.8)
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To determine the optimal values of the parameters used in this procedure, we used the cells
manually annotated as infected/non-infected and performed a grid search over the following
parameters:

• quantiles: 0.9, 0.93, 0.95, 0.96, 0.97, 0.98, 0.99, 0.995

• M : 0 to 10 in intervals of 0.1

To estimate the validation accuracy, we performed leave-one-out cross-validation on the image
level. This yields an average validation F1-score of 84.3%, precision of 84.3% and recall of
84.8%. These values are the arithmetic means of the individual results per split.

Immunoglobulin Intensity Measurements In order to obtain a relative measure of an-
tibody binding, we determine the mean intensity and the integrated intensity in each segmented
cell from images recorded in the IgG, IgA, or IgM channel. A comparative analysis revealed
that the mean intensity was more robust against the variability of cell sizes, whereas using
the integrated intensity as a proxy yielded a higher variance in non-infected cells. Thus, mean
intensity per cell was chosen as a proxy for the amount of antibody bound. Non-specific
auto-fluorescence signals require a background correction of the measured average serum
channel intensities. For background normalization, we use cells (two wells per plate) that were
not immunostained with primary antiserum. From this, we compute the background to be the
median serum intensity of all pixels of images taken from this well. This value is subtracted
from all images recorded from the respective plate. In case the control wells are not available,
the background value for subtraction is determined manually.

Scoring The core interest of the assay is to measure the difference of antibody binding to
cells infected with the coronavirus in comparison to non-infected cells. To this end, utilizing the
results of the image analysis, we compute the following summary statistics of the background
corrected antibody binding of infected cells, I , and of non-infected cells, N :

mI = median(I) (A.9)

mN = median(N) (A.10)

σN = mad(N) (A.11)

Using these, the ratio r, difference d and robust-z-score z are computed:

r =
mI

mN
(A.12)

d = mI −mN (A.13)

z =
mI −mN

σN
(A.14)
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We compute above scores for each well and each image, taking into account only the cells that
passed all quality control criteria (see below). While the final readout of the assay is well based,
image scores are useful for quality control.

Quality Control We perform quality control of the images and analysis results at the level
of wells, images and cells. The entities that do not pass quality control are not taken into
account when computing the score during final analysis. We exclude wells that contain less
than 100 non-infected cells, that have a median serum intensity of infected cells smaller than
three times the noise level (measured by the median absolute deviation), or that have negative
intensity ratios, which can happen due to the background subtraction. Out of 1736 wells
corresponding to the samples processed as part of validation (Section 6.3.3), 94 did not pass
the quality control, corresponding to 5.4% of wells. At the image level, we visually inspect
all images and mark those that contain imaging artifacts using a viewer based on napari14.
We distinguish the following types of artifacts during the visual inspection: empty, unstained
or over-saturated images, as well as images covered by a large bright object. In addition,
we automatically exclude images that contain less than 10 or more than 1000 cells. These
thresholds are motivated by the observation that too few or too many cells often result from a
problem in the assay. Thus, 296 of the total 15,624 images were excluded from further analysis,
corresponding to 1.9% of images. Out of these, 295 were manually marked as outliers and only
a single one did not pass the subsequent automatic quality control. Finally, we automatically
exclude segmented cells with a size smaller than 250 pixels or larger than 12,500 pixels, that
most likely correspond to segmentation errors. These limits were derived by the histogram of
cell sizes investigated for several plates. Two percent of the approximate 5.5 million segmented
cells did not pass this quality control. In addition, we have also manually inspected all samples
scored as positives. For the IgA channel, we have found a dotty staining pattern in ten cases
that produced positive hits based on intensity ratio in negative control cohorts, but does not
appear to indicate a specific antibody response. We have also excluded these samples from
further analysis.

Implementation In order to scale the analysis workflow to the large number of images
produced by the assay, we implemented an open-source python library to run the individual
analysis steps. This library allows rerunning experiments for a given plate for newly added data
on demand and caches intermediate results in order to rerun the analysis from checkpoints in
case of errors in one of the processing steps. To this end, we use a file layout based on hdf5
to store multi-resolution image data and tabular data. The processing steps are parallelized
over the images of a plate, if possible. We use efficient implementations for the U-Net[236],

14https://github.com/napari/napari
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StarDist[191] and the watershed algorithm 15 as well as other image processing algorithms[215].
We use pytorch 16 to implement GPU-accelerated cell feature extraction. The total processing
time for a plate (containing around 800 images) is about 2 hours and 30 minutes, using a
single GPU and 8 CPU cores. In addition, the results of the analysis as well as meta-data
associated with individual plates are automatically saved in a centralized MongoDB database
17 at the end of the workflow execution. Apart from keeping track of the analysis outcome
and meta-data, a user can save additional information about a given plate/well/image in the
database conveniently using the PlateViewer. All source code is available open source under
the permissive MIT license at https://github.com/hci-unihd/batchlib.

A.6.2 Assay Characterization and Validation

Decision Threshold Selection In order to determine the presence of SARS-CoV-2 spe-
cific antibodies in patient sera, it was necessary to define the decision threshold r̂. If a measured
intensity ratio r is above the decision threshold r̂, then the serum is scored as positive for
SARS-CoV-2 antibodies. For this an ROC analysis was performed [245]. Each possible choice
of r̂ for a test corresponds to a particular sensitivity/specificity pair. By continuously varying
the decision threshold, we measured all possible sensitivity/specificity pairs, known as ROC
curves, see Figure A.12. To determine the appropriate r̂ we considered two factors:

• The undesirability of errors or relative cost of false-positive and false-negative classifica-
tions.

• The prevalence, or prior probability of disease.

These factors can be combined to calculate a slope in the ROC plot

m =
costfalsepositive

costfalsenegative

1− P
P

, (A.15)

where P is the prevalence or prior probability of the disease. The optimal decision threshold
r̂, given the false-positive/false-negative cost ratio and prevalence, is the point on the ROC
curve where a line with slope m touches the curve. As discussed in Section 6.3.3, a major
concern regarding serological assays for SARS-CoV-2 antibody detection is the occurrence
of false-positive results. Therefore, we choose m to be larger than one in our analysis. In
particular, we determine r̂ for the choice of m = 10 (see Figure A.12).

15http://ukoethe/github.io/vigra
16https://pytorch.org/
17https://www.mongodb.com
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Figure A.10: Correlation between SARS-CoV-2 specific IF and ELISA results for the negative control
panel obtained in IgA (A) or IgG (B) measurements. Each dot represents one serum sample.
Blue, healthy donors; red, ccCoV positive; green, CMV positive; orange, EBV positive;
black, mycoplasma positive. Bottom panels represent zoomed-in versions of the respective
top panel to illustrate the borderline region. (C) IgM values for the indicated negative
control cohorts determined by IF. Since a corresponding IgM specific ELISA kit from
Euroimmun was not available, correlation was not analyzed in this case. In some cases,
antibody binding above background was undetectable by IF in non-infected as well as in
infected cells, indicating low unspecific cross-reactivity and lack of specific reactivity of
the respective serum. In order to allow for inclusion of these data points in the graph, the
IF ratio was set to 1.0. Dotted lines indicate the optimal separation cut-off values defined
for sample classification, gray areas indicate borderline results in ELISA.
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Figure A.11: Correlation between IgA or IgG values obtained by ELISA and IF for sera from 29 COVID-
19 patients collected at different days’ post infection. In some cases, antibody binding
above background was undetectable by IF in non-infected as well as in infected cells,
indicating low unspecific cross-reactivity and lack of specific reactivity of the respective
serum. In order to allow for inclusion of these data points in the graph, the IF ratio was set
to 1.0. Dotted lines indicate the cut-off values defined for classification of readouts, gray
areas indicate borderline values.

144



Figure A.12: ROC plot for immunofluorescence (IgM, IgG and IgA) assays. Solid lines show all
possible pairs of (false-positive rate, true-positive rate) or, equivalently (1 - specificity,
sensitivity) derived from varying the tests’ decision threshold. Stars show the optimal
threshold for our choice of prevalence and costs that corresponds to a slope of m =
(costfalsepositive ∗ (1 − P ))/(costfalsenegative ∗ P ) = 10. Discriminating only between sera
from negative samples and sera from COVID19 patients collected later than 14 days after
symptom onset improves the accuracy of the test.
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