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Abstract

The segmentation task for 3D objects from X-ray CT volumetric data is of great significance
for both industrial and medical applications. Deep learning techniques are narrowing the
gap between human and machine capabilities in image segmentation. In this thesis we de-
velop and discuss machine and deep learning techniques for semantic and instance segmen-
tation. The techniques are evaluated on a dataset of CT scans of short glass fiber reinforced
polymers prepared in cooperation with the University of Padova and on publicly available
medical CT scans of lungs and liver. In addition to that, the last chapter is evaluated on a
public and popular large-scale object detection, segmentation, and captioning dataset for a
better comparison with the state-of-the-art.

The chapters are structured in the following way: In chapter 2 we explain the short glass
fiber reinforced polymer data acquisition together with the reference setup for quantitative
comparison of segmentation techniques. The data creation process involves parts manufac-
turing, CT scanning, CT simulation, computational model design, volume reconstruction
and ground-truth preparation. The reference setup consist of metrics for instance and se-
mantic segmentation tasks as well as of a baseline, Frangi vesselness method. In chapter 3
we present a first deep learning model for semantic segmentation of fibers from CT scans.
The model outperforms all the other methods including feature-engineered and machine
learning models. In chapter 4 we present a first deep learning model for instance segmen-
tation of fibers from CT scans. The model outperforms the state-of-the-art by a significant
margin and is arguably the first method which allows calculation of important fiber statis-
tics based on single-fiber segmentation. The model consist of a fully convolutional branch
for semantic segmentation, and an enhanced branch for instance segmentation via proposed
embedding learning loss function. In chapter 5 we present our work on use of machine
learning techniques for medical CT analysis. We use a dictionary learning model and extend
it to a 3D for bronchial vessels segmentation from thorax CT scans. Then, we discuss and
develop a fully convolutional deep learning model for the task of liver and liver lesion seg-
mentation from liver CT scans. Lastly, we present the Mask Mining training approach for
boosting the semantic segmentation machine learning models. In chapter 6 we present the
idea of the Plugin Networks as a solution for inference under partial evidence. The proposed
framework can generalize to a number of machine learning tasks and is evaluated on the
task of hierarchical scene categorization, multi-label image annotation and scene semantic
segmentation achieving state-of-the-art on each.
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Zusammenfassung

Die Segmentierung von 3D-Objekten aus Röntgen-CT-Volumendaten ist sowohl für indus-
trielle als auch für medizinische Anwendungen von großer Bedeutung. Mit Hilfe neuer
Algorithmen aus dem Gebiet des Deep Learning (auf deutsch: Tiefes Lernen), einer Weiter-
entwicklung des „klassischen“ maschinellen Lernens, wird die Kluft zwischen den men-
schlichen und maschinellen Fähigkeiten bei der Bildsegmentierung zunehmend verringert.
In der vorliegenden Arbeit werden Verfahren des „klassischen “ maschinellen Lernens sowie
des Deep Learnings für die semantische und instanzielle Segmentierung entwickelt und
diskutiert. Die Verfahren werden anhand eines Datensatzes von CT-Aufnahmen von kurzen
glasfaserverstärkten Polymeren, die in Zusammenarbeit mit der Universität Padua erstellt
wurden, und anhand frei verfügbarer medizinischer CT-Aufnahmen von Lunge und Leber
bewertet.

Die Kapitel sind folgendermaßen aufgebaut: Im zweiten Kapitel erklären wir die Date-
nakquisition von glasfaserverstärkten Polymeren zusammen mit dem Referenzaufbau für
den quantitativen Vergleich von Segmentierungstechniken. Der Datenerstellungsprozess
umfasste die Fertigung der Teile, das CT-Scanning, die CT-Simulation, das Computermod-
elldesign, die Volumenrekonstruktion und die Vorbereitung der Ground-Truth-Daten. Der
Referenzaufbau besteht aus Metriken für die Aufgaben der instanziellen und semantischen
Segmentierung sowie der Frangi-Vesselness-Methode, welche als Basis dient. Im dritten
Kapitel präsentieren wir ein erstes Deep-Learning-Modell für die semantische Segmentierung
von Fasern aus CT-Scans. Dieser Algorithmus übertrifft alle anderen nicht Deep Learning
basierten Methoden, welche auf Verfahren des maschinellen Lernens oder der nicht lern-
basierten Merkmalsextraktion beruhen. Im vierten Kapitel präsentieren wir ein erstes Deep-
Learning-Modell für die instanzielle Segmentierung der Fasern aus den CT-Scans. Das Mod-
ell übertrifft den aktuellen Stand der Technik deutlich und ist wahrscheinlich die erste Meth-
ode, die die Berechnung wichtiger Faserstatistiken auf der Grundlage einer Einzelfaserseg-
mentierung ermöglicht. Im fünften Kapitel stellen wir die Verwendung unserer Techniken
des maschinellen Lernens für die medizinische CT-Analyse vor. Wir verwenden einen Dic-
tionary - Learning - Ansatz und erweitern es auf ein 3D-Modell für die Segmentierung von
Bronchialgefäßen aus Thorax-CT-Scans. Anschließend diskutieren und entwickeln wir ein
Fully-Convolutional Deep Learning - Modell für die Segmentierung der Leber und von Leber-
läsionen aus Leber-CT-Scans. Abschließend präsentieren wir den Trainingsansatz des Mask
Mining zur Verbesserung der maschinellen Lernmodelle für die sematische Segmentierung.
Im sechsten Kapitel präsentieren wir die Idee der Plugin Networks als eine Lösung für die
Inferenz bei partieller Information. Das vorgeschlagene Framework kann auf eine Reihe
von Aufgaben des maschinellen Lernens verallgemeinert werden und wird in Bezug auf die
Kategorisierung hierarchischer Szenen, der Bildannotationen mit mehreren Labeln und die
semantische Szenensegmentierung bewertet, wobei jeweils der aktuelle Stand der Technik
übertroffen wird.
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Nowak, Piotr Semberecki and Dr. Tomasz Trzciński for the fruitful collaboration and work
during the last year of my PhD studies at Tooploox. It is a pleasure to thank Karsten Roth and
Danish Rathore for their outstanding work as students under my supervision. I am thankful
to Susanne Maur, Ron Heiman, Nikolas Löw, Dr. Manuel Blessing and Dzmitry Stsepankou
for the good time at the Experimental Radiation Oncology group and the reading club. I
like to thank research fellows from the INTERAQCT project Andrea Buratti, Fabrício Borges
de Oliveira, Aleksandr Amirkhanov, Massimiliano Ferrucci, Gabriel M Probst, Emmanuel
Manu Dabankah, Alessandro Stolfi, Michele Pavan, Petr Hermanek, Evelina Ametova, Cao
Wenchao, Nicholas Lippiatt, and Guruprasad Rao for the great time together. I acknowledge
the supervisory board of the INTERAQCT project Prof. Dr. Ir. Wim Dewulf, Ir. ing. Kim
Kiekens, Prof. Dr. Robert Schmitt, Prof. Leonardo De Chiffre, Dr. Stefan Kasperl, Prof. Dr.
Johann Kastner, Dr. Ben Price, Dr. Markus Bartscher, Dr. Thomas Günther, Dr. ir. Tom
Craeghs and Dr. Michael McCarthy. Finally, I like to thank my family for supporting me
while working on this thesis. Most of all I like to thank my beloved wife Aleksandra for her
unconditional love and understanding.





vii

This thesis is dedicated to you.





ix

Contents

Abstract i

Zusammenfassung iii

Acknowledgements v

1 Introduction 1
1.1 Image Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 X-ray Computed Tomography . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.3 Fiber Segmentation from 3D X-ray CT . . . . . . . . . . . . . . . . . . . . . . . 1
1.4 Dictionary Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.5 Deep Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.5.1 Semantic Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.5.2 Instance Segmentation via Embedding Learning . . . . . . . . . . . . . 4

1.6 Plugin Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Reference Setup for Quantitative Comparison of Segmentation Techniques 7
2.1 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2.1 Short fiber reinforced polymer composites . . . . . . . . . . . . . . . . 7
2.2.2 Need for Quantitative Comparison of Segmentation Techniques . . . . 9
2.2.3 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.3 Material and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.1 Dataset preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.2 Manufacturing a composite part . . . . . . . . . . . . . . . . . . . . . . 10
2.3.3 Modelling a composite part . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.4 X-ray CT: simulations and experiments . . . . . . . . . . . . . . . . . . 12
2.3.5 Generated fiber model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3.6 Reference algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3.7 Evaluation criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4.1 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4.2 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.4.3 Open dataset of SRFP CT scans . . . . . . . . . . . . . . . . . . . . . . . 20

Real experimental data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
Synthetic data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3 Fully Convolutional Deep Network Architectures for Automatic Short Glass Fiber
Semantic Segmentation from CT scans 27



x

3.1 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.2.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3 Material and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.3.1 Network Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3.2 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.4.1 Training details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.4.2 Comparison with standard methods . . . . . . . . . . . . . . . . . . . . 31
3.4.3 Variations of the deep learning architecture . . . . . . . . . . . . . . . . 32
3.4.4 Highest score . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.4.5 Generalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.4.6 Time evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4 Instance Segmentation of Fibers from Low Resolution CT Scans via 3D Deep Em-
bedding Learning 35
4.1 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.2.1 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.3 Material and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4.3.1 Semantic Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.3.2 Embedding Learning Loss . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.3.3 Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.3.4 Merging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.3.5 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.4.1 Training details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5 Deep Learning Based Segmentation Techniques for Medical CT 47
5.1 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.2 Automated Multiscale 3D Feature Learning for Vessels Segmentation in Tho-

rax CT Images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.2.2 Material and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

Dictionary Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
Classifier Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5.2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
5.2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5.3 Liver Lesion Segmentation with slice-wise 2D Tiramisu and Tversky loss func-
tion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.3.2 Material and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

Dataset and Preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . 52
U-Net architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53



xi

Tiramisu architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
Liver segmentation training . . . . . . . . . . . . . . . . . . . . . . . . . 53
Lesion segmentation training . . . . . . . . . . . . . . . . . . . . . . . . 53

5.3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

5.4 Boosting Liver and Lesion Segmentation from CT Scans by Mask Mining . . . 55
5.4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.4.2 Material and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

Data and Pre/-Postprocessing . . . . . . . . . . . . . . . . . . . . . . . 58
5.4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

Evaluated Architectures & Loss Functions . . . . . . . . . . . . . . . . 59
Implementation Details . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
Control Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
Training, Validation and Test Performances . . . . . . . . . . . . . . . . 61

5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

6 Plugin Networks for Inference under Partial Evidence 63
6.1 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

6.2.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.3 Material and methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

6.3.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.3.2 Connection with Linear Layers . . . . . . . . . . . . . . . . . . . . . . . 68
6.3.3 Connection with Convolutional Layers . . . . . . . . . . . . . . . . . . 68
6.3.4 Plugin Network Architecture . . . . . . . . . . . . . . . . . . . . . . . . 68
6.3.5 Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
6.3.6 Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

6.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6.4.1 Hierarchical Scene Categorization . . . . . . . . . . . . . . . . . . . . . 69
6.4.2 Multi-label Image Annotation . . . . . . . . . . . . . . . . . . . . . . . . 73
6.4.3 Scene semantic segmentation . . . . . . . . . . . . . . . . . . . . . . . . 76

6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

7 Conclusion 79

A List of Peer Reviewed Publications 81

Bibliography 83





1

Chapter 1

Introduction

1.1 Image Segmentation

Image segmentation is one of the most important objectives in image analysis and computer
vision. It is the process of partitioning an input image into multiple pixel (or voxel) segments
in order to assigning a label to every pixel in an image such that labeled pixels with the same
labels shares certain desired characteristics. We distinguish two types of image segmenta-
tion: instance and semantic segmentation tasks. Semantic segmentation assigns same label
for multiple objects of the same class. Contrarily, instance segmentation assigns multiple
labels of the same class to objects within this class in an image. The segmentation task can
be done on an arbitrarily dimensional objects, not only 2D images. In this thesis we focus on
semantic and instance segmentation objects from 3D volumes.

1.2 X-ray Computed Tomography

Computed tomography (CT) is defined as "an imaging method in which the object is irra-
diated with X-rays or gamma rays and mathematical algorithms are used to create a cross-
sectional image or a sequence of such images" [17]. In the process of tomography, X-rays
are used to take a large number of finite 2D projections. These are then reconstructed us-
ing a tomographic reconstruction, multidimensional inverse problem algorithm to estimate
a specific system from these projects, or to simply estimate a slice image of the scanned ob-
ject [51]. These reconstructed slices are then stacked to from a 3D volumetric representation
of the object of interest which can be then used in a wide range of applications. In this thesis
we focus on segmentation of objects from 3D X-ray CT scans.

1.3 Fiber Segmentation from 3D X-ray CT

The most popular method to date for automatic fiber segmentation (or more generally, cigar-
like structures) is the Frangi vesselness filter [36]. This cigar-like structure enhancement
filter [131] derives structural information from the Hessian eigenvalues |λ1| ≤ |λ2| ≤ |λ3|.
For computation of the Hessian, a number of Gaussian second derivatives at scales σs are
used. Gaussian kernels allow separable convolution, which speeds up computation time.
The Gaussian second order derivative of image I at scale σ and point x is given by

∂2 Iσ

∂x2 = I(x)
∂2G(σ, x)

∂x2 (1.1)
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The Frangi vesselness filter V(x) uses a combination of three measures to distinguish struc-
tures in the image, and is given by

V(σ, x) =

0, if λ2, λ3 > 0

F, otherwise
(1.2)

F =
(

1− exp
(
−

R2
A

2α2

))
· exp

(
−

R2
B

2β2

)
· exp

(
1− exp

(
− S2

2c2

))
(1.3)

where the first measure RB = |λ1|√
|λ2λ3|

quantifies deviation from a blob-like structure, the

second RA = |λ2|
λ3|

quantifies the difference between plate-like and cigar-like structures and

the third S = ||H||F =
√

Σiλ
2
i quantifies the presence of the background noise. α, β, c are real

valued positive parameters of the filter. The filter is finally embedded in a non-maximum
suppression multi-scale framework

V(x) = max
σ

V(σ, x) (1.4)

We use this method as a reference in the following chapters.

1.4 Dictionary Learning

Feature generation via Dictionary Learning is an unsupervised problem, where from a num-
ber of patches the algorithm learns a set of elements that allow for an optimal representation.
Dictionary learning based algorithms were among the most popular feature learning tech-
niques before deep learning.

Dictionary learning usually requires a set of Gaussian pyramids by convolving input vol-
umes with Gaussian kernels and subsampling them [83]. In our dictionary learning setup,
from the volume data we randomly select a batch of 3D patches p(i) ∈ Rn (where n is the
number of voxels of the patch) which we use as an input to the sparse coding algorithm for
learning a dictionary D ∈ Rn×d of d elements, where each column D(j) is one element. We
train the dictionary by minimizing the LASSO problem with L1-penalization to ensure the
sparsity of the vector x(i) regularized by the parameter λ. That is, we optimize

min
D,x(i)

∑
i
||Dx(i) − p(i)||

2
2 + λ||x(i)||1 (1.5)

subject to ||D(j)||22 = 1, ∀j

over the sparse codes x(i) and the dictionary, D. We use it for the task of bronchial vessels
segmentation from thorax scans in chapter 5.

1.5 Deep Learning

Deep learning architectures are successfully applied to a range of image analysis and pro-
cessing problems in natural sciences [76, 34, 35, 123]. Most importantly, from the perspective
of this thesis, deep learning show great improvement over other methods in the task of se-
mantic and instance segmentation for both natural 2D images and 3D CT volumes [118,
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19]. Similar solutions are found for the problem of 2D instance segmentation. Faster R-
CNN [106] and the Mask R-CNN [46] architectures are examples of region-proposal-based
techniques which are the state-of-the-art for common scene-understanding datasets like COCO [79]
or ImageNet [23]. However, it is not clear how this approach can be extended to 3D volu-
metric data with densely packed or tangled objects like fibers in fiber reinforced polymers
or bronchial vessels in thorax scans. In this thesis we focus on deep learning segmentation
techniques 3D X-ray CT scans of short glass fiber reinforced polymers (SFRP), lungs and
liver.

1.5.1 Semantic Segmentation

The fully convolutional network (FCN) [118] is arguably the first deep learning model for the
semantic segmentation task. The difference to a standard convolutional network (CNN) is
that at the end of the network, fully connected layers are replaced with convolutional layers.
In contrary to the classification task, when the desired output is just one class per image, for
the semantic segmentation task we assign one class per pixel on an image. The loss function
definition however can stay the same as for the classification task.

In the medical community, the most popular architecture for the semantic segmentation task
is the the U-Net architecture [18] which is designed in an Autoencoder fashion [5]. Modern
U-Net architectures with skip connections and auxiliary tasks allow the network to enhance
both low and high frequency features of the object.

In this work we use two commonly used binary loss functions for training U-Nets and FCNs.
Namely The cross entropy and the dice loss functions. The standard voxel-wise binary cross
entropy loss is defined as:

LCE = ∑
i

yi log ŷi + (1− yi) log(1− ŷi) (1.6)

where yi ∈ {0, 1} is the i-th the true binary label, and ŷi ∈ {0, 1} is the i-th predicted label.

the dice loss is defined as:
LDice = −

2 ∑i ŷiyi

∑i ŷi + ∑i yi
(1.7)

The loss functions can be further modified explicitly by adding a weight map Wi for some
regions (for instance borders of objects) to put more emphasis on them. It is also common to
apply the weighted sum of such a pixel weighted cross-entropy and Dice as a loss function
for the network output and the auxiliary outputs merging them together. It brings us to a
more generalized form of a binary loss function:

L = − 1
N

N

∑
i=1

[
∑
k

[
(1 + wik)

λ · yik · log ŷik

]
+ α

2 ·
∣∣Yi � Ŷi

∣∣
|Yi|+

∣∣Ŷi
∣∣
]

, (1.8)

where Ŷi and Yi indicate the predicted and ground truth mask, respectively, on one image.
wik, yik and ŷik denote k-th element of Wi, Yi and Ŷi, respectively. λ is a weight map factor,
α a scalar weight factor, N is the batch size and � the Hadamard product.

We make use of them in chapters on semantic segmentation.
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1.5.2 Instance Segmentation via Embedding Learning

There are numerous works in which authors try to come up with different ideas for instance
segmentation in the deep learning framework with the Mask R-CNN [46] being the most
successful and popular to date for 2D images. However, it is not clear how this approach
can be extended to 3D volumetric data with densely packed objects like fibers in SFRP. This
is why for our 3D problem, we have opted for alternative deep learning methods for instance
segmentation and propose a novel 3D deep learning architecture based on embedding learn-
ing.

By extending to 3D loss functions introduced by [10] inspired by work of [129] we are able
to learn embeddings which create clusters in a multi-dimensional space making it possible
to distinguish fibers from each other. The loss consists of three terms: Lv keeps voxels be-
longing to the same object close to each other, Ld which forces a minimal distance between
clusters of different objects, and Lr which regularizes the cluster centers to be close to the
origin. The terms are defined as:

Lv =
1
C

C

∑
c=1

1
Nc

Nc

∑
i=1

[||µc − xi|| − δv]
2
+ (1.9)

Ld =
1

C(C− 1)

C

∑
cA=1

C

∑
cB=1,cA 6=cB

[δd − ||µcA − µcB ||]
2
+ (1.10)

Lr =
1
C

C

∑
c=1
||µc|| (1.11)

where C is the number of objects in the ground truth patch (clusters), Nc is the number of
voxels that corresponds to the object c, xi is the embedding in the final embedding layer, µc

is the mean of the embedding of object c, || · || is the L2 norm, and [x]+ = max(0, x). The
parameters δv and δd are used to control the desired positions of the clusters. The final loss
for the embedding learning Lembd is a sum of the previous components.

Lembd = αLv + βLd + γLr (1.12)

where α, β and γ control the strength of the corresponding term.

A detailed review of the Embedding Learning performance on the SFRP CT scans is given
in the chapter 4.

1.6 Plugin Networks

The availability of partial information (partial evidence) about an image, made available at test
time, can improve accuracy of a pre-trained networks [52, 128]. We propose a novel method
to incorporate partial evidence in the inference of deep convolutional model. Contrary to
the existing, top performing methods, which either iteratively modify the input of the net-
work or exploit external label taxonomy to take the partial evidence into account, we add
separate network modules ("Plugin Networks") to the intermediate layers of a pre-trained
convolutional network.
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Let’s assume that we have a CNN model F(x; w), where x is an input image and w are the
parameters. The model F is already trained on some task (e.g. single or multi-label classifi-
cation, scene segmentation). The parameters w were trained on input images X and input
labels Y. Now let’s assume that some labels Ȳ are available and known at inference time.
In the following definitions without loosing generality, we will assume that only one Plu-
gin Network is attached to the base model. We define the Plugin Network model Fp with
parameters wp as

r = Fp(ȳ; wp). (1.13)

The model takes the partial evidence ȳ ∈ Ȳ as an input. The output r of the plugin can be
attached to the output vector z of some layer of the base model F:

z̃ = z⊕ r, (1.14)

where the sign ⊕ can have the following meaning:

• additive: z̃ = z + r,

• multiplicative: z̃ = z ∗ r,

• residual: z̃ = z + z ∗ r.

In this way the Plugin Network Fp adapts the output vector z of the base model F under
presence of available partial evidence. The eq. (1.14) defines how the Plugin Network Fp is
attached to the base network F, thus a joint model can be defined as:

F̃(x, ȳ; w, wpi ). (1.15)

In general, several Plugin Networks can be attached simultaneously to a number of layers
of the base model F.

A detailed review of the Plugin Network performance is given in the chapter 6.
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Chapter 2

Reference Setup for Quantitative
Comparison of Segmentation
Techniques

2.1 Outline

In this chapter we provide a dataset of CT scans of short fiber reinforced polymer (SFRP)
together with a groundtruth and an evaluation criteria for automatic segmentation meth-
ods. The dataset containing the experimental scans, the synthetic scans and correspond-
ing ground truths together with the algorithms is available at http://ipm-datasets.iwr.
uni-heidelberg.de. We discuss the dataset preparation, together with evaluation metrics
which we propose to use as a reference for work on semantic segmentation of SFRP for learn-
able methods as well as an investigation of CT scans of SFRP composite materials. Parts of
this chapter have been published in the International Conference on Industrial Computed
Tomography (iCT) 2017 proceedings [69] and in the Journal of Nondestructive Evaluation,
Diagnostics and Prognostics of Engineering Systems [104].

2.2 Introduction

Quantitative assessment of fiber characteristics in composite parts is of great significance for
material science, device design, and production in order correlate them with the fiber in-
duced mechanical properties. X-ray computed tomography (CT) is being successfully used
as a three-dimensional non-destructive measuring technique for the analysis of these fiber
characteristics (mainly the fiber orientation and fiber volume content) in fiber-reinforced
composite materials.

2.2.1 Short fiber reinforced polymer composites

Short fiber reinforced polymer composites constitute of relatively short and variously aligned
fibers distributed in a continuous polymer matrix [38]. Glass, carbon, graphite, and Kevlar
are commonly used materials for these fibers. In general, SFRPs are characterized by their
versatile properties such as low manufacturing cost, which render them extensively useful in
fields like automotive, electronics, marine, aerospace, and household applications. Superior

http://ipm-datasets.iwr.uni-heidelberg.de
http://ipm-datasets.iwr.uni-heidelberg.de
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mechanical properties as compared to polymers are the main advantages of SFRPs. How-
ever, these properties are greatly influenced by the fiber characteristics such as fiber-matrix
interface strength, fiber volume fraction, fiber orientation distribution, and fiber length dis-
tribution [38, 39, 127]. Moreover, injection molding (IM) is one of the most commonly em-
ployed manufacturing processes for large-scale production of SFRP composites. Precision
manufacturing of parts produced by IM recently attracted large attention for electronics ap-
plications, including connectors, because of their increasing market trends [127]. Despite the
trend of miniaturization observed for IM applications, connectors remain relatively large,
because of their complex design, which poses several manufacturing issues [88]. In particu-
lar, the thin-wall that characterizes their typical geometry constitutes a major manufacturing
constraint [80]. Hence, the commercial breakthrough of new and smaller connectors strongly
depends on the necessity to develop low-cost mass production technologies, which can pro-
vide dimensional accuracy and good part quality [116].

It has been demonstrated in literature that quality and dimensional accuracy of injection-
molded composite parts mainly depend on the injected polymer [93], part geometry, mold
design, selection of process variables [120], and fiber orientation [85]. In order to achieve the
desirable fiber material characteristics in the final molded product, the manufacturing pro-
cess has to be optimized by establishing a correlation of the processing parameters with the
fiber characteristics [103, 86]. For example, Oumer et al. [97] presented a review of the effect
of processing parameters on fiber orientation and the effect of mold temperature on motion
behaviour of short glass fibers was studied by Li et al. [78]. Nevertheless, these studies very
much rely on the accuracy of the measurement technique for fiber analysis. A comparison
between optical and tomographic methods for fiber analysis was performed by Bernasconi et
al. [7]. They pointed out that the optical method requires a simpler experimental setup but it
is mostly destructive. On the other hand, the tomographic technique is non-destructive with
exception in case of ROI (region of interest) scanning but requires expensive experimental
facilities. In the last decade, X-ray computed tomography (CT) has evolved as a power-
ful technique for industrial applications owing to the continuous improvement towards the
increase of accuracy and traceability [50, 16].

In the field of composite materials, CT is being used increasingly for various fiber-based
analyses [121, 119]. For instance, CT for analysing fiber orientation [130] is very efficient and
advantageous, since characterization of fiber orientation and of the skin-core morphology
by optical observations of cross sections of the moldings can be very complex for thin-wall
parts. In addition, as a non-destructive technique, CT eliminates distortions introduced by
sample cutting and preparation [119]. However, the accuracy of CT based analyses is sen-
sitive to the selection of various scanning parameters (current, voltage, and exposure time),
spatial resolution (voxel size) and the system limitations (source, detector properties) [50].
In case of SFRP composites, the spatial resolution becomes very crucial due to the small size
(diameter) of fibers. Kastner et al. [63] reported the use of high-resolution X-ray CT for fiber
reinforced polymers. If high-resolution is demanded, only a region of interest (ROI) should
be considered for achieving good spatial resolution instead of using the entire part [94]. The
aim of this work is to investigate the dependence of the CT based fiber characterization on
spatial resolution and scanning parameters by using a synthetic fiber volume with known
ground truth as it helps in understanding the deviations from the true values. In compar-
ison, a real injection molded thin-walled part is also examined with similar CT settings, to
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predict the best case scenarios for analysing real injection molded products of the same ma-
terials e.g. micro connectors.

2.2.2 Need for Quantitative Comparison of Segmentation Techniques

Following the investigation of model parameters, we continue to discuss an approach to
automatically segment individual fibers. Comparing different algorithms for segmenting
glass fibers in industrial computed tomography (CT) scans is difficult due to the absence
of a standard reference dataset. We introduce a set of annotated scans of short-fiber rein-
forced polymers (SFRP) as well as synthetically created CT volume data together with the
evaluation metrics. We suggest both the metrics and this data set as a reference for studying
the performance of different algorithms. The real scans are acquired by a Nikon MCT225
X-ray CT system. The simulated scans are created by the use of an in-house computational
model and third-party commercial software. For both types of data, corresponding ground
truth annotations are prepared, including hand annotations for the real scans and STL mod-
els for the synthetic scans. Additionally, a Hessian-based Frangi vesselness filter for fiber
segmentation is implemented and open-sourced to serve as a reference for comparisons.

The influence of fiber characteristics (e.g. fiber orientation, fiber length distribution and the
percent composition in the final product) on the mechanical properties of SFRP composites is
of particular interest and significance for manufacturers [37]. These fiber characteristics are
affected by the processing conditions (melt temperature, mold temperature, packing pres-
sure and cooling time); therefore, reliable information about fiber characteristics is much
needed for the process optimization during the product development phase. In this chapter
we focus on the (single)-fiber segmentation of volumetric images which is needed for most
of the precise local measurements of SFRP composite characteristics. A binary segmentation
of fibers/non-fibers leads to a direct measurement of the fiber ratio in a volume. Moreover,
a single-fiber segmented volume can be used to retrieve the correct length and orientation
distribution in a volume.

A number of methods used for fiber segmentation are described in literature [31, 101, 135].
However, it is difficult to compare their performance. In order to judge the suitability of a
given algorithm for the task of fiber segmentation, it is necessary to have reliable measures
for the quality and accuracy of different methods. To address this problem we propose a
reference dataset on which a quantitative comparison of segmentation techniques can be
performed. Following the “Grand Challenge” [22] concept used in the medical imaging
community, we host the data in a similar framework. We provide a publicly available stan-
dard dataset of SFRP composite CT scans together with its ground truth and a set of metrics,
with which different fiber segmentation techniques may be verified. We use X-ray scans
of micro-injection molded parts from a commercially used SFRP material for a case study.
To support the hand-annotations, we develop a post-processing method for ground truth
preparation. Even with the use of our post-processing method, hand-annotating the data
is very time-consuming and results in only a low number of annotated fibers. Therefore,
we additionally create a computational model of SFRP composites. By using the model, we
perform a number of synthetic CT scans, which are provided in the dataset. The synthetic
scans are similar to the real data, and thus the same set of algorithms might be verified on
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them. For the evaluation criteria we use the Dice coefficient [43] and Adjusted Rand In-
dex [55], which are standard metrics commonly used to validate the quality of segmentation
techniques.

2.2.3 Related Work

There are many reference datasets available to compare different methods for various task
specific applications. The framework of the "Grand Challenge" organized by the Consor-
tium of Open Medical Image Computing is very popular in the field of image processing. At
the moment of writing this publication it is currently hosting 134 individual challenges [22]
(i.e. annotated datasets together with evaluation metrics and results of different algorithms).
One example of a successful and similar challenge to ours is the “VESsel SEgmentation in the
Lung 2012 challenge” [114] in which the participants were asked to segment vessels from CT
thorax scans. Due to the similar tubular-looking structure of vessels, the algorithms for fiber
segmentation are very similar to those for vessel segmentation. Acquiring scans in high reso-
lution is time consuming and costly. Therefore, in this work we consider only scans acquired
by a CT system with low (3.9 µm and 8.3 µm) resolution. The described baseline method has
been primarily designed for vessel segmentation. Thus the name Frangi vesselness filter.

Creating a model of a specimen is a common method of evaluating an algorithm. A similar
approach has been proposed to evaluate 3D fiber orientation algorithms based on X-ray
computed tomography models of SFRP [108]. This work however, omits the X-ray imaging
simulations. Similarly, Z. Bliznakova et al. proposed a computational model for carbon
fiber-reinforced polymers [9]. The model was later used in an entire pipeline for carbon
fiber-reinforced polymers modeling for X-ray imaging simulation together with a CT scan
simulation [122]. Unfortunately, to the best knowledge of the authors none of the models is
publicly available. In our work, we first create a geometrical model of SFRP composite, then
simulate an X-ray imaging and perform CT reconstruction of the simulated projections. Our
simulation is set up to match the parameters of the material used for the experimental scans
of the SFRP specimen on a Nikon MCT225 X-ray CT system.

2.3 Material and Methods

2.3.1 Dataset preparation

This section consists of the information about acquiring the two types of fiber composite
parts used for this work: a synthetic volume (computationally generated STL based model)
and a real part manufactured from micro injection molding process.

2.3.2 Manufacturing a composite part

The part we use for our dataset was manufactured by micro injection molding using PBT-
10% GF, a commercial polybutylene terephthalate PBT (BASF, Ultradur B4300 G2) reinforced
with short glass fibers (10% in weight). The main application of the material is a micro con-
nector which consists of multiple thin-walled features and demands for good dimensional
accuracy. In order to study the effect of fiber orientation on shrinkage behavior of the part,
we choose a simplified thin-walled plaque geometry of 10×10×0.35 mm3 (Fig. 2.1), which is
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FIGURE 2.1: Part used for this study. (a) Plaque geometry of 10 mm × 10 mm × 0.35 mm (the
circle indicate the enlarged area on the right side showing the thickness) and (b) the real part.

used to evaluate shrinkage and the orientation tensor using µ-CT according to the conven-
tional injection molding standards and methodologies proposed in the literature for thin-
wall parts [13, 3]. We choose The extremely small thickness of 0.35 mm to understand the
fiber orientation trends in thin-walled parts in comparison to relatively higher thicknesses
as reported in [86].

We use the state-of-the-art micro injection molding machine (Wittmann Battenfeld, MicroP-
ower 15) for the manufacturing of the plaque geometry (10 mm × 10 mm × 0.35 mm).
The machine is characterized by a separated 14 mm plasticizing screw and a 5 mm injec-
tion plunger. A mold heating system is implemented by using four electrical cartridges, two
for each mold half, and two thermocouples, in order to guarantee a stable mold temperature.
A maximum injection speed of 750 mm/s and a maximum clamping force of 150 kN is used
for the experiments.

2.3.3 Modelling a composite part

A synthetic fiber volume of known fiber distribution and orientation is generated with using
characteristics of a real material, which is also used in manufacturing a real part by means of
injection molding. The material selected for this study is a commercial grade polybutylene
terephthalate (PBT) compound (BASF, Ultradur B4300 G2) for microelectronics applications
(such as housings, plugs and micro connectors). It is reinforced with 10 % (in weight) short
glass fibers. PBT is a semi crystalline thermoplastic polymer that is characterized by high
shrinkage, making its processing critical in terms of dimensional accuracy. The introduction
of fibers further complicates the prediction of the material behaviour and thus arises the
need to understand the behaviour to achieve a desired dimensional accuracy. In order to
generate the virtual fiber model, the main a priori information is the fiber volume fraction
(FVF), which can be deduced from the equation (1) using the provided fiber weight fraction
(FWF) from the material specifications [98].

FVF =

[
1 +

ρ f

ρm

(
1

FWF
− 1
)]−1

(2.1)
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TABLE 2.1: Fiber properties used for modeling the synthetic volume used in this study.

Property Value

Fiber length 500 ± 100 [µm]

Fiber radius 6.5 [µm]

Density of glass fibers (S-glass) 2.54 [g/cm3]

Density of matrix (PBT) 1.31 [g/cm3]

Specimen dimensions 2× 2× 2mm3

FIGURE 2.2: X-ray CT measurement work flow.

where, ρm and ρ f are the density of matrix and fibers respectively (in g/cm3). The other fiber
properties required for the modeling are provided in Table 2.1.

It should be noted that, the purpose of using the material characteristics for the synthetic
volume is to have a comparable fiber volume content. However, the fiber length distribution
and orientation are not indented to be identical with the real injection molded part as it does
not affect the current investigation. The fiber length is sampled from a normal distribution
with a mean and standard deviation of 500 µm and 100 µm respectively. On the other hand,
the diameter is chosen as 13 µm, which is measured from a high resolution CT scan of a
micro pellet of PBT. The fibers are assumed as solid cylinders of fixed density (glass) with
given diameter and varied length. The surrounding matrix is created using a volume of (2
× 2 × 2) mm3 to match the fiber calculated fiber volume of 5.40 % ± 0.05 %.

2.3.4 X-ray CT: simulations and experiments

X-ray CT based characterization is an extensive task where a number of steps are involved
as mentioned in the Fig. 2.2. The final results depend on the selection of the scanning pa-
rameters which may need to be optimized considering the size and the material of the part.
The projections are then acquired with the optimized parameters and reconstructed into a
3D volumetric dataset and a surface is defined. In this work, projections are acquired in the
form of simulation of the scanning procedure for the synthetic fiber model and scanning the
manufactured part physically.

A metrological micro CT system (Nikon Metrology, X-Tek MCT 225) is utilized for acquir-
ing the projections for the manufactured composite part. The maximum permissible error
(MPE) for this system is given by: (9 + L/50) µm (where L is the measured length expressed
in millimeters) [14]. The metrological performances of the CT system is evaluated using
specific procedures and a fiber-based calibrated object [15, 84]. On the other hand, aRTist 2
(Analytical RT Inspection Simulation Tool) software package from BAM, Germany, is used
for simulation of acquisition procedure [60]. The generated STL model of fibers is uploaded
and embedded inside a cube geometry, which serves as the matrix. The material density and
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FIGURE 2.3: Schematic representation of the CT scanning layout for all the magnifications: 3D
view (a) and 2D view (b) (dimensions are in mm).

composition are required for the X-ray attenuation, which are used as reported in Table 2.1.
The detector and source parameters are set based on the characteristics of the Nikon MCT225
X-ray CT system. The detector size is set to 2048 × 2048 pixels with a pixel resolution of 0.2
mm. For the noise factor, the signal-to-noise ratio (SNR) of the air of a real experimental
projection is checked and adapted to the simulation.

The part placement for the scanning is schematically shown in Fig. 2.3. The source-to-
detector distance (SDD) is 1,177 mm and four different source-to-object distances (SOD) are
chosen, resulting in different magnifications (see Table 2.2) with corresponding resolution
defined by a cubic voxel (volumetric pixel). The four resolutions chosen during this study
are referred as best resolution (BR), high resolution (HR), medium resolution (MR) and low
resolution (LR) corresponding to the voxel sizes of 2.7 µm, 4 µm, 5.7 µm, and 8 µm respec-
tively. Higher resolution is achieved by placing the object closer to the source but at the cost
of smaller field of view (FOV). Only the low and medium resolutions (i.e. LR and MR) are
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TABLE 2.2: Different magnification settings.

SOD [mm] Voxel size [µm] Notation

15.69 2.7 BR

23.54 4 HR

33.62 5.7 MR

47.08 8 LR

TABLE 2.3: CT data acquisition parameters.

Factor Set-1 Set-2

Voltage [kV] 120 95

Current [µm] 71 74

Exposure time [s] 1.4 2.8

Number of Projections 2,000 1,800

Averaging (frames per projection) 4 2

Scanning time [min.] ∼190 ∼150

resulting into the full scan of the plaque geometry and the other two are partial scan which
is also termed as ROI scan as depicted in Fig. 2.3 b. In order to have a comparative study
of all the four resolutions a common ROI is considered as explained in Fig. 2.8. The X-ray
projections are acquired for a complete rotation cycle and subsequently reconstructed into a
3D volumetric data set. The CT scanning parameters are chosen with consideration of mate-
rial density and by analysing the grey value histogram on the projections. As mentioned in
Table 2.3, two sets of CT parameters are finalized to understand their effect on the results.

2.3.5 Generated fiber model

The proposed computational model of SFRP composite is set to match the fiber content of
5.40 %, which is calculated using the densities of glass fiber and PBT matrix. The orientation
vector (P) of a fiber is represented by polar (θ) and azimuthal angle (φ) in a spherical coordi-
nate system as described in Fig. 2.4 a; and the resultant φ and θ for the obtained fiber model
are shown in in Fig. 2.4 b and c.

2.3.6 Reference algorithm

As baseline reference, we propose to use a tubular structure enhancement filter [131]. Con-
cretely we employ a Frangi vesselness filter [36], which derives structural information from
the Hessian eigenvalues |λ1| ≤ |λ2| ≤ |λ3|. For computation of the Hessian, a number of
Gaussian second derivatives at scales σs are used. Gaussian kernels allow separable convo-
lution, which speeds up computation time. The Gaussian second order derivative of image



2.3. Material and Methods 15

TABLE 2.4: Synthetic fiber model statistics used in this study.

Attribute Explanation Value

Number of fibers n 6,628

Total fiber volume [mm3] nπr2lavg 0.432

Average length [µm] lavg 491.231

Fiber volume fraction [%] - 5.399

FIGURE 2.4: Description of fiber orientation under a polar coordinate system. (a) the polar co-
ordinates, (b) the histogram of orientation for the azimuthal angle φ (b) and the histogram of
orientation for the polar angle θ (c) of the the obtained computational fiber model.

I at scale σ and point x is given by

∂2 Iσ

∂x2 = I(x)
∂2G(σ, x)

∂x2 (2.2)

The Frangi vesselness filter [36] V(x) uses a combination of three measures to distinguish
structures in the image, and is given by

V(σ, x) =

0, if λ2, λ3 > 0

F, otherwise
(2.3)

F =
(

1− exp
(
−

R2
A

2α2

))
· exp

(
−

R2
B

2β2

)
· exp

(
1− exp

(
− S2

2c2

))
(2.4)
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where the first measure RB = |λ1|√
|λ2λ3|

quantifies deviation from a blob-like structure, the

second RA = |λ2|
λ3|

quantifies the difference between plate-like and cigar-like structures and

the third S = ||H||F =
√

Σiλ
2
i quantifies the presence of the background noise. α, β, c are real

valued positive parameters of the filter. The filter is finally embedded in a non-maximum
suppression multi-scale framework

V(x) = max
σ

V(σ, x) (2.5)

As baseline reference, we implement the 3D version of the Frangi vesselness filter. Addi-
tionally, for the local orientation distribution, a structure tensor based algorithm from the
2D implementation of ImageJ plugin OrientationJ [102] was implemented and extended to
3D. It serves as a support tool to evaluate additional statistics of the datasets.

2.3.7 Evaluation criteria

For evaluation criteria, we propose the two following common metrics [43, 55]. One for the
binary "fiber/non-fiber" segmentation task and one for the single-fiber segmentation task.

For the binary classification, we use the mean Dice Coefficient [43]. It compares the predicted
segmentation on a pixel level with the ground truth (labeled volumes). Defining the binary
ground truth labels as a cluster B and the corresponding predicted binary labels as a cluster
B′, the Dice coefficient index D is defined by

D(B, B′) =
2× |B ∩ B′|
|B|+ |B′| =

2× TP
2× TP + FN + FP

(2.6)

where the intersection operation is the voxel-wise minimum operation, and | · | is the integra-
tion of the voxel values over the complete image, TP is the true positive, FP false positive
and FN false negative. The score varies between 0 and 1, where 1 means a perfect match
between the algorithm output and the ground truth mask, and 0 complete mismatch.

For the instance (single-fiber) segmentation, we use the Adjusted Rand Index [55]. We find it
more informative in the context of SFRP data over the more common mean average precision
metric. Defining the ground truth labels as a cluster C = {C1, . . . , Ck} and the corresponding
predicted labels as a cluster C′ = {C′1, . . . , C′ l} , the Adjusted Rand Index Ra is of a form:

Ra(C, C′) =
∑k

i=1 ∑l
j=1 (

mij
2 )− t3

1
2 (t1 + t2)− t3

(2.7)

where mij = |Ci ∩ C′ j|, t1 = ∑k
i=1 (

|Ci |
2 ), t2 = ∑l

j=1 (
|C′ j |

2 ), t3 = 2t1t2
n(n−1) and n is the number

of voxels in the volume. The Rand Index varies from 0 to 1, where 1 means a perfect match
between the algorithm output and the ground truth mask.

For the baseline method, we implement and open source the 3D Frangi veselness filter [36].
For instance, our 3D Frangi vesselnes filter implementation achieves a score of 0.704 for the
task of binary segmentation on one of the synthetic volumes.
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FIGURE 2.5: Work-flow from fiber modeling to CT fiber analysis. (a) an STL model from the
computational model, (b) segmented fibers from a simulated CT scan, (c) orientation analysis on
the simulated part.

2.4 Results

2.4.1 Simulation results

The reconstruction of the CT projections is performed by use of the standard filtered back
projection (FBP) reconstruction algorithm implemented in the reconstruction module of the
commercial software VGStudio Max 3.0 (Volume Graphics GmbH, Germany). We use a
common thresholding (ISO-50%) [75] for determining the surface. Fiber analysis tool is uti-
lized for obtaining fiber orientation and fiber volume results for all the simulated scans. A
workflow for the analysis is shown in Fig. 2.5.

For fiber orientation, the mode "plane projection" is selected since it is best suitable when
injection molding parts with a preferred plane or surface of orientation are analysed. It
calculates the 3D orientations of the fibers, projects them into a user-defined plane and then
calculate the projected angle from the reference axis within that plane (see Fig. 2.5 c). The
fiber orientation tensor is extracted for better interpretation and plotted against the thickness
of the part; the results are shown in Fig. 2.6. The tensor has three principal components (A11,
A22, A33); only the first principal component (A11) is considered here for the comparison.
The results show almost identical behaviour as seen in Fig. 2.6 a; however, there are but
very negligible deviations from model values (Fig. 2.6 b and c). Overall, the CT settings and
selected resolutions are not significantly affecting the fiber orientation results which is very
interesting as the resolution is expected to affect the CT based analyses’ results considerably.
Furthermore, it is very useful, when a global analysis is required and/or it is not practically
possible to achieve very high-resolution due to part size. Nevertheless, it is suggested to
examine resolutions lower than eight µm.

On the other hand, the fiber volume content is greatly affected by the resolution, as visible
in Fig. 2.7. However, the effect of CT parameter settings is not so significant similar to the
fiber orientation. It becomes more evident in the segmented 2D slices taken at the center
of the part (Fig. 2.8) that the fiber content is overestimated at lower magnifications (for the
used algorithm of thresholding), which is due to the increased voxel size. Increasing the
voxel size (i.e. decreasing the spatial resolution) from 2.7 µm to 8 µm, results in a three times
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FIGURE 2.6: Analysis of the orientation tensors. (a) Fiber orientation tensor component for Set-1,
(b) the section view for Set-1, and (c) the section view for Set-2.

FIGURE 2.7: Analysis of the fiber volume. (a) Fiber volume content as a function of thickness for
Set-1, and (b) fiber volume content as a function of thickness for Set-2.

higher estimate in fiber content. In order to get comparable results it is recommended to use
a voxel size≤ 4 µm. It is also visible from the cross section that the error in volume is mainly
due to the overestimation of diameter.
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FIGURE 2.8: Visualisation of the segmented fibers at different scanning resolutions. 2D cross-
section shows the determined surface (in VGStudioMax) for the fibers at different resolutions in
different color.

2.4.2 Experimental results

The manufactured part is scanned in order to validate the simulation results; since both the
sets of CT parameters produced almost identical results for the virtual part, only the set-2
parameters are employed for scanning the real part due to its lower scanning time. The
part is scanned at all the four magnifications; however, the scanned area for the BR (2.7 µm)
and HR (4 µm) scans is partial due to the limited FOV, as explained in Fig. 2.3. Therefore,
a common area of (2 × 2) mm2 through the thickness is chosen for the analysis of all the
magnifications. The area is precisely selected at the center of the part as shown in Fig. 2.9.
For injection molded part, it is important to understand the fiber orientation in relation to
melt flow direction. The three components of fiber orientation tensor A11, A22 and A33 for
manufactured part are shown in Fig. 2.10, which represent the orientation in flow direction,
transverse direction and out-of-plane direction, respectively. The major concern here is to
see the effect of different CT resolutions on the measured fiber orientation tensor, thus the
obtained results for real part are in good agreement with the simulated results, as the reso-
lution is not significantly affecting the fiber orientation. However, the lowest resolution of
8 µm (LR) produces slight deviation in the transverse direction as compared to the identical
results of other three resolutions (MR, HR, BR); which could be explained by the fact that
further lowering the resolution might produce larger deviations. Therefore, it is concluded
that the resolution does not affect the fiber orientation results but up to a certain voxel size.

The fiber volume content results obtained on the real part for different resolutions are shown
in Fig. 2.11. The results follow similar trends, which were observed in the simulations. The
fiber volume content along the thickness direction is overestimated at a lower resolution. As
already stated, the increased voxel size results in significant error in the evaluation of the
fiber diameter, which is responsible for the large overestimation of the volume as visible in
the cross section in Fig. 2.8. However, a slight underestimation in the volume at the maximal
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FIGURE 2.9: ROI selection on the real part.

FIGURE 2.10: Fiber orientation results obtained from the real part for all four magnifications: (a)
component A11 (along the flow direction) (b) component A22 (along the transverse direction) and
(c) component A33 (out-of-plane direction).

resolution is to be noticed in both the simulation and real scans (Fig. 2.12 a). This behaviour
can be explained by the increased X-ray image blurring at higher magnification and the
resulting shift of the surface determination towards the material side [75].

2.4.3 Open dataset of SRFP CT scans

We provide a public dataset for evaluating (single)-fiber segmentation techniques. The pro-
vided scans exhibit typical artifacts and limited resolution. As discussed in the previous
chapter we decide to divide the dataset into two main parts with one part containing the
real experimental CT scans of SFRP composites and the other containing synthetic CT scans.

At the time of creation of this dataset only MR (3.9 µm) and LR (8.3 µm) scans were avail-
able. Because it is impossible for humans to annotate fibers at LR (fibers are too small), we
hand-annotated volumes at MR, and use these labels for LR scans after registration. The
annotations are further post-processed in order to create the segmentation ground truth.

The synthetic data contains simulated scans of SFRP by using computational model. There-
fore, for the synthetic volumes a perfect ground truth is known. Both types of data are
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FIGURE 2.11: Fiber volume content results obtained from the real part for all four magnifications.

FIGURE 2.12: The obtained fiber volume content as (a) a function of voxel size and (b) the esti-
mated error in diameter as a function of voxel size.

provided with training and test sets with corresponding labels (post-processed hand anno-
tations for the real data and STL models for the simulated data). The annotations are only
available for the training datasets, whereas the annotations for the test data are kept hidden
from the public. The algorithms may be trained and initially verified on the training dataset,
but the final score is computed and evaluated on the organizers’ side with the use of the
hidden ground truth and labels. Example slices of the data can be seen in Figure 2.13 (a) and
(b).

Real experimental data

As described in the previous chapter, the fibers in the material have a diameter of 10 µm to
14 µm and are approx. 1.1 mm in length. The experimental scans are acquired on a Nikon
MCT225 X-ray CT system. The scans are performed in both MR and LR with isotropic res-
olution and the corresponding voxel sizes are 3.9 µm and 8.3 µm respectively. The MR data
is further hand annotated by the Knossos labeling tool [49]. During the annotation process,
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(a) (b)

(c) (d)

FIGURE 2.13: Example slices of the data together with its corresponding ground truth (the ran-
dom coloring has been added for visualisation purposes. (a) Slice from a real HR experimental
data, (b) corresponding hand made annotated segments after post-processing, (c) slice from a
synthetic HR data, (d) corresponding slice of the STL model.

each fiber gets a different index, which is a unique ID number. The annotation process took
around one hour per 200 fibers per annotating person.

This includes annotation of particles, which may be used as false positives examples in the
future. Each fiber or a particle is annotated as a set of connected points (i.e. one polygonal
chain per fiber). Currently we provide 8,000 fiber annotations for two regions of two scans
in MR (around 4,000 annotations per volume) and corresponding, registered LR scans.

As the annotations from Knossos are single connected points, we develop a post-processing
script to convert it into a volume of annotated segments. The steps of the pipeline are as
follows. First, the 3D version of Bresenham’s line algorithm [12] is used on the hand-labeled
polygonal chains. The algorithm draws straight lines on a 3D grid and renders them into
a volume. In the next step the lines are used as seeds for the 3D region growing segmen-
tation algorithm [125] which is applied on the input volume (real volumetric data). The
region growing stopping criteria has to be set manually and the value depends on the data.
The resulting output is the desired volume of annotated segments. In this way, each ex-
perimental scan has a corresponding volume with ground truth voxel labels. That is, the
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(a) (b)

(c) (d)

FIGURE 2.14: The post-processing pipeline steps. For the visualisation purpose each fiber has a
random color. (a) Zoomed region from a slice of real volumetric data, (b) the Knossos polygonal
chains rendered as voxels, (c) rendered lines after 3D Bresenham’s line algorithm, (d) rendered
annotated segments after 3D region growing.

annotated voxels have corresponding index value for voxels assumed to contain fibers or
value 0 for the background (not fibers). Figure 2.14 presents example slices from the pipeline
correspondingly. We implement Bresenham’s line algorithm in Python and used the VIGRA
implementation of the 3D region growing algorithm [67].

Synthetic data

Since the hand-annotated data is limited, we can greatly extend the number of volumes in
the data; and the quality of the hand- annotations may raise a discussion. Therefore, adding
synthetic scans to this study provides a number of advantages. First, there are more anno-
tated volumes without the need of manual annotations. Second, having the computational
model allows us to have the perfect ground truth for the synthetic scans in comparison to
hand-annotations on the real scans. The synthetic scans are based on a computational SFRP
composite model generator, which has been written by use of an in-house software. We
wanted our synthetic scans to have similar parameters to the real scans. The settings of the
model is set to mimic the characteristic of the PBT-10%GF material [38]. For the X-ray imag-
ing simulation of a scan, we use the software package aRTist 2 [6]. We design the source and
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the detector to match the parameters of the Nikon MCT225 X-ray CT system [92]. The pro-
posed computational model of SFRP composite is set to match the fiber content of 5.4±0.5%
of the entire volume (that is around 10% weight fraction). We create the SFRP composite
model by defining each fiber in the model as a thin cylinder with a fixed radius at a random
orientation, position and with a random length. For this work, we set the volume of the
composite to be a 2 mm3 cube. The radius is set to 6.5 µm and the length is sampled from
a normal distribution with mean of (500± 100)µm (see 2.1). The algorithm for the model
creation works in an iterative way. Once the desired dimension of the synthetic volume is
defined (the dimensions of a cube), the algorithm tries to fit randomly created fibers inside
it. At the end of each successful iteration (i.e. an iteration after which a fiber is added to the
model), the fiber ratio is calculated based on the provided densities of the fiber and epoxy
material [98]. For instance, in the example in Table 2.5, out of 150,000 randomly generated
fibers only 6,628 fit into the cube. The algorithm stops when the desired fiber ratio or the
maximum number of attempts is reached. If the fiber has been generated inside the cube,
and fits in such a way that it does not overlap with the previous fibers, it is saved as a set
of points defining its surface. Because of this fitting process, the fibers are forced to be al-
most parallel to the surface of the cube the closer they are to its surface. Computation time
depends on the properties of the model. The higher the desired content ratio of fibers the
longer it takes to create the model. For the properties described above, preparation of one
computational model takes around six hours of computational time on single i7-8750 CPU.
Example parameters for a single model and resulting statistics are presented in Table 2.5.

For the X-ray imaging simulations, we use the generated STL model of fibers and embeds it
inside a cube geometry, which is used as epoxy matrix. The densities of glass fibers (2.54
g/cc) and the surrounding epoxy matrix (1.31 g/cc) are set to the characteristics of the
PBT-10%GF material [65] (see 2.1). The synthetic scans are also simulated with isotropic
resolution in LR (8.3 µm) and MR (3.9 µm). The source-object distance (SOD) and source-
detector distance (SDD) were set to 23.36 mm and 1177.08 mm for the MR and 48.96 mm and
1176.96 mm for the LR respectively. In both MR and LR settings, we use four projections to
average and performed in total 2,000 projections per model. The detector and source pa-
rameters are the same for LR and MR settings and are similar to the characteristics of the
Nikon MCT225 X-ray CT system. The detector size is set to 2,048×2,048 pixels, with pixel
resolution of 0.2 mm. The voltage is set to 120 kVp, and the current to 71 µA. For the noise
factor, we check the signal to noise ratio (SNR) of the air of a real experimental projection
and match it to our simulation. The reconstruction is performed by use of the standard CT
filtered back projection (FBP) reconstruction algorithm implemented in the CT Reconstruc-
tion module of the commercial software VGStudio Max 3.0 [124]. Fig. 2.13 (c) and (d) show
one slice of the synthetic scan and the corresponding STL model. The STL model serves as a
ground truth for the resulting volume. In order to get a binary mask the STL models are ren-
dered into binary volumes. The entire simplified process of synthetic volume preparation
from the computational STL model is presented in Figure 2.15.

2.5 Conclusion

The major advantage of CT technique is its non-destructive nature, though which is partially
true when high resolution is required and the part is larger than the field of view. Thanks
to the simulation study, it is evident that the fiber orientation results are not significantly
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TABLE 2.5: Synthetic model parameters and resulting STL model statistics.

Resulting model statistics

Number of fibers 6,628

Average length 0.491 mm

Total fiber volume 0.432 mm3

Max length of a fiber 0.898mm

Min length of a fiber 0.126mm

Entire volume 8mm3

Fiber content volume 0.432mm3

Fiber volume fraction 5.40%

FIGURE 2.15: Sketch of the synthetic volume preparation. The computational model of SFRP
in STL format is used in combination with the commercial simulated x-ray imaging software
to produce a number of projections. The projections are reconstructed with the standard FBP
algorithm implemented in VGStudio Max.

affected by the resolution (for the tested range up to 8 µm) and the employed CT settings.
This observation was confirmed by the experimental results from the real part. On the other
hand, the fiber volume is greatly affected by the voxel size of the CT data, e.g. 300 % over-
estimation of fiber volume for voxel size 8 µm in simulation. Similar results have also been
obtained from the experiments on the real part: which show a good agreement with the ref-
erence (up to a voxel size of 4 µm) and then large deviations in both the simulated and real
part results are witnessed. It was also demonstrated that the error in volume measurement
can be compensated with the known fiber length, diameter and number of fibers. Further-
more, it can be concluded that the effect of the spatial resolution on the fiber orientation
results is negligible for the voxel sizes up to 8 µm). Therefore, a large area of the part or the
full part (as per the requirements) can be considered for the fiber orientation analysis. How-
ever, the CT based fiber volume content analysis is very sensitive to the resolution, therefore,
the resolution should be chosen carefully.

We provide a dataset of SFRP composite CT scans for quantitative comparison of segmen-
tation techniques together with evaluation metrics. The dataset is designed and prepared
in order to evaluate (single)-fiber segmentation algorithms. However, both its real and syn-
thetic part may be used outside the framework of the challenge. For instance, one can use
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the synthetic data and its corresponding model to evaluate algorithms, which measure the
local orientation distribution. For the real part, we design and implement a post-processing
pipeline for the Knossos – polygonal chain annotations. For the synthetic part, we design
a computational model of SFRP and use it in combination with third-party computer simu-
lated X-ray imaging software. Additionally, we propose a base-line algorithm for the task of
fiber segmentation and its implementation. The post- processing pipeline might be extended
and used on its own to measure statistics like length or orientation distribution for a small
subset area of a CT scan.
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Chapter 3

Fully Convolutional Deep Network
Architectures for Automatic Short
Glass Fiber Semantic Segmentation
from CT scans

3.1 Outline

We present the first attempt to perform short glass fiber semantic segmentation from X-ray
computed tomography volumetric datasets at medium (3.9 µm isotropic) and low (8.3 µm
isotropic) resolution using deep learning architectures. We perform experiments on both
synthetic and real CT scans and evaluated deep fully convolutional architectures with both
2D and 3D kernels. Our artificial neural networks outperform existing methods at both
medium and low resolution scans. Work from this chapter has been published in the Inter-
national Conference on Industrial Computed Tomography (iCT) 2018 proceedings [70].

3.2 Introduction

Reliable information about fiber characteristics in short-fiber reinforced polymers (SFRP) is
much needed for the process of optimization during the product development phase. The
main characteristics of interest are fiber orientation, fiber length distribution and the percent
composition in the product. The influence of these characteristics on the mechanical prop-
erties of SFRP composites is of particular interest and significance for manufacturers. The
recent developments of X-ray computed tomography (CT) for nondestructive quality con-
trol enabled the possibility to scan the materials and retrieve the 3D spatial information of
SFRPs. In recent years, deep learning methods have revolutionized various fields to which
they have been applied. In computer vision, fully convolutional networks (FCN) have be-
come the architecture of choice for the task of semantic segmentation [118]. In particular,
FCNs have also been successfully applied to a number of medical 3D X-ray datasets [110].
This motivates us to apply these ideas to the task of fiber semantic segmentation of SFRP.
Semantic segmentation is the task of assigning each voxel a label out of a predefined set of
categories. The problem of fiber semantic segmentation is therefore a binary classification
with ’fiber’ and ’non-fiber’ categories. This information can be used for further analysis like
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single fiber segmentation or directly to compute the fiber volume ratio and consequently the
fiber weight in a specimen. However, the spatial resolution of a scan is a limiting factor and
makes it difficult for the standard segmentation methods to work properly. The currently
used methods have difficulties with fibers that are approx. two voxels in diameter or less.
The glass fibers we use are approx. 13 µm in diameter. Therefore, we consider scans at a
medium resolution (MR) of 3.9 µm, which is a limit for which the standard methods work
reasonably well, and a low resolution (LR) of 8.3 µm for which standard methods usually
fail. We implement and evaluate a residual [47] version of a FCN with 2D and 3D kernels.
Both networks are capable of segmenting fibers better than our baseline algorithms. We
also find that training on synthetic volumetric data, but predicting on real scans gives good
results. This supports the argument that one does not need a large amount of annotated
data to train the networks. We compare our results with Otsu thresholding [96], Hessian
based Frangi vesselness measure [36], and our internal implementation of a classical ma-
chine learning setup with a random forest [11] using a set of predefined features.

3.2.1 Related Work

One of the easiest and most widely used algorithms for semantic segmentation is Otsu
thresholding [96], which is a gray value based histogram method. The reliability of global
histogram-based methods is limited due to noise and brightness variations over the im-
age. To overcome this problem, slice-wise circular Hough Transform or Circular Voting [31,
101] can be used. These methods take advantage of the geometrical information about the
scanned part, e.g. the radius of a tubular structure, in order to search for circular or ellip-
tical structures in 2D slices. However, these algorithms do not scale well to 3D data. The
most common methods to segment tubular-looking structures in 3D data use Hessian based
filters. One of the first Hessian based methods, Frangi vesselness filter [36], was initially
developed for segmenting vessels in biomedical images and is now commonly used as a
preprocessing step on 3D CT data. For fiber-reinforced polymers, a priori information such
as the radius of fibers or expected orientation distribution can be incorporated into the al-
gorithm. The method developed by Zauner et al. [135] is a good example of using a priori
knowledge dedicated to the analysis of fiber-reinforced polymers.

3.3 Material and Methods

3.3.1 Network Architecture

For this work, as mentioned in the introduction, we decide to use the framework of fully
convolutional architecture with residual units. A residual unit consists of two convolutional
layers followed by a batch normalization and a non-linearity layer. We do not use pooling
layers in our architectures, not to decrease the resolution of already very small fibers. For
non-linear functions we decide to use the standard rectifier linear unit. We evaluate a slice-
wise 2D and a 3D model. We also compare a relatively shallow deep model and a deeper
version of it (with more convolutional layers). We term these models as a “Shallow model”
and a “Deep model”. The example diagram representation of these models is shown in
Figure 3.1.



3.3. Material and Methods 29

ResBlock3D
(32, 64, 3x3x3)

Input
(1, 64x64x64)

ResBlock3D
(1, 32, 3x3x3)

conv3D
(64, 2, 1x1x1)

Output
(2, 64x64x64)

Input
(1, 64x64x64)

Input
(X, WxHxD)

ReLU

conv3D
(X, Y, 3x3x3)

conv3D
(Y, Y, 3x3x3)

ReLU

Output
(Y, WxHxD)

+

ResBlock3D
(1, 16, 3x3x3)

ResBlock3D
(16, 32, 3x3x3)

ResBlock3D
(32, 64, 3x3x3)

ResBlock3D
(64, 128, 3x3x3)

ResBlock3D
(128, 256, 3x3x3)

conv3D
(256, 2, 1x1x1)

Output
(2, 64x64x64)

Shallow model Deep model ResBlock3D

(b)

(c)

(a)

FIGURE 3.1: Diagram representation of the models used for learning from 3D MR patches. (a)
Shallow model and (b) Deep model version of the architecture. In both cases the input is a one-
channel block of dimension 64× 64× 64. Going through the network, the number of channels
increases creating a feature maps of the patch. It is done by convolving the input with a number
of 3× 3××3 kernels (weights) inside the residual blocks (ResBlock3D). The final convolutional
layer maps the last feature maps into a two-channel output. One for the fibers, and another for the
background (epoxy). c) The architecture of a residual block. It consist of two convolutional layers
with a non-linearity in between and an identity connection. X is the number of channels of the
input, and Y is the desired number of channels on the output. W, H and D are correspondingly
width, height and depth of a patch.

3.3.2 Dataset

We use a publicly available dataset of CT scans of SFRP [69]. The parts from which the
dataset was created are manufactured by micro injection molding using PBT-10% GF, a com-
mercial polybutylene terephthalate PBT (BASF, Ultradur B4300 G2) reinforced with short
glass fibers (10% in weight). The real scans are acquired by a Nikon MCT225 X-ray CT sys-
tem. The synthetically modeled scans are generated by our own software. The synthetic
scans have the same resolution, same fiber diameter and fiber density as the real scans, but
different orientation and length distribution. Finding the length and orientation of fibers is
out of the scope of this work. Since the orientation of the fibers in real scans was unknown,
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TABLE 3.1: The summary of the data used in this work.

Resolution Dimensions [voxel]

Real MR 1 3.9µm 200× 260× 260

Real MR 2 3.9µm 200× 260× 260

Synthetic MR 1 3.9µm 627× 586× 594

Synthetic MR 2 3.9µm 635× 603× 619

Synthetic LR 1 8.3µm 323× 340× 349

Synthetic LR 2 8.3µm 323× 307× 424

we decide to model the synthetic scans with uniformly oriented fibers. We use two synthetic
and two real CT scans, where each volume has corresponding binary ground-truth anno-
tations with voxels annotated as fibers. The real scans are provided only in MR, while the
synthetic are in both MR and LR. All scans have isotropic resolution. The summary of the
data is shown in Table 3.1.

3.4 Results

First we compare the performance of the deep neural networks with the standard methods,
then we examine different setups of the model. We evaluate a 2D versus 3D version of the
model and the influence of the number of the convolutional layers (residual blocks). For all
experiments we use the Dice score as the evaluation metric for quantitative comparisons as
proposed in [69].

3.4.1 Training details

All models are limited to 8,000 training iterations with a batch size of three. We use the
standard Adam optimizer [64] with a standard learning rate of 0.001. All volumes in the
dataset are normalized to have unit variance and zero mean. The patch size of the training
data is set arbitrarily, and kept to cover the same region for MR and LR volumes. The patch
size is limited by the memory of a GPU board used for training the network, that is why
we use smaller patches for the 3D models. The LR models are trained on 32×32 patches in
the 2D version and 16×16×16 volumetric patches in the corresponding 3D version, while
the MR models are trained on 64×64 patches in the 2D version and 32×32×32 volumetric
patches in the corresponding 3D version. For data augmentation, patches are randomly
flipped and rotated (by 90◦, 180◦ or 270◦) during the training phase. While the training
is performed on subpatches of a volume, the evaluation is performed and reported on the
entire testing volume. The models are implemented in PyTorch [99] and trained on a single
GPU Titan X in Pascal architecture with 3,584 CUDA cores and 12 GB of memory.
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FIGURE 3.2: Visualization of performance of different methods on a synthetic test scan at MR
(first row) and LR (second row). The first column shows a cropped region of a slice of the volume.
The following columns correspond to the output of the following algorithms: (3D DL) 3D deep
learning network, (2D DL) 2D deep learning network, (RF) random forest, (H) vesselnes measure
using Hessian eigenvalues, (O) Otsu thresholding. White color means the output matches the
fiber (True Positive), black means the voxel is correctly assigned as a polymer (True Negative),
green means the algorithm assigned a voxel as a fiber while it was not (False Positive), orange
means that a voxel belongs to a fiber, but the algorithm wrongly assigned it as a polymer (False
Negative).

3.4.2 Comparison with standard methods

We perform the comparison on one volume (either MR or LR) and evaluate on another one.
If the method does not require learning we simply report its performance. We provide the re-
sult of finding the best threshold on the particular volume based on the groundtruth, which
is the upper boundary for threshold based algorithms. In this experiment we use only the
deep models for comparison. An example visual comparison of the methods is shown in
Figure 3.2. For the MR data Otsu thresholding, depending if the data is synthetic or real, is
close to the optimal threshold (which is not known a priori). Otsu thresholding is sensitive
to the histogram distribution of voxel intensities and in a result, because of slightly different
statistics of the synthetic volume, it is not able to find a good threshold for it. The Hessian
based method works better on the synthetic data than Otsu and worse on real data. We
reason that it is so, because fibers in the synthetic data are randomly oriented straight tubes,
and therefore have less touching points compared with real data. Random forest, which uses
a set of standard features (Gaussian smoothing, Gaussian gradient magnitude, Laplacian of
Gaussian, eigenvalues of Hessian of Gaussian and eigenvalues of structure tensor) produces
better results than the Hessian based technique and works better for the synthetic data than
Otsu. Deep neural networks outperform the other methods in terms of Dice score at both
MR and LR settings when trained on a volume with similar statistics. Especially at LR, deep
models achieve a much better result. Deep neural networks perform similarly to Otsu best
performance in terms of Dice score for the real MR 1 scan when trained on a synthetic vol-
ume. The 3D version of the deep model is working as well as the 2D slice-wise version for
MR data, but is significantly superior at LR data.

Results gets more interesting for the LR data. Even the best possible threshold is far from
being acceptable. As a result, the Otsu thresholding performs the worst. The Hessian based
method has difficulties at low resolution, because fibers are getting closer to each other as the
resolution decreases and therefore have more touching points. The trainable random forest
works better than both Otsu and Hessian, but it is not able to find as good a representation
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TABLE 3.2: Performance of various methods. We compare the Otsu thresholding (O), Hessian
based filtering (H), Random Forest (RF), proposed 2D Deep Learning (2D DL) and 3D Deep Learn-
ing (3D DL) approach. "R" and "S" next to either MR or LR stands for "real" and "synthetic" data,
respectively. The trainable methods were learned on Real MR 1, Synthetic MR 1 or Synthetic LR
1. Results in Dice score. The best threshold is known in advance from the groundtruth and is
provided as the upper boundary for the Otsu thresholding. The highest achieved Dice scores for
particular evaluation volumes are bolded.

Dice score of prediction

Evaluation

volume

Training

volume

Best

threshold
O H RF 2D DL 3D DL

R MR 2
R MR 1

0.993 0.892 0.671
0.957 0.986 0.979

S MR 1 0.796 0.903 0.881

S MR 2 S MR 1 0.875 0.657 0.767 0.857 0.885 0.898

S LR 2 S LR 1 0.505 0.289 0.374 0.536 0.750 0.837

as neural networks. Random forests are limited by features chosen and hand-designed be-
forehand. Neural networks are clearly outperforming the rest. See the results for both MR
and LR in Table 3.2.

3.4.3 Variations of the deep learning architecture

We compare four slightly different setups of deep networks. We train the shallow and the
deep version of the deep residual network architecture in both 2D and 3D variants (see
Figure 3.1) on real MR 1, synthetic MR 1 and synthetic LR 1 and evaluate on the other corre-
sponding volumes. We discuss the performance and the capability of a network to general-
ize. The results are in Table 3.3.

3.4.4 Highest score

To achieve the highest Dice score one has to train the network on an identical volume with
similar statistics to the evaluation volume. For example, regardless the architecture, all net-
works achieve a Dice score of approx. 0.980 when trained on Real MR 1 and evaluated on
Real MR 2. This is considerably better compared with standard methods. The same holds
for training on Synthetic MR 1 and evaluating on Synthetic MR 2. When evaluating on the
MR data, it seems that it is enough to use a 2D version of a network, with the 3D version
not always working better. The deep version is usually only very slightly increasing the
performance. Might be that the resolution is high enough that simple low level features al-
ready provide a high accuracy prediction. It is also easier to train it in a 2D setup, because
of a lower number of trainable parameters. For LR data it is no longer the case. We find
that already the shallow 2D version of the deep network is performing better than the other
standard methods at LR. The deep 3D version is achieving the highest Dice score among
the other architectures. This means, that accurately processing short-glass fiber data at LR
requires a richer feature representation.
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TABLE 3.3: Comparison of different deep learning setups. Trained on real MR 1, synthetic MR 1
and LR 1. Results in Dice score. The highest achieved Dice scores for particular pair of evalua-
tion and training volumes are bolded. "R" and "S" next to either MR or LR stands for "real" and
"synthetic" data, respectively.

Dice score of prediction

Evaluation

volume

Training

volume
Shallow 2D Deep 2D Shallow 3D Deep 3D

R MR 2
R MR 1 0.980 0.986 0.983 0.979

S MR 1 0.928 0.903 0.876 0.881

S MR 2
R MR 1 0.775 0.774 0.801 0.788

S MR 1 0.875 0.885 0.895 0.898

R MR 1 S MR 1 0.929 0.904 0.873 0.885

S MR 1 R MR 1 0.787 0.789 0.818 0.802

S LR 2 S LR 1 0.630 0.750 0.803 0.837

3.4.5 Generalization

To evaluate the network capabilities to generalize we train the network on volumes with dif-
ferent statistics than the evaluation volume. When trained on Synthetic MR 1 and evaluated
on Real MR 1 or 2 the scores are still higher or similar to standard methods. The network
trained on Synthetic MR 1 generalizes much better compared to training on Real MR 1 (and
evaluate on Synthetic MR 1 or 2). From that we conclude that when one does not know the
statistics of the evaluation volume it is better to train the network on synthetic data than on
real. Networks seem to overfit to certain directions when trained on Real MR 1, while fibers
in our Synthetic MR data are uniformly oriented. When trained on Real MR 1 and evaluated
on Synthetic MR 1 we can see that the 3D version is better at generalization. From this we
conclude that the 3D features are more general, and harder to overfit. We do not note a gain
in performance by using a deeper version of the 3D architecture. Unfortunately, at the time
of writing this chapter we do not have manually annotated data for real LR so we could not
have done the same for real scans. Because of the same reason we cannot evaluate how well
the network generalizes to real volumes (with different statistics).

3.4.6 Time evaluation

Lastly, we take a look at the computational effort. We use single Nvidia GPU Titan X in
Pascal architecture. Training and evaluation time for a 2D is considerably shorter than 3D.
The same holds for deep vs. shallow architecture. For the 2D architecture, the network
is predicting one slice at a time. In the 3D setup the network is predicting one patch at a
time. These patches are overlapping and the final output is a mean output of patches. These
timings could be optimized but it is out of scope of this thesis. See Table 3.4 for example
timings for synthetic MR data.
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TABLE 3.4: Time table of computational effort comparison of training and evaluation. Trained on
a Synthetic MR 1 with 8,000 iterations and 3 patches per batch. It is evaluated on Synthetic MR 2
(635× 603× 619 [voxel]).

Shallow 2D Deep 2D Shallow 3D Deep 3D

Training 173 [s] 228 [s] 400 [s] 2,467 [s]

Evaluation 17 [s] 49 [s] 184 [s] 1,183 [s]

3.5 Conclusion

We show that deep neural networks outperform other methods at LR and MR when prop-
erly trained and achieve the state- of-the-art. In the case of LR data, deep neural network
is the only technique producing accurate results. In contrast to Otsu thresholding they are
robust to changes in the histogram of intensity, and should produce results at least as good
as Otsu. The benefit of using them in comparison with standard machine learning algo-
rithms is the fact that they are capable of adapting the learnable features to the data. We also
demonstrate that the network does not require a lot of real hand-annotated data in order to
learn a working representation. It is possible to learn the network entirely on a synthetic
volume. That means, if one does not want to spend time on annotating data, it is safe to use
synthetic volumes at the cost of accuracy in segmentation and still have a higher accuracy
than the standard methods.
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Chapter 4

Instance Segmentation of Fibers
from Low Resolution CT Scans via
3D Deep Embedding Learning

4.1 Outline

We propose a novel approach for automatic extraction (instance segmentation) of fibers from
low resolution 3D X-ray computed tomography scans of short glass fiber reinforced poly-
mers. We design a 3D instance segmentation architecture built upon a deep fully convolu-
tional network for semantic segmentation with an extra output for embedding learning. We
show that the embedding learning is capable of learning a mapping of voxels to an embed-
ded space in which a standard clustering algorithm can be used to distinguish between dif-
ferent instances of an object in a volume. In addition, we discuss a merging post-processing
method which makes it possible to process volumes of any size. The proposed 3D instance
segmentation network together with our merging algorithm is the first known to authors
knowledge procedure that produces results good enough, that they can be used for further
analysis of medium resolution fiber composites CT scans. Work from this chapter is pub-
lished in the British Machine Vision Conference (BMVC) 2018 proceedings [71].

4.2 Introduction

As discussed in the previous chapter, the methods currently in use are usually based on hand
designed features. Since fibers can be described as long tubular objects, the most widely
used family of fully-automatic methods is based on Hessian eigenvalues, like the Frangi
vesselness filter [36]. Using a set of Hessian based filters at a number of scales, a confidence
map of fiber occurrence can be produced.

4.2.1 Related work

To extract individual fibers, a template matching [101] [31] or a watershed splitting and
skeletonisation technique [117] [136] is then applied. However, the performance of these
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FIGURE 4.1: Sketch of the proposed method. The network is processing overlapping sub-volumes
of the input volume. For each sub-volume a semantic segmentation mask and an embedding is
produced by a deep network. A clustering method is then applied on the segmented regions of
the embedding representation producing clusters corresponding to individual fibers. Fibers are
then mapped back to the spatial domain. The overlapping instance sub-volumes are then merged
into an output volume.

methods degrades severely if the resolution is too low and fails to produce meaningful re-
sults [69]. We show a deep learning based method superiority over Hessian based tech-
niques to produce more accurate results for semantic segmentation of fibers at low CT res-
olution [70]. In this chapter we tackle the problem of instance semantic segmentation, or
single-fiber segmentation.

Deep learning architectures are successfully applied to semantic segmentation problems for
both natural 2D images and 3D CT volumes [118] [19]. Similar solutions are found for the
problem of 2D instance segmentation. Faster R-CNN [106] and the Mask R-CNN [46] ar-
chitectures are examples of region-proposal-based techniques which are the state-of-the-art
for common scene-understanding datasets like COCO [79] or ImageNet [23]. However, it is
not clear how this approach can be extended to 3D volumetric data with densely packed ob-
jects like fibers in SFRP. This is why for our 3D problem, we opt for alternative deep learning
methods for instance segmentation. There are numerous works in which authors try to come
up with different ideas for 2D datasets. An interesting idea that could be extended to 3D vol-
umes is proposed by [4] to reformulate the problem of instance segmentation into learning a
mapping to watershed energy. Then, for the final output, a Watershed transform is applied
to get the instances. Unfortunately, this method is not applicable to our problem, because
fibers are usually too thin to have a border. Another promising idea proposed by [109] is to
combine convolutional neural networks (CNN) with recurrent neural networks (RNN). The
recurrent structures can be then used to keep track of objects that have already been found,
and exclude these regions from further analysis by the algorithm.

In this work we propose a novel deep learning architecture for automatic extraction (instance
segmentation) of fibers from low resolution (or even medium in our notation) 3D X-ray
computed tomography scans of short glass fiber reinforced polymers. The sketch of the
method is presented in Fig. 4.1.

We explore and discuss the performance of the presented method achieved by training on a
low resolution SFRP CT scan and compare it to a standard watershed splitting and skeleton-
isation technique. We test the importance of the semantic segmentation branch by replacing
it with a ground truth semantic segmentation. To the best of our knowledge, this is the
first attempt of using deep embedding learning for the task of instance segmentation on a
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3D volumetric data. The proposed method is also the first to successfully retrieve single-
fiber segmentation from a low resolution SFRP CT scan, while the outcome of the standard
methods is producing unacceptable results. We base our method on an embedding learning
approach [129] [10]. The idea is to use a special embedding layer which is placed at the
end of a given deep network. The network is then trained by using a special loss function
on the final embedding layer which encourages special structure in the embedding space:
pixels belonging to the same class should be close, whereas pixels belonging to different
classes should be far apart (in the Euclidean metric of the embedding space). The method
as a learnable loss function has been first mentioned by [129], and was then used with some
modifications in the deep learning architecture of [10] and [32]. These methods achieved
competitive performance on 2D datasets compared with the R-CNN based state-of-the-art.

In the problem of fiber segmentation, the network learns a mapping of each voxel and its
surrounding from the input to an embedding space in which voxels belonging to one fiber
are separated from voxels belonging to another. Unfortunately, there is one drawback to this
method. Such a network is capable of processing only one small sub-volume of a volume
at a time because of memory limitation. Each time the network processes a sub-volume it
assigns an arbitrary index to a fiber region. Because of that, we cannot perform a simple
merge as it is usually done for a semantic segmentation problem, where the output is a
probability of being an object of a certain class. For a semantic segmentation mask one can
take a simple average over overlapping regions in order to merge sub-volumes into a full
volume. Therefore, in order to produce an instance segmentation for a full CT scan, we
propose a post-processing algorithm, which merges the overlapping predictions of small
blocks into a consistent prediction for the entire CT scan during the prediction phase.

4.3 Material and Methods

Similar to the work of [10], we extend the Fully Convolutional Network (FCN) architec-
ture [118] designed for semantic segmentation tasks to produce embeddings by using an
extra output. The extra output could be attached at the very end of the backbone of the se-
mantic segmentation network as in [91], but in our setup we decide to use two sub-networks.
One is responsible for computing the semantic segmentation mask, and the other for com-
puting the embedding of voxels. The network can be trained separately for embedding and
semantic segmentation using corresponding outputs or trained together for both tasks at the
same time. We refer to the two sub-networks as semantic segmentation branch and embedding
learning branch. The semantic segmentation branch outputs a confidence map that a given
voxel belongs to any fiber or not. The embedding learning branch outputs voxels coded in
the embedding space. During the training phase, the architecture is trained only based on
outputs from the semantic segmentation branch and the embedding learning branch using
specified loss functions.

During the prediction phase a clustering step generates clusters corresponding to individual
fibers. The clustering method is applied to the embedded voxels which have a high confi-
dence of being a fiber based on the output from the semantic segmentation branch. The
outputs from the two branches and the region on which the clustering is computed are pre-
sented in Fig 4.2. The clusters are then mapped back to the spatial domain creating a label
volume, where each voxel is assigned an integer label corresponding to the fiber instance it
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(a) (b)

(c) (d)

FIGURE 4.2: Visualization of the network outputs. (a) Slice of an input volume patch. (b) Cor-
responding slice from the semantic segmentation output. (c) Corresponding slice of one (out of
many) feature map of the embedding output. The network learns to assign different, unique
values (colors) to individual fibers. In this particular feature map all fibers are well separated.
(d) The masked embedding by a semantic prediction for which a loss for embedding learning is
computed. In the prediction phase it is also the input for the clustering step.

is a part of. To make it possible to use on volumes of any size, we propose a greedy merging
algorithm. The network produces outputs for overlapping sub-volumes of the input vol-
ume, which are then merged to a full volume. The detailed architecture of the network is
presented in Fig. 4.3. In the following sections we describe the above steps in more detail.

4.3.1 Semantic Segmentation

The semantic segmentation branch is a standard FCN for semantic segmentation. We use
an architecture that is designed for the task of semantic fiber segmentation [70]. The output
of the branch is penalized by the standard voxel-wise binary cross entropy loss LCE, as is
common for semantic segmentation tasks. It is defined as:

LCE = −[y · log(ŷ) + (1− y) · log(1− ŷ)] (4.1)

where y are the true binary labels, and ŷ are the predicted labels. During the prediction
phase, the output is thresholded at value 0.5 in order to produce binary masks. An example
slice of an output of the branch is shown in Fig 4.2 (b).
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FIGURE 4.3: Detailed architecture of our network. ch is the number of channels of the sub-volume,
s is the size of the sub-volume (here s = 32 means a sub-volume is of size 32× 32× 32), i is the
number of input channels, whereas o is the number of output channels from a convolutional layer
or residual block. Both residual blocks and convolutional layers use 3D kernels. The kernel size
is set to 3 for residual blocks and 1 for the final convolutional layer. Training is performed only
on the deep learning phase. During prediction, the output from the embedding branch is masked
by the output of the semantic segmentation branch and is processed by the DBSCAN algorithm
producing the instance segmentation. The cross sign indicates the masking operation.

FIGURE 4.4: The input volume is represented by a number of embedded volumes at the embed-
ding branch output. Here, slices of the first 12 embedding volumes corresponding to the input
sub-volume slice are visualized. Note, that a good embedding will assign different set of colors
in each embedding volume so that the clustering in the embedding space will be easy.

4.3.2 Embedding Learning Loss

The output of the embedding branch is a representation of the sub-volume in an embedding
space. The architecture of the branch is identical to the semantic segmentation branch. The
only difference is the number of output channels in the final convolutional layer and the loss
function. In the semantic segmentation task, the output is producing a volume with two
channels, where one is reasoning on the foreground and the other on the background. In the
embedding learning, the output has as many channels as the dimensionality of the embed-
ding space (a hyperparameter in the algorithm). An example visualizing feature maps of the
embeddings is shown in Fig. 4.4.

The loss function penalizes voxels of different instances that are too close to each other in
the embedding space and encourages voxels of the same instance to be close. As a result,
the network maps the voxels into the embedding space, such that voxels that belong to the
same fiber should be placed next to each other and form easily separable clusters.

We find that the loss function introduced by [10] inspired by work of [129] and extended
to 3D by us works best for our problem. Even though we extend the problem to 3D, and
use data that contains a large number of objects compared to common scene-understanding
problems, the method does not seem to be affected by that. The loss consists of three terms:
Lv keeps voxels belonging to the same object close to each other, Ld which forces a minimal
distance between clusters of different objects, and Lr which regularizes the cluster centers to
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be close to the origin. The terms are defined as:
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where C is the number of objects in the ground truth patch (clusters), Nc is the number of
voxels that corresponds to the object c, xi is the embedding in the final embedding layer, µc

is the mean of the embedding of object c, || · || is the L2 norm, and [x]+ = max(0, x). The
parameters δv and δd are used to control the desired positions of the clusters. The final loss
for the embedding learning Lembd is a sum of the previous components.

Lembd = αLv + βLd + γLr (4.5)

where α, β and γ control the strength of the corresponding term. An example slice of an
output of the branch is visualized in Fig 4.2 (c). Note, that the loss is computed only based
on the voxels that belong to the foreground fibers. It is the task of the semantic segmentation
branch to find the correct position of the fibers.

4.3.3 Clustering

As discussed in the previous section, the semantic segmentation output creates a confidence
map that a given voxel belongs to any fiber or not. A clustering is then applied to the em-
bedded voxels with a high confidence of being fibers. An example input slice of one of the
feature maps of the embedding is shown in Fig 4.2 (d). In this work, we find DBSCAN [27]
to work best on the SFRP dataset. In contrast to Mean Shift used in [10], DBSCAN does
not make assumptions about the shape of the clusters. We apply clustering only in the pre-
diction phase because the instance segmentation loss function does not require the instance
segmentation map. Note, that DBSCAN does not necessarily assign a label to all voxels.
Voxels that are not assigned to any label are assigned as outliers. Clusters are then mapped
back to the spatial domain creating an instance segmentation map. Outliers are extrapolated
based on their neighborhood in the spatial domain by use of the watershed algorithm, using
the clustering labels as seeds. An example visualization of the described steps with help of
the t-SNE [81] is shown in Fig 4.5.

4.3.4 Merging

Finally, the inference is produced on small overlapping sub-volumes of the entire volume.
Each sub-volume contains different label IDs for fibers, making it not clear which fiber is
which. To overcome this problem we design a merging algorithm, which joins label IDs
among the sub-volumes based on a spatial distance of fibers in the overlapped regions. The
algorithm is applied at each sub-volume and processes recursively one fiber at a time, look-
ing at neighboring sub-volumes with overlapping regions with objects being close to the
fiber of interest. The merging procedure is described in more details in Algorithm 1.
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(a) (b)

(c) (d)

FIGURE 4.5: 1. Visualization of the clustering steps of the method. (a) Masked embeddings form
clusters in a multi-dimensional embedding space (visualized by t-SNE). (b) DBSCAN clusters the
embedding representation and assign a different index (color) to each fiber (cluster) with black
crosses for outliers. (c) Clusters are then mapped back to the spatial domain. Here a correspond-
ing example slice of the mapping with red pixels for outliers. (d) The watershed algorithm is then
applied as a post-processing step to fill the outliers.

4.3.5 Dataset

We evaluate the proposed setup on two hand-annotated regions of MR CT scans of SFRP
composites acquired by a Nikon MCT225 X-ray CT system from chapter 2. Scans exhibit
typical artifacts and have low, but isotropic resolution. The parts from which the scans were
acquired were manufactured by micro injection molding using PBT-10% GF, a commercial
polybutylene terephthalate PBT (BASF, Ultradur B4300 G2) reinforced with short glass fibers
(10% in weight). The volumes have been hand annotated with center lines and processed by
a watershed algorithm to create the instance segmentation ground truth. Both volumes are
cubes of dimension 62 × 260 × 260 with approx. 6,500 fibers each. Fibers have a diameter of
10-14 µm (2-3 voxels) and are approx. 1.1 mm long. One scan is used for training, while the
other is only used for testing.
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Algorithm 1 Merging algorithm

1: procedure MERGE( f , p) . for a fiber f in a sub-volume p
2: N ← neighbour sub-volume of p . N is a set of sub-volumes neighbouring with p
3: for sub-volume n in N do
4: G ← fibers in n . G is a set of fibers in a patch n
5: for fiber g in G do
6: d← D( f , g) . Spatial distance between f and g
7: if d > α then
8: gid ← fid
9: MERGE(g, n)

(a) (b)

(c) (d)

FIGURE 4.6: Visualization of the 3D rendering of the testing volume and corresponding results.
The figure presents: (a) the input raw test volume with a certain threshold to remove the epoxy
background in the 3D rendering, (b) the corresponding ground truth, (c) the output of a standard
connected component (CC) analysis and (d) the output of our method. Fibers are colored semi-
randomly based on the fiber ID.
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(a) (b)

(c) (d)

FIGURE 4.7: Visualization of an example slice of the testing volume and corresponding results.
The figure presents: (a) a raw slice of the input test volume, (b) the corresponding ground truth,
(c) the output of a standard connected component (CC) analysis and (d) the output of our method.
Fibers are colored semi-randomly based on the fiber ID.
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TABLE 4.1: Comparison of our method with traditional connected components with and without
provided ground truth semantic segmentation mask. Mean ARI are mean values over overlap-
ping sub-volumes of the validation volume, while Merged ARI is the score computed over the
entire volume after the post-processing merging step. The Dice score of the semantic segmenta-
tion mask from the semantic segmentation branch is 0.9784.

Setup Mean ARI Merged ARI

Embedding Learning 0.9048 0.6529

Embedding Learning + true semantic 0.9129 0.7817

Connected Components 0.3537 0.2112

Connected Components + true semantic 0.3614 0.2534

4.4 Results

4.4.1 Training details

The volumes are normalized to have unit variance and zero mean. Additionally, most of the
air voxels surrounding the specimen are removed by a simple thresholding method. We train
and evaluate the network on sub-volumes of 32× 32× 32 from the training volume. The sub-
volumes are randomly flipped and rotated (by 90, 180 or 270 degrees) during the training
phase. For backbones of both the semantic segmentation and embedding learning branch
we use the architecture proposed in chapter 3 designed for semantic fiber segmentation (see
Figure 3). It is a 3D FCN with standard residual units [47] and batch normalization [58] but
with no max-pooling to keep the resolution of the already very thin fibers [70].

The embedding learning is not stable, when trained from noise. Therefore, first we train the
semantic segmentation branch for 20,000 iterations and save the weights. Then, we use the
weights as an initialization for the embedding learning branch and train it for another 20,000
iterations. The loss which we use for training the embedding learning uses the semantic
ground truth masks.

It would also have been an option to share the embeddings and weights for both tasks. Such
setup is reported to slightly increase the performance of both semantic and instance segmen-
tation [91]. However, in our setup, we find the above two-stage training to work better. We
use 16 feature embedding maps and set α and β to 1 and γ to 0.001. Optimization is done
by using the Adam optimizer [64] with a standard initial learning rate set to 0.001. During
the prediction phase, the algorithm processes overlapping 32× 32× 32 sub-volumes of the
test volume with an overlap of 16 in each direction. The post-processing merging algorithm
merges the overlapping sub-volumes and produces the final instance segmentation volume.

4.4.2 Results

We compare our method to a standard skeletonization followed by connected component
analysis and the Watershed method [136]. For a metric we use the Adjusted Rand Index [55]
as proposed in [69] and discussed in the Chapter 2 to measure the performance of instance
segmentation. In the method, a binary erosion is first applied on the semantic mask, which
serves as seeds after connected component analysis for a watershed segmentation algorithm.
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See Fig. 4.6 for a visual comparison. We also evaluate the importance of a good semantic
segmentation mask. We provide results for both our method and connected components
given the semantic segmentation computed by the semantic segmentation branch as well as
using the ground truth semantic segmentation.

Therefore we compare four different setups. Our Embedding Learning method using the in-
stance segmentation produced given the semantic segmentation mask from the semantic
segmentation branch. Embedding Learning + true semantic which is our method but using
ground truth semantic segmentation mask instead of the one produced by the methods
branch (which is not ideal). Connected Components and Connected Components + true semantic
is the connected component method used either on the output of the semantic segmentation
branch or the ground truth semantic mask. We provide results in Table 4.1 for each setup.
In the first column, the mean ARI is the mean ARI of all the sub-volumes in the test volume
without the merging step. In the second column one can see the score computed over the
entire volume after the post-processing merging step which we call a merged ARI. We re-
port the ARI score only for the voxels that belong to the ground truth instance segmentation
mask. Including the background voxels would artificially increase the score.

While the standard method clearly fails even when using the true semantic segmentation
mask, the proposed method produces meaningful results in all cases. When reasoning on
small overlapping patches the proposed method achieves 0.9048 average ARI score. The
merging algorithm has trouble with ambiguity of two neighboring outputs and favors merg-
ing over splitting. This results in merging two fibers into one, when they are too close to each
other. After the merging post-processing step the ARI score decreases to 0.6529.

4.5 Conclusion

In this work, we propose a deep 3D fully convolutional architecture together with a set of
post-processing steps for a problem of single fiber segmentation from CT scans of SFRP. We
extend a less common approach of embedding learning for the task of 3D instance segmen-
tation. The details of the method together with a post-processing and a merging procedure
are explained. The method is significantly superior than the traditional skeletonization -
watershed method. We expect our findings to be applicable to a wide variety of volumetric
data and not only to fiber composites.
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Deep Learning Based
Segmentation Techniques for
Medical CT

5.1 Outline

In this chapter we discuss the use of machine learning methods for semantic segmentation
for medical CT data. We present a dictionary learning based approach for vessel segmen-
tation from CT thorax scans and a deep learning, U-net based segmentation of liver and
liver lesion from lung CT scans together with a boosting training technique named Mask
Mining. The work on liver and liver segmentation is based on a joint work with Karsten
Roth who has worked under my supervision. The vessel segmentation part is published
in the NSS/MIC/RTSD 2016 Conference proceedings [68]. Parts on liver and liver lesion
segmentation have been presented at the International Symposium on Biomedical Imaging
(ISBI) 2016, International Conference On Medical Image Computing Computer Assisted In-
tervention (MICCAI) 2017 [113, 8] during the Liver Tumor Segmentation workshops (LITS).
Parts on the boosting liver and lesion segmentation by Mask Mining have been presented
at the Medical Imaging meets NeurIPS workshop (med-NeurIPS) 2019 and published at the
International Symposium on Biomedical Imaging (ISBI) 2020 [112].

5.2 Automated Multiscale 3D Feature Learning for Vessels

Segmentation in Thorax CT Images

5.2.1 Introduction

The challenge in vessel segmentation from 3D CT scans is to identify thin vessels at low reso-
lution and the ability to distinguish them from other, similar looking structures. Most of the
top-scoring methods in the MICCAI VESSEL12 challenge [114] are based on cost functions
derived from the eigenvalues of the Hessian on the image. Such methods usually differ in
the selection of scales [33] and interpretation of eigenvalues [36, 73]. Others [132] focus on
designing new application-specific kernels.

Feature learning methods via sparse coding are popular for image classification and natu-
ral language processing [21]. Instead of using handcrafted filters like in the Hessian-based
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approaches, the idea is to automatically compute a set of convolution filters particularly
tuned to the dataset at hand. The method which has achieved the current highest score in
the VESSEL12 challenge [114, 66] uses dictionary learning to obtain convolution filters in an
unsupervised manner. All filter responses form a set of feature maps, which are then used
to train a supervised classifier for the vessel/non-vessel voxels. Whereas Kiros et al. [66] ap-
plies the dictionary learning for 2D patches after designating a preferred slicing orientation,
our method extends it to a true 3D approach by using 3D patches. Learning 3D features
instead of slice-wise 2D features should increase the accuracy of the classifier at the expense
of computation time and memory consumption.

We address the vessel segmentation problem by building upon the multiscale feature learn-
ing method of Kiros et al., which achieves the current top score in the VESSEL12 MICCAI
challenge. Following their idea of feature learning instead of hand-crafted filters, we have
extended the method to learn 3D features. The features are learned in an unsupervised
manner in a multi-scale scheme using dictionary learning via least angle regression. The
3D feature kernels are further convolved with the input volumes in order to create feature
maps. Those maps are used to train a supervised classifier with the annotated voxels. In
order to process the 3D data with a large number of filters a parallel implementation has
been developed. The algorithm has been applied on the example scans and annotations pro-
vided by the VESSEL12 challenge. We compare our setup with Kiros et al. by running their
implementation. Our results show an improvement in accuracy over the slice wise method
from 96.66±1.10% to 97.24±0.90%.

5.2.2 Material and Methods

The method is divided into two parts. Dictionary learning for feature learning and a linear
classifier for voxel-wise classification of vessel or non-vessel. In order to capture vessels at
different scales Gaussian pyramids from the input volumes are generated. We use the multi-
scale representation during both feature learning (i.e. our patches are sampled from original
and scaled volumes at different scales) and classifier learning (i.e. we extract feature maps
at many scales).

Dictionary Learning

Feature generation via Dictionary Learning is an unsupervised problem, where from a num-
ber of patches the algorithm learns a set of elements that allow for an optimal representation.
First we create a set of Gaussian pyramids by convolving input volumes with 3D Gaussian
kernels and subsampling them. From the resulting volume data we randomly select a batch
of 3D patches p(i) ∈ Rn (where n is the number of voxels of the patch) which we use as an in-
put to the sparse coding algorithm for learning a dictionary D ∈ Rn×d of d elements, where
each column D(j) is one element. We train the dictionary by minimizing the LASSO problem
with L1-penalization to ensure the sparsity of the vector x(i) regularized by the parameter λ.
That is, we optimize

min
D,x(i)

∑
i
||Dx(i) − p(i)||

2
2 + λ||x(i)||1 (5.1)

subject to ||D(j)||22 = 1, ∀j

over the sparse codes x(i) and the dictionary, D. Fig. 5.1 sketches the dictionary learning
step.
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FIGURE 5.1: Dictionary learning overview. From a given volume V a random batch of patches p
is extracted. Patches have the same dimensionality as V, but are extracted from different scales of
the volume. Dictionary elements D(j) in a dictionary D are learnt in a way to make it possible to
reconstruct each patch p(i) by a sparse linear combination of the elements. In other words p(i) is
approximated by a product of the dictionary and a sparse vector x(i) .

FIGURE 5.2: Feature extraction and classifier learning. The annotated volumes are convolved
with the elements of the dictionary producing feature maps at a number of scales. That is one
feature volume is created per element and scale. The classifier is learnt on the annotated voxels
only. The trained classifier can be evaluated on the entire volume.

Classifier Learning

To classify each voxel as a vessel or non-vessel, we apply supervised learning, making use
of manual voxel-wise annotations. As features, we take the convolution response of each
element d from the previously learned dictionary D with the annotated volume images at
each scale s. Thus, each voxel of a volume contains s × d predictors. As the number of
features is higher than the number of labels in our case, we opt for a linear logistic regression
classifier. Fig. 5.2 presents a graphical representation of the step. The hyperparameters of
the classifier are tuned using 10-fold cross validation.
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FIGURE 5.3: Result of classification based on learned features. (a) An example slice from the
dataset (with lungmask applied), (b) regions classified as vessels by our method (in orange), (c)
the 3D visualisation of the regions classified as vessels.

5.2.3 Results

We evaluate our method on the data set provided by VESSEL12 [114]. The data contains 3
annotated volumes with in total 882 annotated voxels (vessel/non-vessel) and additional 20
volumes without annotations. Each volume is of dimension 512×512×512. For each volume,
the lung region is denoted by a corresponding mask.

For this work we use a mini batch implementation with least angle regression as a minimizer
of the dictionary learning on the 20 given volumes without annotations to train the dictio-
nary D with 512 elements D(j) and λ = 1. We extract 2,450,000 patches from all available
volume images at different scales of the Gaussian Pyramid and normalize them by subtract-
ing the mean. The calculated elements of the dictionary are later used to create feature maps
for the 3 annotated volumes from which the 882 annotated voxels are extracted. We divide
those voxels at random into a training data set of 657 voxels with which we train the clas-
sifier and test data set of 225 voxels with which we evaluate the performance. Annotated
voxels are assigned to the training and the test data sets at random. This step is repeated
1000 times in order to average the performance. For the classification learning we achieve
best results by using Newton’s Method with L2 and number of scales s = 2.

Our results for the above setup reached an accuracy of 97.24±0.90% compared to 96.66±1.10%
by the slice-wise approach. For the comparison we have used the code and setup provided
by Kiros et al. [66]. Fig. 5.3 presents one visual output of our algorithm, and Table 5.1 shows
the comparison between the setups.

5.2.4 Conclusion

We show that the 3D approach yields competitive results. We find that using more than 2
scales did not increase the accuracy. One reason may be that the number of features gets too
large compared to the number of annotated examples. In the future we plan to gather more
training data and use a feature selection method. A significantly higher number of examples
should allow us to use more scales and a more flexible model.

Though we use the source code and setup directly provided by Kiros et al., they have re-
ported to use an additional step for the VESSEL12 challenge. Concretely they use an addi-
tional layer of depth, to learn additional features from the derived feature maps. This area
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TABLE 5.1: Comparison of the results with corresponding parameters.

Kiros et al. Our method

Algorithm for D training OMP-1 minibatch LASSO+LAR

Algorithm for logit regression LBFGS L2 Newton’s L2

Dim of patches and elements 5×5 5×5×5

Number of patches p(i) 100,000 2,500,000

Number of elements D(j) 32 512

Number of scales s 6 2

Number of features 192 1024

Accuracy 96.66±1.10% 97.24±0.90%

is worth exploring in future research.

5.3 Liver Lesion Segmentation with slice-wise 2D Tiramisu

and Tversky loss function

5.3.1 Introduction

The results provided in this chapter are in parts based on the conclusions drawn from the
participation at the preceding competition version aimed for ISBI 2017 where the viability
of a standard slice-wise U-Net architecture was investigated. For MICCAI’17, a pipeline
using a Tiramisu network and Tversky-coefficient based loss was contributed that achieves
very good shape extractions with high detection sensitivity. The goal of the LiTS (Liver Tu-
mor Segmentation Challenge) competition was to compare methods for automatic or semi-
automatic segmentation of liver lesions in CT scans. At the present, lesion segmentation is
still performed manually (or semi-automatically) by medical experts.

Again, our method is fully automatic. We break down the segmentation into two steps: we
first segment the liver (ignoring lesions), then perform a lesion segmentation and liver-mask
the final result. This provides a good network-only pipeline that can be improved on by
various post-processing methods.

As neural networks proves to achieve human-like performance in biomedical image clas-
sification [1], and nearly human-like performance for segmentation tasks [118], it stands to
reason to construct a segmentation pipeline that applies these methods for automatic lesion
detection.

We evaluate what results can be achieved using the deep fully convolutional neural network
architectures Tiramisu [62] and the U-Net [110] with standard data preprocessing and data
augmentation and without any sophisticated postprocessing.
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TABLE 5.2: Test results for various pipeline setups. Comparison metrics are Dice (Aver-
age/Global), Volume-Overlap Error (VOE), Relative Volume Differene (RVD), Average and Max-
imum Symmetric Surface Distance (A/MSSD) and Root-Mean-Square-Deviation (RMSD). "DL"
denotes the network being trained with dice loss and "TL" with Tversky loss, respectively. "LI"
stands for liver segmentation and "LE" for lesion segmentation.

U-Net LI U-Net LE T DL LE T TL LE

DICE(A) 0.95 0.42 0.45 0.57

DICE(G) 0.94 - 0.44 0.66

VOE 0.10 0.69 0.33 0.34

RVD -0.05 103.74 -0.16 0.02

ASSD 1.89 32.54 1.28 0.95

MSSD 32.71 - 8.85 6.81

RMSD 4.20 - 2.07 1.60

The U-Net architecture is widely used for biomedical image segmentation, and has already
proven its robustness and strength in many challenges (e.g. segmentation of neuronal struc-
tures [57]). [62] enhanced this structure on the basis of densely connected networks created
by [54] to create the Tiramisu to achieve better information flow and higher depth.
The complete pipeline resembles the cascaded approach proposed in [100] where the au-
thors suggested a U-Net cascade (with an additional subsequent postprocessing step). In
our case for liver segmentation, a standard U-Net was trained to reduce overall training
time, whereas for lesion segmentation, the aforementioned Tiramisu was trained from scratch
(without transfer learning) with a Tversky loss function to improve on a simple Dice-based
loss function.

5.3.2 Material and Methods

The lesion segmentation pipeline includes two networks: a U-Net to segment the liver from
a given volume slice, and the Tiramisu to segment out lesions. By masking the lesion seg-
mentation with the liver mask, we effectively reduce the number of false positives in regions
outside the liver. Both architectures will be presented shortly. We implement our networks
by use of the deep learning library Keras [29] on the basis of TensorFlow [2].

Dataset and Preprocessing

The dataset consists of 200 CT-scans of the abdominal and upper body region such that the
liver is fully included. The data is provided by different clinics from all over the world
and is stored in NIfTI dataformat. For working purposes, the set is divided by the LITS
challenge organisers into 130 scans for training (containing liver and lesion masks) and 70
for evaluating the method (without masks). From the 130 training scans, we select 25 scans
for validation purposes during training and 105 for actual training.
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Preprocessing on the provided data includes value-clipping the volume values (on the Hounsfield
scale) to an interval of [−100, 400] in order to remove air- and bone-like structures for a more
uniform background. The voxel values are then normalized by substracting the training set
mean and standardized by dividing through the training set standard deviation. In a final
step, the affine matrix is extracted from the NIfTI header to rotate each volume to the same
position to make learning easier.

U-Net architecture

Our U-Net is implemented with two convolutional layers with padding plus a ReLU-activation
layer before max-pooling for the downward movement of the U-branch. These blocks are
repeated for a total of four times. We start with 32 filters and a constant 3×3 filter size. The
number of filters is doubled after every convolution-max-pooling-block. Dropout is per-
formed after the ReLU-activation layer with a rate of 0.2. The upsampling branch which
performs a transposed convolution to reconstruct the segmentation image is implemented
in the same fashion. This totals in roughly 7.7 · 106 network parameters.

Tiramisu architecture

The Tiramisu is implemented as described in the original paper with four dense blocks com-
prising four, five, six and seven layers, respectively, in the feature extraction branch and a
final bottleneck dense block with eight densely connected layers. Each dense block is created
with a growth rate of 12, followed by a maxpooling layer while initializing the network with
32 starting filters. Dropout with probability 0.2 is performed after each dense block, and the
extraction structure is mirrored for the upsampling step. ReLU activation is used and L2-
regularization with λ = 10−5 is added to the convolutional layers. In addition, a constant
3× 3 filter size is implemented. All in all, this results in approx. 1.8 · 106 parameters, i.e. only
a fourth of the standard U-Net setup that is used for liver segmentation/ISBI 17. Standard
Batch-Normalization is applied before each convolutional layer.

Liver segmentation training

Training is performed over 50 epochs with a batch size of five on a GTX 1070 GPU using
an Adam optimizer [64], He uniform initialization [48], standard binary crossentropy loss
and a learning rate of 10−5 which is halved every 15 epochs. The final weights are selected
to provide the best validation score. In total, training on 105 randomly selected volumes
(including validating on 25) takes approximately 80 hours. Note that no data augmentation
is performed.

Lesion segmentation training

The Tiramisu lesion segmentation network is trained for 35 epochs using the Adam optimiza-
tion method and the Tversky loss function [115] based on the Tversky coefficient (through
simple negation).

For the loss, the coefficient is negated with false positive penalty β = 0.7 and false negative
penalty α = 0.3. We penalize false positive predictions higher because training the Tiramisu
without transfer learning and simple weighted binary cross entropy or dice loss showed
the network being prone to a high false positive rate. An initial learning rate of 3 · 10−6 is
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(a) Example slice (b) Zoomed Liver

(c) Liver Segmentation (d) Liver lesion segmentation

FIGURE 5.4: Segmentation of liver and liver lesion from an example slice (a) from the validation
data set (volume 46 from the LiTS challenge). The resulting segmentation images (c) and (d) are
color coded, where the white color means True Positive, red color False Positive and orange color
False Negative.

chosen, which is halved every 10 epochs. The complete training using a batch-size of five
required nearly 38 hours, with the usage of very basic data augmentation (minor rotation
and translation as well as zooming). During training, the network learns from slices along
the coronal axis of which 224× 224 crops are taken in and around the liver. In different runs
(see Table 5.2), a simple Dice loss is also used for training as reference to the Tversky loss
under otherwise same conditions.

5.3.3 Results

After each liver segmentation, only the largest connected component is chosen as the final
liver mask. In addition to the test results for the introduced pipeline, Table 5.2 also shows
the results for the U-Net-only approach for ISBI 17, and a pipeline with a Tiramisu lesion seg-
mentation network that is trained with a simple dice loss function. Each method is applied
on the 70 test volumes and shares the same liver segmentation network. Total inference
time including both liver and lesion segmentation takes roughly seven seconds per volume
on average, totaling in 8 hour of testing time on a GTX 1070 GPU. For a measurement of
tumorburden, the pipeline scores 0.03 on RSME and 0.18 on Max Error.

5.3.4 Conclusions

The major strength of this approach is its simplicity, as we use a network-only based seg-
mentation approach to achieve good segmentation results (see Table 5.2 with comparison to
our U-Net-only approach for ISBI 17).
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Moreover, although placed in the mid-ranks Dice-wise, the proposed pipeline achieves best
scores regarding Volume-Overlap Error (VOE) and Average Symmetric Surface Distance
(ASSD) as well as scoring high in Relative Volume Difference (RVD) and Maximum Sym-
metric Surface Distance (MSSD). This insinuates that the Tiramisu performs very well when
it comes to actual shape extraction when lesions are detected correctly.

However, there are several issues solving which could improve the segmentation capabili-
ties:

(1) As can be seen from Fig. 5.4 and Table 5.2, our liver segmentation performs reasonably
well. However, the method misses a majority of very big and/or lesion at the liver boundary
which then, although maybe detected through the lesion segmentation network, get masked
away. Increasing the training effort for our liver segmentation network would therefore al-
low us to better our current lesion (and liver) segmentation results.
(2) Even with our current implementation of the Tversky loss function, the major error
source are false positive prediction. Higher penalties, a network ensemble and regulariza-
tion through, for example, higher dropout or more sophisticated data augmentation would
ideally increase the area under the ROC curve and provide better overall scores.

In addition, training a liver segmentation network on the basis of a Tiramisu and using that
as weight initialization could potentially help the network to converge faster and to better
results.

On a final note, [100] and [18] shows that good post-processing (for example with 3D con-
ditional random fields and random forests with additional handmade features) could im-
prove the result. We feel this is an avenue worth exploring on this data. Also, segmentation
is only performed on a 2D slice-by-slice basis. [44] shows exceptional results through the
application of a semi-3D approach by including additional upper and/or lower slices in the
segmentation process of the neural network to incorporate more spatial information. Our
pipeline can be easily extended to make use of this approach to hopefully improve the re-
sults further.

5.4 Boosting Liver and Lesion Segmentation from CT Scans

by Mask Mining

In this work we propose a novel procedure to improve liver and liver lesion segmentation
from CT scans for U-Net based models. Our method is an extension to standard segmenta-
tion pipelines allowing for more fine-grained control over the network output by focusing
on higher target recall or reduction of noisy false-positive predictions, thereby also boost-
ing overall segmentation performance. To achieve this, we include segmentation errors into
a new learning process appended to the main training setup, allowing the model to find
features which explain away previous errors. We evaluate this on semantically distinct ar-
chitectures including cascaded two- and three-dimensional as well as combined learning
setups for multitask segmentation. Liver and lesion segmentation data is provided by the
Liver Tumor Segmentation challenge (LiTS), with an increase in dice score of up to 2 points.
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5.4.1 Introduction

As the liver is an essential detoxification organ, regular control and evaluation of health or
disease progression is crucial, especially since primary tumors from breast, colon or pan-
creas often metastate into the liver [8]. Therefore, early evaluation and staging is essential
for preventive measures, with Computed Tomography (CT) being most commonly used for
imaging [8]. Providing fully-automatic segmentation of liver and liver lesion tissue from CT
data can hence be a useful tool to help with diagnosis and treatment planning. As Encoder-
decoder style neural networks, in particular U-Nets [110], have given rise to fully-automatic
state-of-the-art solutions for many medical segmentation tasks, e.g. [59, 8, 26], it stands to
reason to utilize those. However, high dimensionality and non-linearity make the training
of neural networks a difficult endeavour. To reach metric baselines or improve on existing
scores requires computationally expensive re-runs without guarantee of improvement. In
addition, especially in medical applications, neural networks have to comply with expec-
tations on sensitivity or robustness towards false-positive predictions. To get both reliable
improvement and control in performance, the inclusion of segmentation errors into the train-
ing procedure therefore seems logical. We thus propose a novel pipeline to reliably boost
network segmentation performances and allow for stronger control over the final network
segmentation behaviour. Our approach separates the standard network training procedure
from the inclusion and control of segmentation errors. In doing so, we stay independent of
architecture and data choices. Using segmentation error types and specific loss functions as
new training signals, we are able to offer a framework helping networks explain away own
segmentation errors, thereby boosting segmentation performance and allowing for easy con-
trol of network outputs.

Related work

Our strategy differs from prior work on the inclusion of segmentation errors into the training
process include [115, 113], who propose a Tversky-coefficient-based loss, which generalizes
the standard Dice coefficient loss to include additional hyperparameters for penalizing false-
positive or false-negative predictions during training. [107] utilize segmentation error types
in a complex adversarial setup, where refinement networks are trained on top of the basic
setup to remove these errors. While the former introduce new hyperparameters, the usage
of adversarial networks in [107] limits the usable network architectures. In both cases, heavy
tuning and reruns are required for different architectural setups, as these methods are linked
directly to the main learning process. This holds especially true going to three-dimensional
data, which is common for many medical segmentation tasks. This limits the controllability
of the final network performance and, if applicable, requires heavy tuning for different ar-
chitectural setups, especially going to three-dimensional data, which is common for many
medical segmentation tasks.

We therefore propose to use segmentation error types in a setup separate to the main train-
ing. Using segmentation errors of the learned networks, we append a secondary training
process with specific loss functions to provide a framework that helps networks explain
away own segmentation errors, thereby boosting segmentation performance for qualita-
tive impressions). This means that our method stays independent of architecture and data
choices, and allows for improved performance without costly reruns of the full setup.
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FIGURE 5.5: The Mask Mining Pipeline. Starting from the original training setup, generated seg-
mentation masks are compared with the ground truth masks to generate new finegrained multi-
class training masks containing previously made segmentation errors. This allows the network
to learn to explain away mistakes.
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FIGURE 5.6: Schematics of all utilised architectures and training pipelines. (A) (Optional two-
step) pipeline for 3D liver/lesion segmentation networks. (B) Setup for simultaneous training
of liver and lesion segmentation networks. (C) Basic U-Net architecture, including the additional
kernelsize 1 error layers to train on error masks. (D) Convolutional U-Net Block with either dense,
residual or basic connectivity. (E) Layers utilized to represent a single ConvBlock-Layer (pink in
(D)).

Distinctly different networks and datatypes are tested to check the architecture- and datatype-
independent applicability. This includes 2D and 3D data utilised in different training styles
which are based around 2D and 3D U-Net [110, 20, 126] pipelines (Fig. 5.6). Both training
and evaluation is done on the Liver Tumor Segmentation (LiTS) dataset [8], showing con-
sistent improvements in all setups. Note that throughout this chapter, we will refer to the
usage of our pipeline as Mask Mining.

5.4.2 Material and Methods

Fundamental for our proposed extension (Fig. 5.5) is the generation of new training masks
to alter the current network performance and allow the network to learn from its own errors.

A segmentation pipeline of choice is trained until convergence following any training proce-
dure. Now, segmentation masks over the training data are generated through single forward
passes with minimal computational burden. These are then compared to the original ground
truth to determine new training classes for each pixel, based on segmentation error cases:
True Negative, False Positive, False Negative and True Positive. This gives four target classes
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compared to the binary case with two classes. We then append four single-layer output
channels serving as error prediction layers to the output layer, introducing no relevant new
parameters, but ensuring that all previously learned weights are kept until retraining on the
novel masks is performed (see Fig. 5.6C). Due to the initial pretraining, convergence occurs
much faster. The extended training separates into two different setups, focusing around
utilised loss functions for different attributes.

Assuming the majority of predicted pixels to be true positive or negative after training, we
distinguish two approaches based on the choice of loss:
A pixel-weighted crossentropy loss (pwce) (e.g. [110]) gives highest learning signal to high fre-
quency targets. As we have a high imbalance towards true positive/negative predictions,
retraining on error masks primarily reinforces these predictions while dropping noisy false
positives. The retrained multiclass error case predictions are then grouped into true pos-
itive/false negative and true negative/false positive predictions to generate a final binary
segmentation mask. To evaluate the network on the standard segmentation task, we find
the argument maximum of the new multiclass predictor φmulti for image xk and compute
the respective binary segmentation mask Ok via

Ok
ijm(xk) = b

argmaxc∈[0,..,C−1] φmulti
ijm,c (xk)

2
c (5.2)

for i, j, m iterating over height, width and depth (zero for 2D data). Using this approach, we
merge true positive and false negative prediction to foreground and false positive and true
negative pixels to background.
A dice-coefficient based loss (e.g. [26]) injects a stronger learning signal for underrepresented
classes, motivating higher recovery of false-negative and false-positive pixels. As the pri-
mary interest now lies in explaining away obfuscating features while retaining crucial ones,
we replace the True Positive class with the original segmentation mask. This allows the net-
work to transfer properties generating false-positive segmentations to the respective output
channel and recover generators for false-negative predictions for higher target pixel recall
and boosted performance. The binary segmentation masks are directly extracted from the
former True Positive output channel.

Data and Pre/-Postprocessing

The Liver Tumor Segmentation (LiTS) dataset [8] contains 131 three dimensional CT scans
of the lower abdominal area with ground truth masks for liver and liver lesion tissue, as
well as 70 test volumes. Those are evaluated by online submission to the dataset webpage.
All volumes have horizontal dimensions of 512 with near constant resolution. In the axial
direction, dimensionality and resolution varies strongly, which is a relevant factor for any
approach requiring higher-than-two dimensional data input. Before training, the data is
bounded to [−100, 600] HU before performing standardization with dataset mean and stan-
dard deviation. For evaluation, only the largest connected component is used to generate
the final liver segmentation, after applying minor binary erosion and dilation to remove tiny
extrusions.
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FIGURE 5.7: Qualitative examination of the control capability of our pipeline extension. We eval-
uate false positive/false negative/true positive pixel count change for a fixed validation set on
lesion segmentation capability for all architectures (sec. 5.4.3). Each bar group is normalized to
the highest group value for visual clarity. We see that the network performance can be tweaked
retrospectively for higher recall (blue) or robustness (orange) without adding new hyperparame-
ters and independent of the underlying architecture.

5.4.3 Results

We investigate the performance of our pipeline on liver and lesion segmentation by evaluat-
ing dice score performance on distinct architectures described in the previous section and the
control capability of our extension. Each pipeline is trained to convergence before applying
our extension to ensure that we do not just prolong the training process.

Evaluated Architectures & Loss Functions

For representative 2D and 3D pipelines, we use our own implementations following [19]
to solve the multiclass segmentation problem of liver and liver lesion segmentation using
a cascaded training approach. The underlying network architecture utilizes standard 2D
and 3D U-Nets [110, 20] with residual blocks [47]. Squeeze-and-Excitation modules [53]
and multislice inputs following [44] are added as well. In the 2D case, standard Batch Nor-
malization [58] is used. To accommodate for the high variance in axial resolution and high
memory requirements in the 3D approach, we utilize a two-step approach following [59] by
first training on down- and then resampled data. The latter is extended with upsampled
segmentations on the downsampled data before training. Finally, similar to [126], a com-
bined training of the network cascade is included as well. Using two smaller U-Nets, both
are trained simultaneously on liver and liver lesion segmentation respectively. The lesion
segmentation network receives as input the predicted liver segmentation mask as well as
the original input. Schematics are visualized in Fig. 5.6 for all three pipelines.

Initial training is done using pixel-weighted categorical crossentropy (pwce) loss with distance-
transformation weightmaps (see [110]) for liver and a loss based on pwce, Lpwce, and a
smooth dice score, marked as Ldice (see e.g. [26]), for lesion segmentation:

Lcombined(xk, tk, wk, φ) = Lpwce(xk, tk, wk, φ) ·
(

Ldice(xk, tk, φ) + ε
)−1

(5.3)

with images {xk}k∈[1,K] in minibatch of size K, network φ, target mask tk and weightmap wk

with width W and height H. For numerical stability, a small ε = 10−5 is added.
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FIGURE 5.8: Qualitative evaluation of our pipeline extension. Dice-based loss function on mask
mined training. Original Segmentation denotes the segmentation errors for the initial network,
while Boosted Segmentation shows the performance after one iteration of mask mining. It can be
seen that the number of false negatives (red) is clearly reduced, with a slight introduction of new
additional false positive segmentations (green). Grey and black denote true negative and positive
errors.

Implementation Details

All architectures as well as the overall mining pipeline are implemented using the PyTorch
framework [99]. The training data is divided in a 85%|15% split. We run everything on a
single NVIDIA GeForce 1080Ti. 288× 288 crops with batchsize 8 are used for 2D training
and 128 × 128 × 64 crops with batchsize 2 3D training. For liver segmentation, crops are
taken randomly, while for lesion segmentation crops in and around the liver are used. Stan-
dard data augmentation using random horizontal and vertical flips, random rotation and
random zooming is performed, all in axial direction. For optimization, Adam [64] with an
initial learning rate of 10−5 and L2-regularisation λ = 10−5 is used. Standard step-based
learning rate scheduling is included as well. Training is performed for 70 epochs to ensure
convergence, saving the best validation weights.

Control Study

To examine the control capabilities, we note the initial distribution of segmentation error
types for a withheld validation set (same reasons as previously), before running a mask
mining step with a multiclass dice loss as well as a multiclass pwce loss. This is done for
all three architectures. Summarized in Fig. 5.7, we see a clear shift in false-positive and
false-negative pixels depending on the choice of utilized loss. Note that the standard loss
setup is used without any parameter tuning. As can be clearly marked out, the network
segmentation behaviour drastically changes for different loss functions, while boosting the
segmentation performance in both cases. This is done only with the computed error training
masks without including any external input.
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TABLE 5.3: Quantitative evaluation of network performance before and after application of mask mining.
We show volume-averaged dice scores for liver and lesion segmentation on the test set and a
fixed training and validation set. The evaluated architectures are described in Sec. 5.4.3. We see a
clear improvement in segmentation dice scores, especially for the combined approach due to the
simultaneous inclusion of liver and liver lesion corrections. In addition, error inclusion reduces
seed-dependent variation in performance (measured over three runs).

Setup
Training Dice Validation Dice Online Test Dice

Liver Lesion Liver Lesion Liver Lesion

2D Cascade 96.9± 0.3 71.9± 0.4 95.9± 0.3 63.5± 0.6 95.3± 0.2 62.9± 0.3

Mask Mined 97.0± 0.1 73.7± 0.2 96.3± 0.2 64.9± 0.2 95.5± 0.3 63.5± 0.2

3D Cascade 92.2± 1.4 63.0± 0.8 91.4± 0.9 56.8± 2.0 91.2± 1.0 55.5± 0.9

Mask Mined 94.2± 0.3 66.1± 0.4 91.8± 0.6 57.7± 0.4 92.0± 0.4 56.5± 0.2

Combined 94.5± 0.3 70.1± 0.5 92.9± 0.7 61.6± 0.5 93.4± 0.3 61.9± 0.2

Mask Mined 96.2± 0.5 72.3± 0.4 94.0± 0.3 63.4± 0.4 94.7± 0.3 63.0± 0.1

Training, Validation and Test Performances

We compute the averaged dice score per volume on the test volumes before and after mask
mining. This is done on three semantically different architecture types (3D and 2D cascaded
as well as combined 2D training) to examine the general applicability of our pipeline exten-
sion. Hence, relative improvement is the key metric to examine.

In detail, due to biggest dice score improvements in initial testings, a dice-based multiclass
loss (Equation 5.3) setup is utilized (see Fig. 5.6). Results are summarized in Table 5.3, show-
ing a consistent gain over the initially trained model, especially for the combined training
setup. This is arguably due to the simultaneous boost in liver and lesion segmentation per-
formance.

The inclusions of mined trained masks into the training process specifically benefits valida-
tion performance. This is rooted in the splitting procedure, as training and validation set are
drawn from the same sample set. Due to different sources contributing to the dataset [8], the
test set samples therefore differ much stronger from the training set. Newly mined features
are therefore more expressive on the validation set.

Additionally, qualitative impressions pre/post mask mining are shown in Fig. 5.8 using the
same setup. We see a higher lesion recall with a small increase in false positive predictions.

5.5 Conclusion

We introduced a novel extension to standard liver and lesion segmentation pipelines on
the basis of the Liver Tumor Segmentation (LiTS) dataset. By helping the network learn
and thereby explain away previously made errors using automatically generated training
labels, we boost segmentation performance on different and distinct architectures and train-
ing styles.
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Although we present our work on the task of liver and liver lesion segmentation from CT
scans via deep learning U-net like architectures, due to the architecture-independent appli-
cability our method can be extend to other medical image segmentation problems. Not only
to a variety of other applications but also to other machine learning based semantic segmen-
tation techniques. We see our Mask Mining idea as an addition to boosting and ensemble
methods.

By separating the boosting step from the basic training setup we allow for straightforward
post-training correction of network segmentation performance and the inclusion of mean-
ingful segmentation attributes like sensitivity and robustness towards false positive predic-
tions. Decreasing the number of false negatives is of great significance, especially in medical
image analysis. Most significantly, the use of our Mask Mining method allows potential
detection of previously omitted objects of interest.

However, we still observe limitation in terms of the dice score. A straightforward idea for im-
provement would be an iterative approach in which the Mask Mining could be repetitively
used on the learning model. It should help the model to further increase the sensitiveness to
the errors performed by the model. We leave this issue for future research and investigation.
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Chapter 6

Plugin Networks for Inference
under Partial Evidence

6.1 Outline

In this chapter we propose a novel method to incorporate partial evidence in the inference
of deep convolutional neural networks. Contrary to the existing, top performing methods,
which either iteratively modify the input of the network or exploit external label taxonomy
to take the partial evidence into account, we add separate network modules ("Plugin Net-
works") to the intermediate layers of a pre-trained convolutional network. The goal of these
modules is to incorporate additional signal, i.e. information about known labels, into the
inference procedure and adjust the predicted output accordingly. Since the attached plugins
have a simple structure, consisting of only fully connected layers, we drastically reduced
the computational cost of training and inference. At the same time, the proposed architec-
ture allows to propagate information about known labels directly to the intermediate layers
to improve the final representation. Extensive evaluation of the proposed method confirms
that our Plugin Networks outperform the state-of-the-art in a variety of tasks, including
scene categorization, multi-label image annotation and semantic segmentation. Work from
this chapter is published in the Winter Conference On Applications of Computer Vision
(WACV) 2020 proceedings [72].

6.2 Introduction

Visual recognition tasks, e.g. scene categorization or multi-label image annotation, have
attracted a significant amount of research interest in recent years [128, 52, 133, 30]. One of
the reasons, which sparks this attention is the availability of evaluation datasets created for
benchmarking given visual tasks, such as ImageNet [23], VOC Pascal [28] or COCO [79].
Although sensible for comparison purposes, single-task evaluation protocols are often far
from real-life use-cases, where additional information, e.g. related to location or time of
photo capture, is available.

The availability of partial information (partial evidence) about an image, made available at
test time, can improve accuracy of pre-trained networks [52, 128], and we will follow this
scenario. More specifically, we assume that a set of labels corresponding to a given image
is known during inference, while the task at hand is to improve the performance of the
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FIGURE 6.1: Plugin Networks — neural networks attached to the intermediate layers of a pre-
trained convolutional neural network, allow to exploit partial evidence labels at the inference to
predict unknown labels with higher accuracy. This simple, yet effective approach significantly
reduces train and test time with respect to the state-of-the-art, while outperforming competitive
results on three challenging benchmarks.

model on the original task, e.g. image classification, object detection, semantic segmenta-
tion. This corresponds to a real life application, where, for instance, we know that the image
was captured in a forest or in a cave, which drastically reduces the likelihood of detect-
ing a skyscraper. Similarly, information that a given object appears in an image can greatly
improve its localization or segmentation. Since partial evidence can be available in multi-
ple forms and modalities, the main prediction system, e.g. a convolutional neural network
(CNN), is trained to perform a general purpose prediction with no assumption about the
existence of partial evidence or lack thereof. Neural architectures such as CNNs are not
modular, thus any modification such as new inputs (partial evidence) or new outputs (new
tasks) are difficult to apply without repeating the full training procedure. Otherwise, phe-
nomena such as the catastrophic forgetting may occur. Our objective is to enable the model
to incorporate additional available information without re-training the main system while
exploiting this information to increase the quality of predictions.

Several methods are proposed in the literature to address this problem, among them [52]
and [128] are the most recent. In paper [52] authors propose to exploit external taxonomy of
the labels by modelling correspondences between scene attributes and categories, by feed-
ing this data into the main neural network at inference. On the other hand, paper [128]
introduces a feedback-prop approach that iteratively modifies input and network activa-
tions to ensure the response of the network corresponds to the distribution of known labels.
Although, those methods provide effective ways to exploit partial evidence, they require
complex reasoning, that concerns relationships between labels or computationally expen-
sive iterative adaptation mechanism.

In this work, we reduce the complexity and propose the Plugin Networks – a simple, yet
effective main network extension that allows to incorporate partial evidence during the in-
ference. We show that by using a set of fully-connected (FC) side networks attached to
intermediate layers of the main network (see Fig. 6.1), we are able to not only avoid costly
optimization process, but also exploit the assumption about the existence of partial evidence
in the offline training stage. More specifically, the proposed Plugin Networks, connected to
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the backbone neural network, adjust their activations at the time of inference, depending
on available known labels. Due to the simplicity of the Plugin Networks, their training con-
verges quickly, while remaining robust to overfitting, as we show in this work. The inference
of the proposed model consists of a quick feed-forward propagation of the main model. Plu-
gin Networks offer a significant speedup with respect to the state-of-the-art feedback-prop
method [128]. Last but not least, the proposed Plugin Networks outperform all of the exist-
ing methods on three challenging benchmark applications: hierarchical scene categorization
on the SUN397 dataset [133], multi-label image annotation on the COCO 2014 dataset [79],
and semantic segmentation on Pascal VOC 2011 [28].

To summarize, the contributions of our work are the following:

• We propose novel neural network model extensions called Plugin Networks, which
allows us to take partial information available at test time into account. Plugin Net-
works adjust the activations of the pre-trained base network. They are fast to train and
efficient at test time.

• We show how to attach the proposed Plugin Networks to different types of neural
network layers and investigate the influence of those variants on final results.

• We provide an extensive evaluation of the proposed approach on three challenging
tasks: hierarchical scene categorization, multi-label image annotation and scene seg-
mentation.

In the remainder of this work, we first give an overview of related publications. In Sec. 6.3
we formally introduce the proposed approach, explain how to use it and discuss its proper-
ties. Sec. 6.4 provides an extensive evaluation of our method and we conclude this work in
Sec. 6.5.

6.2.1 Related Work

Using context in visual tasks: Exploiting additional contextual cues in visual recognition
tasks gained a lot of attention from the computer vision community [25, 40, 61]. Contex-
tual information related to semantics is used to improve object detection [90]. Social media
meta-data is also used in a context of multilabel image annotation in [61]. Although, adding
context proved to be successful in increasing the quality of visual recognition tasks, all of the
above mentioned methods used the context in conjunction with the input uni-modal (visual)
image during the training of the entire system. In this work, we propose a fundamentally
different approach since the context (in the form of known labels) is learned only after the
training of the main model is finished and our approach allows to extend this pre-trained
model with additional information a posteriori. Rosenfeld et al. [111] proposed a method
where detection and segmentation is conditioned on the presence of a given object category.
To achieve it, they propose to use a set of linear modulators. This method shares common
features such as offline training with the Plugin Networks, but a model capacity of linear
modulators is not enough to learn complex functions. This leads to more complicated train-
ing procedures with data oversampling.

Using label structure: Some authors propose to model the co-occurrence of labels avail-
able at training time to improve recognition performance [89]. [24] on the other hand uses
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a special structure to store the relations between the labels using a graph designed specifi-
cally to capture semantic similarities between the labels. Other forms of external knowledge
can be found in [42] and [56] where they use the WordNet taxonomy of tags to increase the
accuracy of their visual recognition systems. [61], [87] also use social media meta-data to im-
prove the quality of the results obtained for image recognition tasks. Finally, [95] estimates
entry-level labels of visual objects by exploiting image captions. Contrary to our method,
the above-mentioned approaches focus on finding the relationships between the labels and
driving the training algorithm to encompass those structures. In this work, we do not ex-
plicitly model any label structures – the only input related to labels we give to the network is
a set of known labels related to an image with no information about their relationship with
the others.

Multi-task learning: Somehow related to our work is the thriving area of multi-task learn-
ing. Motivated by the phenomenon of catastrophic forgetting, multi-task learning tries to
address the problem of lifelong learning and adaptation of a neural network to a set of
changing tasks while preserving the network’s structure. In [77], Lee et al. aim to solve
this problem by the continuous matching of network distribution. In [105] the same prob-
lem is solved through residual adapters – neural network modules plugged into a network,
similarly to our Plugin Networks – which are the only structures trained for the tasks while
the base network remains untouched. Although, we do not aim to solve multi-task learning
problem in this work, our approach is inspired by the above-mentioned methods, which fo-
cus on designing robust network architecture that can dynamically adjust to additional data
point sources unseen during training.

Inference with Partial Evidence: Finally, the most relevant to the work presented in this
chapter are two methods proposed by Hu et al. [52] and Wang et al. [128]. Both of them
address the problem of visual tasks in the presence of partial evidence.

Hu et al. [52] tackles this challenge by proposing a Structured Inference Neural Network
(SINN). The SINN method is designed to discover the hierarchical structure of labels, but
it can also be used in a partial evidence setup, if labels in a given hierarchy are clamped at
inference. However, the SINN model, which uses CNN and LSTM to discover label relations,
has a large amount of learnable parameters, which makes model training difficult. To solve
this issue authors use the positive and negative correlations of labels as prior knowledge,
which is inferred from the WordNet relations. We compare our method with SINN and
show that we achieve significantly better performance with a much simpler model.

The FeedbackProp proposed by Wang et al. [128], uses an iterative procedure, which is ap-
plied at inference time. The idea is to modify network activations to maximize the probabil-
ities of labels under the partial evidence. The method does not require to re-train the base
model. However, due to the iterative procedure introduced at inference time, it requires
more computational effort. In addition, they introduced hyperparameters, like a number of
iterations and learning rate to the inference phase. Finally, in the case of FeedbackProp, the
partial evidence labels can only be a subset of labels that the base model can recognize. Our
method, however, can accept any kind of labels as partial evidence. Moreover, our method
introduce negligible computations, and not extra parameters to the inference phase. The
comparison shows that our method outperforms FeedbackProp while being significantly
faster at inference phase.
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FIGURE 6.2: If we add Plugin Network to a convolutional layer, then each element of the output
vector is added to a corresponding channel of feature maps. For instance, if convolutional layer
has c channels, then output from the Plugin Network has also c elements.

6.3 Material and methods

In this section, we first introduce the Plugin Networks and define them formally. We then
describe how to attach the Plugin Networks to the existing base network at the linear and
convolutional layers.

6.3.1 Definition

Let’s assume that we have a CNN model F(x; w), where x is an input image and w are the
parameters. The model F is already trained on some task (e.g. single or multi-label classifi-
cation, scene segmentation). The parameters w were trained on input images X and input
labels Y.

Now let’s assume that some labels Ȳ are available and known at inference time. In the fol-
lowing definitions without loosing generality, we will assume that only one Plugin Network
is attached to the base model. We define the Plugin Network model Fp with parameters wp

as

r = Fp(ȳ; wp). (6.1)

The model takes the partial evidence ȳ ∈ Ȳ as an input. The output r of the plugin can be
attached to the output vector z of some layer of the base model F:

z̃ = z⊕ r, (6.2)

where the sign ⊕ can have the following meaning:

• additive: z̃ = z + r,

• multiplicative: z̃ = z ∗ r,

• residual: z̃ = z + z ∗ r.

In this way the Plugin Network Fp adapts the output vector z of the base model F under
presence of available partial evidence. The eq. (6.2) defines how the Plugin Network Fp is
attached to the base network F, thus a joint model can be defined as:

F̃(x, ȳ; w, wpi ). (6.3)
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In general, several Plugin Networks can be attached simultaneously to a number of layers
of the base model F.

Note that the output of a Plugin Network r can be attached to either the output of a fully
connected layer or a convolutional layer. In the following sections, we explain how both
operations are performed in details.

6.3.2 Connection with Linear Layers

The Plugin Network, which is attached to the linear layer, has to compute the vector r of
the same dimension as the vector z. Then the operator ⊕ in eq. (6.2) is well defined. The
adjusted vector z̃ is then processed by the following layers of the base model. The value z is
the output of a layer before a non-linear function (e.g. ReLU).

6.3.3 Connection with Convolutional Layers

When a Plugin Network is attached to a convolutional layer, it adjusts the feature map ob-
tained from a given convolutional filter. Thus, it has to compute vector r, which has to be
of the same dimension as the number of channels in the tensor z. Then all the considered
operators ⊕ in eq. (6.2) have elementwise meaning:

z̃c = zc ⊕ rc =


z11 . . . z1j

...
. . .

zi1 zij


c

⊕ rc, (6.4)

where c indicates the number of channels.

Adding a scalar value to each channel of a feature map greatly reduces the number of Plugin
Network parameters that have to be learned. Learning different values for each elements of
a feature map requires w× h× c output values, where w, h stands for width and height of
a feature map, respectively. Since we only add scalar value to each feature map, we require
only c output values from a Plugin Network. Fig. 6.2 illustrates how Plugin Network is
attached to convolutional layers.

6.3.4 Plugin Network Architecture

Overall, the Plugin Networks can be generalized to any model that can be trained with
backpropagation. In our case, the Plugin Network is a FC neural network. Each FC layer is
followed by a ReLU activation except for the last layer. We chose a fully connected architec-
ture because partial evidence vector ȳ can be interpreted as a feature vector, which is used to
compute a non-linear transform of outputs of the base model. This task can be well handled
by a fully connected neural network.

We observe similar performance for each of the operators defined in eq. (6.2). Therefore, for
consistency, we decide to always use the additive ⊕ operator throughout our experiments.

6.3.5 Training

The eq. (6.3) defines the joint model of a base network F with parameters w and the Plu-
gin Network Fp with parameters wp. In the training procedure we are optimizing only wp
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parameters, thus the base model F is not altered. To optimize the parameters of the Plugin
Networks, the original loss function is used, i.e. the same loss function that is used to train
the base model.

6.3.6 Properties

One important property of the Plugin Networks is that the function, which modifies a base
model, is trained in an offline phase (see Section 6.3.5). Thus, the testing phase requires only
a single feed-forward propagation through base model and the Plugin Networks. Thanks to
the single forward pass, our model is fast, and forward propagation overhead of the Plugin
Networks is negligible. Thus, our method is significantly faster than the model proposed in
[128], where iterative optimization process is applied at the inference phase.

6.4 Results

In this section we evaluate the Plugin Networks on three challenging computer vision tasks.
We consider a hierarchical, multi-label classification and semantic segmentation problems.
To stay consistent with the previous work on these subjects, we conduct the experiments in
the same setups as [52, 111, 128]. Therefore, we use SUN397 [133, 134], COCO’14 [79] and
Pascal VOC 2011 [28] datasets, respectively.

6.4.1 Hierarchical Scene Categorization

We apply our method on SUN397 dataset [133, 134]. The dataset is annotated with three
coarse categories, 16 general scene categories and 397 fine-grained scene categories. Our
task is to classify fine-grained categories, given true values for coarse categories, as it was
performed in Hu et al. [52] and Wang et al. [128]. Thus, coarse categories serve as the par-
tial evidence. We follow same experimental setup as [52, 128]: we split dataset into train,
validation, and test split with 50, 10 and 40 images per scene category. To allow fair compar-
ison to [52, 128], we use the AlexNet [74] with Softmax trained on fine-grained categories.
It will serve as the base model for the Plugin Networks in this experiment. To evaluate
our method we compute mean average precision (mAP), multi-class accuracy (MC Acc) and
intersection-over-union accuracy (IoU Acc).

Ablation study: Plugin Network can be attached to different layers of the base model. Fur-
thermore, one can attach more than one Plugin Network simultaneously. In the study below
we analyze different combinations of the above choices, the results are summarized in Ta-
ble 6.1. The results show, that Plugin Network improve performance of the base model
regardless to which layer it is attached. On the other hand, the performance gain differs
between chosen layers. Thus, couple of observations can be drawn. It is more effective to at-
tach a Plugin Network to an FC layer rather than a conv layer. Secondly, the Plugin Network
connected to deeper layers tends to obtain better performance. The results are aligned with
the intuition, that in case of the classification task, deeper layers carry more abstract infor-
mation. Thus, the Plugin Network can converge to better solution when attached to deeper
layers. Moreover, in classification task spatial information is ignored, thus modification of
conv layers, which carry spatial information is less important. Note, that in case of semantic
segmentation task described in Sec. 6.4.3, it is more important to modify conv layers. These
experiments show that the Plugin Networks are generic and can solve various tasks.
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TABLE 6.1: Performance of the Plugin networks w.r.t. the number of plugins and layers at which
they are attached to the AlexNet. The comparison is done on SUN397 dataset. The performance
is better if plugin is attached to deeper layers. Plugins attached to FC layers perform better. The
most effective is plugin attached to fc3 layer, although it outperforms slightly models where three
and six plugins were attached. We believe that it is characteristic for classification task.

Layer MC Acc

no plugin 53.15

conv1 54.08

conv2 53.88

conv3 53.75

conv4 54.30

conv5 54.86

conv3-5 56.88

Layer MC Acc

fc1 53.90

fc2 56.47

fc3 57.51

fc1-3 57.08

conv3-5, fc1-3 57.16

TABLE 6.2: Performance of the Plugin Network with respect to different number of hidden lay-
ers on SUN397. We consider two cases. Former is the Plugin Network being attached to the
conv5 layer, while the latter — attached to the fc3 layer. The experiment shows that simple linear
transformation (0 hidden layers) is not sufficient.

Layer
# of hidden layers

0 1 2 3 4

conv5 53.41 54.06 54.18 54.28 53.90

fc3 54.53 56.65 57.18 57.51 56.56

TABLE 6.3: Plugin Network performance on SUN397 dataset. Our method outperforms state-of-
the-art on all reported metrics. To allow fair comparison, we also show the performance of base
model used in [128] as well as the performance of base model trained by us.

MC Acc mAP IoU Acc

Base model [128] 52.83±0.24 56.17±0.21 35.90±0.22

SINN [52, 128] 54.30±0.35 58.34±0.32 37.28±0.34

F. Prop (LF) [128] 54.94±0.42 58.52±0.34 37.86±0.39

F. Prop (RF) [128] 55.01±0.35 58.70±0.26 37.95±0.33

Base (Ours) 53.30±0.29 56.36±0.21 34.39±0.31

Plugin Net (Ours) 57.59±0.24 61.55±0.43 39.26±0.38
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TABLE 6.4: Performance of the Plugin Network model trained on a fraction of training data.
The results show that model trained even with 20% of available data, achieves state-of-the-art
performance on all metrics. The results are reported on SUN397 dataset.

% of training examples

20 40 60 80 100

MC Acc 56.58 57.07 57.26 57.34 57.51

mAP 60.75 61.19 61.26 61.27 61.37

IoU 38.98 39.39 39.42 39.60 39.62
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FIGURE 6.3: Visualization of results (best viewed in color). We pick 10 representative images
from the SUN397 test set and visualize the predicted fine grained categories from our method.
We compare them with the predictions from base model (CNN+Softmax). Correct predictions are
marked in green, incorrect in red. Failure cases are shown in the rightmost column. "PE" stands
for partial evidence.

We do not observe further performance improvements, if more than one Plugin Network
is attached simultaneously. In case of classification task, the Plugin Network mainly learn
relationship between partial evidence and output labels. Thus, fc3 outputs carry enough
information to find such a relationship.

In the second ablation study, we consider different Plugin Network architectures. We evalu-
ate the number of hidden layers of the Plugin Network. We check from 0 to 4 hidden layers.
The results are reported in Tab. 6.2. The best results are obtained by network with 3 hid-
den layers, which is still a quite shallow architecture that allows efficient training and do
not add significant overhead in the inference. The results also show that a linear function
(model with 0 hidden layers) has not enough capacity to adjust base model outputs.

In our model we use AlexNet CNN + Softmax as the base model. The CNN was pretrained
on the Places365 dataset [137]. The base model is chosen to allow a fair comparison with
[128, 52]. We use the Plugin Network with 3 hidden layers, attached to the fc3 layer from
the base model. The model is trained for 15 epochs using the Adam [64] optimizer with
learning rate set to 1e−3. The learning rate is reduced to 1e−4 and 1e−5 after 5 and 10
epochs, respectively.
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FIGURE 6.4: Comparison of representation learned by the base model and the Plugin Network.
The output of the layer where Plugin Network is attached, is projected to 2 dimensions using t-
SNE. Each point in the figure refers to one example from the test set of SUN397. Our model finds
better separation w.r.t. partial evidence categories.

Training analysis: In Table 6.4 we report the performance of our method w.r.t. to the per-
centage of available training data. We train Plugin Network with 20%, 40%, 60%, and 80%
percent of the training data. The results in Table 6.4 show that our model achieves the state-
of-the-art performance even when trained on 20% of the data.

Comparison with the state-of-the-art: In Table 6.3 we report the performance of our Plugin
Network. The results are averaged over 5 runs to mitigate the randomness in validation
set sampling, also standard deviation is computed. We report performance of base model,
which does not use partial evidence information as a reference. We also report performance
of SINN network [52] and FeedbackProp [128]. The results in Table 6.3 show that Plugin Net-
works outperform state-of-the-art methods in terms of MC Acc, mAP and IoU. In addition,
our method is easier to train than SINN model and allows faster inference than Feedback-
Prop.

Observations: In Figure 6.3 we show 10 images from the SUN397 test set. For each ex-
ample we show: ground-truth label for fine-grained category, classification result from the
base model together with result from our model. For each example we also report coarse
category (partial evidence). The examples show that our method can recover many errors
thanks to the presence of partial evidence information. For instance, in top left example, par-
tial evidence that "parking lot" belongs to "Outdoor man made" category helped to correct
the classification error. The base model classified example as "Anechoic Chamber", which
belongs to "Indoor" category. If we look at the "Anechoic Chamber" chamber examples, one
can notice that cars parked in the parking lot can mimic patterns on the Anechoic Chamber
walls.

Representation analysis: we analyze how the intermediate output of base model was changed,
after Plugin Network was added. First, we projected the activations of base model for each
example in a test set to 2D plane using t-SNE method [82]. Figure 6.4 (A) Base Model shows
the representation of the base model, while (B) Plugin Network shows the representation of
our method. The figure shows that our model learns much better representation, as partial
evidence categories are clearly separable. It is also interesting that our model manages to
learn such representation, because the loss function that we optimize considers only fine
grained labels and ignores error on partial evidence categories. The results show that our
model learns dependency between partial evidence categories and fine-grained labels, while
not being directly guided by the loss function.
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FIGURE 6.5: Performance of the base network ResNet-18 with the Plugin Networks attached to
its different layers on the validation set. Plugins are attached to the last FC layer, 17th conv layer
and 13th conv layer (13). The plugins have the same architecture, which is a two layered fully
connected network with 500, and 2048 neurons. The black solid line at the bottom indicates mAP
achieved by the base network with no plugins attached. Attachment to the last fc layer only
results in the highest improvement.

We also tried to incorporate loss on partial evidence categories, but we did not observe an
increase in model performance. Thus we decided to optimize loss function only on unknown
labels. Such solution has another advantage – partial evidence categories do not have to be
a subset of labels that base model recognizes.

6.4.2 Multi-label Image Annotation

In the evaluation of our method for the multi-label image annotation task, we use the COCO
2014 dataset [79]. It contains 120,000 images, each annotated with 5 caption sentences.
Again, for consistency, we follow the same experimental setup as [128]. Namely, we use
the provided 82,783 training data instances as our training set, and randomly split the re-
maining provided validation data into 20,000 validation set and 20,504 test set images.

TABLE 6.5: Results on the COCO’14. The baseline is ResNet-18 trained for the multi-label exper-
iment. Our method not only achieves the state-of-the-art in means of the mAP, but also is the
fastest during inference, being barely slower than the base network.

mAP Inference time [s]

Base model [30] 23.00 25.64

F. Prop (LF) [128] 25.26 93.36

F. Prop (RF) [128] 25.70 103.27

Plugins (Ours) 27.97 25.72
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FIGURE 6.6: Performance of the base network ResNet-18 with plugin network attached to its last
layer with different architectures of the plugin on the validation set. Numbers in brackets indicate
the number of neurons at consecutive layers. The black solid line at the bottom indicates mAP
achieved by ResNet-18 no plugins attached. If the plugin has too many layers, it starts to overfit.
We report the highest performance by using a two-layered network.

TABLE 6.6: Scores obtained when attaching plugins at different places to different versions of
ResNet. We consider attachments to the last FC layer, end of the third residual layer (RL3) and
fourth residual layer (RL4). Plugins always consist of 500 and 2048 neurons. For this task, we
always achieve the highest score when applying a single plugin to the last layer of the base net-
work.

no
plu-
gin

FC, RL4,
RL3

FC,
RL4

FC

ResNet18 23.00 27.56 27.61 27.97

ResNet50 25.84 29.85 29.65 29.93

ResNet101 26.56 29.49 29.79 30.13
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The task is to predict a predefined set of words explaining an image. These words are re-
ferred as visual concepts in the work of Fang et al. in their visual concept classifier [30]. We
define them as the 1,000 most frequent words in the captions of the COCO dataset. We use
the same tokenization, lemmatization, and stop-word removals as Wang et al. [128]. As a re-
sult, each image is annotated by a vector of 1,000 elements corresponding to an occurrence
of words in the captions.

For the task of reasoning under partial evidence, we randomly divide the target vector into
a fixed 500 known and 500 unknown classes. The comparison is performed on the unknown
set only, while the known set is used as the partial evidence. The base network is first trained
as in Fang et al. [30] on the multi-labeled task using the entire 1,000 classes. It is done by min-
imization of the binary cross entropy between the predicted and target vector of concepts.
For this experiment, for the base network we choose to use the ResNet-18 architecture [47]
to stay consistent with [128]. Additionally, we also make an ablation study for deeper base
network architectures: ResNet-50 and ResNet-101.

Hyperparameters selection: The architecture of the plugin is chosen based on the validation
scores from Figs. 6.5 and 6.6. As indicated before, we first train the base network on the given
task. Then, we freeze the base network’s weights and add a number of plugins. We train each
plugin for 36 epochs with a starting learning rate of 10−3, which decrease with the number
of epochs to 10−4. We use the Adam [64] optimizer with the Xavier initialization [41].

During the hyperparameters selection, we verify all combinations of attaching a plugin to
the conv13, conv17 and FC layers of the ResNet-18 network. We report, that a single attach-
ment to the last FC layers results in the highest mAP. Using any earlier layer still improves
the baseline, but such plugin overfits much easier. Using a combination of the FC layer and
any other convolutional layer leads to decrease of the performance comparing to a single
attachment to the FC layer due to the overfitting; see Fig. 6.5. This results are aligned with
the conclusions drawn in ablation study from Section 6.4.1.

In next experiment we search for the best architecture of a single plugin. We consider dif-
ferent number of layers and neurons in the Plugin Networks. See Fig. 6.6 for details. The
highest score is achieved by using the two layered architectures with 500 and 2,048 neurons
in a layer, respectively. The two and three layered networks get to the plateau after around
20 epochs, while the four-layered networks start to overfit.

Comparison with the state-of-the-art: We compare ourselves to the Layer-wise Feedback-
prop (LF) and Residual Feedback-prop (RF) Inference proposed by [128]. Results presented
in this work are based on the open sourced online implementation1 provided by the authors
of RF and LF. Due to the random choice of the known and unknown labels, the baseline may
differ, but the overall gain stays similar. We show, that in terms of the mAP, we achieve the
state-of-the-art with a significant margin. Furthermore, as expected, the inference phase is
much faster compared to the Feedback-prop methods. Please refer to Tab. 6.5 for results.

Finally, we verify the usage of the Plugin Networks for deeper architectures, such as ResNet50
and ResNet101; see Tab. 6.6. We notice an improvement for each base network. As for the
ResNet-18, we achieve the highest score when only one plugin is used at the last FC layer of
the base network.

1github.com/uvavision/feedbackprop

github.com/uvavision/feedbackprop
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TABLE 6.7: Scores obtained when attaching plugins at different places to the FCN architecture for
the task of semantic segmentation. conv stands for a convolutional and deconv for transposed
convolutional layers.

Model number of plugins mean-IoU

Baseline 0 65.5

conv1-3 3 65.7

conv1-5 5 70.5

deconv1-3 3 71.1

deconv1-5 5 71.2

conv1-5, deconv1-5 10 72.2

6.4.3 Scene semantic segmentation

In this section we evaluate the Plugin Networks on multi-cue object class segmentation task.
We take fully convolutional network (FCN) [118] as a starting point. Next, we experiment
by adding several plugins into its architecture. For the baseline we take the pre-trained
FCN-8s model2 trained on the SBD dataset [45]. We use the same dataset when training
the Plugin Networks. We validate our models on the Pascal VOC 2011 segmentation chal-
lenge dataset [28]. We follow [118] and take Pascal VOC 2011 segval3 validation split in order
to avoid overlapping images between these two datasets. Thus, our training and validation
datasets consist of 8,498 and 736 images, respectively. Objects in the image are assigned to
one of 21 classes.

The base model (FCN-8s without plugins) results in IoU score of 65.5%. For this scenario,
we assume that we have the knowledge of classes present in the image at the inference time,
which constitutes partial evidence. Therefore, our partial evidence is a vector of 21 elements.
The goal of the Plugin Network is to improve the output segmentation masks of the base
network. We experiment with attaching several plugins to the FCN-8s model. We report the
results in Tab. 6.7. In contrary to findings from previous experiments, the Plugin Networks
provide the highest increase in the IoU, when multiple of them are used. We achieve the
highest gain of 72.2% of IoU when attaching five plugins into all of the convolutional layers
and all of the transposed convolutional layers. We also outperform the previously proposed
method [111], which achieved 69.2%, on the partial evidence task for semantic segmentation.

Using partial evidence through the Plugin Networks, we are able to soften the wrong feature
maps and strengthen the expected ones. It results in major improvement of the base network.
When multiple objects are present in the scene, the base model may have a problem to con-
sistently assign a proper label to a particular object. As expected, when the baseline network
makes a mistake by assigning a wrong label of a class that is not present in the image, plug-
ins correct these with a correct class. The examples are shown in Figure 6.7. For instance in

2github.com/wkentaro/pytorch-fcn
3github.com/shelhamer/fcn.berkeleyvision.org

github.com/wkentaro/pytorch-fcn
github.com/shelhamer/fcn.berkeleyvision.org
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FIGURE 6.7: Examples of semantic segmentation masks predicted by the base model with and
without Plugin Networks. The images are taken from the Pascal VOC 2011 validation set. In
rows we show different examples, and in columns, from left to right: input image, ground-truth
(all classes), base model, FCN-8s with 10 plugins. Our Plugin Networks show clear improvement
of the base model output segmentation masks.

the last row, the pixels belonging to a bottle are inconsistently assigned to different classes
by the base model. Using the Plugin Networks fixes the problem.

6.5 Conclusion

In this work, we introduce the Plugin Networks – a simple, yet effective method to exploit
the availability of a partial evidence in the context of visual recognition tasks. Plugin Net-
works are integrated directly with the intermediate layers of pre-trained convolutional neu-
ral networks and thanks to their lightweight design can be trained efficiently with low com-
putational cost and limited amount of data. Results presented on three challenging tasks
and various datasets show superior performance of the proposed method with respect to
the state-of-the-art approaches.

We experiment with multiple configurations of our system. We focus especially on: number
of plugins, plugin depth, fusion layer type (conv or fc), amount of training data and fu-
sion location. Regardless of the fusion operator choice, our method always outperforms the
state-of-the-art methods. While our modulations of the base-network, seems to be similar to
the Priming Neural Networks or FiLM, they are significantly different. The main difference,
is the idea of using an additional deep neural network to learn the modulation function
in contrary to a simple linear model. It might occur trivial, but it is a necessary step to-
wards improving state-of-the-art by a large margin in our scenario. We show in our ablation
studies, that a single-layered network would not be able to improve the results sufficiently.
Plugin Network alters only base model activations, while methods like FiLM requires incor-
poration of new convolutional layers into the base network architecture. Plugin Network
changes neither the base model architecture nor changes the weights and alters only the ac-
tivations. In the case of Feedback-prop the partial evidence labels can only be a subset of
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labels that the base model can recognize. Our method, however, can accept any kind of la-
bels as partial evidence. Moreover, the Feedback-prop by design requires a multiple forward
and backward passes during the inference in contrast to a single forward pass for the Plugin
Networks. This results in a much shorter inference time required by the Plugin Networks.

If baseline model prediction scores are close for two classes, e.g. library and arch, and the
partial evidence is the same for both, e.g. outdoor, man made, Plugin Network can add some
unwanted noise, which causes a failure. This can be seen in the examples from 6.3. We
reason that one issue causing the problem is the fact that the Plugin Networks do not take
advantage of the input source and the resulting output and in the consequence are blind to
them. It is very likely that the contextual information would boost the decision process of a
Plugin Network. Another possibility would be to add an iterative, or recurrent channel to
allow the Plugin Network to reason from the resulting, merged output of the base model.
We leave these aspects for the future investigation and research.

Our Plugin Networks are agnostic to the input signal and can accommodate arbitrary modal-
ity of the input data, including audio or textual cues. Therefore, their multi modal nature
can allow richer contextual cues to be taken into account in the inference procedure, leading
to more effective and efficient visual recognition models. Currently, neural models while
trained are very difficult to modify. Adding new output (e.g. new classes) or new input
(e.g. partial evidence) requires training from scratch or via fine-tuning. If a base model is
fine-tuned, phenomena such as the catastrophic forgetting arise. These limitations are over-
looked by many authors, who focus on uni-modal input (e.g. images). In many scenarios
data from other sources is available (GPS, text). Our method allows an easy adaption of a
base model to available partial evidence. We believe that this work can open novel research
directions related to solving visual recognition tasks with partial evidence.



79

Chapter 7

Conclusion

In this thesis we develop and discuss machine and deep learning techniques for seman-
tic and instance segmentation. The techniques were evaluated on a dataset of CT scans of
short glass fiber reinforced polymers prepared in cooperation with the University of Padova
and on publicly available medical CT scans of lungs and liver. The last chapter on Plugin
Networks evaluates on a public and popular large-scale object detection, segmentation, and
captioning dataset for a better comparison with the state-of-the-art.

In chapters 2, 3 and, 4 we present our work on fiber segmentation from short glass fiber
reinforced polymer X-ray CT scans. Chapter 2 describes the data acquisition and dataset
preparation of the reference volumes from the part manufacturing to computational model
of SFRP. In Chapter 3 and 4 we propose state-of-the-art models for semantic and instance
segmentation of fibers from SFRP. We evaluate them on our challenging dataset of low reso-
lution CT scans. In chapter 5 we present applications of machine and deep learning models
for real-life applications in the medical imaging field. We propose a 3D dictionary learn-
ing model for bronchial vessel segmentation achieving the state-of-the-art on the VESsel12
dataset. For the liver and liver lesion segmentation from CT scans we propose a U-net based
architecture and the Mask Mining boosting technique for a wide array of machine learning
techniques. In chapter 6 we present the Plugin Networks – a solution for inference under
partial evidence. We evaluate it on the general tasks of hierarchical scene categorization,
multi-label image annotation and scene semantic segmentation achieving state-of-the-art on
each.

Future work on segmentation should focus on instance segmentation, most importantly on
different embedding regularization together with unsupervised clustering methods. For in-
stance it would be interesting to see the use of Distance Matching Regularizers or Adjusted
Binarization Representation Entropy Regularizer on the embedding space as has been used
for generative adversarial networks [138]. Use of described methods on different applica-
tions would be of great interest too to see how the algorithms behave for more complicated
structures. As for Plugin Networks the future work should focus on allowing the plugins
to gather context of the input source in some form. For instance via embedding learning or
iterative, recurrent approach.
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Appendix A

List of Peer Reviewed Publications
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JS Rathore, T Konopczyński, J Hesser, G Lucchetta, Simone Carmignato. Investigation on
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and Prognostics of Engineering Systems (JNDE). 2020

K Roth, J Hesser, T Konopczyński. Mask Mining for Improved Liver Lesion Segmentation.
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