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Abstract

This paper is devoted to the study of the global existence and structural stability of measure-valued solutions to a nonlinear structured population model given in the form of a nonlocal first-order hyperbolic problem on $\mathbb{R}^+$. In distinction to previous studies, where the $L^1$ norm was used, we apply the flat metric, similar to the Wasserstein $W_1$ distance. We argue that stability using this metric, in addition to mathematical advantages, is consistent with intuitive understanding of empirical data. Structural stability and the uniqueness of the weak solutions are shown under the assumption about the Lipschitz continuity of the kinetic functions. The stability result is based on the duality formula and the Gronwall-type argument. Using a framework of mutational equations, existence of solutions to the equations of the model is also shown under weaker assumptions, i.e., without assuming Lipschitz continuity of the kinetic functions.
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1 Introduction

Models describing the time evolution of physiologically structured populations have been extensively studied for many years [18,25,28]. The dynamics of such populations have
been modeled by partial differential equations of transport type, as described for example in [28] and [18] and in the references therein, by integral and functional-integral equations (e.g. [3]), and more recently by constructing the next-state operators, which define a semigroup [9].

This paper focuses on measure-valued solutions to a nonlocal first-order hyperbolic problem on $\mathbb{R}^+$ describing a physiologically structured population. We find continuity assumptions about the kinetic functions sufficient for global existence and for structural stability of distributional solutions whose values are finite Radon measures on $\mathbb{R}^+$. These results can be extended to systems of more than one species.

1.1 A joint framework for continuous and discrete distributions: Radon measures

Global existence and stability of structured population models were established for solutions defined in Banach space $L^1$ [14,28]. In this case it was possible to prove strong continuity and structural stability of solutions. However, it is often necessary to describe populations in which the initial distribution of the individuals is concentrated with respect to the structure, i.e., it is not absolutely continuous with respect to the Lebesgue measure. In these cases it is relevant to consider initial data in the space of Radon measures as proposed in [18]. The set of finite Radon measures on the Euclidean space is defined as the dual space of all real-valued continuous functions vanishing at infinity. For linear age-dependent population dynamics, a qualitative theory using semigroup methods and spectral analysis has been laid out in [11]. The follow-up work [9] is devoted to nonlinear models. Some analytical results concerning the existence of solutions are given in [10]. All the results there concerning continuous dependence of solutions on time and initial state are based on the weak* topology of Radon measures. Moreover, there exist simple counter-examples indicating that continuous dependence, either with respect to time or to initial state, generally cannot be expected in the strong topology. As concluded in [10] “structural stability, in the sense of continuous dependence with respect to the modeling ingredients, is still to be established”. This is important in the context of numerical approximation and experimental data. Structural stability of the model solutions is essential for calibration of the model.

We have therefore been motivated to study the problem of structural stability of the solutions to the equations of structured population dynamics. Our new approach is based on a theory of nonlinear semigroups in metric spaces, instead of weak* semigroups on Banach spaces. The framework of the Wasserstein metric in the spaces of probability measures (see for example [2]) is important for the analysis of transport equations. Since the nonlinear structured population model is not conservative, we cannot expect the solutions to be probability measures, even if the initial data are. Therefore, instead of the Wasserstein metric, we apply a version of the flat metric, defined in Section 2. The flat metric corresponds to the dual norm of $W^{1,\infty}(\mathbb{R}^+)$. It metrizes both weak* and narrow topologies on each tight subset of Radon measures with uniformly bounded total variation.

The approach we apply helps to alleviate one difficulty of the classical approach, which is the inconsistency of the $L^1$ norm with empirical data. In particular, even if we assume that a real population has a distribution absolutely continuous with respect to the Lebesgue measure, in which case the distribution density exists, the data from experiments provide information on the number of individuals in some range of the state variable (age, size,
etc.). Discrete data in the observational series approximate the integrals of the density over some intervals of the considered quantity, and not the density itself. In other words, we may record the series \( \{a_n\}_{n=1}^{\infty} = \{ f_{[n h,(n+1)h]}(d\mu) \}_{n=1}^{\infty} \), where \( h \) is the size of the considered interval of the state variable. Therefore, having two functions with equal values of the integrals over even short intervals does not imply that the \( L^1 \) norm of the difference of these quantities is small. For example assume that \( \{a_n\}_{n=1}^{\infty} \) is given and define

\[
A = \{ \mu \in \mathcal{M}^+(\mathbb{R}^+) \mid \int_{[n h,(n+1)h]} d\mu = a_n, n = 1, 2, \ldots \}.
\]

The diameter of the set \( A \), \( \text{diam}_{\|\cdot\|_M}(A) = \text{diam}_{\|\cdot\|_{L^1}}(A \cap L^1) = 2 \sum_{n=1}^{\infty} a_n \), does not depend on \( h \) and therefore, even if \( h \) is small, we cannot conclude that the distance between different possible initial data is small. On the contrary, for the flat metric \( g \), which we define later on, \( \text{diam}_g(A) \leq h \sum_{n=1}^{\infty} a_n \). This suggests that considering \( L^1 \) stability for equations describing biological processes, or any processes basing on the data of empirical type, may not be an optimal approach.

1.2 A nonlinear model of a physiologically structured population

We recall the structured population model considered in [28,14] for solution \( u(\cdot, t) \in L^1(\mathbb{R}^+) \),

\[
\begin{align*}
\partial_t u(x,t) + \partial_x \left( F_2(u(\cdot,t), x, t) u(x, t) \right) &= F_3(u(\cdot,t), x, t) u(x, t), \quad \text{in } \mathbb{R}^+ \times [0, T], \\
F_2(u(\cdot,t), 0, t) u(0,t) &= \int_{\mathbb{R}^+} F_1(u(\cdot,t), x, t) u(x,t) dx \quad \text{in } [0, T], \\
u(x,0) &= u_0(x), \quad \text{in } \mathbb{R}^+.
\end{align*}
\]

Here \( x \) denotes the state of an individual (for example the size, level of neoplastic transformation, stage of differentiation) and \( u(x,t) \) the density of individuals being in state \( x \in \mathbb{R}^+ \) at time \( t \). By \( F_3(u, x, t) \) we denote a function describing the individual’s rate of evolution, such as the growth or death rate. \( F_2(u, x, t) \) describes the rate of the dynamics of the structure, i.e., the dynamics of the transformation of the individual state. The boundary term describes the influx of new individuals to state \( x = 0 \). Finally, \( u_0 \) denotes the initial population density.

In this paper, we investigate the existence of measure-valued solutions \( \mu_t \in \mathcal{M}(\mathbb{R}^+) \) to the nonlinear model

\[
\begin{align*}
\partial_t \mu_t + \partial_x \left( F_2(\mu_t, t) \mu_t \right) &= F_3(\mu_t, t) \mu_t, \quad \text{in } \mathbb{R}^+ \times [0, T] \\
F_2(\mu_t,t)(0) \mu_t(0) &= \int_{\mathbb{R}^+} F_1(\mu_t,t)(x) \ d\mu_t(x), \quad \text{in } [0, T] \\
\mu_0 &= \nu_0,
\end{align*}
\]

and their dependence on the initial measure \( \nu_0 \in \mathcal{M}(\mathbb{R}^+) \) and on three coefficient functions \( F_1, F_2, F_3 : \mathcal{M}(\mathbb{R}^+) \times [0, T] \rightarrow W^{1,\infty}(\mathbb{R}^+) \).

Problem (1) is interpreted in a weak sense. Accordingly, the desired solutions are narrowly continuous (see Definition 2.1) curves \( \mu : [0, T] \rightarrow \mathcal{M}(\mathbb{R}^+) = (C_0^0(\mathbb{R}^+))^\prime \) satisfying the
problem in a weak sense, i.e., in duality with all test functions in $C^1_c(\mathbb{R}_+ \times [0,T]) \cap W^{1,\infty}(\mathbb{R}_+ \times [0,T])$. The additional assumption $F_1(\cdot) \geq 0$ guarantees that positivity of initial measure $\nu_0$ is preserved by the solution $\mu_t$ constructed here. This feature is essential for modeling population dynamics.

In this paper we focus on two aspects:

(i) Under very general conditions on $F_1, F_2, F_3 : \mathcal{M}(\mathbb{R}^+) \times [0,T] \rightarrow W^{1,\infty}(\mathbb{R}^+)$ we prove the existence of measure-valued solutions $\mu : [0,T] \rightarrow \mathcal{M}(\mathbb{R}^+)$, which are narrowly continuous with respect to time. The main result concerning existence is formulated in Theorem 4.3 and Corollary 4.4.

(ii) The method used for constructing these solutions is stable with respect to perturbations of coefficients and initial measure. Therefore, assuming continuity of the functions $F_1, F_2$ and $F_3$ with respect to time and Lipschitz continuity in the flat metric with respect to measure $\mu$, we prove the existence of solutions, which are structurally stable, i.e., which exhibit Lipschitz dependence on the initial data and model parameters. This second main result is formulated in Theorem 4.5 and Theorem 4.6.

1.3 Comparison with earlier results

Model (1) is a generic formulation of a nonlinear single-species model with a one-dimensional structure. The model was considered by Diekmann and Getto in reference [10] in a case where the functions $F_i$ depend on the population density via weighted integrals $\int \gamma_i(x) d\mu_t$. Diekmann and Getto proved the global existence of solutions and their continuous dependence on time and initial state in the weak* topology of $\mathcal{M}(\mathbb{R}^+)$. The results were formulated under the assumptions of Lipschitz continuity of functions $F_1, F_2$ and $F_3$ and the global Lipschitz property of the output function $\gamma_i$. To solve a nonlinear problem Diekmann and Getto applied the so-called method of interaction variables. The method consists of replacing the dependence on the measure $\mu$ incorporated in $F_1, F_2$ and $F_3$ by input $I(t)$ at time $t$, and splitting the nonlinear problem (1) into a linear problem coupled to a fix-point problem. This leads to a linear problem depending on the parameter function $I(\cdot)$, which can be solved by extending the concept of semigroup. The feedback law relates the parameter function $I(\cdot)$ to the solution and thus provides a fix-point problem equivalent to the original nonlinear problem. Appropriate assumptions on the coefficients allow application of the contraction principle.

In this paper, the analysis of model (1) is based on the estimates obtained for the linear problem,

\[
\begin{cases}
\partial_t \mu_t + \partial_x (b \mu_t) = c \mu_t, & \text{in } \mathbb{R}^+ \times [0,T], \\
b(0) \mu_t(0) = \int_{\mathbb{R}^+} a \ d\mu_t, & \text{in } [0,T], \\
\mu_0 = \nu_0.
\end{cases}
\]

where $a(\cdot), b(\cdot), c(\cdot) \in W^{1,\infty}(\mathbb{R}^+)$ and $b(0) > 0$.

The key estimates are obtained using the concepts of the duality theory applied for transport equation in ref. [12]. Recently, these ideas were further developed by Perthame and co-workers in the context of long-time asymptotics of linear structured population mod-
els [21]. In the present paper the smooth solution to a dual partial differential equation provides an integral representation of a measure-valued solution \( \mu : [0, T] \rightarrow \mathcal{M}(\mathbb{R}^+) \) to equation (2). In particular, this solution exists and depends continuously on the initial measure \( \nu_0 \) and on the coefficients \( a(\cdot), b(\cdot) \) and \( c(\cdot) \).

To prove structural stability we apply concepts similar to those used by Bianchini and Colombo [6]. However, instead of the framework of quasidifferential equations [20], we apply a similar concept: the mutational equations introduced by Aubin [4,5] and generalised by Lorenz [15,16]. In comparison to the approach of Diekmann and co-workers [9,10], the connection with the nonlinear problem (1) is not based on the contraction principle, but on compactness. This allows us to prove existence of weak solutions to the nonlinear population model (1) without assuming Lipschitz dependence of the coefficients \( F_1(\cdot, t), F_2(\cdot, t), F_3(\cdot, t) \), but only continuity. In addition, assuming Lipschitz continuity of the model coefficients \( F_1(\cdot, t), F_2(\cdot, t), F_3(\cdot, t) \) guarantees the uniqueness of the weak solution.

1.4 Coupling with other dynamical systems using mutational equations

In a similar way to the Peano Theorem for ordinary differential equations, the existence result holds for systems of mutational equations. Therefore, the framework of mutational equations allows extending the results obtained in the present paper to multispecies models and to more involved structured population models consisting of systems of structured equations coupled with ordinary differential equations controlling the dynamics of the structure (through the coupling in \( F_2 \) function), or regulating processes on the level of the population (through the coupling in \( F_3 \) and \( F_1 \) functions). This latter type of models seems to be of special interest in the context of cell populations, whose dynamics is controlled by the intracellular signaling pathways, density of cell membrane receptors or other processes, which take place on the level of single cells.

1.5 Structure of the paper

We conclude this section with a brief description of the plan of the paper. In the remainder of this section we introduce the notations which are used throughout the paper. In Section 2 we define the flat metric on Radon measures and specify the relations to weak* and narrow convergence in tight subsets. Section 3 is devoted to proving \textit{a priori} estimates for solutions to the linear structured population model (2). First we solve the dual problem and find estimates for its solutions in the \( W^{1,\infty} \) space. Applying the duality formula, we obtain estimates for the solution to the original linear problem in the space of Radon measures with flat metric. In Section 4, by applying the framework of mutational equations and using the estimates obtained in Section 3, we show existence and structural stability of solutions to the nonlinear model. The existence result is formulated in Theorem 4.3 and Corollary 4.4 with the stability result being given in Theorem 4.5. The uniqueness of the weak solutions is shown in Theorem 4.6.

At the end of this paper, Appendix A provides proofs of the lemmas formulated in Section 3. Appendix B is a self-contained overview of mutational equations in metric spaces.

1.6 Notation

Throughout this paper we use the following notations: \( \mathbb{R}^+ = [0, +\infty] \) and \( C^0_c(\mathbb{R}^+) \) is the space of continuous functions \( \mathbb{R}^+ \rightarrow \mathbb{R} \) with compact
support, and \( C^0_0(\mathbb{R}^+) \) is its closure with respect to the supremum norm. \( C^0_0(\mathbb{R}^+, \mathbb{R}^+) \) denotes the subset of functions \( \varphi \in C_c^0(\mathbb{R}^+) \) with \( \varphi \geq 0 \) and correspondingly, \( C^0_0(\mathbb{R}^+, \mathbb{R}^+) \) denotes its closure.

Furthermore, \( \mathcal{M}(\mathbb{R}^+) \) consists of all finite real-valued Radon measures on \( \mathbb{R}^+ \). As a consequence of the Riesz Theorem, it is the dual space of \( C^0_0(\mathbb{R}^+) \) and, the total variation of a Radon measure is equal to the dual norm [1, Remark 1.57].

\( \mathcal{M}^+(\mathbb{R}^+) \) denotes the set of all nonnegative finite Radon measures on \( \mathbb{R}^+ \), i.e., \( \mathcal{M}^+(\mathbb{R}^+) := \{ \mu \in \mathcal{M}(\mathbb{R}^+) \mid \mu(\cdot) \geq 0 \} \).

2 The flat metric on finite Radon measures

In this section, we specify a suitable metric \( \rho \) in the space \( \mathcal{M}(\mathbb{R}^+) \) of finite Radon measures on \( \mathbb{R}^+ \). First, we recall the definition of the narrow convergence in the space of Radon measures (cf. [2]).

**Definition 2.1** A sequence \( (\mu^n)_{n \in \mathbb{N}} \subset \mathcal{M}(\mathbb{R}^+) \) converges narrowly to \( \mu \in \mathcal{M}(\mathbb{R}^+) \) as \( n \to \infty \) if

\[
\lim_{n \to \infty} \int_{\mathbb{R}^+} \varphi \, d\mu^n = \int_{\mathbb{R}^+} \varphi \, d\mu
\]

for every bounded and continuous function \( \varphi : \mathbb{R}^+ \to \mathbb{R} \).

**Definition 2.2** A sequence \( (\mu^n)_{n \in \mathbb{N}} \) is tight if

\[
\lim_{M \to \infty} \sup_{n \in \mathbb{N}} \int_{[M, \infty[} |d\mu^n| = 0.
\]

**Remark 2.3** For any tight sequence \( (\mu^n)_{n \in \mathbb{N}} \) weak* convergence in the space \( \mathcal{M}(\mathbb{R}^+) \) is equivalent to the narrow convergence.

**Remark 2.4** A sequence \( (\mu^n)_{n \in \mathbb{N}} \) in \( \mathcal{M}(\mathbb{R}^+) \) is tight if and only if there exists a nondecreasing nonnegative function \( \phi \in C^0(\mathbb{R}^+) \) with \( \lim_{x \to \infty} \phi(x) = \infty \) such that

\[
\sup_{n \in \mathbb{N}} \int_{\mathbb{R}^+} \phi \, d|\mu^n| < \infty,
\]

or equivalently

\[
\sup_{n \in \mathbb{N}} \sup_{\psi \in C^0(\mathbb{R}^+), \psi \leq \phi} \int_{\mathbb{R}^+} \psi \, d\mu^n < \infty.
\]

The topology of narrow convergence on \( \mathcal{M}(\mathbb{R}^+) \) is metrizable on tight subsets with uniformly bounded total variation. It is induced by a norm, which is usually called the flat norm and has been established for differential forms in geometric measure theory [13, 4.1.12]. Less abstract setting in terms of differential operators can be found in [19, § 3].

For the analysis of the nonlinear population model, we apply the corresponding metric \( \rho \).
**Definition 2.5** The flat metric $\rho : \mathcal{M}(\mathbb{R}^+) \times \mathcal{M}(\mathbb{R}^+) \rightarrow \mathbb{R}^+$ is defined by

$$
\rho(\mu, \nu) := \sup \left\{ \int_{\mathbb{R}^+} \psi \ d(\mu - \nu) \mid \psi \in C^1(\mathbb{R}^+), \ ||\psi||_\infty \leq 1, \ ||\partial_x \psi||_\infty \leq 1 \right\}.
$$

Note that unlike the positive cone $\mathcal{M}^+(\mathbb{R}^+)$, the linear space $\mathcal{M}(\mathbb{R}^+)$ of all signed Radon measures is not complete with respect to $\rho$.

**Remark 2.6** (i) For any $\lambda > 0$ and $\mu, \nu \in \mathcal{M}(\mathbb{R}^+)$, the flat metric $\rho(\mu, \nu)$ can be characterised by continuously differentiable test functions with a uniform bound $\lambda$,

$$
\rho(\mu, \nu) = \sup \left\{ \frac{1}{\lambda} \int_{\mathbb{R}^+} \varphi \ d(\mu - \nu) \mid \varphi \in C^1(\mathbb{R}^+), \ ||\varphi||_\infty \leq \lambda, \ ||\partial_x \varphi||_\infty \leq \lambda \right\}.
$$

(ii) Every element of $W^{1,\infty}(\mathbb{R}^+)$ can be approximated on an arbitrary compact set by elements of $C_c^\infty(\mathbb{R}^+) \subset C^1(\mathbb{R}^+) \cap W^{1,\infty}(\mathbb{R}^+)$ with respect to supremum norm. Hence for all $\lambda > 0$

$$
\rho(\mu, \nu) = \sup \left\{ \frac{1}{\lambda} \int_{\mathbb{R}^+} \varphi \ d(\mu - \nu) \mid \varphi \in C^\infty_c(\mathbb{R}^+), \ ||\varphi||_\infty \leq \lambda, \ ||\partial_x \varphi||_\infty \leq \lambda \right\}
$$

$$
= \sup \left\{ \frac{1}{\lambda} \int_{\mathbb{R}^+} \varphi \ d(\mu - \nu) \mid \varphi \in W^{1,\infty}(\mathbb{R}^+), \ ||\varphi||_\infty \leq \lambda, \ ||\partial_x \varphi||_\infty \leq \lambda \right\}
$$

$$
= \|\mu - \nu\|_{(W^{1,\infty})^*}.
$$

The above representation of $\rho$ proves to be very useful for the analysis of the linear population model as test functions are transformed along characteristics.

The following Theorem 2.7 summarizes the main properties of $\rho$. In particular, it specifies the relationship between the topologies of the flat metric $\rho$, weak* convergence and narrow convergence for tight subsets of $\mathcal{M}(\mathbb{R}^+)$. The following proof is similar to [19, § 3, Theorem], except that the space of Radon measures considered here includes measures defined on the noncompact set $\mathbb{R}^+$.

**Theorem 2.7** (i) For any tight sequence $(\mu^n)_{n \in \mathbb{N}}$ and $\mu$ in $\mathcal{M}(\mathbb{R}^+)$, the following equivalence holds

$$
\mu^n \rightarrow \mu \ \text{weak* for} \ n \rightarrow \infty \iff \left\{ \begin{array}{l}
\lim_{n \rightarrow \infty} \rho(\mu^n, \mu) = 0 \\
\sup_{n \in \mathbb{N}} |\mu^n|(\mathbb{R}^+) < \infty.
\end{array} \right.
$$

(ii) For any threshold $r > 0$, the set $\{ \mu \in \mathcal{M}(\mathbb{R}^+) \mid |\mu|(\mathbb{R}^+) \leq r \}$ endowed with $\rho(\cdot, \cdot)$ constitutes a complete separable metric space.

(iii) For any threshold $r > 0$, the set $\mathcal{K} \subset \{ \mu \in \mathcal{M}(\mathbb{R}^+) \mid |\mu|(\mathbb{R}^+) \leq r \}$ is relatively compact with respect to the flat metric $\rho$ if the set $\mathcal{K}$ is tight (i.e., every sequence $(\mu^n)_{n \in \mathbb{N}}$ in $\mathcal{K}$ is tight).
exists a finite set of Lipschitz functions.

Choosing \( \phi^k \in W^{1,\infty} \) with \( \| \phi - \phi^k \| \leq \frac{1}{k} \), we obtain

\[
| \int \phi d\mu^n - \int \phi d\mu | \leq | \int (\phi - \phi^k) d\mu^n - \int (\phi - \phi^k) d\mu | + | \int \phi^k d\mu^n - \int \phi^k d\mu |
\]

and the last term converges to zero, as \( n \) tends to \( \infty \).

(\( \Rightarrow \)) Let \( (\mu^n)_{n \in \mathbb{N}} \) converge weak* to \( \mu \in \mathcal{M}(\mathbb{R}^+) \). Then, \( \sup_{n \in \mathbb{N}} |\mu^n|(\mathbb{R}^+) < \infty \) due to the Banach-Steinhaus Theorem. Using the definition of \( \rho \), we obtain

\[
\rho(\mu^n, \mu) \leq \sup_{[a, \infty]} \int \phi d(\mu^n - \mu) \bigg\| \phi \bigg\|_{\infty} \leq 1, \| \partial_x \phi \|_{\infty} \leq 1 \bigg\} + \int_{[a, \infty]} 1 d(\mu^n + |\mu|).
\]

The tightness condition yields \( \sup_n |\mu^n|([a, \infty]) + |\mu|([a, \infty]) \to 0 \) for \( a \to \infty \). In particular, for every \( \varepsilon > 0 \), there exists \( a \in \mathbb{R}^+ \) such that \( \sup_n |\mu^n|([a, \infty]) + |\mu|([a, \infty]) \leq \frac{\varepsilon}{3} \).

The set \( K_{a+1} := \{ \phi \in W^{1,\infty}(\mathbb{R}^+) \mid \| \phi \|_{\infty} \leq 1, \| \partial_x \phi \|_{\infty} \leq 1 \text{ and supp } \phi \subset [0, a+1] \} \)

is compact in \( (C_0^0(\mathbb{R}^+), \| \cdot \|_{\infty}) \) according to the Arzela-Ascoli Theorem. Therefore, there exists a finite set of Lipschitz functions \( \{ \phi_i \}_{i=1}^{k_\varepsilon} \) in \( K_{a+1} \) such that

\[
\left( \sup_{n \in \mathbb{N}} |\mu^n|(\mathbb{R}^+) + |\mu|(\mathbb{R}^+) \right) \sup_{\phi \in K_{a+1}} \left\{ \inf_{i \in \{1, \ldots, k_\varepsilon\}} \| \phi - \phi_i \|_{\infty} \right\} \leq \frac{\varepsilon}{3}
\]

and thus,

\[
\rho(\mu^n, \mu) \leq \max_{i \in \{1, \ldots, k_\varepsilon\}} \int_{[0, a]} \phi_i d(\mu^n - \mu) + \frac{\varepsilon}{3} + \frac{\varepsilon}{3}
\]

Due to the weak* convergence of \( (\mu^n)_{n \in \mathbb{N}} \), there exists \( m_\varepsilon \in \mathbb{N} \) such that

\[
\sup_{i \in \{1, \ldots, k_\varepsilon\}} \left| \int_{[0, a]} \phi_i d(\mu^n - \mu) \right| \leq \frac{\varepsilon}{3}
\]

for every \( n \geq m_\varepsilon \). This implies \( \rho(\mu^n, \mu) < \varepsilon \) for every \( n \geq m_\varepsilon \) and thus, \( \lim_{n \to \infty} \rho(\mu^n, \mu) = 0 \).

\( (ii) \) The subset \( \{ \mu \in \mathcal{M}(\mathbb{R}^+) \mid |\mu|(\mathbb{R}^+) \leq r \} \) (with arbitrary \( r > 0 \)) is complete with respect to weak* convergence since \( \mathcal{M}(\mathbb{R}^+) \) is the dual space of \( C_0^0(\mathbb{R}^+) \) (see e.g. [1, 23]). Consequently, the first part of the proof \( (i) \) implies its completeness with respect to the flat metric \( \rho \).

\( (iii) \) This statement results from property \( (i) \) and sequential version of the Banach-Alaoglu Theorem.

\[ \square \]

\textbf{Remark 2.8} Note that Remark 2.3 yields the same conclusions as in Theorem 2.7 \( (i) \) replacing weak* convergence with narrow convergence.
3 The linear population model

In this section we consider a linear structured population model,

\[
\begin{aligned}
\partial_t \mu_t + \partial_x (b \mu_t) &= c \mu_t, & \text{in } \mathbb{R}^+ \times [0, T], \\
\mu(0) \mu_t(0) &= \int_{\mathbb{R}^+} a \, d\mu_t, & \text{in } [0, T], \\
\mu_0 &= \nu_0,
\end{aligned}
\]

where \(a, b, c : \mathbb{R}^+ \rightarrow \mathbb{R}\) are bounded and Lipschitz continuous functions with \(b(\cdot) \in C^1(\mathbb{R}^+)\), \(b(0) > 0\), and \(\nu_0 \in \mathcal{M}(\mathbb{R}^+)\) is given initial data.

Formal integration by parts motivates the following definition of a weak solution to problem (3).

**Definition 3.1** \(\mu : [0, T] \rightarrow \mathcal{M}(\mathbb{R}^+)\), \(t \rightarrow \mu_t\) is called a weak solution to problem (3) if \(\mu\) is narrowly continuous with respect to time and, for all \(\varphi \in C^1(\mathbb{R}^+ \times [0, T]) \cap W^{1,\infty}(\mathbb{R}^+ \times [0, T])\),

\[
\int_{\mathbb{R}^+} \varphi(x, T)d\mu_T(x) - \int_{\mathbb{R}^+} \varphi(x, 0)d\nu_0(x)
\]

\[
= \int_0^T \int_{\mathbb{R}^+} \partial_t \varphi(x,t)d\mu_t(x)dt + \int_0^T \int_{\mathbb{R}^+} \left( \partial_x \varphi(x,t)b(x) + \varphi(x,t)c(x) \right)d\mu_t(x)dt
\]

\[
+ \int_0^T \varphi(0,t) \int_{\mathbb{R}^+} a(x)d\mu_t(x)dt.
\]

The key point of this section is an implicit characterization of the solution to the linear problem (4) by an integral equation exploiting the notion of characteristics. This solution is derived for any initial finite Radon measure \(\nu_0 \in \mathcal{M}(\mathbb{R}^+)\) and coefficient \(b(\cdot) \in C^1(\mathbb{R}^+) \cap W^{1,\infty}(\mathbb{R}^+)\) with \(b(0) > 0\). Motivated by the application to population dynamics, we then specify a sufficient condition on \(a(\cdot)\) for preserving nonnegativity of measures, namely \(a(\cdot) \geq 0\). The corresponding solution map can easily be extended to less regular coefficients \(b(\cdot) \in W^{1,\infty}(\mathbb{R}^+)\), which we prove in Corollary 3.10.

**Definition 3.2** \(X_b : [0, T] \times \mathbb{R}^+ \rightarrow \mathbb{R}^+\) is said to be induced by the flow along \(b\), if for any initial point \(x_0 \in \mathbb{R}^+\), the curve \(X_b(\cdot, x_0) : [0, T] \rightarrow \mathbb{R}^+\) is the continuously differentiable solution to the Cauchy problem

\[
\begin{aligned}
\frac{d}{dt} x(t) &= b(x(t)), & \text{in } [0, T], \\
x(0) &= x_0 \in \mathbb{R}^+.
\end{aligned}
\]

The assumptions \(b \in C^1(\mathbb{R}^+) \cap W^{1,\infty}(\mathbb{R}^+)\), \(b(0) > 0\) and Gronwall’s Lemma imply continuous differentiability of solutions to ordinary differential equations with respect to parameters and initial data [26].
Lemma 3.3 \( X_b : [0, T] \times \mathbb{R}^+ \rightarrow \mathbb{R}^+ \) is continuously differentiable with
\[
(i) \quad \|\partial_x X_b(t, \cdot)\|_\infty \leq e^{\|\partial_x b\|_\infty t},
\]
(ii) Lip \( \partial_x X_b(\cdot, x) \leq \|\partial_x b\|_\infty e^{\|\partial_x b\|_\infty T}, \)
(iii) \( \|X_b(t, \cdot) - X_b^0(t, \cdot)\|_\infty \leq \|b - \tilde{b}\|_\infty t e^{\|\partial_x \tilde{b}\|_\infty t} \) for any \( \tilde{b} \in W^{1,\infty}(\mathbb{R}^+), \tilde{b}(0) > 0. \)

For every weak solution \( \mu : [0, T] \rightarrow M(\mathbb{R}^+) \), integration by parts provides a characterization using a dual problem in the form of a partial differential equation.

Definition 3.4 Let \( \psi \in C^1(\mathbb{R}^+) \cap W^{1,\infty}(\mathbb{R}^+) \). We call \( \varphi_{t,\psi} \in C^1(\mathbb{R}^+ \times [0,t]) \) the solution to the dual problem related to \( \psi(\cdot) \) and \( t \) if it satisfies
\[
\left\{ \begin{array}{l}
\partial_t \varphi_{t,\psi} + b(x) \partial_x \varphi_{t,\psi} + c(x) \varphi_{t,\psi} + a(x) \varphi_{t,\psi}(0, \tau) = 0, \text{ in } \mathbb{R}^+ \times [0,t], \\
\varphi_{t,\psi}(\cdot, t) = \psi, \text{ in } \mathbb{R}^+.
\end{array} \right.
\]

The formulation of the dual problem is particularly useful as tool for proving existence of weak solutions. Knowing the solution to the dual problem, the solution to the linear problem (3) is given by the integral formula explicitly stated in Lemma 3.6. In the following lemma we collect the properties of a solution to the dual problem. Its proof is deferred to Appendix A.

Lemma 3.5 Let \( a, b, c \in W^{1,\infty}(\mathbb{R}^+) \) and \( b \in C^1(\mathbb{R}^+), \; b(0) > 0. \) For any function \( \psi \in C^1(\mathbb{R}^+) \cap W^{1,\infty}(\mathbb{R}^+) \) and time \( t \in [0,T] \), the solution \( \varphi := \varphi_{t,\psi} \) to the related dual problem (6) is unique and its equivalent characterization is given by the integral equation
\[
\varphi(x, \tau) = \psi(X_b(t - \tau, x)) e^{\int_{\tau}^t c(X_b(\tau-r,x)) \ dr}
\]
\[
+ \int_{\tau}^t a(X_b(s - \tau, x)) \varphi(0, s) e^{\int_s^t c(X_b(\tau-r,x)) \ dr} \ ds.
\]

Moreover, for any \( t > 0 \) and \( \psi \in C^1(\mathbb{R}^+) \cap W^{1,\infty}(\mathbb{R}^+) \) fixed, the following statements hold
\[
(i) \quad \varphi(0, \cdot) : [0, t] \rightarrow \mathbb{R} \text{ is a bounded and continuously differentiable solution to the following inhomogeneous Volterra equation of second type}
\]
\[
\varphi(0, \tau) = \psi(X_b(t - \tau, 0)) e^{\int_{\tau}^t c(X_b(\tau-r,0)) \ dr}
\]
\[
+ \int_{\tau}^t a(X_b(s - \tau, 0)) \varphi(0, s) e^{\int_s^t c(X_b(\tau-r,0)) \ dr} \ ds,
\]
with
\[
\|\varphi(0, \cdot)\|_\infty \leq \sup_{z \leq \|\psi\|_\infty} \|\varphi(z)\| (1 + \|a\|_\infty t) e^{(\|a\|_\infty + \|c\|_\infty) t},
\]
\[
\|\partial_x \varphi(0, \cdot)\|_\infty \leq \text{const}(\|a\|_{W^{1,\infty}}, \|b\|_\infty, \|c\|_{W^{1,\infty}}) \max\{\|\psi\|_\infty, \|\partial_x \psi\|_\infty\}
\]
\[
e^2 (\|a\|_\infty + \|c\|_\infty) t (1 + t).
\]
Lemma 3.6: Let \( \varphi_{t,\psi} \in C^1(\mathbb{R}^+ \times [0,t]) \) denote the solution to the dual problem (6) (or equivalently, the integral equation (7)) for any \( t > 0 \) and \( \psi \in C^1(\mathbb{R}^+) \cap W^{1,\infty}(\mathbb{R}^+) \). For any measure \( \mu_0 \in \mathcal{M}(\mathbb{R}^+) \), let \( \mu : [0,T] \rightarrow \mathcal{M}(\mathbb{R}^+) \), \( t \mapsto \mu_t \), be given by

\[
\int_{\mathbb{R}^+} \psi(x) \, d\mu_t(x) = \int_{\mathbb{R}^+} \varphi_{t,\psi}(x,0) \, d\mu_0(x). \tag{9}
\]

Then

(i) \( \mu \) satisfies the following form of the semigroup property for every \( 0 \leq s \leq t \leq T \) and \( \psi \in C^1(\mathbb{R}^+) \cap W^{1,\infty}(\mathbb{R}^+) \):

\[
\int_{\mathbb{R}^+} \psi(x) \, d\mu_t(x) = \int_{\mathbb{R}^+} \varphi_{t,\psi}(x,s) \, d\mu_s(x). \tag{10}
\]

(ii) \( t \mapsto \int_{\mathbb{R}^+} \psi \, d\mu_t \) is Lipschitz continuous for every \( \psi \in C^1(\mathbb{R}^+) \cap W^{1,\infty}(\mathbb{R}^+) \) with a Lipschitz constant bounded by

\[
C = \text{const}([\|a\|_{W^{1,\infty}}, \|b\|_{\infty}, \|c\|_{W^{1,\infty}}, T]) \|\psi\|_{W^{1,\infty}} |\mu_0|(\mathbb{R}^+).
\]

Furthermore, \( |\mu_t|(\mathbb{R}^+) \leq e^{2([\|a\|_{\infty}+\|c\|_{\infty})t} |\mu_0|(\mathbb{R}^+) \).

(iii) \( \mu \) is a weak solution to the linear problem (3) (in the sense of Definition 3.1).

(iv) For any \( \phi \in C^0(\mathbb{R}^+) \) such that \( \text{supp} \phi \subset [\|b\|_{\infty} t, \infty] \), the following estimate holds with \( \tilde{\phi}(x) := \sup_{z \leq x} \phi(z) \):

\[
\int_{\mathbb{R}^+} \tilde{\phi}(x + \|b\|_{\infty} t) \, d|\mu_0|(x) \geq e^{-\|c\|_{\infty} t} \int_{\mathbb{R}^+} \phi(x) \, d\mu_t(x).
\]

Proof. (i) Choose arbitrary \( 0 \leq s < t \leq T \) and \( \psi \in C^1(\mathbb{R}^+) \cap W^{1,\infty}(\mathbb{R}^+) \). Let \( \xi \in C^1(\mathbb{R}^+ \times [0,s]) \) denote a solution to the semilinear partial differential equation

\[
\partial_t \xi + b(x) \partial_x \xi + c(x) \xi + a(x) \xi(0,\tau) = 0 \quad \text{in } \mathbb{R}^+ \times [0,s],
\]

\[
\xi(\cdot, s) = \varphi_{t,\psi}(\cdot, s) \quad \text{in } \mathbb{R}^+.
\]
or (as an equivalent formulation) to the integral equation
\[ \xi(x, \tau) = \varphi_{t, \psi}(X_b(s - \tau, x), s) e^{\int_{-\tau}^{\tau} c(X_b(r-\tau, x)) \, dr} + \int_{-\tau}^{\tau} a(X_b(\sigma - \tau, x)) \xi(0, \sigma) e^{\int_{-\tau}^{\tau} c(X_b(r-\tau, x)) \, dr} \, d\sigma \quad \text{for } (x, \tau) \in \mathbb{R}^+ \times [0, s]. \]

According to Lemma 3.5 (iv), such a solution exists and is unique since \( \varphi_{t, \psi}(\cdot, s) \) is continuously differentiable and bounded in \( W^{1,\infty}(\mathbb{R}^+) \). Thus, \( \xi \equiv \varphi_{t, \psi}(\cdot, \cdot)|_{\mathbb{R}^+ \times [0, s]} \) and, using the duality formula (9), we conclude that
\[ \int_{\mathbb{R}^+} \psi(x) \, d\mu_t(x) = \int_{\mathbb{R}^+} \varphi_{t, \psi}(x, 0) \, d\mu_0(x) = \int_{\mathbb{R}^+} \xi(x, 0) \, d\mu_0(x) = \int_{\mathbb{R}^+} \varphi_{t, \psi}(x, s) \, d\mu_s(x). \]

(ii) The total variation of \( \mu_t \) can be characterized as a supremum [1, Proposition 1.47]. Therefore, due to Lemma 3.5 (iii),
\[ |\mu_t|(\mathbb{R}^+) = \sup \left\{ \int_{\mathbb{R}^+} u(x) \, d\mu_t(x) \mid u \in C_c^0(\mathbb{R}^+), \|u\|_{\infty} \leq 1 \right\} = \sup \left\{ \int_{\mathbb{R}^+} u(x) \, d\mu_t(x) \mid u \in C_c^1(\mathbb{R}^+), \|u\|_{\infty} \leq 1 \right\} \]
\[ \overset{(9)}{=} \sup \left\{ \int_{\mathbb{R}^+} \varphi_{t, u}(x, 0) \, d\mu_0(x) \mid u \in C_c^1(\mathbb{R}^+), \|u\|_{\infty} \leq 1 \right\} \]
\[ \leq \sup \left\{ \|\varphi_{t, u}(\cdot, 0)\|_{\infty} |\mu_0|(\mathbb{R}^+) \mid u \in C_c^1(\mathbb{R}^+), \|u\|_{\infty} \leq 1 \right\} \]
\[ \leq e^2(\|a\|_{\infty} + \|c\|_{\infty}) t \|\mu_0|(\mathbb{R}^+). \]

Choosing arbitrary \( 0 \leq s < t \leq T \) and \( \psi \in W^{1,\infty}(\mathbb{R}^+) \cap C^1(\mathbb{R}^+) \), we obtain
\[ \left| \int_{\mathbb{R}^+} \psi(x) \, d\mu_t - \int_{\mathbb{R}^+} \psi(x) \, d\mu_s \right| = \left| \int_{\mathbb{R}^+} \varphi_{t, \psi}(x, s) \, d\mu_s(x) - \int_{\mathbb{R}^+} \varphi_{t, \psi}(x, t) \, d\mu_s(x) \right| \]
\[ \leq \int_{\mathbb{R}^+} |\varphi_{t, \psi}(x, s) - \varphi_{t, \psi}(x, t)| \, d|\mu_s|(x) \]
\[ \leq (t - s) \|\partial_\tau \varphi_{t, \psi}\|_{\infty} |\mu_s|(\mathbb{R}^+). \]

Lemma 3.5 (ii) implies Lipschitz continuity due to \( \psi \in W^{1,\infty}(\mathbb{R}^+) \).

(iii) For arbitrary \( \psi \in W^{1,\infty}(\mathbb{R}^+) \cap C^1(\mathbb{R}^+) \) and \( t \in [0, T] \), we first prove
\[ \lim_{h \downarrow 0} \frac{1}{h} \left( \int_{\mathbb{R}^+} \psi(x) \, d\mu_t - \int_{\mathbb{R}^+} \psi(x) \, d\mu_{t-h} \right) = \int_{\mathbb{R}^+} \left( b \partial_x \psi + c \psi + a \psi(0) \right) \, d\mu_t. \]  

(11)

Indeed, applying (i) allows us to calculate
\[ \frac{1}{h} \left( \int_{\mathbb{R}^+} \psi(x) \, d\mu_t - \int_{\mathbb{R}^+} \psi(x) \, d\mu_{t-h} \right) = \int_{\mathbb{R}^+} \frac{1}{h} \left( \varphi_{t, \psi}(x, t-h) - \psi(x) \right) \, d\mu_t(x). \]

Note that on compact sets \( \frac{1}{h}(\varphi_{t, \psi}(x, t-h) - \psi(x)) \) converges to \( \partial_t \varphi_{t, \psi}(x, r) \) in the supremum norm as \( h \downarrow 0 \). Then, applying a truncation function,
\[
T_M(x) = \begin{cases} 
1 & \text{for } x \in [0, M[, \\
M + 1 - x & \text{for } x \in ]M, M + 1[, \\
0 & \text{for } x \in [M + 1, \infty[, 
\end{cases}
\]
defined for arbitrary \( M > 0 \), we obtain

\[
\forall h > 0 \quad \int_{\mathbb{R}^+} \frac{1}{h} (\varphi_{t\psi}(x, t - h) - \psi(x)) \, d\mu_{t-h}(x) = \int_{\mathbb{R}^+} \frac{1}{h} (\varphi_{t\psi}(x, t - h) - \psi(x)) T_M(x) \, d\mu_{t-h}(x) + \int_{\mathbb{R}^+} \varphi_{t\psi}(x, t) T_M(x) \, d\mu_{t-h}(x).
\]

We calculate that

\[
\forall h > 0 \quad \int_{\mathbb{R}^+} \frac{1}{h} (\varphi_{t\psi}(x, t - h) - \psi(x)) T_M(x) \, d\mu_{t-h}(x)
= \int_{\mathbb{R}^+} \left[ \varphi_{t\psi}(x, t - h) - \psi(x) \right] - \partial_t \varphi_{t\psi}(x, t) T_M(x) \, d\mu_{t-h}(x) + \int_{\mathbb{R}^+} \partial_t \varphi_{t\psi}(x, t) T_M(x) \, d\mu_{t-h}(x).
\]

Since the first integral converges to zero and \( \mu_{t-h} \) converges weak* to \( \mu_t \), we obtain

\[
\lim_{h \to 0} \int_{\mathbb{R}^+} \frac{1}{h} (\varphi_{t\psi}(x, t - h) - \psi(x)) T_M(x) \, d\mu_{t-h}(x) = \int_{\mathbb{R}^+} \partial_t \varphi_{t\psi}(x, t) T_M(x) \, d\mu_t(x).
\]

The estimate in (iv) implies that the family of measures \( \mu_t, t \in [0, T] \) is tight and

\[
\left\| \frac{1}{h} (\varphi_{t\psi}(\cdot, t - h) - \psi(\cdot)) \right\|_{L^\infty} \leq \text{const} \left( \|a\|_{W^{1,\infty}}, \|b\|_{\infty}, \|c\|_{W^{1,\infty}}, T \right) \|\psi\|_{W^{1,\infty}},
\]

and therefore,

\[
\lim_{M \to 0} \sup_{h > 0} \int_{\mathbb{R}^+} \frac{1}{h} (\varphi_{t\psi}(x, t - h) - \psi(x)) (1 - T_M(x)) \, d\mu_{t-h}(x) = 0.
\]

Finally, equation (11) follows directly from the dual equation (6).

To show that \( \mu \) is a weak solution to the linear problem (3), we define an auxiliary function \( \zeta : [0, T] \times [0, T] \to \mathbb{R}, \zeta(s, t) = \int \varphi(x, t) \, d\mu_s(x) \). For an arbitrary test function \( \varphi \in C^1(\mathbb{R}^+ \times [0, T]) \cap W^{1,\infty}(\mathbb{R}^+ \times [0, T]) \), the following statements hold:

\[
\frac{\partial}{\partial s} \zeta(s, t) = \int_{\mathbb{R}^+} \left( b \, \partial_x \varphi(\cdot, t) + c \, \varphi(\cdot, t) + a \, \varphi(0, t) \right) \, d\mu_s \text{ is in } C^0([0, T] \times [0, T]),
\]

and

\[
\frac{\partial}{\partial t} \zeta(s, t) = \int_{\mathbb{R}^+} \left( f \, \varphi(\cdot, t) + g \, \varphi(\cdot, t) \right) \, d\mu_s.
\]
\[
\frac{\partial}{\partial t} \zeta(s, t) = \int_{\mathbb{R}^+} \partial_t \varphi(x, t) \, d\mu_\sigma(x)
\]
is in \(C^0([0, T] \times [0, T])\).

Hence \(\zeta(\cdot, \cdot) \in C^1([0, T] \times [0, T])\) and

\[
\frac{d}{dt} \zeta(t, t) = \left(\frac{\partial}{\partial t_1} \zeta(t_1, t_2) + \frac{\partial}{\partial t_2} \zeta(t_1, t_2)\right)\bigg|_{t_1 = t_2 = t},
\]

which yields that \([0, T] \to \mathbb{R}, \ t \mapsto \zeta(t, t)\) is continuously differentiable with

\[
\frac{d}{dt} \zeta(t, t) = \int_{\mathbb{R}^+} \left( b \partial_x \varphi(\cdot, t) + c \varphi(\cdot, t) + a \varphi(0, t) \right) d\mu_t + \int \partial_t \varphi(\cdot, t) d\mu_t.
\]

(iv) \(\text{supp} \phi \subset [t \|b\|_\infty, \infty[ \) implies \(\|\varphi_{t, \phi}(0, \cdot)\|_\infty = 0\) due to Lemma 3.5 (i). Hence the integral equation (7) for \(\varphi_{t, \phi}\) simplifies to

\[
\varphi_{t, \phi}(x, \tau) = \phi \left( \mathcal{X}_b(t - \tau, x) \right) e^{\int_0^\tau c(\mathcal{X}_b(r, x)) dr}
\]

for all \(x \in \mathbb{R}^+\) and \(\tau \in [0, t]\). Finally, we conclude

\[
e^{\|c\|_\infty \cdot t} \int_{\mathbb{R}^+} \tilde{\phi}(x + t \|b\|_\infty) d|\mu_0|(x) \geq \int_{\mathbb{R}^+} \tilde{\phi}(\mathcal{X}_b(t, x)) \, e^{\int_0^t c(\mathcal{X}_b(r, x)) dr} d|\mu_0|(x)
\]

\[
\geq \int_{\mathbb{R}^+} \phi(\mathcal{X}_b(t, x)) \, e^{\int_0^t c(\mathcal{X}_b(r, x)) dr} d\mu_0(x)
\]

\[
= \int_{\mathbb{R}^+} \varphi_{t, \phi}(x, 0) d\mu_0(x) = \int_{\mathbb{R}^+} \phi(x) d\mu_t(x).
\]

We can also exploit the preceding properties to demonstrate nonnegativity preservation of finite Radon measures.

**Corollary 3.7** Under the additional hypothesis that \(a(\cdot) \geq 0\), the weak solution \(\mu : [0, T] \to \mathcal{M}(\mathbb{R}^+)\) presented in Lemma 3.6 is a nonnegative Radon measure for every nonnegative initial measure \(\mu_0\).

**Proof.** The construction of \(\mu_t\) using equation (9) implies that nonnegativity of measures is preserved if we can ensure that

\[
\psi(\cdot) \geq 0 \implies \varphi_{t, \psi}(\cdot, 0) \geq 0.
\]

Setting \(x = 0\) in the integral characterization (7) of \(\varphi_{t, \psi}\) leads to the Volterra equation (8) for \(\varphi_{t, \psi}(0, \cdot)\). Supposing \(\psi(\cdot) \geq 0\) implies

\[
\varphi_{t, \psi}(0, \tau) = \psi \left( \mathcal{X}_b(t - \tau, 0) \right) e^{\int_0^\tau c(\mathcal{X}_b(r, 0)) dr} + \int_{\tau}^t a \left( \mathcal{X}_b(s - \tau, 0) \right) \varphi_{t, \psi}(0, s) e^{\int_s^\tau c(\mathcal{X}_b(r, 0)) dr} ds
\]

\[
\geq \int_{\tau}^t a \left( \mathcal{X}_b(s - \tau, 0) \right) \varphi_{t, \psi}(0, s) e^{\int_s^\tau c(\mathcal{X}_b(r, 0)) dr} ds.
\]
Therefore, for \(a(\cdot) \geq 0\),

\[
|\varphi_{t,\psi}(0, \tau)| \leq \left| \int_{\tau}^{t} a(X_b(s - \tau, 0)) \varphi_{t,\psi}(0, s) e^{\int_{\tau}^{s} c(X_b(r - \tau, 0)) dr} ds \right|
\]

\[
\leq \int_{\tau}^{t} a(X_b(s - \tau, 0)) |\varphi_{t,\psi}(0, s)| e^{\int_{\tau}^{s} c(X_b(r - \tau, 0)) dr} ds,
\]

where \(|\xi| = -\min\{0, \xi\}\). Using the Gronwall Lemma we conclude that

\[
\psi(\cdot) \geq 0 \implies \varphi_{t,\psi}(0, \tau) \geq 0, \text{ for every } \tau \in [0, t].
\]

The preceding lemmas provide more information than the existence of solutions. Using the construction of Lemma 3.6, we obtain a continuous solution map for the linear problem (3). Furthermore, as we will be prove by means of the following lemma, these solutions depend continuously on the coefficients \(a(\cdot), b(\cdot), c(\cdot)\). The proof of the lemma is deferred to Appendix A.

**Lemma 3.8** Suppose \(a, \tilde{a}, c, \tilde{c} \in W^{1,\infty}(\mathbb{R}^+)\), \(b, \tilde{b} \in C^1(\mathbb{R}^+) \cap W^{1,\infty}(\mathbb{R}^+)\) with \(b(0) > 0\) and \(\tilde{b}(0) > 0\). For \(t \in [0, 1]\), \(\lambda \in [0, 1]\) and a function \(\psi \in C^1(\mathbb{R}^+) \cap W^{1,\infty}(\mathbb{R}^+)\) fixed, let \(\varphi^\lambda \in C^0(\mathbb{R}^+ \times [0, t])\) satisfy the integral equation

\[
\varphi^\lambda(x, \tau) = \psi \left( \frac{(\lambda)(X_b(t - \tau, x) + (1 - \lambda) X_{\tilde{b}}(t - \tau, x))}{C} \right) \frac{e^{\int_{\tau}^{t}(\lambda c(X_b(r - \tau, x)) + (1 - \lambda) \tilde{c}(X_{\tilde{b}}(r - \tau, x))) dr}}{\int_{\tau}^{t} \frac{e^{\int_{\tau}^{s}(\lambda c(X_b(r - \tau, x)) + (1 - \lambda) \tilde{c}(X_{\tilde{b}}(r - \tau, x))) dr}}{C}} ds.
\]

Then, \(\lambda \mapsto \varphi^\lambda(x, \tau)\) is continuously differentiable for every \(x \in \mathbb{R}^+\) and \(\tau \in [0, t]\) and there is a constant \(C = C(\|a\|_{W^{1,\infty}}, \|\tilde{a}\|_{W^{1,\infty}}, \|b\|_{W^{1,\infty}}, \|\tilde{b}\|_{W^{1,\infty}}, \|c\|_{W^{1,\infty}}, \|	ilde{c}\|_{W^{1,\infty}})\) such that

\[
\left| \frac{\partial}{\partial \lambda} \varphi^\lambda(x, \tau) \right| \leq C \max\{\|\psi\|_{\infty}, \|\partial_x \psi\|_{\infty}, 1\} (\|a - \tilde{a}\|_{\infty} + \|b - \tilde{b}\|_{\infty} + \|c - \tilde{c}\|_{\infty})(t - \tau)e^{C(t - \tau)}.
\]

The following proposition summarizes the properties of the solutions to linear problem (3), i.e., the existence of a Lipschitz semigroup of solutions, which is acting on the metric space \((\mathcal{M}(\mathbb{R}^+), \rho)\).

**Proposition 3.9** Let \(a(\cdot), c(\cdot) \in W^{1,\infty}(\mathbb{R}^+)\) and \(b(\cdot) \in C^1(\mathbb{R}^+) \cap W^{1,\infty}(\mathbb{R}^+)\) satisfy \(b(0) > 0\). The weak solutions to the linear problem (3), characterized in Lemma 3.6, induce a map \(\varphi_{a,b,c} : [0, 1] \times \mathcal{M}(\mathbb{R}^+) \rightarrow \mathcal{M}(\mathbb{R}^+), \ (t, \mu_0) \mapsto \mu_t\) satisfying the following conditions for any \(\mu_0, \nu_0 \in \mathcal{M}(\mathbb{R}^+), \ t, h \in [0, 1], \ \tilde{a}, \tilde{c} \in W^{1,\infty}(\mathbb{R}^+), \ \tilde{b} \in C^1(\mathbb{R}^+) \cap W^{1,\infty}(\mathbb{R}^+)\) with \(t + h \leq 1, \ b(0) > 0\) :
(i) \( \partial_{a,b,c}(0, \cdot) = \text{Id}_M(\mathbb{R}^+) \),

(ii) \( \partial_{a,b,c}(h, \partial_{a,b,c}(t, \mu_0)) = \partial_{a,b,c}(t + h, \mu_0) \),

(iii) \( |\partial_{a,b,c}(h, \mu_0)(\mathbb{R}^+) \| = |\mu_0(\mathbb{R}^+) \| e^{2(\|a\|_\infty + \|c\|_\infty)h} \),

(iv) \( \rho(\partial_{a,b,c}(t, \mu_0), \partial_{a,b,c}(t + h, \mu_0)) \leq h \text{ const}(\|a\|_{W^{1,\infty}}, \|b\|_{\infty}, \|c\|_{W^{1,\infty}}) \|\mu_0(\mathbb{R}^+) \| \),

(v) \( \rho(\partial_{a,b,c}(h, \mu_0), \partial_{a,b,c}(h, \nu_0)) \leq \rho(\mu_0, \nu_0) \| e^{3(\|a\|_{W^{1,\infty}} + \|b_0\|_{\infty} + \|c\|_{W^{1,\infty}})h} \),

(vi) \( \rho(\partial_{a,b,c}(h, \mu_0), \partial_{a,b,c}(\mu_0)) \leq h (\|a - \tilde{a}\|_{\infty} + \|b - \tilde{b}\|_{\infty} + \|c - \tilde{c}\|_{\infty}) \tilde{C} |\mu_0|_{(\mathbb{R}^+)}, \)

with a constant \( \tilde{C} = C(\|a\|_{W^{1,\infty}}, \|\tilde{a}\|_{W^{1,\infty}}, \|b\|_{W^{1,\infty}}, \|\tilde{b}\|_{W^{1,\infty}}, \|c\|_{W^{1,\infty}}, \|\tilde{c}\|_{W^{1,\infty}}) \).

(vii) If additionally \( a(\cdot) \geq 0 \), then \( \partial_{a,b,c}([0,1], \mathcal{M}^+(\mathbb{R}^+)) \subset \mathcal{M}^+(\mathbb{R}^+) \).

**Proof.** (i) This is a consequence of equation (9) in Lemma 3.6.

(ii) This results from equation (10) in Lemma 3.6 (i), which can be written in the form

\[
\int_{\mathbb{R}^+} \psi(x) d\mu_{t+h}(x) = \int_{\mathbb{R}^+} \varphi_{t+h,\psi}(x, t) d\mu_t(x) = \int_{\mathbb{R}^+} \varphi_{h,\psi}(x, 0) d\mu_t(x),
\]

for every \( \psi \in C^1(\mathbb{R}^+) \cap W^{1,\infty}(\mathbb{R}^+) \). Indeed, \( \varphi_{t+h,\psi}(\cdot, t) \equiv \varphi_{h,\psi}(\cdot, 0) \) results from the partial differential equation (6) characterizing \( \varphi_{h,\psi} \), because all its coefficients are autonomous.

(iii) This has already been verified in Lemma 3.6 (ii).

(iv) This results directly from Lemma 3.6 (ii) and the definition of \( \rho(\cdot, \cdot) \):

\[
\rho(\partial_{a,b,c}(t, \mu_0), \partial_{a,b,c}(t + h, \mu_0)) = 
\sup \left\{ \int_{\mathbb{R}^+} \psi d(\partial_{a,b,c}(t + h, \mu_0) - \partial_{a,b,c}(t, \mu_0)) \mid \psi \in C^1(\mathbb{R}^+), \|\psi\|_{\infty} \leq 1, \|\partial_x \psi\|_{\infty} \leq 1 \right\}
\leq h \text{ const}(\|a\|_{W^{1,\infty}}, \|b\|_{\infty}, \|c\|_{W^{1,\infty}}) \|\mu_0(\mathbb{R}^+) \|.
\]

(v) Choose \( \psi \in C^1(\mathbb{R}^+) \) with \( \|\psi\|_{\infty} \leq 1 \) and \( \|\partial_x \psi\|_{\infty} \leq 1 \). Employing the notation of Lemma 3.6, we obtain

\[
\int_{\mathbb{R}^+} \psi d(\partial_{a,b,c}(h, \mu_0) - \partial_{a,b,c}(h, \nu_0)) = \int_{\mathbb{R}^+} \varphi_{h,\psi}(x, 0) d(\mu_0 - \nu_0)(x),
\]

and, due to Lemma 3.5 (iii), \( x \mapsto \varphi_{h,\psi}(x, t) \) is continuously differentiable with

\[
\|\varphi_{h,\psi}(\cdot, t)\|_{\infty} \leq e^{2(\|a\|_{\infty} + \|c\|_{\infty})h},
\]

\[
\|\partial_x \varphi_{h,\psi}(\cdot, t)\|_{\infty} \leq e^{3(\|a\|_{W^{1,\infty}} + \|b_0\|_{\infty} + \|c\|_{W^{1,\infty}})h}.
\]

Therefore, Remark 2.6 concerning the metric \( \rho(\cdot, \cdot) \) implies

\[
\int_{\mathbb{R}^+} \varphi_{h,\psi}(\cdot, 0) d(\mu_0 - \nu_0) \leq \rho(\mu_0, \nu_0) \max \left\{ e^{2(\|a\|_{\infty} + \|c\|_{\infty})h}, e^{3(\|a\|_{W^{1,\infty}} + \|b_0\|_{\infty} + \|c\|_{W^{1,\infty}})h} \right\}
\leq \rho(\mu_0, \nu_0) e^{3(\|a\|_{W^{1,\infty}} + \|b_0\|_{\infty} + \|c\|_{W^{1,\infty}})h}.
\]
and thus,
\[
\rho (\vartheta_{a,b,c}(h, \mu_0), \vartheta_{a,b,c}(h, \nu_0)) \leq \rho (\mu_0, \nu_0) e^{3(\|a\|_{W^{1,\infty}} + \|b\|_{W^{1,\infty}} + \|c\|_{W^{1,\infty}})} h.
\]

(vi) This is based on the estimate in Lemma 3.8 and therefore it uses notation \( \varphi^\lambda (\cdot, \cdot) \) for an arbitrarily chosen function \( \psi \in C^1(\mathbb{R}^+) \) with \( \|\psi\|_\infty \leq 1, \|\partial_x \psi\|_\infty \leq 1 \) (see equation (12)). Indeed, Lemma 3.6 implies that for every \( \mu_0 \in \mathcal{M}(\mathbb{R}^+) \) and \( t \in [0, 1] \)
\[
\int_{\mathbb{R}^+} \psi d \left( \vartheta_{a,b,c}(t, \mu_0) - \vartheta_{a,b,c}^\lambda(t, \mu_0) \right) = \int_{\mathbb{R}^+} \left( \varphi^1(x, 0) - \varphi^0(x, 0) \right) d\mu_0(x)
= \int_{\mathbb{R}^+} \int_0^1 \frac{\partial}{\partial \lambda} \varphi^\lambda(x, 0) d\lambda d\mu_0(x).
\]

Lemma 3.8 guarantees that for every \( x \in \mathbb{R}^+ \)
\[
\left| \frac{\partial}{\partial \lambda} \varphi^\lambda(x, 0) \right| \leq C \left( \|a - \tilde{a}\|_\infty + \|b - \tilde{b}\|_\infty + \|c - \tilde{c}\|_\infty \right) t e^{C t},
\]
with a constant \( C = C(\|a\|_{W^{1,\infty}}, \|\tilde{a}\|_{W^{1,\infty}}, \|b\|_{W^{1,\infty}}, \|\tilde{b}\|_{W^{1,\infty}}, \|c\|_{W^{1,\infty}}, \|\tilde{c}\|_{W^{1,\infty}}) \).

Therefore,
\[
\int_{\mathbb{R}^+} \psi d \left( \vartheta_{a,b,c}(t, \mu_0) - \vartheta_{a,b,c}^\lambda(t, \mu_0) \right) \leq C \left( \|a - \tilde{a}\|_\infty + \|b - \tilde{b}\|_\infty + \|c - \tilde{c}\|_\infty \right) t e^{C t} |\mu_0| (\mathbb{R}^+).
\]

(vii) If additionally \( a(\cdot) \geq 0 \), then nonnegative initial measures lead to solutions with values in \( \mathcal{M}^+(\mathbb{R}^+) \) according to Corollary 3.7.

Corollary 3.10 For any functions \( a(\cdot), b(\cdot), c(\cdot) \in W^{1,\infty}(\mathbb{R}^+) \) satisfying \( b(0) > 0 \), a map \( \vartheta_{a,b,c} : [0, 1] \times \mathcal{M}(\mathbb{R}^+) \rightarrow \mathcal{M}(\mathbb{R}^+) \) can be constructed in such a way that \( \vartheta_{a,b,c}(\cdot, \mu_0) \) is a weak solution to the linear problem (3) for each \( \mu_0 \in \mathcal{M}(\mathbb{R}^+) \) and the statements (i)–(vii) of Proposition 3.9 hold for all \( \mu_0, \nu_0 \in \mathcal{M}(\mathbb{R}^+), t, h \in [0, 1], a, b, c \in W^{1,\infty}(\mathbb{R}^+) \) with \( t + h \leq 1, b(0) > 0 \).

Proof. The solution map \( \vartheta_{a,b,c} : [0, 1] \times \mathcal{M}(\mathbb{R}^+) \rightarrow \mathcal{M}(\mathbb{R}^+) \) is continuous with respect to the coefficients \( (a(\cdot), b(\cdot), c(\cdot)) \). In particular, Proposition 3.9 (vi) indicates that the distance between two solutions to the problem with the same initial data but a different coefficient \( b(\cdot) \) can be estimated by the \( L^\infty \) norm of the difference in the values of \( b \).

Therefore, we can extend our obtained results to the problems with coefficients \( b(\cdot) \in W^{1,\infty}(\mathbb{R}^+) \) that are not continuously differentiable. Indeed, \( C^1(\mathbb{R}^+) \cap W^{1,\infty}(\mathbb{R}^+) \) is dense in \( W^{1,\infty}(\mathbb{R}^+) \) with respect to the supremum norm and therefore, any \( b(\cdot) \in W^{1,\infty}(\mathbb{R}^+) \) can be approximated by a sequence \( b^n(\cdot) \) converging to \( b(\cdot) \) in \( \mathcal{L}^\infty(\mathbb{R}^+) \). Since from Theorem 2.7 (ii) the space of measures \( \{ \mu \in \mathcal{M}(\mathbb{R}^+) : |\mu|_{\mathcal{L}^\infty} \leq r \} \) (with arbitrary \( r > 0 \)) is complete with respect to the metric \( \rho \) and a sequence of the solutions \( \vartheta_{a,b^n,c}(t, \mu_0) \) is bounded, then the Cauchy sequence \( \vartheta_{a,b^n,c}(t, \mu_0) \) has a limit \( \vartheta_{a,b,c}(t, \mu_0) \) with \( b = \lim_{n \rightarrow \infty} b^n \). As a consequence, we can extend Proposition 3.9 to coefficients \( b(\cdot) \in W^{1,\infty}(\mathbb{R}^+) \) with \( b(0) > 0 \).

Proposition 3.11 (Euler compactness) Choose the initial measure \( \mu_0 \in \mathcal{N}(\mu_0, T, M) \) denote the set of all
measure-valued functions $\mu : [0, T] \to \mathcal{M}(\mathbb{R}^+) \text{ constructed in the following piecewise way: For any finite equidistant partition } 0 = t_0 < t_1 < \ldots < t_n = T \text{ of } [0, T] \text{ and } n \text{ tuples } \{(a^n_j, b^n_j, c^n_j)\}_{j=1}^n \subset W^{1,\infty}(\mathbb{R}^+)^3 \text{ with } b^n_j(0) > 0, \|a^n_j\|_{W^{1,\infty}} + \|b^n_j\|_{W^{1,\infty}} + \|c^n_j\|_{W^{1,\infty}} \leq M \text{ for each } j = 1 \ldots n \}\) define $\mu : [0, T] \to \mathcal{M}(\mathbb{R}^+) \text{ by }$

$\mu(0) := \mu_0, \quad \mu(t) := \varphi_{a^n_j, b^n_j, c^n_j}(t - t_j, \mu(t_{j-1})) \text{ for } t \in [t_{j-1}, t_j], \ j = 1 \ldots n.$

Then the union of all images $\{\mu(t) \mid \mu \in \mathcal{N}, t \in [0, T]\} \subset \mathcal{M}(\mathbb{R}^+) \text{ is tight and relatively compact in the metric space } (\mathcal{M}(\mathbb{R}^+), \rho).$

**Proof.** Note that the constant sequence with all elements equal to $\mu_0 \in \mathcal{M}(\mathbb{R}^+) \text{ is compact. Therefore, } \{\mu_0\} \text{ is tight due to Theorem 2.7 (ii) and, Remark 2.4 provides a nondecreasing nonnegative continuous function } \phi_0 \text{ with } \lim_{x \to \infty} \phi_0(x) = \infty \text{ such that }$

$$\int_{\mathbb{R}^+} \phi_0(x) d|\mu_0| < \infty.$$ Setting $\bar{x} := \sup_{j \in \{1 \ldots n\}} \|b^n_j\|_{\infty} T, \text{ let us define the nondecreasing nonnegative function }$\phi_T \in C^0(\mathbb{R}^+) \text{ as }$

$$\phi_T(x) := \begin{cases} 0, & \text{for } x \leq \bar{x}, \\ \phi_0(x - \bar{x}), & \text{for } x > \bar{x}. \end{cases}$$

Considering now any measure-valued function $\mu(\cdot) \in \mathcal{N}, \text{ Lemma 3.6 (iv) implies a uniform integral bound for any function } \psi_T \in C^0(\mathbb{R}^+) \text{ satisfying } |\psi_T| \leq \phi_T \text{ and for each time } t \in [0, T]$

$$\int_{\mathbb{R}^+} \psi_T d\mu(t) \leq e^{\|c\|_{\infty} T} \int_{\mathbb{R}^+} \phi_T d|\mu_0| \leq e^{\|c\|_{\infty} T} \int_{\mathbb{R}^+} \phi_0 d|\mu_0| < \infty.$$ Therefore, the set of all values $\{\mu(t) \mid \mu \in \mathcal{N}, t \in [0, T]\} \subset \mathcal{M}(\mathbb{R}^+) \text{ is tight based on Remark 2.4. Furthermore, all total variations } |\mu(t)|(\mathbb{R}^+) \text{ are uniformly bounded, i.e.,}$

$$\sup_{\mu \in \mathcal{N}} \sup_{t \in [0, T]} |\mu(t)|(\mathbb{R}^+) < \infty,$$

as a consequence of Proposition 3.9 (iii) and Corollary 3.10, and the piecewise construction of each $\mu(\cdot) \in \mathcal{N}. \text{ Hence by Theorem 2.7 (iii) the assertion follows.}$

4 Solution to the nonlinear population model

The preceding section revealed some properties of measure-valued solutions to the linear problem (3) (in the distributional sense of equation (4)). Now we consider a nonlinear
problem

\[
\begin{align*}
\partial_t \mu_t + \partial_x (F_2(\mu_t, t) \mu_t) &= F_3(\mu_t, t) \mu_t \quad \text{in } \mathbb{R}^+ \times [0, T] \\
F_2(\mu_t, t)(0) \mu_t(0) &= \int_{\mathbb{R}^+} F_1(\mu_t, t)(x) \, d\mu_t(x) \quad \text{in } ]0, T]\]
\mu_0 = \nu_0
\end{align*}
\]

with \( F : \mathcal{M}(\mathbb{R}^+) \times [0, T] \to \{(a, b, c) \in W^{1,\infty}(\mathbb{R}^+)^3 | b(0) > 0\} \) and \( \nu_0 \in \mathcal{M}(\mathbb{R}^+) \) given.

By definition, \( \mu : [0, T] \to \mathcal{M}(\mathbb{R}^+) \), \( t \mapsto \mu_t \), is regarded as a weak solution to the nonlinear problem (13) if it is narrowly continuous with respect to time and, for all test function \( \varphi \in C^1(\mathbb{R}^+ \times [0, T]) \cap W^{1,\infty}(\mathbb{R}^+ \times [0, T]) \), it satisfies,

\[
\int_{\mathbb{R}^+} \varphi(x, T) \, d\mu_T(x) - \int_{\mathbb{R}^+} \varphi(x, 0) \, d\nu_0(x) = \\
\int_0^T \int_{\mathbb{R}^+} \partial_t \varphi(x, t) \, d\mu_t(x) \, dt + \int_0^T \int_{\mathbb{R}^+} \left(\partial_x \varphi(x, t) F_2(\mu_t, t)(x) + \varphi(x, t) F_3(\mu_t, t)(x)\right) \, d\mu_t(x) \, dt
\]
\[
+ \int_0^T \varphi(0, t) \int_{\mathbb{R}^+} F_1(\mu_t, t)(x) \, d\mu_t(x) \, dt.
\]

To solve the nonlinear problem (13), we successively freeze the coefficients on an equidistant grid of \([0, T]\) and then investigate the constructed approximations for a vanishing grid size. The procedure is analogous to the Euler method of solving the ordinary differential equation. To describe the properties of the limit of the approximations we apply the framework of mutational equations. A self-contained overview of this approach is presented in Appendix B.

We will consider the so-called transitions on a given metric space. Each transition \( \vartheta \) indicates the state \( \vartheta(t, x) \) that the initial point \( x \) reaches at time \( t \in [0, 1] \). If \( \vartheta \) satisfies appropriate continuity conditions with respect to both arguments, then the Euler method and a suitable form of sequential compactness provide the tools for solving the initial value problems, formulated in the terms of the mutational equations. In Definition B.1, these conditions on transitions are specified. Corollary 3.10 implies that the solutions \( \vartheta_{a,b,c} : [0, 1] \times \mathcal{M}(\mathbb{R}^+) \to \mathcal{M}(\mathbb{R}^+) \) to the linear problem (3) induce transitions on \( \mathcal{M}(\mathbb{R}^+) \) equipped with the flat metric and the total variation.

**Corollary 4.1** For any functions \( a, b, c \in W^{1,\infty}(\mathbb{R}^+) \) with \( b(0) > 0 \), the map \( \vartheta_{a,b,c} : [0, 1] \times \mathcal{M}(\mathbb{R}^+) \to \mathcal{M}(\mathbb{R}^+) \), \( (t, \mu_0) \mapsto \mu_t \) defined by the solutions to the linear problem (3) is a transition on \( (\mathcal{M}(\mathbb{R}^+), \rho, | \cdot |) \) in the sense of Definition B.1 with
(i) $\alpha(\vartheta_{a,b,c}; r) := 3 (\|a\|_{W^{1,\infty}} + \|\vartheta b\|_{\infty} + \|c\|_{W^{1,\infty}})$,

(ii) $\beta(\vartheta_{a,b,c}; r) := \text{const} (\|a\|_{W^{1,\infty}}, \|b\|_{\infty}, \|c\|_{W^{1,\infty}}) r$,

(iii) $\zeta(\vartheta_{a,b,c}) := 2 (\|a\|_{\infty} + \|c\|_{\infty})$,

(iv) $D(\vartheta_{a,b,c}, \vartheta_{a,b,c}; r) \leq (\|a - \tilde{a}\|_{\infty} + \|b - \tilde{b}\|_{\infty} + \|c - \tilde{c}\|_{\infty}) \hat{C} r$,

with a constant $\hat{C} = \hat{C} (\|a\|_{W^{1,\infty}}, \|\tilde{a}\|_{W^{1,\infty}}, \|\tilde{b}\|_{W^{1,\infty}}, \|\tilde{c}\|_{W^{1,\infty}}, \|c\|_{W^{1,\infty}}, \|\tilde{c}\|_{W^{1,\infty}})$.

If, in addition, $a(\cdot) \geq 0$, then the Radon measure $\vartheta_{a,b,c}(t, \mu_0)$ is nonnegative for every $\mu_0 \in \mathcal{M}(\mathbb{R}^+)$ and $t \in [0, 1]$.

The set of all transitions defined as in Corollary 4.1 is denoted $\Theta(\mathcal{M}(\mathbb{R}^+), \rho, | \cdot |)$. Proposition 3.11 states that the tuple $(\mathcal{M}(\mathbb{R}^+), \rho, \Theta(\mathcal{M}(\mathbb{R}^+), \rho, | \cdot |))$ satisfies the conditions of Euler compactness given in Definition B.9.

**Remark 4.2** Please note that $\alpha(\vartheta_{a,b,c}; r)$ does not depend on $r$ and that $\zeta(\vartheta_{a,b,c}) \leq \alpha(\vartheta_{a,b,c}; r)$. This estimate for $\zeta(\vartheta_{a,b,c})$ will be used in the conditions of Euler compactness (Def. B.9).

Exploiting the abstract framework of mutational equations, we obtain that continuity of $F$ implies the existence of a mutational solution $\mu : [0, T] \to \mathcal{M}(\mathbb{R}^+)$ and that $\mu(\cdot)$ is a narrowly continuous weak solution to the nonlinear problem (13).

**Theorem 4.3 (Existence)**

Suppose that $F : \mathcal{M}(\mathbb{R}^+) \times [0, T] \to \{(a, b, c) \in W^{1,\infty}(\mathbb{R}^+)^3 | b(0) > 0\}$ satisfies

(i) $\sup_{t \in [0, T]} \sup_{\nu \in \mathcal{M}(\mathbb{R}^+)} \|F(\nu, t)\|_{W^{1,\infty}} < \infty$, and

(ii) $F : (\mathcal{M}(\mathbb{R}^+), \rho) \times [0, T] \to (W^{1,\infty}(\mathbb{R}^+)^3, \| \cdot \|_{\infty})$ is continuous.

Then, for any initial measure $\nu_0 \in \mathcal{M}(\mathbb{R}^+)$, there exists a Lipschitz continuous solution $\mu : [0, T] \to (\mathcal{M}(\mathbb{R}^+), \rho)$ to the mutational equation $\dot{\mu} \equiv F(\mu(t), t)$ in $[0, T]$ with $\mu(0) = \nu_0$, i.e.,

(a) $\limsup_{h \to 0} \frac{1}{h} \rho \left( \vartheta_{F_1(\mu(t), t), F_2(\mu(t), t), F_3(\mu(t), t)}(h, \mu(t), \mu(t), h) \right) = 0$ for every $t \in [0, T]$, and

(b) $\sup_{0 \leq t < T} |\mu(t)|(\mathbb{R}^+) < \infty$.

Moreover, every solution $\mu : [0, T] \to \mathcal{M}(\mathbb{R}^+)$ to this mutational equation is a weak solution to the model (13).

If, in addition, $\nu_0 \in \mathcal{M}^+(\mathbb{R}^+)$ and $F_1(\nu, t)(\cdot) \geq 0$ for every $\nu \in \mathcal{M}^+(\mathbb{R}^+)$, $t \in [0, T]$, then the nonlinear population model (13) has a weak solution with values in $\mathcal{M}^+(\mathbb{R}^+)$.

**Proof.** We identify $F(\mu(t), t)$ with the corresponding transition on $(\mathcal{M}(\mathbb{R}^+), \rho, | \cdot |)$

$\vartheta_{F_1(\mu(t), t), F_2(\mu(t), t), F_3(\mu(t), t)} : [0, 1] \times \mathcal{M}(\mathbb{R}^+) \to \mathcal{M}(\mathbb{R}^+)$.

Proposition B.10 guarantees the existence of a Lipschitz continuous solution $\mu : [0, T] \to (\mathcal{M}(\mathbb{R}^+), \rho)$, $t \mapsto \mu(t)$ to the mutational equation $\dot{\mu} \equiv F(\mu(t), t)$ with $\mu_0 = \nu_0$. In particular, $\mu : [0, T] \to \mathcal{M}(\mathbb{R}^+)$ is narrowly continuous due to Theorem 2.7 (i) and Remark 2.3.
We still have to verify that \( \mu \) is a weak solution to the nonlinear population model (13). Choose any \( \psi(x, t) = \psi_1(t)\psi_2(x) \), where \( \psi_1 \in C^\infty([0, T]) \) and \( \psi_2 \in C^\infty_c(\mathbb{R}^+) \).

Then, \( \Psi(t) = \int_{\mathbb{R}^+} \psi(x, t) \, d\mu_t(x) \) is Lipschitz continuous, since

\[
|\Psi(t) - \Psi(s)| = \left| \int_{\mathbb{R}^+} \psi(x, t) \, d\mu_t - \int_{\mathbb{R}^+} \psi(x, s) \, d\mu_s \right|
\leq \left| \psi_1(t) \right| \left( \int_{\mathbb{R}^+} \psi_2(x) \, d\mu_t - \int_{\mathbb{R}^+} \psi_2(x) \, d\mu_s \right) + \left| \psi_1(t) - \psi_1(s) \right| \left( \int_{\mathbb{R}^+} \psi_2(x) \, d\mu_s \right)
\]

and

\[
\left| \int_{\mathbb{R}^+} \psi_2 \, d\mu_t - \int_{\mathbb{R}^+} \psi_2 \, d\mu_s \right| \leq \max\{ \|\psi_2\|_{\infty}, \|\partial_x \psi_2\|_{\infty} \} \rho(\mu_t, \mu_s)
\]

\[
\leq \max\{ \|\psi_2\|_{\infty}, \|\partial_x \psi_2\|_{\infty} \} L |t - s|.
\]

Choosing \( t \in [0, T[ \) as a point of differentiability of \( \Psi \), we obtain for \( h \in ]0, 1] \)

\[
\left| \int_{\mathbb{R}^+} \psi_2 \left( \mu_{t+h} - \partial F(\mu_t, t)(h, \mu_t) \right) \right|
\leq \max\{ 1, \|\psi_2\|_{\infty}, \|\partial_x \psi_2\|_{\infty} \} \rho \left( \mu_{t+h}, \partial F(\mu_t, t)(h, \mu_t) \right) = o(h).
\]

Therefore, equation (4) implies

\[
\Psi'(t) = \psi_1'(t) \int_{\mathbb{R}^+} \psi_2(x) \, d\mu_t + \psi_1(t) \lim_{h \downarrow 0} \frac{1}{h} \int_{\mathbb{R}^+} \left( \psi_2(0)F_1(\mu_t, t)(x) + \partial_x \psi_2(x)F_2(\mu_t, t)(x) + \psi_2(x)F_3(\mu_t, t)(x) \right) \, d\partial F(\mu_t, t)(s, \mu_t)(x) \, ds.
\]

Remark 2.6 and Proposition 3.9 (iv) yield for any \( s \in [0, 1] \)

\[
\int_{\mathbb{R}^+} \left( \psi_2(0)F_1(\mu_t, t) + \partial_x \psi_2 F_2(\mu_t, t) + \psi_2 F_3(\mu_t, t) \right) d\left( \partial F(\mu_t, t)(s, \mu_t) - \mu_t \right)
\leq \text{const}(M, \|\psi\|_{W^{1,\infty}}) \rho \left( \partial F(\mu_t, t)(s, \mu_t), \mu_t \right)
\leq \text{const}(M, \|\psi\|_{W^{1,\infty}}) \text{const}(M, \sup_{t \in [0, T]} \|\mu_t\|_{\mathcal{M}(\mathbb{R}^+)} \|F(\nu, t)\|_{W^{1,\infty}} < \infty).\]

Therefore, we obtain

\[
\Psi'(t) = \int_{\mathbb{R}^+} \left( \partial \psi(x, t) + \psi(0, t)F_1(\mu_t, t)(x) + \partial_x \psi(x, t)F_2(\mu_t, t)(x) + \psi(x, t)F_3(\mu_t, t)(x) \right) \, d\mu_t(x).
\]

Finally, integrating with respect to time, we conclude that

\[
\int_{\mathbb{R}^+} \psi(x, t) \, d\mu_t - \int_{\mathbb{R}^+} \psi(x, t) \, d\nu_0
\]
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Corollary 4.1. As formulated in Theorem 2.7 (i) and Remark 2.3 leads to the following corollary.
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To conclude, we prove nonnegativity preservation of the Radon measures \( \mu_t \). Suppose that \( F(\nu, t) \in W^{1,\infty}(\mathbb{R}^+) \) is nonnegative for every \( \nu \in \mathcal{M}(\mathbb{R}^+) \), \( t \in [0, T] \). Then the piecewise Euler approximations used in Proposition B.10 have values in \( \mathcal{M}(\mathbb{R}^+) \) due to Corollary 4.1. As \( \mathcal{M}^+(\mathbb{R}^+) \) is closed in \( (\mathcal{M}(\mathbb{R}^+), \rho) \), all values of the resulting solution \( \mu \) of \( \hat{\mu}_t \equiv F(\mu_t, t) \) are also contained in \( \mathcal{M}^+(\mathbb{R}^+) \).

The relationship between the narrow convergence on tight sets and the flat metric \( \rho \) formulated in Theorem 2.7 (i) and Remark 2.3 leads to the following corollary.

Corollary 4.4 Suppose that \( F : \mathcal{M}(\mathbb{R}^+) \times [0, T] \longrightarrow \{(a, b, c) \in W^{1,\infty}(\mathbb{R}^+)^3 \mid b(0) > 0\} \) satisfies

(i) \( \sup_{t \in [0, T]} \sup_{\nu \in \mathcal{M}(\mathbb{R}^+)} \| F(\nu, t) \|_{W^{1,\infty}} < \infty \).

(ii) \( F : (\mathcal{M}(\mathbb{R}^+), \text{narrow}) \times [0, T] \longrightarrow (W^{1,\infty}(\mathbb{R}^+)^3, \| \cdot \|_{\infty}) \) is continuous.

Then, for any initial measure \( \nu_0 \in \mathcal{M}(\mathbb{R}^+) \), there exists a narrowly continuous weak solution \( \mu : [0, T] \longrightarrow \mathcal{M}(\mathbb{R}^+) \) to the nonlinear population model (13) with \( \mu(0) = \nu_0 \).

If, in addition, \( \nu_0 \in \mathcal{M}^+(\mathbb{R}^+) \) and \( F(\nu, t)(\cdot) \geq 0 \) for every \( \nu \in \mathcal{M}^+(\mathbb{R}^+ \), \( t \in [0, T] \), then the solution \( \mu(\cdot) \) has values in \( \mathcal{M}^+(\mathbb{R}^+) \).

Proof. Due to Proposition 3.11, the values of all possible Euler approximations belong to a tight compact subset \( \mathcal{N} \) of the metric space \( (\mathcal{M}(\mathbb{R}^+), \rho) \) with \( \sup_{\nu \in \mathcal{N}} |\nu|(\mathbb{R}^+) < \infty \). In particular, \( \mu(t) \in \mathcal{N} \) for each \( t \in [0, T] \), since \( \mu(t) \) is defined as the limit of a convergent subsequence in \( \mathcal{N} \). Therefore, we can restrict further considerations to the compact metric space \( (\mathcal{N}, \rho) \) instead of \( (\mathcal{M}(\mathbb{R}^+), \rho) \). According to Theorem 2.7, \( \mathcal{N} \) is tight, and thus the narrow topology on \( \mathcal{N} \) is metrized by the flat metric \( \rho \).

As a consequence, the restriction \( F : (\mathcal{N}, \rho) \times [0, T] \longrightarrow (W^{1,\infty}(\mathbb{R}^+)^3, \| \cdot \|_{\infty}) \) is continuous. Similarly as in Theorem 4.3, we obtain the existence of a Lipschitz continuous function \( \mu : [0, T] \longrightarrow (\mathcal{N}, \rho) \) that is a weak solution to the nonlinear population model (13).

Finally, Theorem 2.7 guarantees that \( \mu : [0, T] \longrightarrow \mathcal{N} \subset \mathcal{M}(\mathbb{R}^+) \) is narrowly continuous.

Finally, we consider stability with respect to the initial measures and model coefficients. In the framework of mutational equations, the Cauchy-Lipschitz Theorem holds in the following sense: Lipschitz continuity of the right-hand side (with respect to state) implies uniqueness of solutions to each initial value problem. The distance between solutions to two nonautonomous mutational equations can be estimated if the right-hand side of at least one of these mutational equations is Lipschitz continuous with respect to state
(Proposition B.13).

Now we apply this estimate (with respect to the flat metric $\rho$) to weak solutions to the nonlinear model (13) that also solve the corresponding mutational equation. In combination with Corollary 4.1 (iv), we obtain

**Theorem 4.5 (Stability)**

Assume that for $F,G : M(\mathbb{R}^+) \times [0,T] \to \{(a,b,c) \in W^{1,\infty}(\mathbb{R}^3) | b(0) > 0\},$

\[
(i) \quad M_F := \sup_{t \in [0,T]} \sup_{\mu \in M(\mathbb{R}^+)} \|F(\mu, t)\|_{W^{1,\infty}} < \infty,
\]

\[
M_G := \sup_{t \in [0,T]} \sup_{\mu \in M(\mathbb{R}^+)} \|G(\mu, t)\|_{W^{1,\infty}} < \infty,
\]

\[(ii) \quad \text{for any } R > 0, \text{ there exists a constant } L_R > 0 \text{ and a modulus of continuity } \omega_R(\cdot),
\]

\[
|F(\mu, s) - F(\nu, t)| \leq L_R \cdot \rho(\mu, \nu) + \omega_R(|t - s|)
\]

\[
\text{for all } \mu, \nu \in M(\mathbb{R}^+) \text{ with } |\mu|(\mathbb{R}^+), |\nu|(\mathbb{R}^+) \leq R.
\]

\[(iii) \quad G : (M(\mathbb{R}^+), \rho) \times [0,T] \to (W^{1,\infty}(\mathbb{R}^3), \|\cdot\|_\infty) \text{ is continuous.}
\]

Let $\mu, \nu : [0,T] \to (M(\mathbb{R}^+), \rho)$ denote solutions to the mutational equations $\dot{\mu}_t \supseteq F(\mu_t, t)$

\[
\text{and } \dot{\nu}_t \supseteq G(\nu_t, t)
\]

with given initial data $\mu_0 \in M(\mathbb{R}^+)$ and $\nu_0 \in M(\mathbb{R}^+)$ respectively.

Then, for all $t \in [0,T]$, it holds

\[
\rho(\mu_t, \nu_t) \leq \left( \rho(\mu_0, \nu_0) + \text{const}(M_F, M_G, |\mu_0|(\mathbb{R}^+), |\nu_0|(\mathbb{R}^+)) \|F - G\|_\infty \right) e^{\text{const}(F) \cdot t}.
\]

Finally, we show that in the class of Lipschitz continuous solutions with bounded total variations a weak solution is also a solution to the corresponding mutational equation and, therefore, based on Theorem 4.5, it is unique.

**Theorem 4.6 (Uniqueness of the weak solutions)**

Under the assumptions (i)–(iii) of Theorem 4.5, a Lipschitz continuous weak solution to equation (13) $\mu : [0,T] \to (M(\mathbb{R}^+), \rho)$ with bounded total variation is unique.

**Proof.** We show that every Lipschitz continuous weak solution with bounded total variation solves the mutational equation $\dot{\mu}_t \supseteq F(\mu_t, t)$. Based on the definition of the weak solution we obtain that

\[
\int_{\mathbb{R}^+} \psi \ d(\mu_{t+h} - \partial F(\mu_t, t)(h, \mu_t)) =
\]

\[
= \int_{t}^{t+h} \left( \int_{\mathbb{R}^+} \psi(0) \left( F_1(\mu_s, s) - F_1(\partial(s-t, \mu_t), s) \right) + \partial_x \psi \left( F_2(\mu_s, s) - F_2(\partial(s-t, \mu_t), s) \right) \right.
\]

\[
+ \psi \left( F_3(\mu_s, s) - F_3(\partial(s-t, \mu_t), s) \right) + \partial_x \psi \left( F_2(\partial(s-t, \mu_t), s) \right) d\mu_s ds + \int_{t}^{t+h} \int_{\mathbb{R}^+} \left( \psi(0) F_1(\partial(s-t, \mu_t), s) \right.
\]

\[
+ \partial_x \psi F_2(\partial(s-t, \mu_t), s) + \psi F_3(\partial(s-t, \mu_t), s) \right) d(\mu_s - \partial(s-t, \mu_t)) ds,
\]
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where $\vartheta$ denotes $\vartheta_{F(\mu_\ell, t)}$. Using continuity of $\mu_t$ and Lipschitz continuity of $F_\ell$ in the flat metric we conclude that $\frac{1}{h} \int_{\mathbb{R}^+} \psi d\left(\mu_{t+h} - \vartheta_{F(\mu_\ell, t)}(h, \mu_t)\right)$ tends to zero as $h \downarrow 0$, uniformly for $\|\psi\|_{W^{1, \infty}} \leq 1$. Therefore, based on Definition B.7, every weak solution $\mu$ is a solution to the mutational equation $\mu_\ell \ni F(\mu_t, t)$. Then, Theorem 4.5 implies uniqueness. \hfill \square

\section{Auxiliary results about semilinear differential equations and Volterra integral equations}

\textbf{Proof of Lemma 3.5} We start with the proof of the characterization (7). Notice that for any $t > 0$ fixed, $\tilde{b} \in C^1(\mathbb{R}^+) \cap W^{1, \infty}(\mathbb{R}^+)$, $\tilde{c} \in W^{1, \infty}(\mathbb{R}^+)$ and $\tilde{f} \in W^{1, \infty}(\mathbb{R}^+ \times [0, t])$ with $\tilde{b}(0) < 0$ and every $\psi \in C^1(\mathbb{R}^+)$, the semilinear initial value problem

$$
\begin{aligned}
\partial_\tau \xi(x, \tau) + \tilde{b}(x) \partial_x \xi(x, \tau) + \tilde{c}(x) \xi(x, \tau) + \tilde{f}(x, \tau) = 0 \quad \text{in} \quad \mathbb{R}^+ \times [0, t] \\
\xi(\cdot, 0) = \psi \quad \text{in} \quad \mathbb{R}^+
\end{aligned}
$$

has a unique solution $\xi \in C^1(\mathbb{R}^+ \times [0, t])$ given explicitly by

$$
\begin{aligned}
\xi(x, \tau) &= \psi \left(X_{\tilde{b}}(\tau, x)\right) e^{-\int_0^\tau \tilde{c}(X_{\tilde{b}}(\tau-s, x)) \, ds} \\
&\quad - \int_0^\tau \tilde{f}(X_{\tilde{b}}(\tau-s, x), s) e^{-\int_s^\tau \tilde{c}(X_{\tilde{b}}(\tau-r, x)) \, dr} \, ds.
\end{aligned}
$$

This explicit representation of $\xi(x, \tau)$ results from the classical method of characteristics. It was presented in reference [8] for the corresponding problem in $\mathbb{R}^n$, instead of $\mathbb{R}^+$. Since $\tilde{b}(0) < 0$, i.e., $\mathbb{R}^+$ is invariant under the characteristic flow of $-\tilde{b}(\cdot)$, the expression obtained in [8] can be restricted to $\mathbb{R}^+$. Substituting $\varphi(x, \tau) := \xi(x, t - \tau)$ yields the solution to the corresponding partial differential equation with an end-time condition and the coefficients $b(\cdot)$ and $c(\cdot)$ satisfying $b(0) > 0$. Indeed, let $t > 0$, $b \in C^1(\mathbb{R}^+) \cap W^{1, \infty}(\mathbb{R}^+)$, $c \in W^{1, \infty}(\mathbb{R}^+)$ and $f \in W^{1, \infty}(\mathbb{R}^+ \times [0, t])$ be arbitrary with $b(0) > 0$. For any function $\psi \in C^1(\mathbb{R}^+)$, the semilinear partial differential equation

$$
\begin{aligned}
\partial_\tau \varphi(x, \tau) + b(x) \partial_x \varphi(x, \tau) + c(x) \varphi(x, \tau) + f(x, \tau) = 0 \quad \text{in} \quad \mathbb{R}^+ \times [0, t], \\
\varphi(\cdot, t) = \psi \quad \text{in} \quad \mathbb{R}^+
\end{aligned}
$$

has a unique solution $\varphi \in C^1(\mathbb{R}^+ \times [0, t])$ explicitly given by

$$
\begin{aligned}
\varphi(x, \tau) &= \psi \left(X_b(t - \tau, x)\right) e^{\int_0^\tau c(X_b(r-\tau, x)) \, dr} \\
&\quad + \int_0^\tau f \left(X_b(s - \tau, x), s\right) e^{\int_s^\tau c(X_b(r-\tau, x)) \, dr} \, ds.
\end{aligned}
$$

Applying this result to $f(x, \tau) = a(x) \varphi(0, \tau)$, we obtain the equivalence between equations (6) and (7) for every $\varphi \in C^1(\mathbb{R}^+ \times [0, t])$ (with Lipschitz continuous $\varphi(0, \cdot)$).

We proceed with the proof of the items (i)-(v):
(i) Volterra equation (8) directly results from equation (7) by setting $x = 0$. The upper bound of $|\varphi(0, \cdot)|$, restricted to $[0, t]$, is a consequence of

$$
|\varphi(0, \tau)|e^{\|c\|_{\infty} \tau} \leq \sup_{z \leq \|b\|_{\infty}} |\psi(z)|e^{\|c\|_{\infty} t} + \|a\|_{\infty} \int_{\tau}^{t} |\varphi(0, s)|e^{\|c\|_{\infty} s} ds
$$

and Gronwall’s Lemma.

Moreover, the right-hand side of Volterra equation (8) is continuously differentiable with respect to $\tau$ and thus, $\varphi(0, \cdot) \in C^1([0, t])$. The product rule reveals that at every $\tau \in [0, t]$

$$
\frac{d}{d\tau} \varphi(0, \tau) \leq e^{\|c\|_{\infty} (t-\tau)} \left( \|\partial_x \psi\|_{\infty} \|b\|_{\infty} + \|\psi\|_{\infty} \left( \|c\|_{\infty} + (t-\tau)\|\partial_x c\|_{\infty} \|b\|_{\infty} \right) \right) + e^{\|c\|_{\infty} (t-\tau)} \left( \|a\|_{\infty} \|\varphi(0, \cdot)\|_{\infty} + (t-\tau) \left( \|\partial_x a\|_{\infty} \|b\|_{\infty} \|\varphi(0, \cdot)\|_{\infty} + \|a\|_{\infty} \|\varphi(0, \cdot)\|_{\infty} \left( \|c\|_{\infty} + t\|\partial_x c\|_{\infty} \|b\|_{\infty} \right) \right) \right).
$$

(ii) For a fixed arbitrary $x \in \mathbb{R}^+$, $\varphi(x, \cdot) : [0, t] \rightarrow \mathbb{R}$ is continuously differentiable since it satisfies the integral equation (7) and $\varphi(0, \cdot)$ is continuous. The upper bound of the derivative of $\|\partial_x \varphi(x, \cdot)\|_{\infty}$ results from considerations similar to those concerning sup $|\partial_\tau \varphi(0, \cdot)|$ in (i).

(iii) The upper bound of $\|\varphi(\cdot, \tau)\|_{\infty}$ directly results from the integral equation (7) and property (i)

$$
\|\varphi(\cdot, \tau)\|_{\infty} \leq \|\psi\|_{\infty} e^{\|c\|_{\infty} t} + \int_{0}^{t} \|a\|_{\infty} (1 + \|a\|_{\infty} s) e^{\|a\|_{\infty} + \|c\|_{\infty} s} e^{\|c\|_{\infty} s} ds
$$

$$
\leq \|\psi\|_{\infty} e^{\|c\|_{\infty} t} + \|a\|_{\infty} \int_{0}^{t} (1 + (\|a\|_{\infty} + 2\|c\|_{\infty} s) e^{\|a\|_{\infty} + 2\|c\|_{\infty} s} ds
$$

$$
= \|\psi\|_{\infty} e^{\|c\|_{\infty} t} + \|a\|_{\infty} t e^{\|a\|_{\infty} + 2\|c\|_{\infty} t}
$$

$$
\leq \|\psi\|_{\infty} e^{\|a\|_{\infty} + 2\|c\|_{\infty} t} (1 + \|a\|_{\infty} t) \leq \|\psi\|_{\infty} e^{\|a\|_{\infty} + 2\|c\|_{\infty} t}.
$$

The last inequality results from $1 + s \leq e^s$ for all $s \geq 0$. The form of the right-hand side of integral equation (7) ensures that $\varphi(\cdot, \tau) : \mathbb{R}^+ \rightarrow \mathbb{R}$ is continuously differentiable for every $\tau \in [0, t]$. Furthermore, for every $x \in \mathbb{R}^+$, the chain rule and Lemma 3.3 imply

$$
\left\| \frac{\partial}{\partial x} \varphi(x, \tau) \right\| e^{\|c\|_{\infty} (\tau-t)} \leq \left\| \partial_x \psi \right\|_{\infty} \|\partial_x X_b(t - \tau, \cdot)\|_{\infty} + \|\psi\|_{\infty} \int_{\tau}^{t} \left\| \partial_x c \right\|_{\infty} \left\| \partial_x X_b(r - \tau, \cdot) \right\|_{\infty} dr
$$

$$
+ \int_{\tau}^{t} \left( \|\partial_x a\|_{\infty} \left\| \partial_x X_b(s - \tau, \cdot) \right\|_{\infty} + \|a\|_{\infty} \int_{\tau}^{s} \left\| \partial_x c \right\|_{\infty} \left\| \partial_x X_b(r - \tau, \cdot) \right\|_{\infty} dr \right) |\varphi(0, s)| ds,
$$

and thus due to property (i),

$$
\|\partial_x \varphi\|_{\infty} \leq \|\partial_x \psi\|_{\infty} e^{\left(\|\partial_x b\|_{\infty} + \|c\|_{\infty}\right) t} + \|\psi\|_{\infty} \|\partial_x c\|_{\infty} e^{\left(\|\partial_x b\|_{\infty} + \|c\|_{\infty}\right) t} t
$$
\[ + \| \psi \|_\infty e^{(2 \| a \|_\infty + \| \partial_x b \|_\infty + 2 \| c \|_\infty) t^2} \left( \| \partial_x a \|_\infty + \| a \|_\infty \| \partial_x c \|_\infty \right) \]
\[ \leq \max\{\| \partial_x \psi \|_\infty, 1\} e^{(2 \| a \|_\infty + \| \partial_x b \|_\infty + 2 \| c \|_\infty) t^2} \left( 1 + \| \psi \|_\infty (\| \partial_x c \|_\infty + \| \partial_x a \|_\infty) t \right) \]
\[ + \| \psi \|_\infty \| a \|_\infty \| \partial_x c \|_\infty \frac{t^2}{2} \]
\[ \leq \max\{\| \partial_x \psi \|_\infty, 1\} e^{\max\{\| \psi \|_\infty, 1\} 3 (\| a \|_{W^1, \infty} + \| \partial_x b \|_{W^1, \infty} + \| c \|_{W^1, \infty}) t} . \]

(iv) Volterra equation (8) has a unique continuous solution, since the integrand is Lipschitz continuous with respect to \( \phi(0, s) \) [24, 26]. Therefore, the solution to the integral equation (7) is also the unique continuously differentiable solution to the equation (8).

**Proof of Lemma 3.8** Similarly to Lemma 3.5, \( \tau \mapsto \phi^\lambda(0, \tau) \) is a bounded and Lipschitz continuous solution to the following inhomogeneous Volterra equation of the second type

\[ \phi^\lambda(0, \tau) = \psi \left( (\lambda X_b(t-\tau, 0) + (1-\lambda) X_b(t-\tau, 0)) e^{\int_0^\tau (\lambda c(X_b(r-\tau, 0)) + (1-\lambda) \tilde{c}(X_b(r-\tau, 0))) dr} \right) \]
\[ + \int_\tau^t \left( \lambda a(X_b(s-\tau, 0)) + (1-\lambda) \tilde{a}(X_b(s-\tau, 0)) \right) \phi^\lambda(0, s) \]
\[ e^{\int_0^\tau (\lambda c(X_b(r-\tau, 0)) + (1-\lambda) \tilde{c}(X_b(r-\tau, 0))) dr} ds. \]

The bounds on the \( \| \cdot \|_\infty \) norm and the Lipschitz constant mentioned in Lemma 3.5 (i) can be adapted by considering \( \max\{\| a \|_{W^1, \infty}, \| \tilde{a} \|_{W^1, \infty}\} \) instead of \( \| a \|_{W^1, \infty} \) and so forth. According to reference [26] and [27], \( \phi^\lambda(0, \tau) \) depends on the parameter \( \lambda \) in a continuously differentiable way and, using the abbreviations \( \tilde{a} := \max\{\| a \|_\infty, \| \tilde{a} \|_\infty\} \), \( \tilde{c} := \max\{\| c \|_\infty, \| \tilde{c} \|_\infty\} \),

\[ \left| \frac{\partial}{\partial \lambda} \phi^\lambda(0, \tau) \right| \leq e^{\tilde{c}(t-\tau)} \left( \| \partial_x \psi \|_\infty \| X_b(t-\tau, 0) - X_b(t-\tau, 0) \| \right) \]
\[ + \| \tilde{\psi} \|_\infty (t-\tau) (\| c - \tilde{c} \|_\infty + \| \partial_x c \|_\infty \sup_{[\tau, t]} | X_b(s-\tau, 0) - X_b(s-\tau, 0) |) \]
\[ + e^{\tilde{c}(t-\tau)} \int_\tau^t \left( | \phi^\lambda(0, s) | (\| a - \tilde{a} \|_\infty + \| \partial_x a \|_\infty \| X_b(s-\tau, 0) - X_b(s-\tau, 0) \|) \right) \]
\[ + | \partial_x \phi^\lambda(0, s) | \tilde{a} + | \phi^\lambda(0, s) | \tilde{a} (s-\tau) (\| c - \tilde{c} \|_\infty \sup_{[\tau, s]} | X_b(s-\tau, 0) - X_b(s-\tau, 0) |) \right) ds. \]

Lemma 3.3 provides the estimate

\[ \| X_b(s, \cdot) - X_b(s, \cdot) \|_\infty \leq \| b - \tilde{b} \|_\infty s e^{\| \partial_x b \|_\infty s} \]

for all \( s \geq 0 \) and thus, Gronwall’s Lemma implies the bound

\[ \left| \frac{\partial}{\partial \lambda} \phi^\lambda(0, \tau) \right| \leq C_0 \max\{\| \psi \|_\infty, \| \partial_x \psi \|_\infty, 1\} (\| a - \tilde{a} \|_\infty + \| b - \tilde{b} \|_\infty + \| c - \tilde{c} \|_\infty) (t-\tau) e^{C_0 (t-\tau)} \]

with a constant \( C_0 = C_0(\| a \|_{W^1, \infty}, \| \tilde{a} \|_{W^1, \infty}, \| b \|_{W^1, \infty}, \| \tilde{b} \|_{W^1, \infty}, \| c \|_{W^1, \infty}, \| \tilde{c} \|_{W^1, \infty}) \).

Integral equation (12) ensures that \( \phi^\lambda(x, \tau) \) is continuously differentiable with respect to
the parameter $\lambda$. Similarly to the preceding estimate of \( \frac{\partial}{\partial x} \varphi^\lambda(0, \tau) \), the differentiation of equation (12) yields for all $x$, $\tau$

\[
\left| \frac{\partial}{\partial x} \varphi^\lambda(x, \tau) \right| \leq C \max\{\|\psi\|_\infty, \|\partial_x \psi\|_\infty, 1\} \left( \|a-\tilde{a}\|_\infty + \|b-\tilde{b}\|_\infty + \|c-\tilde{c}\|_\infty \right) (t-\tau) e^{C(t-\tau)}
\]

with a constant $C = C(\|a\|_{W^{1,\infty}}, \|\tilde{a}\|_{W^{1,\infty}}, \|b\|_{W^{1,\infty}}, \|\tilde{b}\|_{W^{1,\infty}}, \|c\|_{W^{1,\infty}}, \|\tilde{c}\|_{W^{1,\infty}})$. $\square$

### B Mutational equations in a metric space

This appendix provides a self-contained overview of mutational equations. The framework of mutational equations provides an abstract tool for bridging the gap between the linear problem (in Section 3) and the nonlinear problem (in Section 4). Mutational equations were introduced by Aubin [4,5] in the 1990s to extend ordinary differential equations to metric spaces. The fundamental idea is to replace the directional vector \( v \in \mathbb{R}^N \) by the corresponding elementary deformation \((h, x) \mapsto x + hv\). From the abstract point of view, this so-called transition $\vartheta$ is to specify the state $\vartheta(h, x)$ that the initial point $x$ reaches at time $h$. Choosing suitable continuity assumptions about \((h, x) \mapsto \vartheta(h, x)\), we proceed in the metric space \((E, d)\) analogously to the case of ordinary differential equations. Using this method, Aubin proved the counterparts of the Cauchy-Lipschitz Theorem and the Invariance Theorem of Nagumo [4].

Our version is slightly more general than Aubin’s original form (but not completely covered by earlier journal articles such as [15]). In brief, the parameters of transitions here may depend on the absolute value of the current element of $E$. The linear problem in Section 3 serves as an example that we cannot always expect the Lipschitz continuity of $t \mapsto \vartheta(t, x)$ to be uniform with respect to all initial states $x \in E$ (as Aubin did following his geometric motivation). For example, doubling the initial measure $\nu_0 \in \mathcal{M}(\mathbb{R}^+)$ in problem (3) leads to the doubling of the solution $\mu(\cdot) = \vartheta_{a,b,c}(\cdot, \nu_0) : [0, 1] \rightarrow \mathcal{M}(\mathbb{R}^+)$. 

We introduce an analog of absolute value of elements in the metric space \((E, d)\): \( [\cdot] : E \rightarrow [0, \infty[ \). Parameters of transitions are now assumed uniform in all balls \( \{ x \in E \mid \| x \| \leq r \} \) with radius $r > 0$. The proofs do not substantially change if we impose bound on \( \| \vartheta(\cdot, x) \| \), for each initial element $x \in E$. After specifying the conditions on transitions, we use them to define time derivatives of curves $x : [0, T] \rightarrow (E, d)$ as first-order approximation. The set of all transitions satisfying the first-order approximation condition at a given time $t$ is called mutation $\hat{x}(t)$.

Finally, we employ the notions of the Peano Theorem for ODEs and construct solutions to the corresponding initial value problem by the Euler method as well as suitable form of sequential compactness in $E$. Finally, the counterpart of the Cauchy-Lipschitz Theorem will be verified and sufficient conditions for the stability of the solutions will be provided.

**Assumptions used in Appendix B**  
$E$ is a nonempty set and $d : E \times E \rightarrow [0, \infty[ \$ is a metric on $E$. Furthermore, let $[\cdot] : (E, d) \rightarrow [0, \infty[ \$ be an arbitrary lower semicontinuous function, which plays the role of a norm on $E$, but does not have to satisfy structural conditions such as homogeneity or the triangle inequality.
Now we specify the tools for describing deformations in the tuple \((E, d, [\cdot])\). A map \(\vartheta : [0, 1] \times E \to E\) defines which point \(\vartheta(t, x) \in E\) is reached from the initial point \(x \in E\) after time \(t\). Of course, \(\vartheta\) has to satisfy regularity conditions if it is to serve as a basis for a differential calculus.

**Definition B.1** A function \(\vartheta : [0, 1] \times E \to E\) is called a transition on \((E, d, [\cdot])\) if it satisfies the following conditions:

(i) \(\vartheta(0, \cdot) = \text{Id}_E\),

(ii) \(\lim_{h \to 0} \frac{1}{h} d(\vartheta(t + h, x), \vartheta(h, \vartheta(t, x))) = 0\), for all \(x \in E\), \(t \in [0, 1]\),

(iii) there exists a parameter function \(\alpha(\vartheta; \cdot) : [0, \infty[ \to [0, \infty]\) such that \(\limsup_{h \to 0} \frac{d(\vartheta(h, x), \vartheta(h, y)) - d(x, y)}{h} \leq \alpha(\vartheta; r)d(x, y)\),

for all \(x, y \in E\), \(r \geq 0\) with \(|x|, |y| \leq r\),

(iv) there exists a parameter function \(\beta(\vartheta; \cdot) : [0, \infty[ \to [0, \infty]\) such that \(d(\vartheta(s, x), \vartheta(t, x)) \leq \beta(\vartheta; r) \cdot |t - s|\)

for all \(x \in E\), \(r \geq 0\), \(s, t \in [0, 1]\) with \(|x| \leq r\), and

(v) there exists a constant \(\zeta(\vartheta) \in [0, \infty]\) such that \([\vartheta(h, x)] \leq [x]e^{\zeta(\vartheta)h} + \zeta(\vartheta)h\),

for all \(x \in E\), \(h \in [0, 1]\).

**Remark B.2** The first two conditions are motivated by the defining properties of semigroups, but in property (ii), the first-order change with respect to time is assumed to vanish.

Property (iii) imposes a special form of continuity with respect to the initial element. It implies that the initial distance of two points \(x, y \in E\) may grow at most exponentially in time while evolving along the same transition \(\vartheta\) and the corresponding exponent can be uniformly chosen on each ball \(\{x \in E \mid |x| \leq r\}, \; r \geq 0\).

Property (iv) guarantees Lipschitz continuity of \(\vartheta(\cdot, x)\) for each initial point \(x \in E\). Similarly as in property (iii), the Lipschitz constant may depend on \(|x|\) and these dependencies are new in comparison to Aubin’s original definition of transitions [4,5].

Finally, we need a bound on the absolute value \([\vartheta(h, x)]\) depending on both arguments. The combination of the exponential and linear growth has the advantage that for any continuous curve \(x : [0, T] \to E\) defined piecewise by finitely many transitions \(\vartheta_1 \ldots \vartheta_n\) with \(\tilde{\zeta} := \sup_j \zeta(\vartheta_j) < \infty\) (as in the proof of Theorem B.10 further on), we conclude from Gronwall’s Lemma that \([x(t)] \leq [x(0)] e^{\tilde{\zeta}t} + \tilde{\zeta} t\), for all \(t \in [0, T]\).

**Definition B.3** \(\Theta(E, d, [\cdot]) \neq \emptyset\) denotes a set of transitions on \((E, d, [\cdot])\) assuming \(D(\vartheta, \tau; r) := \sup \left\{ \limsup_{h \to 0} \frac{1}{h} d(\vartheta(h, x), \tau(h, x)) \mid x \in E, |x| \leq r \right\} < \infty\)

for any \(\vartheta, \tau \in \Theta(E, d, [\cdot])\) and \(r \geq 0\). If \(\{x \in E \mid |x| \leq r\} = \emptyset\), set \(D(\cdot, \cdot; r) := 0\).

Function \(D(\cdot, \cdot; r) : \Theta(E, d, [\cdot]) \times \Theta(E, d, [\cdot]) \to [0, \infty[\) is symmetric and it satisfies the triangle inequality for each \(r \geq 0\). Moreover, it allows the basis for estimating the distance.
between two initial points \(x, y \in E\) after evolving along two transitions \(\vartheta, \tau \in \Theta(E, d, [\cdot])\), respectively, for some time \(h \in [0, 1]\). Deriving this estimate from a form of Gronwall’s Lemma is typical of mutational equations and will be used for similar inequalities later on (see Lemma B.11).

**Lemma B.4** Let \(\vartheta, \tau \in \Theta(E, d, [\cdot])\) be transitions. Then, for every time \(h \in [0, 1]\) and initial points \(x, y \in E\) with \([x], [y] \leq r\), the distance between \(\vartheta(h, x)\) and \(\tau(h, y)\) satisfies

\[
d(\vartheta(h, x), \tau(h, y)) \leq \left(d(x, y) + hD(\vartheta, \tau; R)\right)e^{\alpha(\tau; R)h},
\]

where \(R := r e^{\max\{\zeta(\vartheta), \zeta(\tau)\} + \max\{\zeta(\vartheta), \zeta(\tau)\}}\).

**Proof.** According to the property (v) (Definition B.1), \([x], [y] \leq r\) implies \([\vartheta(h, x)] \leq R\) and \([\tau(h, y)] \leq R\) for \(h \in [0, 1]\). The auxiliary function \(\varphi : [0, 1] \rightarrow [0, \infty], h \mapsto d(\vartheta(h, x), \tau(h, y))\) is continuous due to property (iv) and the triangle inequality for \(d\). Furthermore, we obtain for every \(h \in [0, 1]\) and \(k \in [0, 1 - t[\)

\[
\varphi(h + k) \leq d(\vartheta(h + k, x), \vartheta(k, \vartheta(h, x))) + d(\vartheta(k, \vartheta(h, x)), \tau(k, \vartheta(h, x))) + d(\tau(k, \tau(h, x)), \tau(k, \tau(h, y))) + d(\tau(k, \tau(h, y)), \tau(h + k, y)) \leq o(k) + D(\vartheta, \tau; R)k + o(k)
\]

and thus, \(\limsup_{k \downarrow 0} \frac{\varphi(h + k) - \varphi(h)}{k} \leq \alpha(\tau; R)\varphi(h) + D(\vartheta, \tau; R)\).

The claimed estimate now results from Lemma B.5. \(\square\)

**Lemma B.5 (Lemma of Gronwall for upper Dini derivatives)**

Let \(\psi, f, g \in C^0([a, b])\) satisfy \(f(\cdot) \geq 0\) and

\[
\limsup_{h \downarrow 0} \frac{\psi(t + h) - \psi(t)}{h} \leq f(t) \psi(t) + g(t) \quad \text{for all } t \in [a, b[.
\]

Then, for every \(t \in [a, b[\), the function \(\psi(\cdot)\) satisfies the inequality

\[
\psi(t) \leq \psi(a) e^{\mu(t)} + \int_a^t e^{\mu(t) - \mu(s)} g(s) ds
\]

with \(\mu(t) := \int_a^t f(s) ds\).

**Proof.** Let \(\delta > 0\) be arbitrarily small. The proof is based on comparing \(\psi\) to the auxiliary function \(\varphi_{\delta} : [a, b] \rightarrow \mathbb{R}\) that includes \(\psi(a) + \delta\) and \(g(\cdot) + \delta\) instead of \(\psi(a)\) and \(g(\cdot)\):

\[
\varphi_{\delta}(t) := (\psi(a) + \delta) e^{\mu(t)} + \int_a^t e^{\mu(t) - \mu(s)} (g(s) + \delta) ds.
\]

Then, \(\varphi_{\delta}(t) = f(t)\varphi_{\delta}(t) + g(t) + \delta\) in \([a, b[\) and, \(\varphi_{\delta}(t) > \psi(t)\) for all \(t \in [a, b[\) close to \(a\). Assume now that there exists a time \(t_0 \in [a, b[\) with \(\varphi_{\delta}(t_0) < \psi(t_0)\). Setting \(t_1 := \inf \{t \in [a, t_0]\mid \varphi_{\delta}(t) < \psi(t)\}\), we obtain \(\varphi_{\delta}(t_1) = \psi(t_1)\) and \(a < t_1 < t_0\) because
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Therefore \( \varphi_\delta(\cdot) \geq \psi(\cdot) \) for any \( \delta > 0 \). 

A transition \( \vartheta \in \Theta(E,d, [\cdot]) \) can be interpreted as an analog of the time derivative of curve \( x(\cdot) : [0,T[ \longrightarrow E \) at time \( t \in [0,T[ \) if it induces a first-order approximation, i.e., the evolution of \( x(t) \) along \( \vartheta \) differs from the curve \( x(t + \cdot) \) up to order \( 1/h \):

\[
\lim_{h \downarrow 0} \frac{1}{h} \left( \vartheta(h,x(t)), x(t + h) \right) = 0.
\]

This condition may be satisfied by more than one transition. We include all such transitions in the so-called mutation of \( x(\cdot) \) at time \( t \). The main notion of a mutational equation is to prescribe a transition in the mutation of the sought curve via a given function of the current state and time.

**Definition B.6** Let \( x(\cdot) : [0,T[ \longrightarrow E \) be a curve in \( E \). The so-called mutation \( \hat{x}(t) \) of \( x(\cdot) \) at time \( t \in [0,T[ \) consists of all transitions \( \vartheta \in \Theta(E,d, [\cdot]) \) satisfying

\[
\lim_{h \downarrow 0} \sup_{t \in [0,T[} \frac{1}{h} d(\vartheta(h,x(t)), x(t + h)) = 0.
\]

**Definition B.7** For a given function \( f : E \times [0,T[ \longrightarrow \Theta(E,d, [\cdot]) \), a curve \( x(\cdot) : [0,T[ \longrightarrow E \) is called the solution to the mutational equation \( \hat{x}(\cdot) \supseteq f(x(\cdot), \cdot) \) in \([0,T[\) if it satisfies the following conditions:

(i) for any \( t \in [0,T[ \), \( f(x(t),t) \in \hat{x}(t) \), i.e., \( \lim_{h \downarrow 0} \frac{1}{h} d(f(x(t),t)(h,x(t)), x(t+h)) = 0 \),

(ii) \( x(\cdot) \) is continuous with respect to \( d \),

(iii) \( \sup_{0 \leq t < T} |x(t)| < \infty \).

**Remark B.8** For any transition \( \vartheta \in \Theta(E,d, [\cdot]) \) and initial element \( x_0 \in E \), the curve \([0,1[ \longrightarrow E, h \longmapsto \vartheta(h,x) \) is a solution to the mutational equation \( \hat{x}(\cdot) \supseteq \vartheta \) in \([0,1[ \) with constant right-hand side. This results directly from the property (ii) of transitions in Definition B.1.

Similarly to the Peano Theorem for ordinary differential equations, the existence of solutions can be proved by means of the Euler method combined with sequential compactness.

**Definition B.9 (Euler compactness)** The tuple \( (E, d, \Theta(E,d, [\cdot])) \) is Euler compact if it satisfies the following condition for every initial element \( x_0 \in E \), time \( T \in ]0,\infty[ \) and...
bound $M > 0$.

Let $\mathcal{N} = \mathcal{N}(x_0, T, M) \subset C^0([0, T], E)$ denote the subset of all continuous curves $y(\cdot) : [0, T] \rightarrow E$ constructed in the following piecewise way: Choosing an arbitrary equidistant partition $0 = t_0 < t_1 < \ldots < t_n = T$ of $[0, T]$ and transitions $\vartheta_1 \ldots \vartheta_n \in \Theta(E, d, [\cdot])$ with $\sup_j \vartheta_j \leq M$, define $y(\cdot) : [0, T] \rightarrow E$ as

\[
y(0) := x_0, \quad y(t) := \vartheta_j(t - t_j, y(t_{j-1})) \quad \text{for} \ t \in ]t_{j-1}, t_j], \ j = 1, 2 \ldots n.
\]

Then the union of all images $\{y(t) \mid y(\cdot) \in \mathcal{N}, \ t \in [0, T]\} \subset E$ is relatively compact in the metric space $(E, d)$.

**Proposition B.10 (Existence)** Let $(E, d)$ be a metric space and $[\cdot] : E \rightarrow [0, \infty[$ such that $(E, d, \Theta(E, d, [\cdot]))$ is Euler compact. Moreover suppose $f : (E, d) \times [0, T[ \rightarrow (\Theta(E, d, [\cdot]), D(\cdot ; r))$ is continuous with

\[
\tilde{\alpha}(r) := \sup_{x,t} \alpha(f(x,t); r) < \infty,
\]

\[
\tilde{\beta}(r) := \sup_{x,t} \beta(f(x,t); r) < \infty,
\]

\[
\tilde{\gamma} := \sup_{x,t} \gamma(f(x,t)) < \infty
\]

for each $r \geq 0$. Then for every initial element $x_0 \in E$, there exists a solution $x(\cdot) : [0, T[ \rightarrow E$ to the mutational equation $\dot{x}(\cdot) \ni f(x(\cdot), \cdot)$ in $[0, T]$ with $x(0) = x_0$.

**Proof.** The proof is based on Euler approximations $x_n(\cdot) : [0, T] \rightarrow E$ ($n \in \mathbb{N}$) combined with the Arzela–Ascoli theorem (see e.g. [2, Proposition 3.3.1]). Indeed, for each $n \in \mathbb{N}$, set

\[
h_n := \frac{T}{2^n}, \quad t_n^j := j \ h_n \quad \text{for} \ j = 0 \ldots 2^n,
\]

\[
x_n(0) := x_0, \quad x_n(\cdot) := x_0,
\]

\[
x_n(t) := f(x_n(t_n^j), t_n^j)(t - t_n^j, x_n(t_n^j)) \quad \text{for} \ t \in ]t_n^j, t_{n+1}^j], \ j < 2^n.
\]

First, the piecewise construction of each $x_n(\cdot)$ implies $|x_n(t)| \leq |x_0| e^{\tilde{\gamma} T} + \tilde{\gamma} T =: R$ for all $t \in [0, T], \ n \in \mathbb{N}$. Second, due to Euler compactness, the union of all values $x_n(t)$ for $t \in [0, T], \ n \in \mathbb{N}$ is contained in a compact subset $K \subset E$. Third, the triangle inequality ensures $d(x_n(s), x_n(t)) \leq \tilde{\beta}(R)|t - s|$ for all $s, t \in [0, T], \ n \in \mathbb{N}$ and therefore, the sequence $(x_n(\cdot))_{n \in \mathbb{N}}$ is equicontinuous.

The Theorem of Arzela–Ascoli states that the set $\{x_n(\cdot) \mid n \in \mathbb{N}\} \subset C^0([0, T], K)$ is precompact with respect to uniform convergence and therefore, there exists a subsequence $(x_{n_j}(\cdot))_{j \in \mathbb{N}}$ uniformly converging to a function $x(\cdot) \in C^0([0, T], K)$.

Finally, we verify that $x(\cdot)$ solves the mutational equation $\dot{x}(\cdot) \ni f(x(\cdot), \cdot)$ in $[0, T]$. Indeed, $x(\cdot)$ is continuous with respect to $d$ and it satisfies $\sup_{t \in [0, T]} d(x(t)) \leq R$ by virtue of its construction. Furthermore, using the notation $\delta_n := \sup_{t \in [0, T]} d(x_n(\cdot), x(\cdot))$, we conclude, from Lemma B.11 further on, that for any $t \in [0, T], \ h \in [0, T - t]$ and $n \in \mathbb{N}$

\[
d(f(x(t), t)(h, x(t)), \ x(t + h)) \\
\leq d(f(x(t), t)(h, x(t)), x_n(t + h)) + d(x_n(t + h), x(t + h)) \\
\leq (\delta_n + h \sup_{y, z \in \mathbb{R}} D(f(x(t), t), f(y, t + s); R) e^{\tilde{\gamma}(R) h} + \delta_n).
\]
Due to the continuity of $f$ with respect to $D(\cdot, \cdot; R)$, the limit as $n \to \infty$ implies that 
\[
d\left(f(x(t), t)(h, x(t)), x(t + h)\right) \leq \sup_{0 \leq s \leq h} D\left(f(x(t), t), f(x(t + s), t + s), R\right) e^{\tilde{\alpha}(R) h}
\]
and thus, \(\limsup_{h \downarrow 0} \frac{1}{h} d\left(f(x(t), t)(h, x(t)), x(t + h)\right) \leq 0. \)

\textbf{Lemma B.11} Assume for \(f, g : E \times [0, T] \to \Theta(E, d, [\cdot])\) and \(x, y : [0, T] \to E\) that \(x(\cdot)\) is a solution to the mutational equation \(\hat{x}(\cdot) \ni f(x(\cdot), \cdot)\) in \([0, T]\) and \(y(\cdot)\) is a solution to the mutational equation \(\hat{y}(\cdot) \ni g(y(\cdot), \cdot)\) in \([0, T]\). Furthermore, let \(R > 0\), \(M > 0\) and \(\psi \in C^0([0, T])\) satisfy for all \(t \in [0, T]\)
\[
\begin{aligned}
|\{0 \leq s \leq h\} \leq R \\
\alpha(g(y(t), t); R) \leq M \\
D(f(x(t), t), g(y(t), t); R) \leq \psi(t).
\end{aligned}
\]
Then, \(d(x(t), y(t)) \leq \left(d(x(0), y(0)) + \int_0^t \psi(s) e^{-Ms} ds\right) e^{Mt}\) for any \(t \in [0, T]\).

\textbf{Proof.} The argument proceeds as in Lemma B.4 by comparing the evolutions along fixed transitions. The auxiliary function \(\varphi : [0, 1] \to [0, \infty[, t \mapsto d(x(t), y(t))\) is continuous due to the triangle inequality for \(d\). Furthermore, we obtain for every \(t \in [0, T]\) and \(h \in [0, T-t]\)
\[
\varphi(t + h) \leq d(x(t + h), f(x(t), t)(h, x(t))) + d(f(x(t), t)(h, x(t)), g(y(t), t)(h, x(t))) + d(g(y(t), t)(h, x(t)), g(y(t), t)(h, y(t))) + d(g(y(t), t)(h, y(t)), y(t + h)) \\
\leq o(h) + D(f(x(t), t), g(y(t), t); R) h + o(h) \\
+ \varphi(t) + M \varphi(t) + o(h)
\]
and thus, \(\limsup_{h \downarrow 0} \frac{\varphi(t + h) - \varphi(t)}{h} \leq M \varphi(h) + \psi(t). \) Therefore, the claim results from Gronwall’s Lemma B.5. \(\square\)

\textbf{Proposition B.12 (Uniqueness)} Suppose \(f : (E, d) \times [0, T] \to (\Theta(E, d, [\cdot]), D(\cdot, \cdot; r))\) is \(\lambda_r\)-Lipschitz continuous in the first argument with \(\tilde{\alpha}(r) := \sup_{x, t} \alpha(f(x, t); r) < \infty\) for any \(r \geq 0\). Then for every initial element \(x_0 \in E\), the solution \(x(\cdot) : [0, T] \to E\) to the mutational equation \(\hat{x}(\cdot) \ni f(x(\cdot), \cdot)\) in \([0, T]\) with \(x(0) = x_0\) is unique and it depends on \(x_0\) in a locally Lipschitz way.

\textbf{Proof.} The argument is based on the estimate in Lemma B.11. Let \(x(\cdot), y(\cdot) : [0, T] \to E\) be two solutions to the same mutational equation \(\hat{x}(\cdot) \ni f(x(\cdot), \cdot)\) in \([0, T]\), generally not with the same initial element. Then, \(R := \sup_t \{|x(t)|, |y(t)|\} < \infty\) due to the definition of solutions and \(t \mapsto d(x(t), y(t))\) is continuous. As a consequence of the inequality 
\[
D(f(x(t), t), f(y(t), t); R) \leq \lambda_R d(x(t), y(t)),
\]
Lemma B.11 implies for any $t \in [0, T]$,
\[
d(x(t), y(t)) \leq d(x(0), y(0)) e^{\tilde{\alpha}(R)t} + \int_0^t \lambda_R \, d(x(s), y(s)) e^{\tilde{\alpha}(R)(t-s)} \, ds
\]
and, Gronwall’s Lemma in the integral form guarantees
\[
d(x(t), y(t)) \leq d(x(0), y(0)) \, e^{(\tilde{\alpha}(R)+\lambda_R)t} \quad \text{for all } t \in [0, T]. \quad \square
\]

**Proposition B.13 (Continuity w.r.t. initial data and the right-hand side)**

For any $r \geq 0$, suppose $f : (E, d) \times [0, T] \to (\Theta(E, d, \cdot), D(\cdot, \cdot; r))$ to be $\lambda_r$-Lipschitz continuous in the first argument with $\tilde{\alpha}(r) := \sup x \, f(x, t; r) < \infty$.

Let $g : E \times [0, T] \to \Theta(E, d, \cdot)$ fulfill $\sup_{z,s} D(f(z, s), g(z, s); r) < \infty$ for each $r \geq 0$.

(a) Let $y(\cdot) : [0, T] \to E$ be a solution to the mutational equation $\dot{y}(\cdot) \equiv g(y(\cdot), \cdot)$. Then, every solution $x(\cdot) : [0, T] \to E$ to the mutational equation $\dot{x}(\cdot) \equiv f(x(\cdot), \cdot)$ in $[0, T]$ satisfies the following inequality
\[
d(x(t), y(t)) \leq \left( d(x(0), y(0)) + t \, \sup_{z,s} D(f(z, s), g(z, s); R) \right) e^{(\tilde{\alpha}(R)+\lambda_R)t},
\]
for $t \in [0, T]$ and $R := \sup \{ [x(t)], [y(t)] \} < \infty$.

(b) Let $x(\cdot) : [0, T] \to E$ be a solution to the mutational equation $\dot{x}(\cdot) \equiv f(x(\cdot), \cdot)$. Then, every solution $y(\cdot) : [0, T] \to E$ to the mutational equation $\dot{y}(\cdot) \equiv g(y(\cdot), \cdot)$ in $[0, T]$ satisfies
\[
d(x(t), y(t)) \leq \left( d(x(0), y(0)) + t \, \sup_{z,s} D(f(z, s), g(z, s); R) \right) e^{(\tilde{\alpha}(R)+\lambda_R)t},
\]
for $t \in [0, T]$ and $R := \sup \{ [x(t)], [y(t)] \} < \infty$.

**Proof.** The result follows from Lemma B.11 similarly to the preceding Proposition B.12, since $D(\cdot, \cdot; R)$ satisfies the triangle inequality and thus,
\[
D(f(x(t), t), g(y(t), t); R) \leq D(f(x(t), t), f(y(t), t); R) + D(f(y(t), t), g(y(t), t); R) \\
\leq \lambda_R \, d(x(t), y(t)) + \sup_{z,s} D(f(z, s), g(z, s); R).
\]
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