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Im Zellkern wickelt sich die DNS um Histonproteine, bildet dabei Nukleoso-
menteilchen und packt diese in eine stark negativ geladenene Struktur, die Chromat-
infiber. Das Linker-Histon ist ein Protein, welches an das Nukleosom bindet und die
Verkniipfung der Nukleosomen untereinander bestimmt. Um die Nukleosom-Linker-
Histon-Wechselwirkung zu simulieren, wurden Simulationsmethoden der Brown?sche
Dynamik (BD) und die Normalmodenanalyse (NMA) benutzt. Die NMA des Nukleo-
soms zeigten die wichtigsten Bewegegungsmoden der beiden Linker-DNS Molekiile.
Diese Ergebnisse wurden benutzt, um Konformationen der Linker-DNS zu generieren,
welche in BD Simulationen zum Docking mit starren Kérpern zwischen einer Linker-
DNS und deren Mutanten an das Nukleosom eingesetzt wurden. Aus diesen Simula-
tionen konnten zwei unterschiedliche Bindungsstellen und eine Nicht-Bindungsstelle
auf dem Linker-Histon identifiziert werden. Die Aminosduren, die sich in den Simula-
tionen als wichtig fiir die Bindung herausstellten, sind konsistent mit experimentellen
Daten. Dariiberhinaus wurde fiir eine grofse Anzahl von Linker-DNS-Konformationen
eine einzige vorherrschende Bindungsmode des Linker-Histons an das Nukleosom ge-
funden. Basierend auf den Ergebnissen des BD Docking wurden die Assoziation-
sgeschwindigkeiten des Linker-Histons an das Nukleosom modelliert. Die erhal-
tenen hohen Assoziationsgeschwindigkeiten in der N#he der Diffusionsgrenze (10°
M~! s71) wurden einer elektrostatischen Steuerung zwischen beiden Biomolekiilen
zugeordnet. Ein neues Verfahren zur Beriicksichtigung von molekularer Flexibil-
itdt in den BD Simulationen wurde entwickelt. Hierbei wird ein Bindungspartner
als ein diskreter Satz von strukturellen Konformationen behandelt, die die Flex-
ibilitit reprisentieren. Der Ubergang zwischen den Konformationen wird durch
einen Markow-Prozess beschrieben, dessen Wahrscheinlichkeiten vier verschiedenen
Auswahlalgorithmen folgen: drei von ihnen basieren auf der Wechselwirkungsenergie
zwischen den Molekiilen und der vierte basiert auf einer Zufallsauswahl. Diese Meth-
ode wurde erfolgreich auf das Verkniipfungshiston-Nukleosomensystem angewandt,
wobei das Nukleosom als flexibel behandelt wurde. Die Ergebnisse zeigen, dass das
Verkniipfungshiston bevorzugt an eine offene Konformation des Nukleosoms bindet.
Basierend auf den Ergebnissen der BD Simulationen wurde die Dynamik des Begeg-
nungskomplexes in einer Molekulardynamiksimulation in atomaren Details auf einer
Zeitskala von ~ 10ns modelliert. Die Simulation ergab einen stabilen biomolekularen
Komplex mit eine konformationellen Anderung einer Schleifenregion des Verkniip-
fungshistons, die einem Induced-Fit-Effekt zugeordnet werden konnte. Auf diese Art
und Weise konnten Einsichten gewonnen werden in die mafgebenen Umsténde der
Verkniipfunghiston-Nukleosom Bindung. Zusétzlich werden diese Ergebnisse von Be-
deutung sein fiir eine Modellierung der Chromatinfaser auf hohere Ebene.




In the cell nucleus, DNA wraps around histone proteins, forming nucleo-
some particles, and packs into a highly negatively charged structure, the
chromatin fiber. The linker histone is a protein that binds to the nu-
cleosome and determines how the nucleosomes are linked to each other.
To simulate the nucleosome-linker histone interactions, a Brownian Dy-
namics (BD) technique together with normal mode analysis (NMA) was
applied. NMA of the nucleosome revealed the most prominent modes of
motion of its two linker DNAs. The results were used to generate con-
formations of the linker DNAs which were used in BD simulations of the
rigid-body docking of a linker histone and its mutants to the nucleosome.
From the simulations, two distinct binding sites and one non-binding site
on the linker histone were identified. The amino acids found to be most
important for binding in the simulations with the linker histone mutants
are consistent with experimental data. Moreover, a dominant binding
mode of the linker histone to the nucleosome was found for a wide range of
conformations of the linker DNAs. The association kinetics of the linker
histone to the nucleosome was modeled using the results obtained by the
BD docking. The obtained high association rates close to the diffusional
limit (10° M~! s71) were attributed to electrostatic steering between both
biomolecules. A new method accounting for molecular flexibility during
BD simulation was developed. One of the binding partners is treated as
a discrete set of structural conformations representing its flexibility. The
transition between the conformations is described by a Markovian pro-
cess with probability following four different selection algorithms: three
are based on the interaction energy between the molecules and the fourth
is based on random selection. The method was successfully applied to the
linker histone-nucleosome system, where the nucleosome was modeled as
a flexible molecule. The result suggests that the linker histone prefer-
entially binds to more open nucleosome conformations. Following the
BD results obtained, the encounter complex dynamics was modeled by
atomic detail Molecular Dynamics (MD), taking into account all degrees
of freedom in classical mechanics on ~ 10 ns time scale. The simulation
resulted in a stable biomolecular complex with a conformational change
on the loop region of the linker histone, which could be attributed to an
induced fit effect. As well as providing insights into the determinants of
linker histone-nucleosome binding, the results are expected to be valuable
for higher order modelling of the chromatin fiber.

vi




The work in this thesis was carried out under the supervision of
Dr. Rebecca Wade, Head of the Molecular and Cellular
Modeling group at the EML Research, Heidelberg, Germany

vii







Acknowledgements

I would like to acknowledge the following individuals and institutions for
their generous assistance during my PhD study.

First I would like to acknowledge Dr. Rebecca Wade for her excellent
guidance during these 3.5 years.

I thank Prof. Dr. Jeremy C. Smith and Prof. Dr. Jorg Langowski for
their valuable discussions throughout this research project. I am also
thankful to our collaborators.

Special thank deserve all the members of the MCM group at EML Re-
search for their support and encouragement during my doctoral study.
Particularly, I am deeply grateful to Razif Gabdoulline for introducing
me to the SDA software package and to Vlad Cojocaru for his help and
assistance during the MD simulations.

My thanks go to the administration at the EML Research for their as-
sistance throughout my work.

I gratefully acknowledge Deutsche Forschungsgemeinschaft (German
Research Foundation) and Klaus Tschira Foundation for their financial
support.

I would like also to thank my family and friends for their support and
encouragement during the PhD study.

ix







Contents

Abstract . . . . . .. ... K

Acknowledgements . . . . . .. .. ... ... ... [id
Introduction 1
Theoretical Overview 5
2.1 Statistical physics in biology . . . . . . ... ... ... B

2.1.1 Equilibrium statistical mechanics . . . . ... ... ..

2.2 Brownian motion . . . . .. ... ... ... ... B
2.2.1 Smoluchowski theory . . . . . ... ... ... ... .. [
2.2.2 Einstein theory . . . . . .. . ... o 0oL B
2.2.3 Langevin and Smoluchowski equations . . . . ... .. g

2.3 Reaction kinetics . . . . . .. ... ... L E

2.4 Small (thermal) fluctuations . . . . . ... ... ... .. ... 12

2.5  Dynamics of Biomolecular Association . . . .. ... ... ..
2.5.1 Bimolecular Association . . ... ... ... ... ...
2.5.2  Molecular interaction . . . . ... ... ... ... ... E

Chromatin Fiber

3.1 Structure and biological function . . . . ... ... ... ... [1d
3.1.1 Chromatin . . . . . . .. ... ... ... ... . ... E
3.1.2 Nucleosome . . . .. .. .. ... ... ... |£|
3.1.3 Linker histone and its role in chromatin. . . . .. . .. @

Computational Methods for Studying Biomolecular Dynam-
ics and Interactions

4.1 Normal Mode Analysis . . . . ... ... ... ......... bd
4.1.1 Elastic Network Model . . . . . .. ... .. ... ... bd
4.2 Brownian Dynamics. . . . . . . .. . ... ... .. ...... @
4.2.1 Ermak-McCammon algorithm . . . . .. ... ... .. b
4.2.2  Simulation of diffusional association . . . . . . .. . .. @
4.3 Molecular Dynamics . . . . .. .. .. ... ... ... 4
4.3.1 Forcefields . .. ... ... ... 0. 4
4.3.2 Velocity Verlet algorithm . . . . . . ... ... ... .. ld
4.3.3 Thermostats and Barostats . . . .. . ... ... ... 34

Brownian Dynamics docking of the linker histone to the nu-
cleosome

5.1 System preparation . . . . . . ... ... ... l4d
5.2 NMA . . oo [d

xi




CONTENTS

5.3 Electrostatic potential calculation . . . . . .. ... ... ... 45
5.4 Effective charges calculation . . . . . ... .. ... ... ... 44
5.5 DBrownian Dynamics setup . . . . . .. ... ... ... ... @
5.6 Structure of the nucleosome-linker histone GH5 . . . . .. .. 4d
5.7 Summary and implications to chromatin fiber . . . . . . . .. 54

6 Brownian Dynamics docking of the linker histone mutants to
the nucleosome

6.1 Mutants . . . . . . . ... @
6.2 BD docking and analysis of the results . . . . . .. ... ... 54
6.2.1 Nucleosome-linker histone complexes . . . . .. .. .. @
6.2.2 Dynamics . . . . . . ..o @
6.2.3 Energetics . . . . . . ... oo 64
6.2.4 Statistics. . . . . . . ... @
6.3 Summary . . ... ... e &
7 Association rates of GH5 to the nucleosome by Brownian
Dynamics
7.1 Brownian Dynamicsset up . . . . . . . ... ... .. ... .. @
7.2 Association rates results . . . . .. ..o [zd
7.2.1 Rates to the reference structure 7 . . . ... ... .. @
7.2.2 Rates to the extreme conformations 7¢ and 8 . . . . . @
7.2.3  Summary . ... ... e e 84
8 Flexibility in Brownian Dynamics simulation i
8.1 Metropolis Monte Carlo algorithm . . . . . . .. ... ... .. [8d
8.2 Methodology . . . .. .. . ... ... [8d
8.2.1 TImplementation . . . .. .. .. ... ... ... ... @
8.2.2 Discussion and limitations . . . . . ... ... ... .. @
8.3 Application to the nucleosome and the linker histone . . . . . @
8.4 Summary . . ... .. fod
9 Mbolecular Dynamics of the chromatosome particle [101]
91 MDsetup . .. .. .. .. ... ... m
9.2 Results. . . . . . . . . . m
9.3 Summary . . . . ... [10d
10 Conclusion and Outlook 111

A Computation of the Brownian Dynamics forces and torquesm

Bibliography [120

xii




Introduction

The formation of biological complexes between proteins, proteins and small
molecules, and proteins and nucleic acids plays a part in many biological pro-
cesses, including gene transcription, cell signalling, enzyme catalysis and the
immune response. Molecular association is governed by both the kinetic and
the thermodynamic properties of the molecules and the medium involved. In-
side cells, the medium is crowded with a variety of different macromolecules.
In the cell nucleus, the DNA molecules compact to highly ordered chromatin
structures assembling a biological network. Within this network, the DNA
combines with other proteins and they together form complexes called nu-
cleosomes, which in turn interact with each other. The conformation and
compaction of the chromatin depend on the interactions between the nu-
cleosomes as well as on the presence of other factors influencing chromatin
structure and dynamics. One of these factors is the so-called linker histone
protein, a family of DNA binding proteins [El, E], which interacts with the
nucleosome and contributes to the DNA compaction into 30 nm chromatin
fiber [B] Although the conformational properties of DNA have been the sub-
ject of intensive investigation, the physical structure of chromatin as well as
of the nucleosome-linker histone complex remains unknown. Not only the
structural properties, but also the dynamic features of chromatin and its
components are not fully understood.

Chromatin and nucleosome structures have been studied intensively in
vitro using different experimental techniques: x-ray crystallography [4, B],
force probe experiments [laﬁ] and neutron scattering [d, [10]. Other exper-
imental techniques focus more on the particular interactions and dynamics
within chromatin. Some of the most relevant to this study are these using
fluorescent proteins to track and mark molecules of interest: Fluorescence Re-
covery After Photobleaching (FRAP [lﬂ, E], Fluorescence (Forster) Res-
onance Energy Transfer (FRET) llﬁ] and Fluorescence Correlation Spec-
troscopy (FCS) |. For example, systematic mutagenesis combined with
FRAP in vivo revealed the binding geometry of the linker histone H1° within




CHAPTER 1. INTRODUCTION

the nucleosome in chromatin fiber [lﬂ] At a nucleosomal level FRET exper-
iments have shown the importance of different factors governing the inter-
actions and_dynamics within chromatin such as linker histones [@], DNA
unwinding ,@] and salt effects M] Quantitative models of chromatin
structure and dynamics are essential for interpreting these experiments.

Since chromatin has features on different time and length scales, a con-
siderable number of theoretical models exist that aim to elucidate the driving
forces for chromatin compaction @@] However, the time scale in chro-
matin fiber varies from picoseconds for a small number of atoms to minutes
for large biomolecules and considerable efforts are needed to describe all
biomolecular interactions present. A way to tackle this problem is to use
physical principles combined with computational methods in order to trans-
fer information between different spatial and temporal scales. The macro-
scopic properties of a particular system are averaged over the microscopic
events. Computational modelling of these events is not always reasonable
when pronounced biological phenomena such as DNA-protein binding, need
to be described. For example, Molecular Dynamics (MD), a computational
technique for simulating biomolecules in atomic detail, is restricted by the
number of atoms in the system. The reason is that in MD the system is
sampled in phase space taking into account all classical degrees of freedom
such as bond stretching and twisting, etc. Elimination of the non-essential
degrees of freedom can lead to faster sampling and, thus, high energy barriers
on complex biomolecular energy landscapes can be overcome. One compu-
tational method neglecting the explicit solvent degrees of freedom is called
Brownian Dynamics. It models the diffusional motion in the configurational
space and can reach time scales of seconds depending on details of the model
applied. An advantageous step towards improving the BD method would
account for flexible units modelled in atomic detail. In case of highly dy-
namic biological systems as chromatin this can be an important issue for
reproducing experimental conditions.

An understanding of the linker histone protein dynamics in the forma-
tion of a linker histone-nucleosome complex is essential for the development
of more robust chromatin models as well as for the linker histone biologi-
cal function. The binding dynamics of the linker histone to the nucleosome
was investigated experimentally [lﬂ, @, ﬁ] and theoretically mm] How-
ever, these models and experimental data are not consistent with each other
proposing different three-dimensional arrangements and interactions of the
linker histone on the nucleosome. The binding of the linker histone and its
stoichiometry as well as the nucleosome repeat lengthﬂ influence chromatin

!Nucleosome repeat length (NRL) is the total length of DNA wrapped around a nucle-
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compaction leading to topologically distinguishable fibers M] The basic unit
of chromatin, the nucleosome, consists of 147 base pairs (bp) of DNA [B] in the
absence of linker histone. When the linker histone is present the nucleosome-
linker histone complex contains 167 bp of DNA [32] and a chromatosome
particle is formed. Due to the negatively and positively charged nucleosome
and linker histone, respectively, the latter facilitates partially charge neutral-
ization contributing to the folding of 30 nm chromatin fiber [3|. Therefore,
precise knowledge of the chromatosome structure, which has not been re-
solved yet, is of major interest for the scientific community. In addition,
in many biological processes, like DNA transcription, replication and repair,
the proteins involved must quickly find their target site. The kinetics of such
a process are directly influenced by the level of DNA exposure and histone
tail acetylation on the nucleosome @] All these considerations are topics
of the present study and they are tackled by physics based computational
simulations and methods assessing different time scales.

This thesis aims at answering several important questions about nucleo-
some linker histone interactions:

e what is the structure of the nucleosome-linker histone complex?

e what are the binding sites and position of the linker histone with respect
to the nucleosome?

e how is the binding affected by a replacement of amino acids with others
in the structure of the linker histone?

e how fast does the linker histone bind to the nucleosome?
e does nucleosome flexibility affect the binding?

e is the bound state stable?

Thesis overview

The present thesis is organized in 10 chapters. In Chap. 2 an overview
of basic physical theories is given. Statistical physics concepts as well as
characteristics and determinants of a diffusional process are outlined. The
kinetics and interactions involved in the formation of bimoleculalﬁ complexes
are described in detail.

Chapter [3] introduces the system under investigation starting from the
higher-order chromatin fiber through the nucleosome and ending with the

osome plus the DNA length connecting successive nucleosomes.
2Qver the thesis the term ’bimolecular’ will refer to two particles, i.e. ’biparticle’.
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linker histone structure. Available chromatin models in the literature are
briefly mentioned.

The computational methods and tools used in the thesis are described in
Chap. @l First, the Normal Mode Analysis (NMA) is presented by a model
called Elastic Network Model (ENM) [34]. Then, the Brownian Dynamics
algorithm is described in detail emphasizing specific simulation issues. Also,
a brief introduction on the principles of Molecular Dynamics is given.

Chapter [l is the first chapter presenting results. Normal Mode Analy-
sis and Brownian Dynamics docking of linker histone H5 to 13 nucleosome
conformations were carried out and the results are presented and discussed.

Chapter [6 describes the BD docking of wild type linker histone and 24
linker histone mutants, i.e. amino acids with specific residues replaced by
others. The effect of these mutations on linker histone binding is discussed
in detail.

Results on the binding kinetics of the linker histone to the nucleosome
are presented in Chapter [ and possible models for linker histone-nucleosome
binding are proposed.

In Chapter [8la new method accounting for molecular flexibility in Brow-
nian Dynamics simulation is introduced. Results of its application to the
nucleosome-linker histone system are shown as well.

In Chapter [@, the nucleosome-linker histone encounter complex is fur-
ther refined to higher resolution with Molecular Dynamics simulation and
preliminary results are shown and discussed.

A summary of the results is given in Chap. [0 and the relation of this
work to the literature is briefly discussed.




Theoretical Overview

2.1 Statistical physics in biology

Biological science is dealing with living matter and its properties can be de-
scribed by the methods of statistical physics. Nowadays they are widely ap-
plied to all kind of biological problems, including small and large biomolecules,
membranes and colloids. All these entities, within and outside the cell, are
not static objects, but also dynamic, performing their biological functions in
accordance with the laws of physics. Below, the basic concepts of statistical
mechanics will be given.

2.1.1 Equilibrium statistical mechanics

Biological systems consist of many atoms and molecules, which interact with
each other and, thus, build a very complicated macroscopic system. In statis-
tical physics, this macroscopic system is not described by its time evolution,
but rather by the instantaneous state of copies of the system having different
microscopic parameters. Such states are called microstates and this collec-
tion of copies is known as a statistical ensemble @] Each ensemble gives
the probability of realization of the possible microstates. Each macrostate
is characterized by macroscopic physical observables, e.g. temperature 7,
pressure P, after a suitable averaging procedure over the microstates. This
averaging is called ensemble averaging. 1f the time average of a physical ob-
servable A, (A)ime is equal to its ensemble average (A)ensemble then a system
fulfilling this condition is called ergodic [@]

Let a system be ergodic and described classically by canonical coordinates
q and conjugate momenta p in phase space. Then the probability of a certain
microstate being in a volume dI' = dqdp of the phase space I' is p(q, p)dT,
where p(q,p) is the density distribution in the phase space. Then for any

5




CHAPTER 2. THEORETICAL OVERVIEW

physical observable A(q, p) is valid

tobs

A(q, p, t)dt.

The time .5 describes the observable time interval. When the density dis-
tribution depends on the time, p(q, p,t), but there is no creation and anni-
hilation of states in the phase space, then Liouwville’s theorem holds [@] It
states that the density distribution in the phase space is conserved along any
trajectory and mathematically is expressed by

Wp0) OG0 4 4.9 p(a.p.1) + b Vpola p.t) =0
In Eq. 2.2 ¢ means differentiation with respect to time and V4 and V,
are the gradient operators acting over the coordinates q and momenta p,
respectively.

Physical observables are macroscopic quantities, e.g. pressure P and vol-
ume V', defining the macroscopic system. Depending on the contact of the
system with the surroundings, different statistical ensembles can be con-
structed. For example, a canonical ensemble is coupled to a thermal bath
(T = const) in a fixed volume (V' = const) having constant number of parti-
cles (N = const). Then a microstate of the system can be characterized by
a Hamiltonian H(q, p) with probability

<A>ensemble = /I‘A(qa p)ﬂ(cb p)dr = <A>time = lim

obs—oo lobs J(

1 H(q,p)
= — 2.3
where kp is the Boltzmann constant and Z(7,V, N) is the partition function
given by
H(q,p) dadp
Z(T,V,N) = — ) .2.4

The factor 1/N! takes into account the indistinguishability of the particles
in the system, while 1/h3" is a correction for the case of ideal gas. The
partition function Z(7T,V, N) gives the total number of microscopic states
with TV, N = const. The free energy of the system reads

F(T,V,N) = —kgTIn Z(T,V,N).

In such a way, the macroscopic properties of a physical system in thermal
equilibrium can be characterized by the statistical distributions for the differ-
ent ensembles. Important relation between the microscopic and the macro-
scopic state is the so-called equipartition theorem [@]

0H(a,p) 0H(q,p)
i ensemble = \Pi™——5  /ensemble — k T; 2.6
(g By, ) bl (p api ) bl B .
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stating that for every microscopic degree of freedom, the corresponding en-
ergy equals kgT'/2.

2.2 Brownian motion

A particle immersed in a fluid experiences inherent and incessant motion
called Brownian motion. The name is in honour of Robert Brown, who
investigated the way in which pollen acted during impregnation in 1827 and
was the first trying to give a scientific explanation to his observations @]
Later the irregular nature of the motion was examined in other cases and it
was concluded that the smaller the size of the suspended objects, the greater
their motions. This motion is caused by numerous collisions between the
solute and the medium particles. In most cases, the solute particle is much
heavier than the solvent particles and upon an elastic collision its velocity
change will be very small. On average it will not even be observable, but
the velocity fluctuations close to that average will have strong observable
effect. In order to describe quantitatively these fluctuations; Smoluchowski
developed a kinetic model for collisions of hard spheres on a microscopic scale
(Sec. 22T]), whereas Einstein based his model on statistical assumptions on
a mesoscopic level of detail (Sec. Z22) [@]

2.2.1 Smoluchowski theory

In his theory, Smoluchowski assumed that the heavy particles do not collide
with each other and the interactions with the solvent particles are described
by elastic collisions. In liquid, a spherical particle with radius R will have
a mean free path | < R meaning that the collisions of the light particles
with the heavy one are not independent events. Nevertheless, Smoluchowski
made an important assumption stating that the heavy particle moves like on
a polymer chainl] with a mean free path (1) = (v)T resembling a gas particle.
The time 7 = m/( expresses the velocity relaxation time down to the mean
velocity of the Brownian particle (v). The particle mass is denoted with m,
while the solvent friction constant is (. Then Smoluchowski inserted (I) in
the formula (r2) = (12)2/7 [3d], where (r2) is the mean square displacement
per unit time, and obtained

(%) = .

!Smoluchowski did not use the definition of "a polymer chain"
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Considering his calculations for a dilute system @], Smoluchowski multiplied
the above equation by a factor of 8/31/2/3 and applying the Stoke’s formula
for the friction constant, ( = 67nR, the mean square displacement for time
t yielded

64 2m(v?) 64 6kgT
2
= R T SR (28

The equipartition theorem was used for substituting the mean square velocity
(v?) in Eq.(2.8), where T is the temperature of the system.

2.2.2 Einstein theory

Einstein described the probability density p(r, t) of a solute molecule in a fluid
before and after a given time step dt. After such a time step the suspended
particle will be displaced by a distance dr. During the displacement, the
solute will encounter a huge number of collisions with the solvent molecules
leading to loss of memory for its initial position, i.e. the displacement will
depend only on its previous position. Thus, the probability distribution
yields

p(r,t + 0t) = /p(r — or,t)p'(0r, 6t)ddr.

The probability p/(dr, §t) gives the position of the particle after time ¢ and
using Fokker-Planck equation [3§|, the diffusion equation with a diffusion
constant D for the Brownian particle reads

8]9(1', t) o : 1 2/ 2
o = lmoo / A®p/ (0r, 6t)ddr V2p(r, )
_ : 1 2,/
= 15%2—&/A p'(dr, 6t)ddr.

Equation ZI0), if multiplied by r? and integrated over the space, gives the
well known Einstein equation

(r?) = 6Dt. 2.12

In similar manner the root-mean-square angle (/A#?) for a spherical particle
can be expressed by the rotational diffusion constant Dg. The diffusion
constants D and Dpg can be related to the solvent viscosity 1 by the Stokes-
Einstein relation

kgT kgT
D = == — -2.13
¢ 6mnR’
kgT kgT
Dp = = -2.14
" (n 8TnRY
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where (g is the rotational friction constant. Using this relation and the
equipartition theorem one can compare the Smoluchowski (Eq. 28) and Ein-
stein (Eq. ZI2) mean square displacement (r?).

2.2.3 Langevin and Smoluchowski equations

In 1908 Langevin M] combined Einstein and Smoluchowski theories by tak-
ing into account the force acting on the solute particle due to the presence of
solvent molecules. He obtained an equation, which is known as free Langevin
equation )

d°r(t) de(t) _»

m—t = —(— = + (),
where m is the mass of the suspended particle, —(r is a mean or frictional
force and f(¢) is a fluctuating or random force. The former force describes
the solute motion dynamically while the latter describes it in a probabilistic

way. Assuming that the random force f% has the properties

(1) = 0
(£(t) - £ (t + 6t)) = Co(dt) 2.16
(£7(t) - x(t = ot)) =
(£7(1) - £(t = 0t)) = 0,

i.e the random collisions are instantaneous and uncorrelated, the mean square
solution of Eq. 2.15] yields

(%) = i exp <_jft) + 2:% [1 — exp (—%t)] . 2.17

If t — oo, i.e. the particle velocity relaxes towards its equilibrium value,
then with the usage of the equipartition theorem the fluctuation-dissipation
theorem is obeyed

C
— = kxT. 2.1
2m( ks 8

Under this condition the Einstein result for the mean square displacement is
deduced (see Eq.([ZI2)). The fluctuation-dissipation theorem links nonequi-
librium to equilibrium processes, but only when the system is not far from
thermal equilibrium. This means that the amplitudes C and ¢ of the fluc-
tuating and dissipative forces, respectively, should satisfy a temperature-
dependent relation. For a Brownian motion defined by Einstein’s theory, the
fluctuations are caused by the thermal motions of the solvent molecules and
the inertia of the suspended particle is not taken into account. Consequently,

9
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Einstein describes his theory in configuration space, i.e. only the positional
distribution of the Brownian particle is followed. This is correct when the ve-
locity relaxation time is much faster than the time needed to reach positional
equilibrium, i.e. t > m/(. Usually, experiments investigating diffusional mo-
tion probe the process in configuration space. The reason is that in dense
systems, diffusion is quite slow, while velocity relaxation is rapid. Therefore,
the ordinary diffusion equation (Eq.2I0) should be an adequate description
except at extremely short times.

If there is an external force F(r) acting on the Brownian particle, the
Langevin equation reads

d?r(t)
dt?

_ dr(t) R
= (2 () + £0) 219

Assuming that there is no acceleration Eq. (2I9) yields

_ dr(?) R
= —C T +F(r) +£7°(¢)

—— .

Using Fokker-Planck equation [@] one obtains for the distribution function
an expression known as Smoluchowski equation

Op(r,t) _ 10[F(r)p(r,t)]

o < or

+ DV?p(r, t). 2.21

This equation leads to the diffusion equation (Eq. 2I0) if no external force
F(r) is present. The current derivation of the Smoluchowski equation is not
really justified, because only on average there is no acceleration. However,
since the final result is correct and this is what we are interested in, we will
not discuss the rigorous derivation @]

2.3 Reaction kinetics

Reaction association can be considered to consist of two steps: first an in-
termediate is formed by diffusion: this is called a ’diffusional encounter com-
plex’. Then this intermediate evolves to form a tightly bound complex. As-
sociation is diffusion-controlled when the first step is rate-limiting, and it is
reaction-controlled when the second step determines the rate of the associa-
tion process.
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2.3. REACTION KINETICS

If a molecule of type X forms a complex Z with a molecule of type Y
then the rate of formation of species Z and the rate of depletion of X are
given by
dCZ (I‘, t) dCX(I‘, t)
2o Uy = —

dt dt
where Cz(r,t) and Cx(r,t) are the concentrations of the Z and X species, re-
spectively. This reaction process depends on the association and dissociation
rate constants k., and kg, respectively

Vy = y 22

ﬂ

kOl’l
X+Y =272 2.23

koff
The reaction flux J(r,t) can be expressed via the rate constant £ by the
equation
J(r,t) = kC™(r,t), 24
where m denotes the order of a reaction. For our case we have
JZ(r7 t) = koffCZ(rv t)
Jx(r, t) = Jy(r, t) = k:onCX(r, t)Cy(I‘, t),

where Eq. 2.23] describes a first-order reaction whereas binding is a second-
order process (see Eq. 226). The rate constants can be related to an equi-
librium association constant i

K, =2, 27
koﬁ

The reciprocal of K, is the equilibrium dissociation constant Kj.
Let molecules X and Y be uniform spheres having radii Rx and Ry,

respectively. If Y diffuses towards X then the process is described by the
diffusion equation (Eq. 2.10)

80}/(1‘, t)
ot

where Dy is the diffusion constant of the molecule Y. We assume that Dy
is spatially independent. If there is a steady state, i.e. the particle flux is
conserved, then

NI N
N[N N
| O

ﬁ

= —DyV2Cy(r,1), 2.28

Cy(r,t) = Cy(r) 2.29
ViCy(r) = 0. 2.30

The solution of the above equation in spherical coordinates is given by

Cre) =%+

where a and b are integration parameters. They can be determined applying
boundary conditions to the problem

11




CHAPTER 2. THEORETICAL OVERVIEW

® Cy(T’—>Rx+Ry):0

o Cy(r — o00) = Cy(0).
For flux through a spherical surface using Eq. ([Z26]) an analytical solution of
the diffusion-controlled association constant k,, can be obtained for uniform
spheres reacting at a distance r = Rx + Ry [ﬁ]

kon = 4mwr(Dx + Dy),

where Dy is the diffusion constant for molecules of type X. Eq. [2.32]is valid
when there are no forces between the spheres. In the case of interacting
spheres using the Smoluchowski equation (Eq. R21)), ko, is given by M]

47T(DX + Dy)
kon = — ez
fr r2 dr

where U(r) is a centrosymmetric interaction potential between the spheres.
For more complicated geometries and interaction forces, numerical approaches
are necessary to compute association rates (Sec. 2.2 |43, 44].

2.4 Small (thermal) fluctuations

Let jgsystem of N atoms be slightly perturbed from its equilibrium position
0
q a

a=q’+¢ 2.34
where £ is the displacement from q°. The potential energy V can be expanded
around the equilibrium position q°

Vi) = v<q°>+§_vj(§:) 6+ Z(a%) 66+

1 N
_'_6 2 (8q18q38q ) &@fk + ...,

where we can denote

N
w
o

OV
B = <aQian)qo

. (L)
o 3%8%8% qo.

2For clarity the index i in q? for atom i is omitted.

N N N
w w w
o ~ >
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2.4. SMALL (THERMAL) FLUCTUATIONS

The total force acting on the system can be expressed by
Lo g2
F(q) = -V V(q) = -K¢ — §T£ : 2.39

When the displacement ¢ is very small, then the potential energy ) can be
approximated to its second term and the higher-order terms can be neglected.
In this case the force F(q) = —K¢ is called quasi elastic or elastic. The
potential energy is described by harmonic potential and the kinetic energy is
given by

N
1 ..

1,7=1

Both matrices, K;; and M;;, are real and symmetric, i.e. K;; = Kj. The
system can be described by N equations of motion around the equilibrium
position

Z ngj + Z Kijgj - 0, 241
J J

where M and K are the mass and force matrices of the system, respectively.
The solution of Eq. (241 can be given by &; = a; exp (—iwt), where a; and
w are the amplitude and angular frequency of the motion, respectively. In a
matrix-vector form, Eq. (Z41]) can be represented by an eigenvalue problem

KA = AMA
ATMA = 1,

where I is the identity matrix, A gives the eigenfrequencies A = w? and A
is the eigenvector orthogonal matrix, which ensures that K is diagonalized.
These eigenmodes are often called normal modes of the system and are re-
lated to the coordinates & by the relation Q = AT€. In the new normal
coordinates, Q, the potential and kinetic energies are expressed by

N
1
n@ = Ly
k=1

N
7(Q) = %ZQ% 2.45
k=1
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CHAPTER 2. THEORETICAL OVERVIEW

2.5 Dynamics of Biomolecular Association

2.5.1 Bimolecular Association

In the cellular environment, two biomolecules can bind by diffusing towards
each other. Active transport processes may also contribute to binding but
these will not be discussed here. Considering association as a two-step pro-
cess, which entails an intermediate called ’diffusional encounter complex’ and
a final state of the bound complex, two ways of describing the reaction can
be adopted. When the association rate is determined by the formation of an
intermediate complex, this reaction is called diffusion-controlled, otherwise -
reaction-controlled. In Section (23] the diffusion-controlled association rate
was derived.

Diffusional Encounter complex

The characterization of the diffusional encounter complex is of high impor-
tance for protein and nucleic acid design studies aimed at altering the as-
sociation kinetics. In the case of diffusion-controlled processes, formation of
the encounter complex determines the bimolecular diffusional rate constant.
The rate of diffusional association has an upper limit: a reaction between two
molecules cannot be faster than their rate of collision. This limit is around
10° M~1s~! for uniformly reactive spheres of typical macromolecular size M]
in aqueous solvent with no forces between them.

As a rule, a random collision of two molecules does not result in binding -
a freely diffusing molecule X must come close to its binding patch on a target
molecule Y in order to form a diffusional encounter complex. Geometrically,
this complex can be viewed as an ensemble of configurations able to evolve
to the bound state.

During a single encounter, the two molecules have time to undergo sub-
stantial rotational reorientation while remaining trapped in the vicinity of
each other and undergoing multiple collisions. This effect is known as a
"diffusive entrapment". A computational technique, called Brownian Dy-
namics (BD) (see Sec. [42]), was used by Northrup et el. M] to model two
non-interacting spheres of the size of small proteins, which showed about 400
times larger association rate (2 x 105 M~1s™1), attributed to the diffusive en-
trapment effect, than the rate calculated by a simple geometric correction of
the Smoluchowski rate considering two contacts as the criterion for binding
(1x10* M~'s™1). An association rate constant of about 10® M~'s™! is typical
of protein-protein pairs that bind without strong electrostatic interactions.
Attractive electrostatic forces can lead to enhancement of the rates to values
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very close to the Smoluchowski rate.

Bound Complex

Once the encounter complex has formed, the biomolecules must reorient with
respect to each other to form a fully bound complex. They may also undergo
changes in conformation and induced fit in order to achieve a bound com-
plex. Within the complex, the biomolecules are held together by close-range
noncovalent interactions such as salt bridges, hydrogen bonds and van der
Waals interactions. These interactions depend on the chemical nature of the
interacting groups of both molecules as well as on their spatial arrangement
and can be mediated by individual water molecules. A biomolecule can have
one or several binding sites stabilizing the complex. A subtle change in the
binding site can change the binding mode significantly. Therefore, biological
associations are dependent on the structure of both molecules and can be
highly specific.

2.5.2 Molecular interaction

The interactions between biomolecules vary in strength, type and source.
Therefore, a wide spectrum of different forces contribute to complex forma-
tion M] Here, we will discuss only the electrostatic, hydrodynamic and
hydrophobic interactions since their contribution to the kinetics of bimolec-
ular association is shown to be considerable. We describe well-established
methods for modelling these interactions.

Electrostatics

Electrostatic interactions are important for bimolecular association because
they are relatively long range interactions and may therefore guide the as-
sociation process by means of attractive and repulsive interactions. Their
importance is shown by the dependence of association rate on ionic strength
and the generally much greater influence on the association rate of mutations
of charged than of neutral amino acids.

The biological entities in the cell are surrounded by ions, which screen
the electrostatic interactions between the species. One way to account for
the ions is to compute the molecular electrostatic potential ¢(r) using the
nonlinear Poisson-Boltzmann equation

—V - e(r)Vp(r) = p(r) + Z qin; exp <—q:2(;)), 2.46
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where €(r) is the position dependent dielectric permittivity, p(r) is the molec-
ular charge density, ¢; and n; are the charge and the concentration of the
i-th ionic species in the bulk, respectively. The above equation can be ap-
proximated by the linear Poisson-Boltzmann equation if the exponential is
expanded as a Taylor series

— V- dr)Viplr) + er?p = p(r),

where & is the Debye-Hiickel screening length related to the ionic strength 1
by

21¢c? 1q;

K2 = ToTe I = Z —e—zn-. 2.48
Equation (Z40) and Eq. (247) are used in studies of interactions between
macromolecules in continuous media, i.e. media for which water molecules
and ions are not modelled explicitly.

When two molecules approach each other in an aqueous solvent, an elec-
trostatic desolvation effect arises due to the lower dielectric constant of the
solute compared to that of the solvent. Charges located on the bimolecu-
lar complex interface become desolvated upon complex formation and this
results in unfavourable electrostatic energy changes. This desolvation effect
becomes significant at short distances and is mainly dependent on the loca-
tion and magnitude of the charged groups.

Hydrodynamics

Hydrodynamic interactions between molecules are caused by the flow of sol-
vent due to their mutual motions. Depending on the structure and shape
of the molecules, these interactions can be either attractive or repulsive.
To model them, one usually represents the diffusion coefficient as a tensor
describing the properties of the solute and the media [lﬁ] Another rep-
resentation uses a mean field approach for hydrodynamic interactions with
the diffusion coefficient depending on a local volume fraction of a system
mimicking macromolecular crowding M]

Hydrophobicity

The hydrophobic effect results in favourable interactions between two macro-
molecules in aqueous solvent. The reason for this is that the nonpolar groups
on the surface of the molecules can avoid interaction with polar groups or
molecules (water) by forming a complex. This is caused by the fact that the
water molecules are orientationally restricted by the presence of the nonpo-
lar species, and this leads to an entropy decrease. Furthermore, the presence

16




2.5. DYNAMICS OF BIOMOLECULAR ASSOCIATION

of the nonpolar species affects the ability of the water molecules to make
hydrogen bonds. The hydrophobic force is temperature dependent and it is
entropy driven only at low to room temperatures. At higher temperatures,
the enthalpic contributions become significant [@, @] Although, a gener-
alized theory describing the hydrophobic forces does not exist, hydrophobic
interactions can be modeled by incorporating a solvent accessible surface area
term in the Gibb’s free energy |21l or using a hydrophobic potential of mean
force [@]
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Chromatin Fiber

3.1 Structure and biological function

3.1.1 Chromatin

The DNA, the information code carrier, is situated within the cell nucleus
in eukaryotic organismﬂ. The organization of the genome in the cell is gov-
erned to a large extent by the interplay of mechanical deformability of DNA
with its structure at different length scales (see Fig. BTI) [B, @] The double
helix DNA molecule wraps around four dimeric proteins (H2A, H2B, H3, H4)
called histones and forms a structure named nucleosome (Fig. B.I)). The hi-
stones and nucleosome are also referred in the literature as histone core and
nucleosome core particle (NCP), respectively. The "bead-chain" structure
of nucleosomes spaced regularly on DNA will compact into a higher order
structure under physiological conditions leading to a fiber-like structure with
a diameter of approximately 30 nm, the so-called ’30-nm chromatin fiber’ M],
which plays an important role in the biomolecular machinery @] However,
its structure and dynamics are still obscure and matter of continuous exper-
imental and theoretical investigations. There exist two structural models of
chromatin fiber, the one-start (solenoid) [@] and the two-start (zig-zag) M]
chromatin structures. In the one-start model the successive nucleosomes are
connected via bent DNA and, thus, form a solenoid-like structure. The two-
start helix model corresponds to the crystal structure of the tetranucleosome
(four nucleosomes) (Fig. B2)), where the neighbouring nucleosome are linked
by a straight DNA in a zig-zag fashion. In this way, for the nucleosome num-
bered n, the closest neighbour is with a number n 4+ 2. In addition to the
histone core, it is also known that there exists another protein belonging to
the histone family ﬁl, E, @] called linker histone (coloured green in Fig. B.T]).
It is usually denoted as H5 or H1 and it contributes to the compaction of

!The eukaryotes have a nucleus in the cell.

19




CHAPTER 3. CHROMATIN FIBER
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Figure 3.1: Schematic structure of chromatin fiber.

DNA in chromatin fiber. Since DNA is highly negatively charged molecule
due to the phosphate groups on the backbone, it is hard to achieve such
compaction without the presence of positively charged species. All the his-
tones carry net positive charge, which might contribute to the higher-order
structure of chromatin. Monovalent, divalent ions and histone tails have also
been considered to contribute to chromatin compaction @] The mechanism
of chromatin remodelling, opening and closing of the structure during tran-
scription, and many other biological processes related to the higher order
structure of the genome cannot be understood without fundamental knowl-
edge of the arrangement of nucleosomes and DNA in the chromatin fiber and
its variations during different physiological states of the cell.
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Figure 3.2: X-ray crystal structure of the tetranucleosome resolved at 9 A reso-
lution M]

3.1.2 Nucleosome

The determination of the nucleosome structure to a resolution of 1.9 A ﬂa] has
greatly contributed to our understanding of possible mechanisms of DNA-
histone binding, nucleosome repositioning and the formation of higher-order
chromatin structures. The DNA wrapped around the histone core consists
of 147 base pairs (bp)ﬁ and varies from 150 to 250 bp [@] depending how
far away the next nucleosome is. The existence of different chromatin fiber
models implies that the DNA variation is not only in length, but also in
conformation. Each histone in the histone core has a long, mobile and basic
N-terminal tail extending out of the main body of the nucleosome. Particu-
larly, the H3 and H4 tails are located at the ends of DNA (linker DNAs) on
the nucleosome. The nucleosome has been a subject of extensive theoretical
and computational modelling trying to shed light on its structure @—@],
dynamics [@—@] and energetics | and relate them to the formation of
chromatin fiber. It has been modelled as a cylinder, sphere, ellipsoid, etc.
with a radius of around 50-60 A and with different DNA lengths. However,
only recently, it became evident that the linker histone is one of the major
determinants for folding of chromatin fiber @]

2Base pair is the term referring to two connected nucleotides (A, G, T, C) in the double
helix DNA (1 bp = 3.4 A along the DNA strand).
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3.1.3 Linker histone and its role in chromatin

The importance of the linker histone-nucleosome interactions in the biological
function of DNA such as its transcription and replication, has already been
shown [@] However, the lack of knowledge how the linker histone binds to
the nucleosome and where exactly makes it difficult to understand the proper
structure and function of chromatin fiber. Experimental studies [@, E]]]j] have
shown that the linker histone forms a stem structure with the nucleosome
and binds between the linker DN As close to a point on the nucleosomal DNA
called dyad point. Since the crystal structure of the chromatosome particle is
still not resolved, a variety of speculative and controversial ideas about the
complex are proposed in the literature. Some of them will be discussed in
detail in the next chapters.

Globular domain of linker histone H5 (GH5)

Each protein is built of amino acids (residues) which are 20 in nature. De-
pending on their sequence, different protein structures can be formed. The X-
ray crystal structure of the globular domain of the linker histone H5 (GHS)E
has been obtained m] (Fig. B3). It has three « helices, two [ strands and
three loop regions consisting of 74 residues (see Fig. B3]). On the surface of
the GH5 there are 12 residues (Lys and Arg), which are positively charged
and contribute to the overall positive potential of the linker histone. In ad-
dition, there are 10 hydrophobic residues (Val, Ala, Leu) positioned on the
surface as well. Hydrophobic residues are electrostatically neutral and they
contribute to protein stability mainly by forming contacts with each other in
the protein interior. The structure of the linker histones, in addition to the
globular domain, is also composed of a long and basic C-terminal domain
(more than 100 residues) and a short N-terminal tail E] It has been shown
that the C-terminal domain is crucial for Hl-linker DNA binding and for
stabilizing chromatin fiber [lﬂ, @] However, this domain is unstructured
at physiological ionic strengths and therefore difficult to crystallize. The C-
terminal domain will not be used in this study, but possible implications on
the GH5-nucleosome interactions will be discussed.

Linker histone models

The contribution of the linker histone to the nucleosome-nucleosome inter-
actions as well as to the higher order folding of chromatin fiber has been
investigated theoretically [22, , M, @, iZBJEd] and experimentally [la,

3The resolved X-ray crystal structure is a dimer, here only chain B is used
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Figure 3.3: X-ray crystal structure of the GH5 at 2.3 A resolution ﬂﬁ] The
positive (left) and hydrophobic (right) residues on the surface of the GH5 are
depicted. The labels a1, as and a3 denote the alpha helices.

, E, IE, Iﬁl, @, @, @, @, @, |E|, M} Most of the experimental work

points to a formation of a linker histone-nucleosome complex with a linker
histone located between the linker DNAs of the nucleosome. It is believed
that the globular domain of the linker histone contacts directly the nucle-
osomal DNA, while the C-terminal domain acts as a bridge between the
linker DNAs [@] The exact position of the GH5 on the nucleosome has not
been determined experimentally, but atomic detail theoretical models have
attempted to resolve this issue E |. However, the studies are not consis-
tent with each other, proposing from two to three binding sites on the GH5,
different orientations of the protein with respect to the nucleosome, different
residues participating in the binding process as well as a unclear role of the
linker histone on the DNA accessibility. Next chapters will address these
issues and the results obtained will be related and compared to the already
existing models.
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Computational Methods for Studying
Biomolecular Dynamics and
Interactions

Biological systems consist of a huge number of interacting atoms and in
order to describe their dynamics accurately one has to solve the equations of
motion analytically taking into account the individual nature of each atom.
Such a calculation is not an easy task and in certain cases it is impossible
to be carried out. However, with the development of the computer power
it became evident that the equations of motion for many particle system
can be solved instantaneously on a computer. A method called Molecular
Dynamics (Sec. [3) integrates numerically the equations of motion for all
atoms and, thus, the phase space trajectory of a system can be followed
for a certain time. This time is highly dependent on the system size and
sometimes it is not sufficient to describe interesting phenomena occurring
on longer time scales. On the other hand, another method called Brownian
Dynamics (Sec. 2) can reach much longer time scales, because it does not
take into account the motions of the solvent particles, but only the motions
of the solute object under interest. In addition, Normal Mode Analysis is a
method assessing the molecular dynamics by representing the molecule as a
set of coupled harmonic oscillators, each of them describing an independent
normal mode.

Consequently, the computational methods serve as a link between phys-
ical theory and experiment and their efficiency is dependent on the avail-
able computer power and on the model employed. In a perfect situation
one would just describe quantum mechanically even extremely large systems
and then perform computational simulations to follow their dynamics. Even
within the recent computer advances such simulations would need hundreds
of years computational time. Therefore, most of the computational methods
are approximate to a certain extent.
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BIOMOLECULAR DYNAMICS AND INTERACTIONS

4.1 Normal Mode Analysis

Normal Mode Analysis is a technique which is used for studying the slowest
motions in dynamical systems. It is based on the theory of small fluctuations
like the lattice vibrations in solid state physics and was already introduced
in the Sec. 241

4.1.1 Elastic Network Model

The normal modes (eigenvectors) and their associated frequencies (eigenval-
ues) are obtained by the second derivative matrix (Hessian) (Eq. (Z31)) of
the potential energy of a given structure around a local minimum. A model
called Elastic Network Model (ENM) represents the energy landscape by a
harmonic potential in a way that the atoms in the structure are connected
via springs within a certain cutoff C' M] Then, the potential energy is given
by

Vicy) = > k(e —r)))?,

all pairs i,j

where rgj is the pair distance between atom ¢ and j in the equilibrium con-
formation. The force constant k:(r?j) is modelled to decrease exponentially
with the distance @]

k(r);) = ki ex <_|r?j2 )
ij) = Rin €XP 2 ) :

where dy is a fixed parameter in A and k;, is the input force constant.

Usually the atomic Cartesian coordinates and the Hessian matrix are
mass-weighted before the eigenvalue problem is applied (see Eq. 2242]). The
normal mode vectors Q are related to the temperature by their amplitude
as

’192(4}2 = 2]{?BT

In case of a biological macromolecule with NV atoms, the Hessian matrix will
be 3N x 3N matrix, i.e. there will be 3N normal modes (vectors). They
represent only a direction of movement rather than absolute value for the
displacement. The low normal modes with small w describe large-amplitude
motions and they are of particular interest in protein and nucleic acid dynam-
ics. The advantage of using the ENM is that for short computational time it
can give a reasonable sampling of biomolecular dynamics on the configura-
tion space. However, the ENM does not take into account solvent damping
and anharmonic effects, which might be crucial for the system’s dynamics.
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4.2 Brownian Dynamics

In the Brownian Dynamics (BD) method discussed in this study, the dif-
fusional motion is treated with a particle-based approach, where the solute
molecules are placed in a continuum medium describing aqueous environ-
ment. The solutes are represented by all-atom structures keeping only six
degrees of freedom - translation and rotation.

4.2.1 Ermak-McCammon algorithm

A method for modelling the interaction and dynamics between Brownian
particles was proposed by Ermak and McCammon M] Instead of integrating
Newton’s or Hamilton’s equations for the system, Ermak and McCammon
used the Langevin equation (Eq.[ZI9) for the Brownian particles assuming
that the time scales for the momentum and position relaxations are well
separated [@] The diffusive displacement r after a certain time step A
was derivedﬁ and the translational component reads

D
r =19+ —=F(ro) At + R(At),
kT

where r( is the position before the time step At, F(ry) is the systematic
force acting on the molecule and R(At) is a random displacement with a
Gaussian distribution such that (R) = 0 and (R?) = 6DAt. The rotational
displacement 6 is computed as

D
0=0,-+ k—};T(GO)At + O(AL),
B

where 6 is the rotation angle before At, T(6y) is the torque and ©(At) is
a random rotational angle satisfying (®) = 0 and (©?) = 6DrAt. Equa-
tion[d.4land Eq.[A3limply that the Brownian particles have to be described as
rigid bodies rather than objects with flexible units. In case of biomolecules,
this reduction of degrees of freedom ’freezes’ global structural changes, as side
chains movements, accompanying the diffusional motion. All-atom flexibility
is not taken into account in the Ermak-McCammon BD algorithm.

LAt should fulfil At > mD/kgT

2In the original derivation the diffusion D and the friction ¢ have been treated in a
tensor form due to the hydrodynamic interactions. Here, it is assumed that both are
constants. For a complete derivation see Ref. Iﬂ]
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4.2.2 Simulation of diffusional association

When two biomolecules diffuse freely in an ambient medium they can at-
tract each other and form an encounter complex (Sec. Z50]). The stability
of this favourable state will depend on the interaction energy between both
molecules. In addition, the formation of the diffusional encounter complex
will be also governed by the kinetics of both approaching molecules. Brown-
ian dynamics simulations can reveal these aspects of biomolecular diffusion.
A program called Simulation of Diffusional Association (SDA) @] has been
developed in order to address these issues.

Encounter complexes

Structural and energetic knowledge of the diffusional encounter complexes
can be very important for finding out how the biomolecules function and
where their binding patches are. A version of SDA, called SDAC, has been
developed for these purposes. It is based on a docking procedure between the
biomolecules under interest. Using the Ermak-McCammon algorithm, one of
the molecules (molecule 2) is placed on a surface b (see Fig. ]) around the
other molecule (molecule 1) and a trajectory is initiated. At this distance b
the forces between them are negligible or centrosymmetric. Each trajectory
is started from a randomly chosen position and orientation on the ’b surface’.
The trajectory is truncated when the molecule 2 reaches a separation c (at
the 'c surface’). The translational diffusion constant D in Eq. (£4) is the
relative diffusion constant D = D; 4+ Dj for both particles (denoted 1 and
2). It is assumed to be spatially independent and D and Dpg are given
by the Stokes-Einstein relation (see Eq. 2ZI3). An encounter complex is
recorded if the center-to-center distance between both biomolecules satisfies
predefined constraints. These constraints can be based on any experimental
or biochemical data. In addition to the structural information, the interaction
energy is recorded as well. From the ensemble of complexes many features
about the mutual interactions and binding modes can be extracted as well
as possible bound complexes predicted. The two binding partners can be
modeled in atomic detail using, for example, X-ray resolved crystal structures
(from Protein Data Banif] (PDB)).

Association rates

The bimacromolecular complexes have different properties depending on the
molecules involved. Some can bind quickly while others bind slowly and

SURL: http://www.rcsb.org
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nucleosome

Figure 4.1: Schematic picture of the system simulated by Brownian Dynamics.
The trajectory starts at the b surface and a complex is recorded if the second
molecule enters the constrained region. The trajectory is truncated when molecule
2 (GH5) passes the c surface.
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weakly. The most commonly used formalism for calculating bimolecular asso-
ciation rate constants is known as the Northrup-Alison-McCammon (NAM)
method [@] It is assumed that the rate constant for the approach of two
molecules to a separation b at which the forces between them are negligible
or centrosymmetric is given by the analytical Smoluchowski expression M]

(Eq. 232), with r = b

on(b) = 4wbD,
47D

k
kon(b) = —
Jy —dr

Equation and Eq. 7 yield the association rate constant for noninter-
acting and interacting molecules, respectively. By generating thousands of
trajectories and monitoring those that fulfil criteria for forming an encounter
complex, the probability of reaction, 3, can be obtained, and thus, the asso-
ciation rate constant k2P calculated as

kBD — k.. (b) g :
on on _ . kon (b)
1 (1 ﬁ) Eon(c)

In the equation above the ko, (b) is given by Eq. when the interactions
at distance b are negligible. The trajectories are handled as described in
Sec. Encounter Compleres. The quantification of the encounter complex,
which is crucial for determining the association rates, is of major importance.
In SDA, three different models (labelled 1, 2 and 3) defining a reaction cri-
terion are implemented, but here only the one used in the simulations (3)
will be discussed. The models are based on monitoring the polar atom-atom
distances between the biomolecules during simulation within initially speci-
fied distance windows. These donor-acceptor contacts are any pair of atoms
formed in the experimentally determined bound complex of both molecules.
The pairs taken into account are only those separated by a specific distance
dP@rs (between an atom on molecule 1 to an atom on molecule 2). Usually
this distance is dP*™ ~ 5—6 A. A list of the potential pairs is created and in
model 3 the number of possible contacts is restricted to the pairs separated
by a distance d™!. This means that if any two atoms on the same molecule
form two pairs with other two atoms on the other molecule, then these con-
tacts are counted as two if the distance between the former atoms is greater
than d™9, i.e. then the pairs are independent. Otherwise, only one contact is
assumed. In such a way only the independent contacts are monitored during
simulation. Normally, the independent distance is chosen to be around 6 A
depending on the size and structure of both molecules. In the output the
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association rates for forming 1, 2, 3 and 4 contacts are recorded for each
window distance. However, a trajectory can be counted as ’reactive’ if at
least two of the native polar contacts of the fully bound complex are formed.
These contacts are looser than in the bound complex since the complex is
partially desolvated and this is considered by the distance dP*'. The proce-
dure described has been implemented in the program (SDA) [@], which is
constantly under development.

Forces

Currently, the SDA program uses electrostatic, electrostatic desolvation, hy-
drophobic desolvation and exclusion forces (torques) for modelling bimolec-
ular interactions. Among them only the electrostatic forces are long-ranged
and therefore they are of high importance for the formation of diffusional
encounter complex. The force is given by

8 AGtotal
F(r) = —%7

where AG*%! is the total interaction energy between the molecules and is
expressed by

AGtOtal — AGCICC + AGoldosolv + AGhYddCSOIV_

The first term AG®* in Eq. is the electrostatic interaction energy, the
second term AG®e°V gives the electrostatic desolvation interaction energy
and the third term AG™dde°lV describes the hydrophobic interaction be-
tween the biomolecules. The exact form of the electrostatic terms, which
play an important role in the nucleosome-linker histone interactions, will be
given below. All the forces are modelled on a 3-dimensional grid, which en-
compasses both biomolecules, and at each Brownian step the force between
the molecules is computed as a finite-difference derivative of the interaction
energy given in Eq. The size of the grids depend on the size of the
molecules as well as on the goal of the simulation.

Electrostatic forces The long-range electrostatic forces are computed by
solving numerically the Poisson-Boltzmann equation (see Eq2Z46]) on a grid.
There exist several numerical methods for solving this equation on a cubic
3D grid like the finite difference and multigrid methods |. The PB equa-
tion is solved after defining a dielectric boundary between the solute and
the solvent and choosing a suitable dielectric constants of the biomolecule
and solvent. The temperature is set and the ionic strength of the solvent is
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modelled implicitly assuming a Boltzmann distribution of ions. In the calcu-
lation the partial atomic charges of the biomolecule are used. Two software
packages were used for performing the calculations, the Adaptive Poisson
Boltzmann Solver (APBS) [@] and the University of Houston Brownian
Dynamics (UHBD) [@] At each grid point on the 3D cubic lattice mapped
on the biomolecule a value of the Poisson-Boltzmann electrostatic potential
©(r) is assigned (see Fig. [A1]). In this thesis the electrostatic potential was
computed using the nonlinear PB equation (Eq. 240).

Effective charges for macromolecules In the BD algorithm, the
forces are computed at each step, but evaluation of the electrostatic inter-
molecular potentials required for the forces, is computationally expensive.
The reason is the huge number of atomic charges on the biomolecules, which
might restrict the dynamics to several steps. In simulating long diffusional
process this is not beneficial. This problem has been overcome by represent-
ing the second protein by a set of effective charges in a uniform medium .
The idea is as follows: point atomic charges inside a molecule are imaged
through its dielectric boundary and, thus, image charges are created. These
image charges are responsible for the electrostatic potential created inside
the molecule and, in opposite, the external electrostatic potential can be de-
termined by the image charges placed inside the molecule. In this way the
effective charges are these image charges creating the external electrostatic
potential. The electrostatic potentials ¢1(r) and @o(r) of molecule 1 and
2, respectively, can be solved by the Poisson-Boltzmann equation (Eq. 2.46])
and the electrostatic interaction energy reads

1 1
AGelec _ 5 Z qf’f(r)w(r) + 5 Z qjeg(r)901 (I‘),
i J

where ¢5f(r) and ¢S (r) are the effective charges fitted to the electrostatic
potentials o1 (r) and @s(r) of molecule 1 and 2, respectively. The summation
in Eq. @I1] is carried out over all effective charges in the molecules. The
fitting procedure is performed in a shell within a specified distance around
the molecule [@] In SDA4C only the second term multiplied by two in
Eq. is considered, i.e. the effective charges of molecule 2, ¢5T(r), move
on a three dimensional grid of the electrostatic potential of molecule 1, ().
This consideration is accurate as long as cavity penalties at short distances
for both biomolecules are not taken into account. Then two additional terms
come into the interaction energy and an approximation of such interaction
will be discussed in the next paragraph.

The effective charges are placed on the carboxylate oxygen atoms of
Asp, Glu and C-terminus, on the amino nytrogen atoms of Lys, Arg and
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N-terminus in the histone proteins as well as on the P atoms of DNA back-
bone in the nucleosome.

Electrostatic desolvation forces. Unfavourable electrostatic desolvation
effects occur at short distances due to the displacement of a water layer
in close proximity to the surfaces of the biomolecules. The electrostatic
desolvation interaction energy is computed using an approximation given

by [104]

AGeldesolV _ Z [q;aicf (r)]2¢§ldesolv (I') + Z [q]egf (r)]2w§ldesolv (I'), 412
( J
eldesolv eff 2 _eldesolv o €s — E&m eff 2
AGY = zi:[%l (r)]°¥5 (r) = am %:[Qil (r)]” %
o
x (14 kry)® exp (—2kri;)—,(4.13
re.

1,

<

where in Eq.AI3 e, and ¢, are the solvent’s and solute molecule’s dielectric
constants, respectively, ¢if (r) is the i-th effective charge on molecule 1, a; is
the dielectric cavity radius of j-th atom on molecule 2 and r;; is the distance
between them. The Debye-Hiickel parameter is s, « is a scaling factor and
the second term in Eq. is computed as AGS9N (Eq. ET3)) for all pairs
of effective charges on molecule 2, q;‘g (r), and the corresponding electrostatic
desolvation potential grid points for molecule 1, p$'9°V(r). The electrostatic
desolvation potentials were also computed on a 3D cubic lattice encompassing
the crystal structures of the biomolecules.

In this thesis, electrostatic desolvation was not used in the BD dock-
ing simulations, because we aimed at obtaining a tight diffusional encounter
complex between the nucleosome and the linker histone. However, for the
calculation of the association rates the usage of AG9*°Y was necessary. De-
tails on the computation of the electrostatic forces are given in Appendix [Al

Hydrophobic desolvation forces. These forces are short range favourable
forces caused by the attractive interactions between nonpolar surfaces. Sim-
ulations with these forces were not carried out due to the much stronger
electrostatic attractive interaction in the linker histone-nucleosome recogni-
tion process. Details on the potential used have been already reported .

Exclusion forces. To avoid overlaps between both molecules an exclusion
grid is assigned on the first molecule based on the van der Waals atom radii.
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If a step results in an overlap then the step is repeated with a different
random number.

The software package SDA has two versions, 4 and 5. In version 4, named
SDA4, hydrophobic desolvation interactions are not included as well as a
slightly different treatment of the rotation-translational procedure between
the SDA4 and SDA5 exists. In addition, in the newer version SDA5 a better
random number generator is implemented and the electrostatic interactions
are computed using the grids and charges of both biomolecules. The simu-
lations in the next two chapters were carried out with the SDA4 while the
SDA5 was used for the others.

4.3 Molecular Dynamics

4.3.1 Force fields

Molecular Dynamics (MD) is a computational technique based on classical
physics, where the force F; acting on each atom ¢ due to the presence of all
atoms in the system is computed and the atom ¢ is put into motion via the
Newton’s equation of motion

m;t; = F; = =V, V(r),

where V(r) is the total potential energy of the system. Here, the Born-
Oppenheimer approximation is assumed allowing to express the energy as a
function of the atomic (or nuclear) coordinates only. Often such a poten-
tial is based upon a simple model of interactions within the system and is
named a force field. Force fields usually include intra- and inter-molecular
contributions and a common functional form is

V(r) — Vbond(r)_'_Vanglc(r)_'_Vdihodral(r)_'_vvdW(r) +VCoulomb(r> —
= D R =P D R0 -0 +

bonds 7 angles 1
+ Z gdibedrall] 4 cos (n;0 — ;)] + 4.15
dihedrals ¢
wxefi) ()]
i g>i Tij "ij
4i9;
* ; i~ 477'607”2']' ’

where the first three terms describe the stretching, bending and torsional
bonded interactions, the fourth term is the Lennard-Jones potential and the
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last term describes the electrostatic interactions. The internal coordinate
parameters (e.g. kP4 70) as well as those for the nonbonded parts of the
system (see Eq. ([@IH])) are usually developed from data on small molecules
and tested on a small number of systems. Therefore, force fields are empirical
and their key feature lies in their transferability, that is, once parametrized,
a force field can be applied to a wide range of problems and systems.

In this study the Amber99SB force field | was used within the MD
software package NAMD [lﬁ] (version 2.7b1). NAMD is particularly de-
signed for running MD simulations of large biomolecular systems, like the
nucleosome particle, since it is based on an efficient parallel scaling imple-
mentation. Here the methodology of performing our MD simulation in the
context of NAMD will be described, although the overall procedure and pro-
tocol are similar to many biomolecular MD software packages.

For accurate treatment of the non-bonded electrostatic interactions as
well as to avoid boundary surface effects, periodic boundary conditions are
employed. These are also required for constant pressure simulations since
pressure is controlled by adjusting the volume of the system at different
timesteps (description in Sec. L33). The solute system is initially solvated
in water in a box of a chosen shape (cubic, octahedral, rhombic dodecahedral,
etc.) and a certain number of ions are added to satisfy both concentration and
zero net charge requirements. The latter are needed for accurate treatment
of the long-range electrostatic interactions through the Ewald summation
scheme |, which overcomes the slow convergence of the electrostatic po-
tential energy at great distances and assumes each charge is surrounded by a
neutralizing charge distribution of Gaussians. This allows the potential to be
splitted into different contributions each of them converging more quickly:

VEwald — Vdir + Vroc + Vsolf + 1}surfau:o7

where V3" and V™ are the real-space (or direct) and reciproca]ﬂ—spaee sum-
mations, respectively. The other two terms, V%! and V¥ represent the
self-energy and surface energy, respectively. The former is usually a con-
stant, whereas the latter is very small due to the large difference between the
dielectric constants of the molecule interior and the solvent medium M]
Written in the above form, the electrostatic potential is still computa-
tionally demanding and it scales as N? (or N2 in the best scenario) for
a system with N particles in the primary simulation cell. In order to re-
duce the scaling factor, the fast Fourier transform (FFT) algorithm is imple-
mented to compute the most expensive reciprocal-space term V*°. The speed
up is considerable - Nlog N. The disadvantage, however, is that the FFT

4Term used mainly in solid state physics.
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method requires discrete data points, which condition is achieved by replac-
ing the continuous charges by a 3D grid-based charge distribution. Different
so called "particle-mesh" Ewald (PME) approaches exist to map the charges
of the system on a grid that correctly interpolates to the desired potential at
each atom, and NAMD specifically uses the smooth PME method M]

Van der Waals interactions are treated within a pre-defined non-bonded
cutoff since they fall off very quickly with distance. When periodic boundary
conditions are employed, the cutoff value should be chosen as to not allow
an atom to interact with its own image. Together with the minimum image
convention (stating that every atom interacts with a maximum one image of
every other atom in the system), the cutoff should not be greater than half
the dimension of the unit cell. To let the Van der Waals potential smoothly
(discontinously) go to zero beyond the cutoff, a smaller switching distance is
usually appropriate to specify, where a switching function is applied between
it and the cutoff distance.

4.3.2 Velocity Verlet algorithm

There exist several ways of carrying out a numerical integration on Eq. [4.14]
but for all of them the differentials are replaced by the corresponding finite
differences. Then the continuous phase trajectory I'(t) is replaced by a set
of points I'(0), I'(6t), I'(26t), ..., I'(ndt), ..., where 0t is the time step
of the simulation and n expresses the number of step, i.e. the number of
times numerical integration is performed. First a Taylor expansion of the
coordinates (Cartesian), velocities, accelerations, etc. around the current
time is applied and second a certain algorithm (integrator) is chosen. One of
the most common integrators is the velocity- Verlet method m]

r(t+0t) = r(t)+otv(t) + %tza(t),
v(t+4dt) = v(t)+ %[a(t) +a(t+ 0t)], 4.17

where v(t) are the velocities and the accelerations a(t) are given by

F; 1

m; my;

Ve V(r(t)).

At the initial condition of the system, i.e. given Cartesian coordinates and
force field parameters for all atoms, the accelerations are computed according
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to Eq. I8 Then, the procedure follows as

2

I'ny1 = rn_'_étvn—i_?anu
ot
vn-i—% = Vn“'Eana
a1 = a(fu),
ot

Vn+1 Vn_g.% + Ean—i-la

The choice of the time step 0t in the MD has to be carefully considered. On
one hand, it should be small enough to capture the fastest movements in
the system like the highest-frequency vibrations of hydrogen bonds, which
are on a timescale of 1 fs (femtosecond)ﬁ. On the other hand, the larger the
time step, the less computational time will be required. One can restrict
the usually of less interest high frequency motions like bond vibrations by
imposing constraints to the bonds of the atoms linked to hydrogens. This
allows increase in the time step dt by a factor of two (to 2 fs). The procedure
for applying such constraints is called either SHAKE [|E|] or RATTLE [m],
and we used the former.

4.3.3 Thermostats and Barostats

The Newton’s equations of motion for an isolated system propagate a trajec-
tory in the phase space along which d — 1 integral of motions are defined (d
is the dimensionality of the phase space). Time homogeneity implies one of
these integral of motion is the total energy of the system. Over the course
of a very long (infinite) time, the dynamic trajectory will cover the whole
phase space, i.e. each visited state will have the same energy. Such states
form an ensemble of configurations (see Sec. 1)) called the microcanon-
ical ensemble described by constant number of particles, constant volume
and constant energy (NV E). According to the ergodic hypothesis, the time
average of a property of the system over the phase path will equate to the
ensemble average over all configurations in the ensemble as well as to an
experimentally measured value of the property. Therefore, a MD simulation
evolving by the Newton’s equations of motion for a sufficiently long time will
produce a trajectory of configurations with time averages equivalent to the
experimentally obtained averages. However, rarely do real (biomolecular)
systems and reactions take place under experimental conditions of constant

51 fs=10"® s
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volume and energy. In order to be able to computationally mimic exper-
iments, modified equations of motions should be developed with integrals
of motion matching experimentally invariant macroscopic variables such as
temperature and pressure. The time evolution of such equations will sample
configurations belonging to ensembles with constant temperature (canonical
NVT) and/or pressure (Gibbs N PT'). To keep either the temperature of the
system or its pressure or both constant during an MD simulation run, differ-
ent algorithms have been developed - with or without accurate sampling of
the desired statistical ensemble.

NAMD controls the temperature of the system in several ways. Langevin
equations of motions (Eq.2.19) integrated by Briinger-Brooks-Karplus (BBK)
integrator ,[113| introduce a random force which acts as a heat bath. An
alternative way is to couple the system to an external heat bath that is fixed
at the desired temperature |. Other not so rigorous methods include the
simple rescaling or reassignment of the velocities in the system, which are
usually used during the initial heating and equilibration phases of the sim-
ulation. Out of these four temperature control schemes, only the Langevin
equations of motion (if properly implemented) generate rigorous canonical
averages. We used the Langevin heat bath during equilibration, whereas re-
lied on the Berendsen coupling mechanism in the production phase of the
simulation.

In case of the isothermal-isobaric ensemble (N PT'), pressure can be main-
tained by Nosé-Hoover Langevin piston method [@é, m, m](also called
the extended system method) or the Berendsen barostat ﬂmh (also called
the weak-coupling method). Since pressure is controlled by change in vol-
ume, the two algorithms introduce volume as an additional degree of freedom
in the Newton’s equations. In the former case, volume is being adjusted by a
fictitious piston with a specified mass, where the motion of the piston is par-
tially damped by the Langevin equation. The system is in contact with a heat
bath, but since this contact is through a single degree of freedom (the piston)
only, additional suitable temperature control method should be used in con-
junction in order to sample the NPT ensemble. The weak-coupling method
for pressure control is analogous to the thermostat coupling and indeed both
have to be used together because the piston overdamped coupling leads to
a dissipation of energy, which should be put back into the system through
the temperature control. The Berendsen thermo-/barostat algorithms do
not produce trajectories in a known ensemble. We used the Nosé-Hoover
Langevin piston method for pressure control during equilibration and the
Berendsen coupling schemes during the production.
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linker histone to the nucleosome

The key role of the linker histone (LH) proteins (H1/H5 families) in chro-
matin fiber formation is well established ﬂé} H5/H1 contributes not only to
the compaction of chromatin into a 30 nm fiber, but also participates in the
regulation of processes such as replication and transcription M] The exis-
tence of two proposed structures of chromatin, of the one-start (solenoid) [@]
and the two-start (zig-zag) M] (Fig. B2) helices, implies that the linker DNA
(IDNA) connecting successive nucleosomes varies not only in length but also
in conformation. It is known that the LH binds to the nucleosome, but ex-
actly how the two interact, and how this interaction is affected by and itself
affects the conformation and dynamics of the IDNA, is not yet understood.

From in vivo FRAP experiments, Brown et al. identified two binding
sites and one nonbinding site on the globular domain of the H1 LH, GH1°,
and modeled a complex of GH1" with the nucleosome to fit this data m]
Two binding sites were also suggested on the basis of in vitro photocrosslink-
ing data for the H5 LH, GH5 [21|, and molecular modelling of GH1 @], but,
in these studies, different binding modes to the nucleosome were deduced.
On the other hand, two computational docking studies [@, @] of the H5 LH
globular domain, GH5, (which is 97% homologous to GH1°) to the nucleo-
some showed three binding sites on the GH5 and different docking positions
with respect to the nucleosome. In light of these inconsistencies, the aim of
this study is to determine the position and orientation of GH5 with respect
to the nucleosome, and how binding of GH5 is influenced by and influences
the DNA conformation and dynamics. These factors are crucial for the struc-
ture and function of the higher-order chromatin fiber. To achieve this, the
globular domain of linker histone H5 was docked to the nucleosome using the
BD software package SDA4 (Sec. [L22]).
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5.1 System preparation

The crystal structure of the nucleosome core particle ﬂa] (NCP, Protein Data
Bank - PDB code 1kx5, 1.9 A resolution) was used as a reference structure.
The histone tails were removed from the structure because they are much
more mobile than other parts of the nucleosome and a recent experimental
study M] showed that histone tail removal does not affect binding of the
H5 linker histone significantly. In addition, another experimental study @]
pointed out that the position of the linker histone H1° on the nucleosome
is not affected by the histone tails. To include the linker DNAs, 20 bp of
DNA from the tetranucleosome structure [@] (see Fig.B2), 10 bp at each en-
try/exit, were added to the reference structure and the nucleosome structure
obtained (tNCP) was used as an equilibrium conformation in the Normal
Mode Analysis (NMA). The conformation of the initial nucleosome structure
(tNCP) is depicted in Fig. 51l The globular domain of the H5 linker histone

Figure 5.1: Nucleosome struc-
ture (tNCP) used in the NMA.
The red arrow designates the dyad
axis.

(GHb5) was obtained from its crystal structure @] (GH5, PDB code 1hst, 2.5
A resolution) (see Fig. B3). Chain B of GH5 was used for the simulations.

5.2 NMA

The obtained nucleosome structure (tNCP) was subjected to Normal Mode
Analysis based on the Elastic Network Model (ENM) M] (Sec. EI]T)). The
harmonic approximation was built around the crystal structure itself, which
was assumed to be in a global minimum. Such an approximation avoids the
usage of computationally expensive minimization procedure, but has the dis-
advantage of having the initial structure trapped either in a local minimum
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or far away from any minimum. In such a way the NMA might describe
in detail the dynamics around a state, which has a low density distribution
in the phase space I'(t). Moreover, the NMA dynamics does not take into
account solvent damping and anharmonic effects, which might be crucial for
the biomolecular function. Surprisingly, the large amplitude fluctuations in
lyzozyme obtained by MD yielded similar directions with the low-frequency
normal modes M] Other studies [@, IE, @] also showed qualitatively
that the low-frequency normal modes characterize well the collective domain
motions in proteins. In chromatin, the highly packed DNA molecule should
partially or completely unwrap from the nucleosome in order to perform its
function in the cell nucleus mﬁl, @] In addition, the way it is packed
tunes its accessibility to other proteins and, thus, alters the DNA-protein
recognition dynamics [@] For the purpose of this study the usage of NMA
on the crystal structure is justified by the extremely stable nucleosome core
structure in the nanosecond time scales [@]El In addition, our goal is to
sample more conformations in the configurational space regardless of their
quantitative character. As it was already pointed out in Sec. LIl the absolute
values of the eigenfrequencies of each mode obtained by the ENM do not have
physical meaning and they are rather arbitrary due to the neglected anhar-
monic effects and solvent damping. However, the relative eigenfrequencies
are physically meaningful and, thus, they can give insights into the relative
motions of the obtained normal modes.

We used the Nomad-Ref program ﬂﬁ] (http://lorentz. immstr.pasteur.fr
/nomad-ref.php) to calculate the first 20 normal modes of the nucleosome
(tNCP). The calculation was done with all nonhydrogen atoms present in
the nucleosome. The default parameters of a cutoff of 10 A, distance weight
parameter dy of 5 A @] and average output RMSD of 3 A were used .
For calculating the frequencies a force constant of 100 kcal/Mol/A? was ap-
plied. The output nucleosome conformations were 15 for each mode, 7 on
each side of the starting equilibrium conformation. The conformations were
determined by the direction of the normal mode vectors. The potential en-
ergy of each conformation can be given by

Vi(|riRMSD|) X Bw2|r%{MSD|2’

where w is the calculated mode eigenfrequency (in 1/cm), rhygp is the all
atom RMSD (in A) between conformation i and the equilibrium one (tNCP)
and B is a constant in kJ/mol.  This nucleosome energy dependence on

'Roccatano et al. @] showed that the main body of the nucleosome stays relatively
close (RMSD"#stores < 3 A RMSDPN4 < 7 A) to the crystal structure in a 20 ns MD
simulation of a nucleosome with 147 bp of DNA with and without histone tails.
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Figure 5.2: Energy dependence of the  Figure 5.3: Energy profile of modes 7
all-atom RMSD distance from equilib-  and 8. Labelled are the nucleosome con-
rium for each mode. The mode num-  formations used in the simulations.
bers are labelled on the right.

rrusp 1S shown in Fig. Since the first 6 modes are translation and rota-
tion the "first" mode is numbered 7. Each point on the parabolas represents
a different nucleosome conformation. It can be seen that the largest devi-
ations from equilibrium experience modes 10, 7, 14, 8 and 12. However,
modes 7 and 8 have much lower relative energies than the others, i.e. they
can be attributed to the low frequency collective motions. Therefore, these
two modes were chosen for our further analysis (See Fig. £.3]).

It has been shown that the density of the slow vibrational modes g(w)
of globular proteins does not follow Debye’s theory (g(w) ~ w?), but rather
exhibits anomalous behaviour with g(w) ~ w |. Based on these obser-
vations Tirion [@] proposed the ENM (Sec. ELI.T]) for the slow vibrational
modes. The function G(w) giving the scaled total number of modes up to

frequency w reads .
Glw) = — [ gw)av,
m Jo
where n,, is the total number of modes. Plot of G(w) for the nucleosome is
displayed in Fig.[54. Clearly, our data follow the w? law, rather than w?, and
fall into a universal curve like other globular proteins HEZI] Actually, this be-
haviour is expected since the ENM was used in determining the eigenvectors.
It should be noted that the picture in Fig.[5.4]is plotted against only the first
20 modes and also, our structure contains DNA, which obviously does not
affect the shape of the density of states. Interestingly, we see two regimes,
one for the lowest three frequencies, and another for the higher freqiencies.
This observation has no obvious explanation. Avraham M] concluded that
the proteins behave as two-dimensional objects as far as slow vibrations are
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Figure 5.4: Scaled density of
0.8 states G(w) obtained by the NMA.
06 ? The line is fitted to the data points
3 as w? (red).
o]
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concerned.
The largest motions obtained by the NMA were exhibited by the two
10 bp long linker DNAs (IDNAs) while the main core of the nucleosome
remained stable. This DNA flexibility can play an important role in protein-
DNA interactions @] as well as in transcription and replication [70]. To
represent the principal structural variations of the nucleosome, 13 different
conformations were chosen from the two lowest frequency modes: modes 7
and 8 (modes 1-6 describe rigid body translation and rotation) (see Fig.[5.15).
For the 7th mode, only open conformations with respect to the equilibrium

8 IDNA1

IDNA2

Figure 5.5: Nucleosome conformations generated by NMA. The IDNA conforma-
tions chosen from the 7th (left) and the 8th modes (right) are shown by cylinders
with the blue points marking the cylinder axis. The equilibrium structure, (7¢)
(corresponding to the crystal structure), is colored red.

structure (79) were chosen whereas the 8th mode was represented by three
conformations on each side of the equilibrium structure (8y) (Fig. 5.3). One
of the IDNAs (IDNA1) showed larger fluctuations than the other (IDNAZ2)
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Figure 5.6: Geometric parameters for specifying each nucleosome conformation.
The green (dyad) point lies on the dyad axis and the red point is located at the
center of mass of the nucleosome.

(Fig.[5.5). These nucleosome conformations were quantified by 9 geometrical
parameters displayed in Fig. 5.6l They are: o and ( are the angles between
IDNA1 and IDNA2 (« in the xy plane); 1 (72) is the angle between IDNA1
(IDNA2) and the y-axis in the yz plane; A is the area of the triangle formed
by the ends of IDNA1 and IDNA2 and the dyad point with angle 3 and sides
dy, dy and d3. The parameters are given in Table L1l

Table 5.1: Values of the geometric parameters for each nucleosome (tNCP) con-
formation generated by NMA used in the BD simulations.

| Conformation || o, deg | ¢, deg | A, A2 | B, deg | di, A [ do, A [ dy, A | v, deg | 72, deg |

7o 71.44 70.76 468.40 92.31 40.34 23.24 47.36 14.57 2.65
71 56.34 55.50 499.61 80.32 44.73 22.66 46.62 7.21 4.94
T2 43.81 43.72 539.35 72.19 50.83 22.29 48.86 0.73 7.12
73 34.25 36.31 587.34 67.47 57.49 22.12 53.11 4.14 9.09
T4 27.33 32.53 639.66 65.14 63.81 22.10 58.09 7.48 10.75
75 22.56 31.05 689.21 64.19 69.08 22.16 62.69 9.64 12.06
76 18.14 30.65 749.37 63.89 74.80 22.31 68.00 11.53 13.40
8_3 78.21 86.86 49.06 9.18 22.67 27.14 5.98 17.49 25.40
8_9 77.27 80.80 197.11 39.48 25.58 24.24 16.87 9.59 19.16
8_1 75.11 74.51 336.42 68.46 31.88 22.69 31.63 1.43 11.39
80 71.44 70.76 468.40 92.31 40.34 23.24 47.36 14.57 2.65
81 66.42 71.78 607.85 109.21 49.76 25.87 63.19 27.29 6.15
89 60.84 76.25 769.41 119.46 59.25 29.83 78.35 37.07 13.96
83 55.68 81.40 954.95 125.07 68.13 34.25 92.17 43.45 20.26
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5.3 Electrostatic potential calculation

Partial charges, atomic radii and hydrogens were assigned to all atoms in
the structures with the PDB2PQR program M] The nucleosome particle
(tNCP) and the globular domain of the linker histone (GH5) have 13496 and
565 nonhydrogen atoms, respectively. The net formal charges are ~ -237e
for the nucleosome conformations and +11e for the linker histone. Electro-
static potentials were computed by solving the nonlinear Poisson-Boltzmann
equation on grids (1A spacing) with 2572 and 200% points for each chosen nu-
cleosome conformation and the linker histone, respectively (Sec. 2.2]). The
calculations were performed with the programs APBS | and UHBD M]
using asymptotic boundary conditions. The temperature was set to 300 K,
the solvent dielectric constant to 78, the solute dielectric constant to 2 and the
ionic strength to 100 mM. The surface of the biomolecules was represented by

tNCP  GH5

Figure 5.7: Electrostatic equipotential at 4+ 1 kgT'/e for the tNCP (left) and GH5
(right). Blue represents the positive potential, while red is the negative.

Van der Waals radii, which has been shown to stabilize protein-nucleic acid
complex formatlonm% The parameters were chosen to resemble available
experimental data |. The obtained negative electrostatic po-
tential of the nucleosome ( Flg 5.1 is due to the highly negatively charged
DNA molecule, which screens the positive potential of the histone protein.
Nevertheless, in Fig. 5.7 (left) a positive portion of potential on the nucleo-
some surface can be seen. On the other hand, the residues on the surface of
the GH5 contribute to the overall positive potential of the linker histone.
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5.4 Effective charges calculation

An important step for reducing the number of partial charges on the molecules,
and thus, increasing the simulation time is the introduction of a small num-
ber of effective charges, which represent accurately the electrostatic potential
around the molecule in a homogenous medium |. Effective charges were
assigned to both molecules with the ECM program (Sec. £22]). The num-

GHb5

Figure 5.8: Effective charges represented as spheres for the tNCP (left) and GH5
(right). Blue spheres are the effective charges on positive residues, red on negative
and orange on P atoms (negative) of the nucleic acid backbone.

ber of effective charges was 730 and 26 for the tNCP and GHS5, respectively
(Fig. 68)). They were calculated using the previously obtained solution of
the nonlinear Poisson-Boltzmann equation. The computation was done in a
probe layer of 4 up to 7 A around the molecular surface. The ionic strength
was set to 100 mM and the solvent dielectric constant to 78.54. In the BD
simulation procedure, the effective charges of GH5 move on the electrostatic
potential grid of tNCP.

5.5 Brownian Dynamics setup

The BD docking simulations were carried out with the SDA4C package @]
(Sec. [.2.2) modified in such a way that diffusional encounter complexes were
recorded only if they satisfy predefined constraints. For our case, we used
two constraints: (i) a center-to-center distance between both particles (< 74
A) and (ii) dyad point-center distance between the dyad at the nucleosomal
DNA (nDNA) and the center of the GH5 (< 40 A). This criterion is based
on experimental studies indicating that GH5 binds between and protects 20
bp of the IDNAs from nuclease digestion @]
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In the simulations, the molecules are modeled as rigid bodies with the
short-range attractive interactions neglected. An exclusion volume grid with
0.5 A spacing was assigned to the nucleosome conformations to avoid over-
laps. The trajectories start at a center-to-center distance b = 300 A and
finish at a distance ¢ = 640 A (See Fig. EI). The time step was set
to 0.25 ps for center-to-center distances up to 130 A and it increased lin-
early for larger distances. The translational diffusion constant was calcu-
lated according to the Einstein-Stokes relation (Eq. RI3]) and its value was
D = 0.0185 A?/ps. The rotational diffusion constant of the GH5 was set to
5.04x107° rad?/ps. If GH5 spent more time than t"(rhit)—=0.2 ms within
phit — pmax 4 pmax 4 pprobe 4 ymax for a]] sampled trajectories, the BD run
was truncated (a run typically contained 10-100 trajectories). This is done to
prevent very long sampling of bound configurations. The GH5 probe radius
rProbe wwas assigned to 1.6 A, the maximum radius of an atom 722 was 1.9
A, the maximum distance from the center of mass to the furthest atom r
of the GH5 was 19.9 A while 7" had values depending on the nucleosome
conformations (r¥*®* ¢ [77.4,117.4] A). The interaction energies as well as the
coordinates of the complexes satisfying the constraints were recorded.

GHS5 was docked to the 13 nucleosome conformations generated by NMA
(Fig. B0l separately and for each system five different runs with different
random generators, i.e. different starting positions and orientations, were
performed. This assures different sampling paths for the GH5 in the configu-
ration space. For each nucleosome structure, 25 000 complexes were recorded
and the 2500 lowest energy docked complexes were clustered according to the
backbone RMSD between them using the PDPIPE software [@] After clus-
tering, the representative of the top ranking cluster (with greatest number
of docked complexes) was designated as the ’docked position’. The distance
of each residue to either the nDNA or IDNA in the configurations generated
in the BD simulations was monitored. The atoms N, and Cj3 on Lys and
Arg, respectively, were chosen for the distance calculation, whereas Cj (Ala,
Val) and C, (Leu) were used for the hydrophobic residues. For each residue,
its binding strength to nDNA and/or IDNA was described by weight factors

defined by
NnDNA NIDNA
Wn = (d)nDNA’ Wi = (d)IDNA
where N"PNA and N'PNA give the number of complexes (out of 2500) for
which a certain residue is close (less than 15 A) to the nDNA or IDNA,
respectively, while (d) is the average distance of the residue to either nDNA

or IDNA. The maximum possible value of w was 1093.5 (1/A) for d = 2.29
A
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5.6 Structure of the nucleosome-linker histone
GH5

In 8 out of the 13 conformations, the simulations revealed a single binding
mode in which GH5 binds approximately one helical turn away from the dyad
point, close to IDNA1 (Fig. B9)). For these conformations, with geometry
defined by « € [55.7,71.4], § € [63.9,92.2] and A € [468,749] A? (Fig. 5.6 and
Table[5.1]), the RMSD of GH5 from its docked position on the 7, conformation
is within 6 A (Fig.[5.10). GH5 approaches the nDNA with helix 3, containing
residues R47, K69, R73 and R74 (the K69site), and IDNA1 with the residues
R42, R94 and K97 (the R42site). The third charged site, containing K52,
K55 and K59 (the K59site), does not contact the nucleosome (Fig. [.9]).
Although, residues K85 and K40 are situated on loops on both sides of the
R42site they cannot be assigned to any of the proposed sites. The curves
NKOsite and NRAZite iy Fig, give the number (in percentage) of docked
complexes, for which the corresponding sites K69site and R42site are within
6 A to nDNA and IDNA, respectively. The distance is averaged over the
distances of the residues comprising the relevant site. Hence, NX0%it and
NR4Zsite are measures for the orientation of the GH5 with respect to the
nucleosome. For the extreme conformation in the 7th mode (7¢), the same

Figure 5.9: The docked position of GH5 (blue) on the nucleosome (red) shown
with 13 superimposed conformations generated by NMA (left). The charged sites
on GH5: K69site (orange), R42site (green) and K59site (grey) and the hydrophobic
residue Val87 (yellow).

two sites on GH5 contact the DNA, but the contacts are different, i.e. the
R42site contacts the nDNA and the K69site contacts IDNA2 (Fig. B.10),
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similar to the docking mode proposed by Zhou et al. m] and Bharath et
al. [@] For conformations 8, and 83, the GH5 also binds closer to IDNA?2
than to IDNAT, but contacts IDNA2 with the R42site. Since 8_5 and 8_3 are
closed nucleosome conformations (area A < 200 A2) in which the dyad point
is not freely accessible to the GH5, the docked positions are outside rather
than in between the IDNAs.

To identify the residues most important for binding and to compare them
with experimental data, scaled weight factors (averaged over the configura-
tions with RMSD < 6 A, see Fig. B.10) were plotted against the inverse FRAP
half-time ¢;/, for recovery [lﬂ] (Fig. EI11). Both, the weight factor and the
FRAP half-time are indicators of binding strength, but there is no direct
relation between them. One can, however, observe a qualitative agreement
between computation and experiment. Not only do the two predicted bind-
ing sites (K69site and R42site) agree with experimental data, but both the
simulation and the experiment show that Lys69 contributes most to binding
whereas Lysb9 contributes least. The simulation slightly overestimates the
binding strength for Arg94 and Lys85.

120 RMSD —.—ng
N —— Z
100 N ——R42, 0.6 Arg94  Lys5 Arg47 Lys69
—— ——
N 05 Arg73
H Arg4;
280 5 04 37&?974
60 & LyS97
=03
< z Lygos
540 <02 Lys40
@ £
E 0.1
2 .
0 Ly.552
0 WTere
0 Lys59
To T T, T3 T4 Ts Tg 8.3 8,8 8 8 8, 8 0 0.05 0.1 0.15 0.2 0.25 0.3
Mode conformations 1y, 1/s

Figure 5.10: Comparison of the dock-
ing modes to the 13 nucleosome con-
formations showing the RMSD of the
docked positions of GH) from that to
the 7¢ conformation of the nucleosome
(red), the percentage of docked config-
urations in which the K69site (blue) or
the R42site (green) is within 6 A of the
nucleosome either to nDNA or IDNA,
respectively.

Figure 5.11: Weight factor (computed
from simulations) versus the experi-
mentally measured FRAP inverse half-
time for recovery. The positions of the
12 positive and 10 hydrophobic residues
(not plotted) on the surface of GH5
with respect to the nucleosome were
quantified by weight factors w, and wy,
which are indicators of binding strength
to the nucleosomal DNA (nDNA) and
IDNASs, respectively
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Hydrophobic interaction energy

The hydrophobic loop containing Val87 lies between the nDNA and IDNA1
(Fig. B9). This loop could interact with the AT-rich IDNA @] and, by
means of short-range hydrophobic interactions, facilitate small readjustments
of the GH5-nucleosome encounter complex to form the fully bound complex.
The hydrophobic residues Leu66, Leu70, Ala77 and Ala78 belong to helix 3,
which has been identified as binding to the nucleosomal DNA [17]. Val87
and Ala89 together with Lys85 belong to the loop between the beta sheets
and structurally this loop appears between the two binding sites, K69site
and R42site (Fig. B12). It is seen that the hydrophobic residues have less

06| e Figure 5.12: Scaled weight
Arga7 factors for the positive
o5} A Arg7a (blue) residues and for all
o Leu;;:-i:;? Ala77 LeuTo 25  hydrophobic  residues
3 Ala89e Arg73 (red) of GH5 are plotted for
EE: 0.3 A:::%Vam Lys6a_. Arg47 binding to nDNA (ordinate)
S and IDNA (abscissa). The
02 M et inset shows the location of
o ° . the residues on the surface
Va'GOLxssz . Lys85 of GHb5.
0 AIBE;S 0AR3s ® *Ly&0 %96 %7 Agaz oo
0 0.1 0.2 0.3 0.4 0.5 0.6

WI/WmaX

binding strength than the positive residues on K69site and R42site. In or-
der to identify the contribution of the hydrophobic residues to the docked
position of GH5 obtained we computed the hydrophobic interaction energy
between the GH5 and a hydrophobic probe ('DRY” probe) using the program
GRID M] Since it is thought that the hydrophobic effect arises due to
water rearrangements in the hydration shell, the water entropy is taken into
account, for computing the hydrophobic interaction energy. Molecule GH5
is represented by grid points and for each point the hydrophobic interaction
energy is computed. It is given by three terms

Ehydro — EWENT 4 ELJ . EHB
where EWENT is a favourable entropic contribution to the free energy of water,

which is assumed to have the same magnitude for the hydration shell not par-
ticipating in the interactions, whereas E™ and E"® describe the favourable
Lennard-Jones and unfavourable hydrogen bonding (due to the polar atoms
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on the surface) interactions, respectively. The most favourable value of the
hydrophobic interaction energy was -1.93 kcal/mol around residues Leu66
and Leu70. A favourable hydrophobic region was also clearly seen around
Val87 at an interaction energy of -1.45 kcal/mol (Fig. 5.13). It lies adjacent

) Figure 5.13: Hydrophobic bind-
Q ing sites on GHS5 identified us-
P ing the program GRID

Ifé] GH5 (green cartoon) is

shown with its van der Waals sur-
face (green mesh) and hydropho-
bic regions (yellow) with interac-
tion energy more favorable than
-0.5 kcal/mol for a hydropho-
bic probe, the 'DRY’ probe (yel-
low). The residues near the
hydrophobic regions are labelled.
The figure was made with Pymol

(www.pymol.org).

to a loop which was considered as a separate binding site interacting with
AT nucleotides in the major groove of IDNA by Cui and Zhurkin @] These
authors claimed firstly, that an AT-rich IDNA facilitates LH binding and, sec-
ondly, that the hydrophobic interactions between the Val87 loop and the AT
nucleotides lead to bending of the IDNA. Our results are in agreement with
this statement. The GH5 preferably contacts the IDNA1 (10 bp), which has
6 A or T nucleotides in contrast to only 2 on the IDNA2, and NMA showed
that the IDNAL1 is more flexible than IDNA2 and the reason could be the
presence of more AT nucleotides. However, our BD docking procedure iden-
tified the encounter complex based only on electrostatic interactions between
molecules and this primary, initial interaction involved the charged binding
sites, K69site and R42site, on the GH5. Due to short-range hydrophobic in-
teractions, a subsequent second interaction of GH5 might involve the Val87
loop, which could turn into the major groove of IDNA1 as suggested by Cui
and Zhurkin [@] Such an interaction with its accompanying conformational
relaxation requires higher resolution modeling with treatment of conforma-
tional flexibility, e.g. by atomic detail Molecular Dynamics (MD). This will
be presented in Chapter.

The dominant BD docking mode is thus consistent with the models pro-
posed by Brown et al. [lﬂ] and Cui et al. @] using FRAP and sequence
analysis, respectively, but differs from other proposed models .
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NMA of the nucleosome-linker histone complex

We next addressed the question of how H5 tunes nucleosomal DNA acces-
sibility by performing a NMA of the nucleosome with GH5 docked to it in
the position obtained from the BD simulations (Table £.2]) and comparing
the motions of the IDNAs in the NMA with and without GH5 (Fig. BI4).
GHS5 influences the way both IDNAs move. For IDNA2, the diagonal pattern
indicates similar motionl between neighboring modes, whereas the modes
of IDNA1 have different directions in the presence and absence of GH5
(Fig. B.14). The motion of IDNAT is more suppressed by GH5 than IDNA2
as indicated by the distance d; between the dyad point and the end of IDNA1
in Fig. 5.I5l Zlatanova et al. @] proposed that GH5 binds close to one of

Table 5.2: Values of the geometric parameters for each nucleosome conformation
generated by NMA for the (tNCP+GHb5) complex.

| Conformation || a, deg | ¢, deg | A, A2 | B, deg | dl,A | dQ,A | dg,A | Y1, deg Y2, deg

7o 71.44 70.76 468.40 92.31 40.34 23.24 47.36 14.57 2.65
71 58.67 55.97 462.61 71.62 40.01 24.37 39.75 13.39 17.25
T2 47.00 46.18 522.15 59.63 39.75 30.45 35.82 12.25 28.36
73 37.37 41.36 622.35 55.11 39.56 38.36 36.06 11.22 35.52
T4 30.03 39.58 733.22 53.86 39.43 46.05 39.16 10.33 39.83
75 24.85 39.20 832.88 53.76 39.36 52.47 43.14 9.63 42.36
76 19.99 39.43 946.05 54.14 39.30 59.40 48.35 8.90 44.38
8_3 97.56 94.27 433.76 105.83 36.13 24.96 49.19 19.76 6.77
8_9 90.50 88.12 426.43 102.23 35.80 24.38 47.39 18.89 5.52
8_1 81.51 80.06 438.43 97.46 37.17 23.79 46.66 17.20 4.12
8o 71.44 70.76 468.40 92.31 40.34 23.24 47.36 14.57 2.65
81 61.76 61.55 510.60 87.61 44.93 22.75 49.51 11.35 1.20
82 53.71 53.71 558.32 83.71 50.28 22.34 52.74 8.16 0.42
83 47.70 47.77 605.86 80.67 55.74 22.03 56.52 5.46 1.57

the IDNAs while the C-terminal domain acts as a bridge between the 1D-
NAs and thus locks the nucleosomal gate and shuts down DNA transcription
and replication. Our models suggest that, due to the spontaneous accessi-
bility of the DNA [@], H5 could first bind strongly to the nucleosome in
the dominant position identified here (see Fig. [0.9) and secondly its globu-
lar and C-terminal domains could bring the IDNAs together and H5 would
remain bound for a long time because the IDNA motion is suppressed. In
our model, the binding of H5 depends not only on the interactions with the
nucleosome, but also on the geometry and sequence of the IDNAs. The nu-
cleosome is asymmetric with respect to the IDNAs and so is the binding of

2The motion is similar for an average angle between the modes of 0-45 and 135-180
degrees, while it is dissimilar for an angle between 45 and 90 degrees.
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computed for the nucleosome with

of modes 7-20 of
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(abscissa) and without (ordinate)

GHS5 docked.

GH5, even though LH binding has been modeled as symmetric in several

studies [@, IE,

, ﬁ, @] In the dominant binding mode, GH5 binds to

IDNAI1, but, in the open 7g, 8 and 83 conformations, GH5 binds to IDNA2,
even though IDNAT1 is accessible. This suggests that GH5 binding to IDNA1
favors the more compact form of chromatin whereas binding to IDNA2 tends
to prevent chromatin fiber compaction. The present models provide the ba-
sis for future studies/MD simulations (see Chapter. @) with a more detailed
treatment of conformational flexibility to investigate induced fit upon LH-
nucleosome binding.
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5.7 Summary and implications to chromatin fiber

In this chapter, we identified the nucleosome-globular domain of linker his-
tone H5 structure (chromatosome particle) by extensive Brownian Dynamics
(BD) simulations combined with Normal Mode Analysis (NMA). The linker
DNAs (IDNAs), 10 bp each, exhibited the most pronounced conformational
changes obtained by the NMA and, based on these conformations, the GH5
was docked to the nucleosome by BD in order to find out the diffusional en-
counter complex. A dominant binding mode of GH5 with respect to the nu-
cleosome, placed asymmetrically one helical turn away from the dyad point
close to IDNA1, was found for 8 nucleosome conformations. Two binding
sites of GHb, the K69site (R47, K69, R73, R74) and R42site (R42, K97,
R94), binding to the nucleosomal DNA (nDNA) and IDNA1, respectively,
were revealed. Residue K69 was found to contribute most to binding, while
K59 least. All these findings are in agreement with an experimental FRAP
study M] The other 5 extreme conformations of the nucleosome showed
different GH5 binding modes with the most open structures (7, 82 and 83)
having GH5 bound to IDNA2.

The obtained chromatosome structures can contribute differently to the
formation of higher-order chromatin fiber. Recently, experimental electron
microscopy (EM) and theoretical Monte Carlo study @] reported that chro-
matin fiber can exist in a heteromorphic state, i.e. simultaneously having
zig-zag and solenoidally connected nucleosomes. It was argued that the tran-
sition between these states is tuned by the presence of linker histones and
divalent ions; the former forming a tight zig-zag structure [@] In addition,
the Monte Carlo simulations showed that the linker DNA flexibility is an
important issue for the formation of structurally different chromatin fibers
and the linker DNAs conformations vary significantly in the presence and ab-
sence of linker histone. This is in accord with our NMA data showing large
linker DNAs fluctuations. For example, changing the angle o (Fig. £.0) can
lead to different intersection points between IDNA1 and IDNA2 and, hence if
extended, to different linker lengths. Another EM study @] showed that the
chromatin compaction for 167 bp and 197 bp (the most common in nature)
of nucleosome repeat length (NRL) has small and high dependence on H5
(0.5 and 1 H5 per nucleosome), respectively. The authors claimed that the
30 nm’ fiber is an ordered interdigitated solenoid structure with NRL > 177
bp [@ , whereas the 167 bp NRL fiber is a zig-zag structure in the presence of
H5 [83]. The compaction of chromatin fiber by the presence of linker histone
has been also confirmed by FRET data m] as well as by theoretical mod-
els [lﬁ, @, ﬁ, @] The dynamic nature of chromatin [@] implies that DNA
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takes different conformations and interacts in dynamic fashion with DNA
binding proteins [@] The wrapping and unwrapping of DNA [la, @, @]
from the nucleosome is a way by which other proteins can gain access to its
genetic information.

In regard to all these studies, our modelling of different nucleosome confor-
mations with a linker histone bound can shed more light into the compaction
of a 30 nm’ chromatin fiber. The dominant binding mode found might con-
tribute to a more compact chromatin fiber, while the modelled complexes
with the most open nucleosome conformations might be relevant for a loose
chromatin fiber.
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Brownian Dynamics docking of the
linker histone mutants to the
nucleosome

Proteins can be mutated, i.e. one or several residues can be substituted by
other residue(s) or chemical group(s), and useful information can be gath-
ered about their function, possible reactions with other biomolecular species
and structural changes. In living cells, the mutational process appears natu-
rally, for example, somatic hypermutation is a process related to the immune
system function M]

In this chapter, the effect of linker histone GH5 mutants on the bind-
ing mode of GH5 as well as on the tNCP-GH5 structure is investigated by
Brownian Dynamics simulation carried out with the SDA4C program. A
linker histone with replaced single or multiple residues will be referred to as
a mutant.

6.1 Mutants

Mutants_were modelled to GH5 by replacing one or several residues with
Pymol @] In total 25 different structures of GH5 were obtained (see
Table 61) including the wild type (WT) linker histone GH5. The struc-
tures with several residues mutated at once (5152, SITE1, SITE2) follow
the Brown et al. [lﬂ] notation, i.e. all are mutated to alanine (Ala) as S1S2
(K69A, K73A, K85A, K40A, R42A, K52A, R94A), SITE1 (K69A, KT73A,
K85A) and SITE2 (K40A, R42A, K52A, R94A). The mutant 6ALA repre-
sents simultaneous mutations to Ala of residues K40, R42, K52, K69, R74
and K85. Most of the mutations replace positively charged residues with ei-
ther neutral or negative residues. The linker histone mutants were prepared
for a BD simulation using the procedure described in Chapter The net
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Table 6.1: Mutated structures of the GH5. The mutants S152, SITE1, SITE2
and 6ALA include multiple residue mutations to Ala.

R94A D65K H25E K40A K52A
K55A K55DD65K K55E K59A K69A
K82V K85A K97A R42A R42E
R4TA R4TE R73A R73E R74A
Multiple S1S2 SITEL SITE2 6ALA
mutations | K40, R42, K52, K69, | K69, R73, | K40, R42, | K40, R42, K52,
to Ala R73, K85, R94 K85 K52, R94 | K69, R74, K85

formal charge for the mutants varied between +5e and +13e. Brownian Dy-
namics docking was performed with the same criteria as for the wild type
(WT) GH5. Each of the linker histone mutants was docked to the 13 nu-
cleosome conformations generated by NMA separately and, for each system,
five different runs with different random generators, i.e. different starting
positions and orientations, were performed. In total, 1625 simulations were
carried out.

6.2 BD docking and analysis of the results

Two main binding sites, K69site (on helix 3) and R42site (on loop 1 and
beta sheet loop) on the WT linker histone have already been identified in
Chapter 5l but the contribution of each residue to binding depends on the nu-
cleosome conformation and whether such contributions are additive remained
unclear. Brown et al. m] combined systematic mutagenesis on murine H1°
linker histone variant in vivo using FRAP, and based on the experimental re-
sults, proposed a model for the chromatosome particle. Our data on the WT
linker histone agree with the proposed two binding sites and their orientation
with respect to the nucleosome by Brown et al. [11]. We have found that for
8 nucleosome conformations (7o — 76,8 1 — 8;) WT binds approximately
one helical turn away from the dyad axis close to IDNA1 (see Fig. 5.0, while
for the other open conformations (7g, 8, 83) WT binds close to IDNA2 with
a different orientation. Here, by introducing mutations to the structure of
GHS5, we try to shed more light onto the linker histone nucleosome interac-
tions.
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6.2.1 Nucleosome-linker histone complexes

The dominant docking position of WT' GH5 to the nucleosome was used
as a reference structure and the docked representative of all mutants was
compared to it (Fig. 6.1l and Fig[6.2]). The plots provide information about
i) the position of each docked mutant to the dominant WT binding mode
expressed by the RMSD (red line), and, ii) the accuracy of this position
expressed by the percentage of docked mutants N” (out of 2500) (blue line)
for which the RMSD of their representative was calculated. We use the
following notations (schemes) for describing how much the docked mutants
differ from the WT data

N”¢[80,100] — alike
o If RMSD €[0,15] A { N%¢[60,80] — matching
N”€[40,60] — comparable

N” €160, 100 imat
o IFRMSD €[1530] A { €[60,100]  — proximate
N7 ¢[40,60] — intermediate

o If RMSD ¢ [30,100] A {N% € [40,100] — distinct

o If RMSD €[0,100] A {N% €[0,40] — undefined.

The "undefined’ notation means that the solution plotted does not represent
statistically all the complexes obtained and more detailed analysis of the
other occupancy clusters is needed. The two notations intermediate and
distinct are of interest as well, because they differ significantly from the
established dominant WT binding mode.

In Fig. results are given for all nucleosome conformations of mode
7 except for conformation 73, which has similar features to 75. General
inspection of the plot (Fig. [6.]) shows that most of the single mutations do
not contribute to a significant displacement from the W'T' dominant binding
mode apart from the extreme 75. The mutants displaying a distinct binding
mode are K40A and R73E in conformation 7o, SITEL in 7;, R73A in 74,
R73A, SITEL in 75 and K55DD65K, K82V, R73A and S1S2 in 7. Apart from
the mode 7g, which was considered as a metastable conformation in regard
to chromatin fiber compaction, the other conformations lead to a completely
different diffusional encounter complex only for one (71, 74), two (7¢, 75) or
zero (72, 73) mutants. Mutant SITEL consists of multiple mutations and
its deviation in 7; and 75 is understandable. Since the deviation for K40A
appears only in 7p and K40 was considered as nonbinding we will not discuss
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6.2. BD DOCKING AND ANALYSIS OF THE RESULTS

its contribution in detail. The curves of the single mutants indicate that
neutral or negative mutations of R73 (belonging to helix 3) affect the final
position of GH5. This means that residue R73 might contribute significantly
to binding of GH5 to the nucleosome for 7, and 75. Worth mentioning is also
that neutral mutation of R73A is implemented in the SITE1 and S1S2, while
SITE2 and 6ALA do not include it.

Next level of complexes, which deviate from the WT are the intermedi-
ate ones. The mutants falling into this group are D65K, K55DD65K, R94A,
S1S2, 6ALA in 79, RA7TE, SITE2 in 7, SITE1 in 75, R73E, S1S2, SITE1 in
74, SITE2 in 75 and K52A in 7. Again, for every nucleosome conforma-
tion, apart from 7g, there are multiple mutations exhibiting different binding
modes. This is not as surprising as the stability of the single mutants to the
WT dominant binding mode. We do not observe even a single mutant which
has a clear deviation from the WT in 7, position for all nucleosome conforma-
tions of mode 7. This may imply that single mutations are not sufficient to
alter the position of the linker histone with respect to the nucleosome. This
could be related to the experimental study of An et al. [@], who showed a
unaffected binding position of the linker histone in presence and absence of
N-terminal histone tails. In both cases, experiment and simulation, there is
a reduction of the electrostatic interaction energy between the nucleosome
and the linker histone. However, in the experiment, this reduction is caused
by charged sites on the nucleosome, while in the simulation the charged sites
are on the linker histone. Although the magnitude of reduction is different,
the experimental observation could have an equivalent effect for the binding
position of single mutants, i.e. they remain close to the WT dominant posi-
tion. On the other hand, the multiple mutations display a ruffle pattern on
the plots for all the conformations suggesting their important role in linker
histone binding. The third important group consists of residues belonging
to the undefined class. These are K69A in 7, S1S2 in 75, K40A, K55A and
K59A in 74. Inspection of the other cluster representatives of K69A in 7,
show that K69A binds in the mirror position of the WT, i.e. close to IDNA2.
Similar behaviour is observed for S1S2 in 75 as well. Overall, the plots of
mode 7 mainly give insights into the positional distribution of the BD docked
mutants with respect to the dominant position of the WT. Apart from the
multiple mutants, single mutations of residues R73, K40, D65, R94, K52,
K69, K55 and K59 give slight change in the GH5 position only for some con-
formations. In general, the single mutations do not change significantly the
position of the diffusional encounter complex, which remains alike only for
the intermediate conformations 75, 73, 74 and 75. Upon a more detailed look
one can distinguish conformations 7, and 73 having the ’smoothest’ pattern
among the others. This observation would imply that the conformations 7,
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6.2. BD DOCKING AND ANALYSIS OF THE RESULTS

The pattern of the mutant’s positions for mode 8 (Fig. [62)) indicates
more irregular curves. Even the conformations 8_; and 8;, which have a
dominant binding mode of WT, show considerable deviations for some of
the mutants. The mutants belonging to the distinct group are K82V, R42E,
R73A, S1S2 and 6ALA in 8_;, K69A and R73E in 8;. Intermediate binding
mode have K85A, R94A in 8_;, R42E, R94A and 6ALA in 8. Both the
distinct and intermediate positions of the mutants suggest that in mode 8
single mutations of the residues constituting the binding sites K69site and
R42site also contribute to the observed deviations. We will not discuss in
detail the deviations for the other conformations in mode 8, because the
WT study showed that they have different implications on the linker histone
binding. The interesting point here is that only conformation 8; depicts a
pattern similar to the conformations 7, 79, 73, 74 and 75 with exception of
K82V and R42E. This means that only these conformations might lead to
a stable nucleosome-linker histone complex, while the others could lead to a
metastable complex depending on the level of IDNA opening.

6.2.2 Dynamics

The positional distribution of the mutant complexes with respect to the WT
dominant binding mode examined in the previous Section does not give
any information on the dynamics of the encounter complex formation. Here,
we will partially reveal some aspects of it through the residence time per
trajectory ¢t"°. This is the simulation time spent of a particle within distance
windows of 1 A up to 150 A. Although, it was proposed that the nucleosome
conformations 79, 73 and 8; are perhaps the most robust for linker histone
binding, we will still keep to the equilibrium conformation 7, as a reference
structure. The average (over 5 random generators) residence time " per
trajectory in 1 A slab for all mutants and conformations is given in Fig.
It is clearly seen that the linker histone spends most of its diffusional time
in a trajectory at a center-to-center distance d ~61-63 A. The WT linker
histone binds to the nucleosome (Sec. [0.0]) at a separation close to this value
for all nucleosome conformations. In Fig. we see similar behaviour for the
mutants as well, suggesting that all they form a diffusional encounter complex
at the nucleosomal DNA (nDNA) in the plane of the nucleosome (xy in
Fig.5.6). However, the value of " at ~ 60 A spans approximately two orders
of magnitude for all mutants. This would imply that the interactions close to
the nucleosome are not so favourable with respect to the dynamics for some of
the mutants. In addition, the plot depicts a pronounced wing on the left peak
side proposing that some mutants spend time at distances in the range 30—55
A. Such positions of the linker histone mutants are definitely not between
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Figure 6.4: Residence time t'* per
trajectory vs d for nucleosome confor-
mation 7g. Highlighted are the curves
for D65K (black), S1S2 (cyan), 6ALA
(magenta), SITEL (green) and SITE2
(blue).

Figure 6.3: Residence time &' per
trajectory (ordinate) versus center-to-
center distance d (abscissa) for all mu-
tants and conformations.

the linker DNAs where a ’stem’ structure forms ﬂ] Apparently, these
mutants appear to bind either below or above the core body of the nucleosome
(z axis in_Fig. (0], which is more positively charged due to the histone
octamer |. Such binding of the WT linker histone, however, does not
fall into the ’stem’ picture [32], although a model based on a photoactivable
cross-linking data proposed an asymmetric position of the GH5 inside the
gyres of the nDNA and IDNA |. Therefore, the time spent in this area
can be attributed either to a formation of a unfavourable encounter complex
of mutants having reduced positive charge or to a metastable local minimum
along the diffusional path of the particle to its encounter complex positions
identified in Section [(.2.T1

Figure[6.4] shows the same plot, but only for 7y nucleosome conformation.
The curve shape for the other conformations does not show significant dif-
ference. On the graph highlighted are the time distributions for the mutants
D65K, S1S2, SITE1, SITE2 and 6ALA. Seven simultaneous single mutations
of S152 (Table[6.]) reduce dramatically its residence time in the range 40 —80
A. Similar behaviour is observed for 6A1A and SITE1, whereas SITE2 follows
the WT distribution. The main difference between 6ALA and S1S2 (apart
from R74A and R73A mutations, respectively) is the mutation of R94A in
S1S2, which decreases the residence time of the latter. In black D65K shows
a deviation from the curves in the range 35 — 40 A, but have the highest
peak among all the mutants. Since residue Asp65 is not directly exposed to
the surface of the GH5, but it is directed towards Lys55 [[L1], replacement of
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6.2. BD DOCKING AND ANALYSIS OF THE RESULTS

its negative charge to positive would result in a electrostatic repulsive inter-
action between K55 and K65. To avoid this we modeled K65 pointing out
from the GH5 surface. In such a way D65K can actively participate in the
tNCP-GH5 interactions around 60 A rather than between 30 — 40 A.

In order to compare qualitatively theory with experiment, the residence

times obtained by the simulations (Fig. B3) and by the FRAP data

[

(Fig. 6.6) were plotted. The first picture gives the total average residence
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Figure 6.6: FRAP time at 80% recov-
ery (ordinate) versus 50% recovery (ab-

scissa). Data from Brown et.al. [94]

times per trajectory up to distances 100 A (y axis) and 60 A (x axis), while
the second picture depicts the experimental FRAP recovery time for 80%
The times for S1S2, SITE1, SITE2 and

(y axis) and 50% (x axis)

lod).

6ALA are very short and qualitatively agree with experiment and are not
shown. The experimental time is related to the distance, which a mutant
with attached green fluorescent protein (GFP) diffuses through, in order
to cover the photobleached region. Slow fluorescence recovery would mean
short passage distance and long time, i.e. the mutant stays closely bound
to the nucleosome. In a similar way, the simulation residence time gives in-
formation on the strength of the attractive interactions within a spherical
surface around the center of the nucleosome. However, important to note
is that the time and length scales of the experiment and the simulation dif-
fer considerably. Therefore, both plots can be compared only qualitatively.
Diagonal behaviour of the residence times is observed on both plots. The
experimental W'T time is longer than the time for the relevant mutants plot-
ted, which suggests that all these residue contribute to binding to a different
extent (Fig.[6.6). Only K82V deviates from this behaviour, which is seen on
both figures. Interestingly, the simulation data are spread on both direction
around WT in contrast to the experiment. Completely different behaviour
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is observed for R42E, R47E, K52A, D65K and K97A and moderately differ-
ent for K40A, R47A, K55A, K59A, R74A and K55DD65K. The others are
in qualitative agreement with the experiment. The intuitive longer time for
D65K not observed in the experiment has been attributed to the structural
position of K65 [lﬂ] The mutant K97A spends more time than the WT up
to 60 A as well as up to 100 A. Residue K97 links the GH5 with the basic
C-terminal domain of linker histone H5 and, thus, it should not be in direct
contact with the nucleosome. Replacement to a neutral residue normally
should lead to a lower affinity to binding, which is not observed for K97A
and K52A. This can suggest that these residues do not contribute directly to
binding. It is, however, more surprising the residence time of mutants R47E
and R42E. Such dramatic change in the residence time indicates that both
residues R47 and R42 favour significantly the binding process, although the
mutants R42A and R47A spend less residence time up to 60 A (Fig. B3).
One would expect that addition of negative Glu should lead to repulsion and
not attraction between the tNCP and the GH5. The positively charged sur-

1e+08 Figure 6.7: Residence
1407 o time t'  per trajec-
16406 tory (ordinate) versus
center-to-center dis-
» 100000 tance d (abscissa) for
o

g~ 10000 the WT and mutants
1000 R42E, RATE, KB52A,
K97A. These mutants
100 Eigg — show  deviation from
10 K52A o the experimental data

1 K97A (Fig. B3]

20 30 40 50 60 70

o

d (center-to—center), A

face of the nucleosome histone cores might attract both mutants and this can
increase their residence times close to the tNCP (see Fig.[61). It is well seen
that R47E and R42E spend lots of time between 30 — 45 A with R42E hav-
ing a slight peak around 30 A. This is a clear indication that these mutants
diffuse close to the positive histone core. On the other hand, slight bumps
in this area are also seen for K52A and K97A, which could be attributed to
the same feature. In experimental conditions in vivo the histone core surface
may be screened by adjacent nucleosomes without having direct contact with
the aqueous environment.

66




6.2. BD DOCKING AND ANALYSIS OF THE RESULTS

6.2.3 Energetics

Another determinant, which can give insights into the strength of the dif-
fusional encounter complex is the interaction energy between the molecules.
The average electrostatic interaction energy of each mutant for conformation
7o is given in Fig.[6.8 We see that the most unfavourable encounter complex
is formed by the multiple mutants S1S2, 6ALA, SITE1 and SITE2. On the
other hand, the most favourable complex is formed by the mutant D65K.
Surprisingly, a mutation from positive to neutral residue (K59A, K52A and
K55A) leads to a slightly lower interaction energy than for the WT. This
means that the residues K52, K55 and K59 do not contribute to_binding
in agreement with the FRAP experimental study of Brown et al. [lﬂ] The
order of the single residues mutated to Ala and displaying contribution to
binding is K69, R94, R42, R47, K85, R73, K97, R74 and K40. The last
residue K40 has been also assigned to be a nonbinding residue m] The
graph (Fig. 6.8]) clearly demonstrates that the multiple mutants of seven
(S1S2) and six (6ALA) residues decrease substantially the interaction energy
in contrast to the moderate decrease by three (SITE1l) and four (SITE2)
simultaneous residue mutations. The higher contribution to binding of only
three residues in SITE1 (K69, R73, K85) than the four in SITE2 (K40, R42,
K52, R94) can be explained by the more important single residues in SITE1,
i.e. the binding site K69site.
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Figure 6.9: Average electrostatic in-
teraction energy versus the nucleosome
conformations. Displayed are the en-

Figure 6.8: Average electrostatic en-
ergy of the diffusional encounter com-

plex for each mutant modelled. High-
lighted is the energy of the WT, the  ©I8Y profiles for the WT and some of

bars give the standard deviation. the mutants.

The effect of the different nucleosome conformations on the electrostatic
interaction energy is laid out in Fig. 6.9 In general, (E°') shows a deviation
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of maximum 5 kg7 for all conformations. The trend observed in Fig.
for 7y is also conserved for the other nucleosome conformations indicating
the highest interaction energies for S1S2 and 6ALA. This implies that the
energetics of the diffusional encounter complexes is not dramatically influ-
enced by the different conformational changes of the linker DNAs. In first
sight this seems confusing, but as it was shown in Sections and
all mutants form diffusional encounter complexes between the linker DNAs
for all nucleosome conformations and this complex is either symmetric or
asymmetric with respect to the dyad axis. The interaction energy computed
by the effective charges of the mutant moving on the grid of the nucleosome
should not deviate much if the mutants are placed close to the nDNA and
IDNA at the same time.

6.2.4 Statistics

The binding strength of each residue either to nDNA or IDNA can be deter-
mined by the weight factors (Eq. B3]). The influence of the mutants on the
residue weight factors for 7, is plotted in Fig. and Fig. Residues 69
and 97 are belonging to the binding sites K69site and R42site, respectively,
whereas residue 59 belongs to the nonbinding site on the loop between helix 2
and helix 3 (Fig.B3). Residue 85 is on the loop between the beta sheets close
to the hydrophobic Val87 and, thus, these 4 residues represent the surface
of the GH5 from different perspectives, which are sufficient to describe the
mutational effects on the GH5 orientation with respect to the nucleosome.
The weight factors w,, and w; were scaled to the maximum possible weight
value wpax, 1.e. on the plots 1 and 0 mean high and low binding strengths,
respectively, to either nDNA or IDNA. The points observed on the plots give
the binding strength of a certain residue (69, 97, 59 and 85 in Fig. and
Fig. G11) belonging to the labelled mutants either to nDNA (ordinate) or
IDNA (abscissa). Only the points deviating from the behaviour observed for
the WT are labelled. For example, residue 69 (Lys in WT) binds prefer-
ably to the nDNA with high strength in most of the mutant BD simulations
except for the multiple S1S2, SITE1 and 6ALA and some single mutations
like R42E, R42A, R4TE, R94A, K69A. The mutant K69A reduces twice the
binding strength to the nDNA, but increases it slightly to the linker DNA.
On the other hand, the mutations S1S2, R73E, 6ALA and R42E shift the
K69site towards IDNA, R42site together with residue 85 to the solvent, while
K59site contacts the nucleosomal DNA for S152 and R42E (see Fig. [6.101and
Fig.[610). However, mutation of R42 to Ala does not display such a distin-
guishable effect on the GH5 orientation. Similar behaviour is observed
also for the R47E, which rotates K69site to the solvent with K59site and
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R42site binding simultaneously to IDNA. This suggests that single mutation
to glutamic acid (E) on important residues for binding (see Fig. B.I1]) can
lead to a dramatic orientational change of GH5 with respect to the nucleo-
some, whereas the replacement of positive to neutral alanine is not sufficient
to overcome the positive potential field of the surrounding residues in order
to induce a large displacement from the W'T position. Single mutants to Ala
showing slight influence on the GH5 sites are R42, R94, K69, R42, K97, R47,
K85, K40 and K55. The latter three are seen in the plot of residue 85, which
spreads mainly on the IDNA site. All these residues have been considered to
contribute significantly to binding in the experimental and our WT BD sim-
ulation studies [lﬂ] (Fig. B.IT)) with exception of K40 and K55. The mutants
K40A and K55A only reorient the K85 loop between IDNA and nDNA, but
do not change the main binding sites.

So far we have discussed the effect of the mutants on the encounter com-
plex formed at nucleosome conformation 7,. In order to quantify the binding
strength at different nucleosome conformations, we plotted the scaled weight
factors for the mutants K69A, K97A, K59A, and S1S2 (Fig. ??, Fig. 613
Fig. 614). Since the weight factor describes binding strength of a certain
residue, we used the residues 69, 97 and 59 as a representatives for each site
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on the surface of GH5. Thus, each plot gives the binding strength of the
residue to all of the nucleosome conformations for a given mutant. At the
places where point clusters are formed, the labelling is not important because
the result does not deviate from the equilibrium conformation 7,. For K69A
residue Ala69 prefers to bind to nDNA for most of the conformations, but
for the open conformations 7g, 81, 85, 83 K69site is directed to the IDNA
(Fig. ??). On the other hand, Lys97 stays close to the IDNA as proposed
by the WT docking and only for 7¢ and 8, turns to the nDNA. Residue K59
remains exposed to the solvent for all conformations. This means that K69A
affects mainly K69site position only for the more open conformations, i.e.
this mutation acts locally, and brings a global change for 7. Mutant K97A
shows deviation from the dominant W'T binding mode for the closed confor-
mations 8_s and 8_3, which shift the R42site to the solvent and K69site to
the IDNA (Fig.[6.13]). Interestingly, for the most open conformation of mode
8, 8 and 83, R42site and K59site exchange their role for binding to IDNA.
Mutant K59A also brings an orientational exchange, but between K69site
and R42site contacting IDNA and nDNA| respectively, for the extreme open
conformations 7g, 8 and 83 and the closed for mode 8 (Fig. [613]). The data
for the single mutations suggest that the mutants slightly reduce the binding
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strength of GH5, but does not change its orientation for the most of the
nucleosome conformations. Orientational change upon mutation is observed
mainly for the extreme conformations of both modes. Mutation of seven
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Figure 6.13: Scaled weight factors for the mutants K59A (left) and K97A (right)
given by one residue from each site on GH5 (K69site, R42site, K59site). Each point
represents different nucleosome conformation.

residues in 5152 leads to a decrease in the binding strength for all conforma-
tions (Fig. [6.14). In S1S2 two residues in the K69site (K69, R73) and two
in the R42site (R42, R94) are replaced by Ala. However, the K69site still
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binds either to the nDNA or IDNA, whereas R42site appears to be nonbind-
ing in contrast to K59site. Thus, residue K97 itself cannot keep R42site in
the dominant binding mode position, but residues R47 and R74 are sufficient
for having K69site bound. In general, the way the multiple mutants appear
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Figure 6.14: Scaled weight factors for the multiple mutant S1S2 expressed by one
residue from each site on the GH5. Each point represents different nucleosome
conformations. The range of the plots is [0.8,0.8].

to contact the nucleosome does not follow any systematic pattern regarding
the nucleosome conformations. The highly reduced charge on the surface of
GHb5 makes it easier for the GH5 to sample more conformations in the con-
figuration space around the nucleosome rather than to be quickly attracted
by the negative charge on the DNA.

6.3 Summary

In this chapter, we investigated i) the mutational effects and ii) conforma-
tional changes of the nucleosome on the binding mode of the GH5. For the
analysis, we followed a top-bottom approach. Firstly, we looked at the po-
sitional distribution of the mutants with respect to the dominant binding
mode of the WT linker histone for all nucleosome conformations. We used a
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detailed classification scheme for the highest docked representative for each
mutant giving a general picture for the diffusional encounter complexes. It
was shown that the multiple mutations contribute significantly to the dif-
ferent complexes formed, while the single mutants displayed characteristics
similar to the dominant binding mode for conformations 7o — 75 and 8;. If
one assumed that the single mutants cannot change significantly the bind-
ing mode then this observation would suggest that the conformations 75, 73
and 8; are the most favourable for the linker histone binding. This is also
in agreement with the literature, where the crystal structure of the equilib-
rium conformation 7y has been resolved without the presence of the linker
histone M]

Second, the dynamics of the encounter complex formation was represented
by the residence time per trajectory within a certain interparticle distance.
The simulation data were compared qualitatively with the FRAP experi-
ment m] and agreed for most of the mutants. However, the mutants R47E
and R42E showed longer residence time than the W'T', which was attributed
to binding close to the positively charged histone core. In experimental con-
ditions the histone core surface might be screened due to the presence of
adjacent nucleosomes and, thus, preventing a close contact between RATE,
RA42E and the nucleosome.

Third, the electrostatic interaction energy revealed the order of the residues
stabilizing the encounter complex and pointed out the small energetic devi-
ations for all nucleosome conformations. The findings are in agreement with
the FRAP experimental data of Brown et.al. [lﬂ]

Fourth, zooming into a finer scale of the diffusional encounter complexes
the contribution of each positive residue on the surface of GH5 to binding
was quantified by weight factors, which are indicators for binding strength.
The data showed that the single mutants of positive residues reduce slightly
the binding strength to the nucleosome and induce an orientational change
for the extreme conformations. The multiple mutants influence significantly
the binding mode and a logical trend between all nucleosome conformations
cannot be deduced.

In summary, the effect of mutations on the binding mode of GH5 is not
additive, i.e. the contribution of multiple mutations to binding is not equal to
the sum of the contributions of each single mutant. Single mutants cannot
change dramatically the binding position of GH5, but they can induce an
orientational change in the diffusional encounter. The dominant binding
position is conserved for most of the nucleosome conformations in mode 7,
while in mode 8 only 8; shows similar characteristics to the results in mode 7.
The residues belonging to K69site showed a slightly higher binding strength
than the residues constituting the R42site.
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Association rates of GH5 to the
nucleosome by Brownian Dynamics

The formation of biological complexes between proteins, proteins and small
molecules, and proteins and nucleic acids is critical to many biological pro-
cesses, including cell signaling, gene transcription, enzyme catalysis, and the
immune response. Molecular association is governed by both the kinetic and
the thermodynamic properties of the molecules and of the medium in which
they are immersed. Inside a cell, the medium is packed with a wide variety
of different molecules and is considered to be crowded. Biomacromolecular
complexes vary widely in their affinities and lifetimes, ranging from obli-
gate and permanent to transient and short-lived complexes. In this chapter,
only bimolecular association to form a transient complex will be considered.
Complexation is usually characterized in terms of affinity, as weak (and loose)
or strong (and tight). The variation in affinity is often largely determined
by the variation in dissociation rate. Association rates can, however, also
vary over many orders of magnitude between complexes and can be criti-
cal in the biological context. For example, the snake toxin fasciculin must
not only strongly inhibit acetylcholinesterase (an enzyme that is critical to
neural transmission) but also reach its target quickly @] Similarly, the
intracellular inhibitor barstar protects the bacterium Bacillus amyloquefa-
ciens from the enzyme barnase, which it excretes to act as an extracellular
ribonuclease @] Furthermore, the speed at which the lac repressor binds
to its chromosomal lac operator regulates gene expression in the cell [@]
The backbone of nucleic acids contains negatively charged phosphate
groups. This negative electrostatic potential (Fig. B.7) leads to attraction
of nucleic acids to proteins with positive binding sites. Therefore, the forma-
tion of a nucleic acid-protein complex is strongly governed by electrostatic
interactions, which enhance the association rate. Such rate enhancement
was predicted by applying a method called PARE to an atomistic model of
protein-RNA (U1A-U1SLII) interactions [@] The results based on chang-
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ing the ionic strength and making mutations have been shown to be consistent
with experiment ﬂ .

In this chapter, the nucleosome-linker histone H5 complex formation is
investigated from a kinetic point of view by Brownian Dynamics simulation.
Association rates to the dominant diffusional encounter complex are com-
puted for 11 different structures of GH5 with the program SDA5 (Sec. [1.2.2)).

7.1 Brownian Dynamics set up

Association rate calculations were carried out for 11 linker histone structures
diffusing towards 3 nucleosome conformations (7, 7¢ and 83). Conformations
76 and 83 showed a distinct effect on the diffusional encounter complex and
therefore it is reasonable to quantify the effect on association rates on them as
well. The linker histone mutants K40A, K55A, K69A, R42A, R47TA, R73A,
R74A, K85A, R94A, K97A and the WT were used in the simulations. These
single mutated residues are part of the positively charged linker histone sur-
face. In addition, the basal association rateﬂ of the WT to 7g, 7¢ and 83 were
computed. We will use the notation of ’association rates’ for rates computed
with forces present and ’basal association rates’ for rates computed without
forces.

Electrostatic potential calculations

Electrostatic calculations for all structures were performed with a newer ver-
sion of APBS (APBS 1.1.0) M] The input parameters for solving the
Poisson-Boltzmann equation on a cubic grid were slightly modified (in com-
parison with the listed parameters in Chapter []). The boundary condi-
tion was changed from single Debye-Hiickel (sdh) to multiple Debye-Hueckel
(mdh) sphere and the method by which the point charges are mapped onto
the grid was changed from trilinear interpolation using the nearest neighbour
grid points (spl0) to cubic B-spline discretization using also the next-next
nearest neighbour (spl4). This was aimed at giving better accuracy, although
significant differences on the results between both electrostatic calculations
should not be observed. All the other parameters remained the same. The
electrostatic potentials of the mutants were computed with APBS on smaller
grids, 97° points (1 A spacing), in comparison to the much larger grids used
(200%, 1 A spacing) in the BD docking computed by UHBD. In such a way
the BD computational time can be reduced. The other parameters for the

IBasal association rate is calculated without forces between the molecules
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linker histones were not altered. The parameters for computing the effective
charges remained the same.

Electrostatic desolvation calculations

For the association rate computation, the short-range interactions cannot be
neglected, because the rates are computed with respect to the fully bound
complex. Therefore, the electrostatic desolvation potential accounting for
the unfavourable displacement of water upon binding should be included. It
was computed on a cubic grid and used in Eq. with 2203 and 60% points
for the nucleosome and linker histone, respectively. The grid spacing was set
to 1 A and the ionic strength to 100 mM.

Bound complex definition

The diffusional encounter complex, an intermediate state marking the end-
point of diffusion of two biomolecules toward each other, plays an important
role in determining the association rates. However, its structure cannot be
directly determined experimentally [@] Usually, the rates are computed
for the diffusional encounter complex (assuming the process is diffusion-
controlled) using loose native contacts criteria based on an experimentally
bound complex (Sec. £22)). In this study we used the structure of the dom-
inant encounter complex determined by the BD (Chap. [l as a basis for the
reaction criteria definition. Such an approximation can be considered to be
accurate by means of the highly attractive electrostatic potential between
the nucleosome and the linker histone as well as by the ignored repulsive
short-range desolvation penalty in the BD docking (Chap. ().

The donor-acceptor contacts were computed within a distance dP** = 6
A. In the simulations only the independent contacts defined by the distance
d"d = 6 A were counted (Sec. EZZ). The tNCP-GH5 complex obtained in
the conformation 7, for the WT was used for the contact definition for all
simulations. It had 8 independent out of 1027 dependent pairs.

In the simulations, the short-range repulsive interactions were considered
by the desolvation penalty grid, while the hydrophobic desolvation interac-
tions were neglected. The time step was changed from 0.25 ps to 1 ps in
comparison with the BD docking runs. The monitoring of the reaction cri-
teria was realized in a window distance of 20 A ranging from 3 to 23 A with
a step of 0.5 A. For each system (nucleosome-mutant) the number of runs
was set to 2500 and 4 simulations with different random generators were
carried out, i.e. in total 10000 trajectories were carried out. For the calcu-
lation of the basal rates a single run with 10000 trajectories was performed.
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The computational time varied from 113 to 512 CPU hours per simulation.
Truncation time t"* was not used in these simulations.

7.2 Association rates results

First, association rate results for the reference nucleosome conformation 7,
will be shown and after that these results will be compared with the extreme
conformations 74 and 83. The rate dependence of the ionic strength was not
evaluated in the current study and a constant ionic strength of 100 mM was
used for all calculations.

7.2.1 Rates to the reference structure 7,

Figure [[ I shows the association rates for the WT-nucleosome (7,) complex-
ation. The computed rates are presented with respect to the distance for
a formation of 1, 2, 3 and 4 contacts. The absolute values of the rates are
in the range of Smoluchowski rate (109 M~'s™!) (Sec ZZ5T]), which is the
upper limit for diffusional association between two uniform spheres with-
out forces between them. Several aspects in regard to Smoluchowski rate
should be considered. First, the geometrical shape of the nucleosome is not
a sphere and the linker DNAs narrow the binding path of the linker histone.

Although the GH5 resembles a sphere, the geometrical consideration of
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the IDNAs could give rise to steric clashes resulting in a smaller rate than
the Smoluchowki’s one. Second, short-range electrostatic desolvation hin-
ders the formation of a fully bound complex, which can reduce the absolute
association rates towards the experimental rates as it has been shown for
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acetylcholinesterase-fascuculin kinetics [M] On the other hand, since the
molecules are oppositely charged and the diffusive process up to the encounter
complex is governed by long-range electrostatic interaction, this can lead to
high association rates. The basal association rates can be used as a reference
point for quantifying the electrostatic contribution to the binding kinetics.
Figure compares the basal association rates with the rates plotted in
Fig. [[1 Two features are well seen, first, the association rates are higher
than the basal association rates and, second, the basal association rates are
also in the range of Smoluchowski rate. While the first feature is not surpris-
ing and clearly indicates rate enhancement due to the attractive electrostatic
interactions, the second observation suggests that even only in the presence
of exclusion grids the second protein still binds fast to the nucleosome. In
order to quantify this effect, a rough estimate of the basal association rate
kon given by Eq. was done. In the BD simulations the relative trans-
lational diffusion constant was set to 0.0185 A2/ps and the basal rate at a
center-to-center distance of 62 A, which is the position of the diffusuonal
encounter complex, was calculated. The result yielded ko, = 2.4 x 108 M~}
s~! and this value is comparable with the basal association rate for a for-
mation of 4 contacts at a distance ~ 4 A (Fig. [[2). Important to note is
that the above calculation is only approximate for the case of two uniformly
interacting spheres. Although this is not the case in the simulations, one
would expect the shape of the nucleosome to lower the basal rate. However,
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the basal association rate is higher than the analytical solution. This implies
that geometrical considerations should be taken into account in order to un-
derstand this observation. In addition, the diffusive entrapment effect M]
can also contribute to an increase of the rates.

Rate enhancement due to electrostatic interactions may result in an in-
crease of 100-fold in k., as it was found for about 25 protein-protein com-
plexes M] The rigid body dynamics does not include any conformational
rearrangements and motions of the molecules during the diffusional process.
In general, there is more than one intermediate state in the association pro-
cess, because protein-protein binding consists of multiple steps: diffusion,
conformer selection and refolding or induced fit [@] A significant induced
fit was found in the case of fasciculin 2 (Fas2) binding to acetylcholinesterase
(AchE), two proteins that bind with a very high association rate constant.
It was found that the conformation of Fas2 able to bind AChE is not stable
in the unbound form of Fas2 and that the association process should follow
a conformational change of a stable form of Fas2 that is not complementary
to AChE @, @] Hence, the flexibility can also affect the binding ki-
netics to either reducing or increasing the association rates. Hydrodynamic
interactions can have similar effect, but they will not be discussed.

To our knowledge experimental data on the association rates for linker
histone binding to the nucleosome are lacking and, hence, we will emphasize
on the relative contribution of each mutant to the binding kinetics. Since
the diffusional encounter is best described by at least two contacts @, @]
only the k,, for two and three contacts of the WT and mutant proteins are
depicted in Fig.[Z.3l The WT data are shown in red, whereas the mutants are
represented by black. We see that at short distances most of the mutants bind
slower than the WT. Increasing the number of contacts leads to divergence of
the mutant rates with respect to the WT rates at short distances. The reason
is the additional polar (hydrogen) contact which has to be formed and in the
absence of one charged residue on the surface of GH5, the probability of such
a formation decreases. It is an effect of both, charge and side-chain geometry,
which affect the contact formation in the diffusional encounter complex.

The next plot (Fig. [4) compares the association rates at 5.5 A distance
for 2 and 3 contacts. At this distance a mutational association rate study of
barnase and barstar [@] has shown good agreement between experiment and
simulation for 2 contacts and at a distance of 7 A for 3 contacts. However,
in the study [@] electrostatic desolvation was not used. When desolvation
penalty to the diffusional process is applied then a distance of 7.5 A has
given the best results for the rates m Here, we are mainly interested in
the relative contribution of the rates and therefore the choice of the distance
is not of major importance. Surprisingly, in both curves K97A shows faster
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are plotted versus the different protein structures. Standard deviations are given
in bars.

binding than WT. As it was discussed in Section residue K97 links the
GH5 with its C-terminal domain. Therefore, it might be that K97 does not
participate directly to binding, but has only an overall effect to the R42site.
This can explain its association rate close to the WT (within the error). Un-
changed rates display also K40A and R94A. While the former was considered
as nonbinding in the BD docking, the latter is a part of the binding R42site.
R94A was also identified as having high binding strength to IDNA (Fig. 51T
and its low contribution to the binding kinetics is surprising. Also R42A from
R42site shows a small relative decrease in the association rate in contrast to
K85A, which has the smallest rate for two contacts (Fig. [[4)). On the other
hand, the mutants constituting the K69site (K69A, R73A, R74A and R47A)
show a distinctively unfavourable behaviour in terms of kinetics with respect
to the WT. This means that positive mutations on helix 3 disrupt signif-
icantly the kinetics of the linker histone-nucleosome system, although the
binding docking mode is slightly affected (Chap. [Bl). We can speculate that
the hardly noticeable relative effect on the association rates for the mutants
on the R42site is due to conformational changes on R42site upon binding,
which are not taken into account in our model. Site R42site is located on
loops, which are more flexible than the alpha helices, where K69site is situ-
ated (helix3). Another explanation can be related to the way in which the
proteins bind to the DNA (specifically or nonspecifically), which can explain
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the observation of association kinetic rates higher than the Smoluchowski
rate [@] (Fig.[[3)). These studies suggest three-dimensional (3D) diffusion
of the protein to the DNA followed by one-dimensional (1D) diffusion of the
protein along the DNA to form a bound complex. This type of diffusion is
referred to in the literature as facilitated diffusion. Slutsky and Mirny [lﬁ]
proposed that for an optimal search for the target DNA, a protein should
spent half of its time in 3D diffusion and the other half in 1D diffusion, slid-
ing along the DNA. Their study aimed at quantitatively investigating the
specific and nonspecific binding of proteins to DNA. However, a theoreti-
cal lattice Monte Carlo study | of transcription factors (TFs) binding to
DNA molecules showed that even if only 15% of the diffusional search time is
spent freely in solution, the timescale of target location is consistent with ex-
perimental measurements. In this diffusional search, the TFs might exhibit
conformational changes, which could affect the association rate constant.
Such conformational changes during the searching and sliding mechanism
have been investigated to detect the shortest binding time to the DNA con-
sistent with thermodynamics [lﬁ] Also, a protein can jump from one DNA
segment to another without dissociating, a process called intersegment trans-
fer. In this way, the protein can bind specifically to the target site and a rate
enhancement can be observed [@] Lattice simulations | showed that
increasing the nucleic acid chain density increases the protein diffusion in the
case of intersegment transfer. Moreover, the diffusion coefficient appeared to
be reciprocal to the chain density in 1D sliding on the DNA. Consequently,
if the GH5 first slid along IDNA1 with K69site and then binds specifically to
the dominant binding position performing a rotation of K69site and R42site
towards nDNA and IDNA1, respectively, then the R42site would come into
contact to IDNA1 only at the end of the 1D diffusion. In this way, the as-
sociation rates for the mutants on R42site would not deviate much from the
WT, something what we observe in Fig. [[.4. Unfortunately, full trajectories
were not recorded during the BD runs and we cannot confirm or reject this
hypothesis.

7.2.2 Rates to the extreme conformations 75 and 83

Association rates of the WT binding to three nucleosome conformations are
plotted in Fig. [[Ol The extreme conformation 7 shows the highest rate,
while conformation 85 exhibits slower binding behaviour. It should be pointed
out that the highest docked position of WT found on conformations 74 and 83
is located on the IDNA2 and not in the IDNA1 (see Chapter Bl). The higher
rate for 7¢ is reasonable, because the more open conformation would not
restrict sterically the approach of the linker histone. Ramzi and Zhou [l@]
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showed analytically that the association rate for a protein binding nonspecifi-
cally by facilitated diffusion to a short linear DNA is higher than to a circular
DNA. The linker DNAT in conformation 74 is more straight with respect to
IDNA1lin 7y (Fig.55). On the other hand, IDNA1 in conformation 83 is more
bent with respect to IDNAL in 7y, although the dyad is easier accessible. This
can explain the differences in the association rates. However, the absolute
magnitude of the rates at distance 6 A varies from 1.17x10' to 1.35x10'°
M~1s7! for the conformations, which is even smaller including the errors.
Generally, the nucleosome conformation does not influence significantly the
binding kinetics of the WT, which can be also seen in Fig. for the basal
association rates.  The plot illustrates convergence of the basal association
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rates at small distances for all three nucleosome conformations. At a distance
of around 6 A the basal association rate of the WT is independent on the
nucleosome conformations. Comparing the rates with and without electro-
static forces, one can see that the relative association rates between 7q, 74
and 83 are larger than the relative basal association rates. Nevertheless, the
magnitude of such a deviation is small and obvious conclusions about the
effect of the nucleosome conformations on the WT association rates cannot
be drawn.

Figure [[7 indicates the association rate dependence of linker histone
mutants as well as of the nucleosome conformations for 2 contacts formation
at 5.5 A. The curves follow the shape of the association rates of WT in 7,
for mutants K69A, K85A, K97A, R47A and R74A. The association rates of
the other mutants display some deviation from the WT pattern, which does
not seem to affect significantly the absolute value of the association rates.
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7.2.3 Summary

The association rates computed in this chapter indicated very fast binding
mode of the GH5 to the nucleosome close to the upper analytical limit derived
by Smoluchowski (Sec. Z3]). Comparing the association rates with the basal
association rates (computed without forces between the molecules) electro-
static rate enhancement due to the highly charged molecules was observed.
In addition, the high association rates could be explained by the search-
ing mechanism of DNA binding protein, which has been shown to enhance
the rates ﬂﬂ] The residues participating in the K69site (found to bind to
nDNA) showed significant reduction in their association rates upon mutation.
On the other hand, mutations of residues belonging to R42site (contacting
IDNAT1) displayed rates very close to the WT rate indicating modest contri-
bution to the binding kinetics. We proposed a hypothesis by which K69site
could, firstly, bind to the linker DNA and perform a 1D diffusion along it un-
til the binding site is reached. Then the linker histone could rotate and, thus,
K69site and R42site would adjust to nDNA and IDNA, respectively. This
mechanism might be also responsible for the rate enhancement and could ex-
plain the small contribution of the R42site to it. The computed association
rates did not show significant dependence on the nucleosome conformations.

The results obtained revealed only partially which factors influence the
binding kinetics of the linker histone to the nucleosome. The complexity
of the interactions within chromatin fiber requires experimental data on the
linker histone association rates, which the computational methods can be
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compared with. At the same time, more investigations are needed in de-
termining the contributions of the C-terminal domain of H5 and the ionic
strength dependence of the association rate as well as on the sliding mecha-
nism of the GH5 along DNA.
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Flexibility in Brownian Dynamics
simulation

One of the drawbacks of the Brownian Dynamics method used in this study
(Sec. 2) is the restriction of the particle motion to only six degrees of free-
dom - translation and rotation. Large conformational changes during the
diffusional process can, however, influence the bimolecular dynamics and
interactions as it was shown in the previous chapters. Without violating
the approximations taken in the BD algorithm, we introduce a method ac-
counting for large conformational changes on the solute particle in the BD
simulation. Firstly, we give a short overview of sampling techniques, then
the methodology and implemention in the Brownian Dynamics code is dis-
cussed and in the end we show preliminary results on the application to the
nucleosome-linker histone complex formation.

8.1 Metropolis Monte Carlo algorithm

Monte Carlo (MC) methods are stochastic computational methods applied
to big systems having a large number of coupled degrees of freedom. In
general, the MC algorithm relies on a random number picked at each sim-
ulation step and according to it moving the system to a new state in the
phase space. This method is important in statistical physics, for example,
for computing thermal averages. However, in order to be accurate, this sam-
pling should comprise a large region in the phase space, i.e. a large number
of states should be generated randomly. When the generated states are not
completely random, but follow a probability function, which assists the sys-
tem towards its thermal equilibrium, then only a representative set of states
can be sufficient to describe the system properties well. This sampling is
called importance sampling.

If a configuration in the phase space is denoted by X then the probability
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of this configuration can be expressed by a Boltzmann factor

px) ~ ean( -2,

where E(X) is the energy of the system in this particular configuration X
and Z is the partition function (Eq. 24]). Configurations with probabili-
ties given by Eq. can be generated either completely randomly or in a
successive way X,, X,i1, Xni9, -..,. The latter approach is called Markov
chain and each configuration depends only on the previous one. The ini-
tial configuration X, is randomly chosen and the next one is constructed
through a transition probability 7(X,,_1 — X,,), which gives the probability
to move from conformation X,,_; to X,,. For this chain of configurations with
equilibrium probability p®@! the detailed balance condition should hold

poquil(Xn)T(Xn N Xm) _ poquil(Xm)T(Xm N Xn)

The above equation implies that the sampling path is reversible, which means
that the probability of any configuration remains the same during the sim-
ulation. If T(X,, — X,,,) # 0 and T'(X,, — X,) # 0 then Eq. can be

rewritten in the form

T(X, - X,) E(X,,) — E(X,)
T(Xm = X,) P <_ kpT )

When a step from configuration X, to X,, is not possible, the transition
probability reads T'(X,, — X,,) = 0. The reverse relation 7'(X,, — X,,) =0
should be fulfilled as well, which means that any two arbitrary configurations
of the system must be adjacent in order to have a successful step. Thus, the
probability ratio between both configurations (states) depends on the energy
difference between them.

An algorithm based on the Markov chain process, called Metropolis method
M], takes advantage of the probability energy dependence of each state and
evaluates whether a new step X, can be accepted or rejected (X,) as follows:

o if F(X,,) < E(X,) then the state with energy F(X,,) is accepted

o if £(X,,) > E(X,) then the probability ratio is evaluated

P, = P = e:vp(— kT ),

and a random uniform number b € [0, 1] is drawn out and if P,,, > b
then the state with energy E(X,,) is accepted, otherwise it is rejected.
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The way arbitrary adjacent states are chosen does not affect the final equi-
librium distribution as long as the detailed balance holds. However, it will
have an effect on how fast this equilibrium is reached and the more states
are generated, the longer the time will be.

8.2 Methodology

The flexibility of biomolecules is difficult to model in atomic detail when
biological processes at time scales larger than hundreds of nanoseconds are
of interest. In Brownian Dynamics, the second protein performs Brownian
steps according to the Ermak-McCammon algorithm (Eq. [£4) (see Fig. A1),
where it is assumed that the time step At is much larger than 7, = mD/kgT,
where 7, is the momentum relaxation time. The parameter m is the particle
mass and D is the diffusion constant. Actually, only the time for analysis of
BD has to satisfy this requirement. This requirement says that the positional
relaxation time is much longer than the velocity relaxation time ensuring a
diffusional process takes place. On the other hand, the time step At must not
exceed the time at which the forces and torques cannot be considered con-
stant. Hence, the BD dynamics procedure is highly dependent on the choice
of the time step, which is crucial for performing physically correct sampling
of the configurational space. During the diffusional process in the BD, the
time step At is defined by At; and Atsy, where Aty > At;. The time step At,
aims at reducing the computational time at sampling in regions which are
far away from the target location, i.e. it has a value several times larger than
Atq at distance xo. The actual value of Aty varies linearly with the distance,
approaching Aty at distance z7 (x; < 7). Therefore, not only the time steps
At; and At,, but also the distances z; and x, are important parameters
influencing the computational time as well as the sampling accuracy.

A method by which the flexibility of the target molecule can be taken
into account without affecting the separation of slow and fast processes in
the BD is developed. The general idea is as follows: the energy landscape
of a biomolecule has many local and global minima, which stand for differ-
ent conformational states. These conformational states can be adopted by
the biomolecule at any time with different probabilities. If we know that
two conformational states are separated by a barrier the crossing of which
requires long time sampling, e.g. ns or us time scale, then we can neglect the
transition path and look only at the two conformational states. If next, the
biomolecule again moves to another long living state, which depends only
on its previous state then this motion can be described as a Markov chain
process. However, it might appear that the molecule is in a long living state
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between two other such states. Consequently, if we consider a three points
chain and the biomolecule is positioned on the middle point (state) then it
can move either right, left or stay in the same state if the barriers to cross are
too high. In this way the conformational states can be represented as discrete
states in the configurational space, where the biomolecule jumps from state
to state with the same rate. Thus, if these states are known in advance from
computational techniques for modelling flexibility like MD, NMA | etc., they
can be incorporated in the BD procedure as discrete objects which exchange
with each other with a certain rate. Details about the implementation are
given below.

8.2.1 Implementation

The new method was implemented in the SDA5C, a version of SDA, a Brow-
nian Dynamics docking program, recording complexes satisfying predefined
constraints (Sec. £22). The programming code of SDA is Fortran. The
target molecule, molecule 1, can be represented by different conformations
obtained by other methods. Then, all these conformations can be treated as
different molecules and grids and charges can be assigned to each of them.
The idea is that the second molecule, molecule 2, will diffuse towards molecule
1 and, after a certain time t°°*f spent within a center-to-center distance less
than x1, molecule 1 will change its conformation if certain criteria are satis-
fied (discussed below), i.e. different exclusion and force grids will be assigned
to it. This process will be repeated until the simulation ends. The way it is
done is as follows: initially, the number of the conformations (ngridl), i.e.
the grids, and the initial conformation (nstart) of molecule 1 are assigned.
In addition, two other parameters are given at input; the time " at which
a new conformation for the region of the time step At; is chosen] and the
method (gmethod) by which a new grid (conformation) is selected. The
numbers nstart and ngrid are important, because the first gives the starting
molecule 1’s conformation for each trajectory, while the second yields the
order by which the conformation’s selection algorithm is applied. At each
teonf the adjacent conformations (exclusion grids) of molecule 1 are checked
for overlaps with the current state (r, @) of molecule 2, and those with over-
laps are rejected from the selection algorithm. Let the current conformation
of molecule 1 at time t°°* has an interaction energy E*(r;) with the molecule
2. Having the molecule 2 fixed, its interaction energies with the adjacent
conformations of molecule 1, if available, are E*~(r;_1) and E*™'(r;y;). The

ngrid > 1
2QOnly if selection criteria are satisfied, see below
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selection algorithm is applied only if the number of new possible conforma-
tions at time ¢ is greater than zero. Four different methods for selecting
a new conformation were implemented:

Energy algorithm (gmethod = 1)

When an energy algorithm is chosen (gmethod = 1) the conformation with
the lowest interaction energy E™®(r) is selected,

E™™(r) = min [Ei_l(ri_l), E'(r;), E”l(riﬂ)}

and the BD step is performed. This algorithm samples the configuration
space towards an energy minimum. However, it has the disadvantage of
biasing the system downhill to a local minimum from which it cannot escape.

Modified Metropolis algorithm (gmethod = 2)

The modified Metropolis algorithm (gmethod = 2) uses the standard Metropo-
lis method (Sec. BI)) when only two conformations E(r;) and E*~!(r;_;) (or
FE'(r;) and E“*(r;;;)) are available. When three conformations, E*~*(r;_;),
FE'(r;) and E"(r;, ) exist then the modified Metropolis method is performed

o if M (r) = min[E" (r;_y), B (r;41)] = E™"(r) then E™"(r) is

adjacent
accepted

e if E'(r;) = E™"(r) = min [ '(r;_1), E'(r;), E" ™ (r;41)] then Metropo-
lis algorithm is applied for conformations with energies E'(r;) and
zI;(liljrz;cent (I‘)
This method is more efficient than the energy algorithm when the configura-
tion space is large.

Random energy algorithm (gmethod = 3)

The random energy algorithm (gmethod = 3) prohibits the current confor-
mation E'(r;) and the system always moves to a new state. If there are
two new conformations F*~(r;_;) and E**(r;,,) then the state with energy
B ot (r) = min [ (r;_1), E"(ry41)] is selected. This algorithm has the

disadvantage that it can be also trapped in a local minimum and fluctuate
between two states without convergence.

91




CHAPTER 8. FLEXIBILITY IN BROWNIAN DYNAMICS
SIMULATION

Random algorithm (gmethod = 4)

The random algorithm (gmethod = 4) relies on a uniform random number
be[0,1] generated at time t°°"f. A new conformation is chosen with prob-
ability of pgree = 1/3 and puyo = 1/2 among three and two conformations,
respectively. The random algorithm does not include computation of inter-
action energies at each t°* and it makes it faster than the previous three
selection procedures. However, it is not based on rigorous physics.

8.2.2 Discussion and limitations

The method described can be applied to a large range of biomolecules, which
undergo conformational changes upon interaction with other biomolecules.
There is no restriction on the number of conformations (ngrid), although very
large biomolecules may cause computational memory problems. Equally time
distributed conformations are reasonable for strongly interacting molecules,
while for weak molecular interactions this is not necessary. In principle, due
to the discretization of the conformational states the ideal physical situation
for more accurate BD run would be when the transition path between the
states is much shorter in time than the time spent within a certain confor-
mation. This implies that the transition rate is very high. Then one would
not worry about the influence of the intermediates, not sampled, states on
the dynamics during BD simulation. Such states can be sampled if the res-
olution of the conformational path is increased, but, first, it would not be
computationally feasible and, second, the increased resolution have a limit:
the time ™ > At;. This limit cannot be overcome without violating the
approximations taken in the BD algorithm. It is worth mentioning that for
a sufficient long simulation and for a large number of ngrids convergence to
the equilibrium encounter complex should be achieved. In addition to the
interaction energies and complexes recorded, the new version of SDA, records
the number of successive trialﬂ, the trajectory number, the interaction en-
ergies (random numbers for gmethod = 4 instead), the simulation time and
the conformation at each <"t

$’Successive’ trial means when a selection algorithm during the run is applied regardless
of the outcome.
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8.3 Application to the nucleosome and the linker
histone

The method described was applied to tNCP-GH5 BD docking using SDA5C
program. Nucleosome conformations were chosen from the NMA analysis
(Sec. B2). Five conformations were chosen from mode 7 (7¢, 71, 72, 73, 74)
and mode 8 (8_5, 8_1, 8, 81, 8). If we assume that the absolute values
of the eigenfrequencies are not arbitrary, but have physical meaning, then
the period 7 for each mode can be calculated and the time distribution
between the conformations evaluated. The eigenfrequencies of mode 7 and 8
are w’ = 1.69cm™! and w® = 1.46em ™!, respectively. Then, the periods read

1 1
T'=—=19,7 T8 = — =149
0w7 1 PS CwS ps,
where c is the speed of light. On each harmonic approximation 15 conforma-
tions were derived from the NMA (Fig.[0.3) having 14 time intervals between

them. Then each time interval is given by
Athya = 1L41ps  AtSya = 1.06 ps.

These time steps are very close to the time step At; = 1 ps, which is usually
used in the BD simulation. This calculation estimates that the transition
from one conformation to another is approximately 25% slower in mode 7
than in mode 8. It also suggests that two BD runs for mode 7 and 8 should be
run with different ™ in order to have accurate relative dynamics between
the modes. However, as it was already discussed solvent damping and anhar-
monic effects might contribute significantly to NMA dynamics. Intuitively,
this contribution would result in longer time intervals between the different
conformations. Since we observe large conformational changes of the linker
DNAs we can assume that these conformations happen in the nanosecond
time scale. In order to test the new method accounting for flexibility during a
BD run, three different times ™ = 1,10, 100 ns were assigned and for each
of them three selection algorithms gmethods = 1,2,4 were applied. In total
18 BD runs were carried out with the same input parameters as in SDA4C.
The relevant parameters were 2, = 130 A, 2o = 180 A, At; = 0.25 ps and
Aty = 20 ps. In the simulations conformation 7, was chosen as a start con-
formation (ngrid = 1) and 7, was the last (ngrid = 5) in mode 7. In mode
8 conformation 8, was selected for beginning of each run (ngrid = 3), 8_5
(ngrid = 1) and 8y (ngrid = 5) were the extreme conformations.

First, results using gmethod = 1 will be shown. Each point on the plots
indicates the conformation selected after applying a selection algorithm. Fig-
ure B1] and Fig. give the interaction energy (electrostatic) for mode 7
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between the GH5 and a nucleosome conformation (selected) at a center-to-
center distance d and at the simulation time, respectively. Each plot illus-
trates three BD runs (t°° = 1,10, 100ns). According to the energy algorithm
the energy E° is the lowest energy conformation (labelled on the plot) out
of the conformations participating in the selection algorithm. It is well seen
that in the simulation with the shortest transition time (1 ns), the largest
number of trials is performed. For the three simulations the energy tends
to decrease with the distance and at a certain distance no more selection
trials are performed. Actually this is the point where either the simulation is
truncated due to reached time of t"* = 0.2 ms for all sampled trajectories or
due to overlaps no more trials are possible. Here the plots show the data of
the last trajectory (3) in the simulation, which is the only one with selection
trials performed. This plot (Fig. B2l shows only the energy distribution for
all trials, but does not show the order of the selected conformations. The
trial energy dependence of the simulation time is given in Fig. B2l The
GH5 approaches the nucleosome searching for an energetically favourable
nucleosome conformation, which for 1 ns, 10 ns, 100 ns are conformations 7,
(ngrid = 1), 75 (ngrid = 3) and 74 (ngrid = 5), respectively. It means that
the choice of the transition time is important for the final result, although
for very long simulations with a large number of trajectories the data should
converge to a single conformation. Figure is only indicative and does not
aim at showing the chosen conformation (labelled points) at each trial. In
Fig. B this will be discussed and shown at higher resolution for t°* = 1ns.
Around a microsecond simulation time for 1ns transition time, the GH5 was
within the distance x; and many trials were done. Generally, both plots indi-
cate that the selection algorithm assists the GH5 to find the most favourable
path to the encounter complex.

Figure and Fig. display similar behaviour for mode 8 with less
selection trials performed for each runl]. The reason might be more overlaps
due to the more closed conformations 8_5 and 8_;. In mode 8, the linker
histone finishes its diffusional motion on conformations 85, 8 and 8; for the
runs with <" = 1 ns, t°™ = 10 ns and t°™ = 100 ns, respectively. In this
mode, GH5 prefers the more open conformations than the equilibrium one
80.

The modified Metropolis algorithm (gmethod = 2) gives slightly better
convergence towards the minimum state (Fig. B3l Fig. Bl Fig. B7 Fig. BR)
for both modes, where again the trials of the last trajectory (3) are plotted.
The last accepted conformations for modes 7 and 8 are 74, 7o, 74 and 8, 8
and 8; for 1ns, 10 ns, 100 ns, respectively. These results again indicate that

“Here also the last trajectory (3) is plotted.
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the GH5 prefers to bind to more open conformation than the equilibrium
one. It shows that for mode 7 both algorithms lead to the same nucleosome
conformation for transition times 1 ns and 10 ns. The same is observed for
mode 8 as well: 8 and 8; for 1 ns and 10 ns, respectively. This implies that
for longer t°™ the energy and the modified Metropolis algorithms behave
similarly.
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54 .5 243 2
0 4 3 ¢ 3 g% 0 %
5 L]
- 445 _
5 5 § 5
5 10} ¢ 5 10 1ns —e
= 5 3 3 = 10ns —=—
ul 4° 4 ul 100 ns
~15 (g2 8 15
a o 3 4
-20 ¥ 3 ins o —20 32 5
2 10ns o 2 4
de 7
_o5 100 ns o5 mode
60 70 80 90 100 110 120 130 4.0110% 5.01107 6.0110% 7.0110? 8.010% 9.0r10% 1.0M0° 1.110°
d (center-to—center), A time, ns

Figure 8.5: Interaction electrostatic  Figure 8.6: Interaction energy versus
energy dependence versus the distance  the simulation time for gmethod = 2
d for gmethod = 2 and three differ- and three different times t°°*. Each
ent times t°°*f. Each point gives a per-  point is a trial with certain outcome (la-
formed trial for a certain conformation  belled) of mode 7.

(labelled) of mode 7.

A comparison between both methods for ™ = 1 ns at simulation times
close to the end of the simulation is shown on Fig. and Fig. for
modes 7 and 8, respectively. At first sight one can see the energy difference
of the chosen conformations between mode 7 and 8. The latter displays
higher interaction energies than the former, which can be attributed to the
binding path differences between both modes. In the simulation time range
depicted, the linker histone quantifies its dominant binding mode deduced in
Chapter B (~ 60 A) only for mode 7 using gmethod = 2 (see Fig. BH). This
can explain the lower energy of gmethod = 2 in the sampling path of mode 7
in comparison with gmethod = 1 (Fig. B9). Actually, for longer simulation
time both curves should converge. The same should be valid for mode 8
as well, although gmethod = 2 displays longer sampling than gmethod = 1
(Fig. BI0). However, the selection trials are ended at closer distance to the
nucleosome for gmethod = 1 than gmethod = 2 (Fig. and Fig. BT). It is
difficult to deduce which method is better in this case, but both sample at
the end only conformations 8; and 8,. Conformation 8, was found to have
a different binding mode from the dominant one, which might be the reason
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for the behaviour observed in Fig. RI0l

The random algorithm (gmethod = 4) used also indicated attraction
of the GH5 towards the nucleosome. However, in contrast to the previ-
ous two applied, it does not follow the interaction energy landscape of the
biomolecules. Only results for transition time of 1 ns close to the last se-
lected conformations for mode 7 and 8 are shown in Fig. and Fig. RI2]
respectively. The graphs display the dependence of the center-to-center dis-
tance d on the simulation time. Clearly seen is that the GH5 moves closer
to the nucleosome and reaches final conformations of 7y and 8; for modes 7
and 8, respectively. This is in agreement with the result of the gmethod =1
for mode 7 and gmethod = 2 for mode 8. Interestingly, the plot of mode
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Figure 8.11: Distance-time  de-  Figure 8.12: Distance-time  de-

pendence of the selection trials for
gmethod = 4 with 1 ns transition time
for mode 7.

pendence of the selection trials for
gmethod = 4 with 1 ns transition time
for mode 8.

7 (Fig. BIT) illustrates that conformations 73 and 7, are not invoked at all,
although conformation 75 was chosen two times. The reason, apart from the
randomness, might be that conformations 73 and 7, overlap with the linker
histone. Here again the linker histone approaches the nucleosome at a smaller
selection distance for mode 7 than mode 8. It suggests that mode 8 is more
restricted in terms of configurations than mode 7.

At the end, we are interested in the binding mode of the linker histone
and how it is influenced by the different algorithms applied. Due to the more
selection trials for t* = 1 ns we will compare the binding modes only for
these BD runs. The recorded complexes were 500 and they were clustered
according to the procedure described in Chapter The highest docked
representatives were compared to the dominant binding mode. Remarkably
well were reproduced the binding position and orientation of the GH5 with
respect to the obtained nucleosome conformation. Only for mode 8 and
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gmethod = 1, the obtained position of the GH5 on conformation 8, was
on linker DNA2, which is actually what was obtained by the ’standard’ BD
docking. The average interaction energies at the docking position for all
algorithms used do not deviate much from the dominant binding mode and
they are around 30 kgT'. This indicates, as seen on the plots, that after the
last selection trial the GH5 continues searching for a more favourable position
on the nucleosome. This might imply that at a certain position, the linker
histone does not allow much conformational freedom of the nucleosome in
agreement with the results on the NMA (Sec. B.6l), where GH5 suppresses
the linker DNAT.

8.4 Summary

In this chapter, a new method for treating flexibility in all-atom Brownian
Dynamics was developed. One of the interacting molecules is represented by a
set of conformations, which can exchange between each other with a constant
rate during BD simulation. Four algorithms for selecting a conformation were
implemented: the energy algorithm selects the conformation with the lowest
interaction energy between the interacting molecules, the modified Metropolis
algorithm uses the standard Metropolis method with a slight modification for
a choice between three conformations, the random energy algorithm selects
an adjacent conformation according to its interaction energy and the random
algorithm uses a random uniform number to select a conformation. The
conformation selection is invoked within a certain distance after a specified
transition time. There are no restrictions on the number of conformations
as well as on the transition time as long as it is computationally feasible and
the approximations of the Brownian Dynamics algorithm hold, respectively.

The method was applied to the tNCP-GH5 system and the nucleosome
was represented as a set of conformations obtained by the NMA. The method
applied reproduced remarkably well the docked results obtained in Chap-
ter @ This is an indication that the new implementation, although, with less
statistical confidence can lead to the same docking position in reasonable
computational time. However, only in two out of 18 BD runs the final nucle-
osome conformation was the reference 7,. The linker histone was docked 5
times on conformation 8;, 4 times on conformations 7, and 8, and 3 times on
conformation 75. Although with short sampling this outcome supports the
hypothesis that the GH5 prefers more open conformations than the equilib-
rium 7y, which has been resolved without the linker histone M] For longer
sampling, it is clear that the new methodology should give better results. It
cannot be deduced which selection method is better, but definitely over a
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long simulation Metropolis method should lead to global convergence.
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Molecular Dynamics of the
chromatosome particle

The diffusional encounter complex of the nucleosome-linker histone H5 com-
plex obtained by the Brownian Dynamics was further refined to higher reso-
lution using Molecular Dynamics. In this chapter we show preliminary data
on the dynamics of the nucleosome-linker histone complex on nanosecond
time scale.

9.1 MD setup

The MD simulations were carried out with the NAMD software package M]
using Amber99SB force field M] Details on the numerical procedure are
given in Section The structure of the dominant binding mode of GH5
together with the nucleosome (Chap. [), called chromatosome particle, was
used as a starting conformation of the MD setup. It has 25027 atoms includ-
ing hydrogens. The structure was neutralized by adding 226 Na™ ions and
was placed in a truncated octahedron box with explicit waters, 50 Na™ ions
and 50 CI™ ions. The ions represent the system at physiological conditions.
The solvation was done with the Leap program from the Amber software
package [@] using TIP3PBOX [@] with 4 A solvation layer. In total the
system contained 198 303 atoms. Periodic boundary conditions (PBC) were
applied during the simulation. The particle mesh Ewald (PME) algorithm
for treatment the full electrostatic interactions with 1 A grid spacing was
used.

Minimization

The system was minimized in 11 subsequent runs with different force con-
stants (500, 100, 50,10, 5, 1,0.5,0.1,0.05,0.01, 0 keal /molA?) for the constrained
heavy atoms. Each minimization run was carried out for 1000 cycles using
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the steepest descent method to relieve bad steric interactions (100 cycles)
followed by the conjugate gradient (900 cycles) to let the system go downhill
to the energy minimum.

Equilibration

Three subsequent equilibration runs for 25, 100 and 250 ps, respectively, were
performed on the system. The time step was set to 1 fs. In equilibration 1 and
2 all non-hydrogen atoms and not water were restrained and NV'I"and NPT
(Langevin Piston) ensembles were constructed, respectively. Equilibration 3
was performed also in NPT ensemble, but without constraints of the heavy
atoms. In the runs the Langevin temperature was set to 300 K and the
Langevin damping coefficient to 2 ps™!. SHAKE algorithm M] was applied
to all bonds to hydrogen atoms.

MD runs

The MD simulation was carried out using Berendsen NPT bath coupling ﬂEAI]
with constant temperature, 7' = 300 K, constant pressure, P = 1 atm and
pressure compressibility, 3 = 4.75 x 1075 bar~!. The usage of the SHAKE al-
gorithm allows to have a time step 0t of 2 fs. The total simulation time of the
system was 5™ = 56.35 ns. During the first 10 ns, snapshots were recorded
every 1000 steps, subsequently they were recorded every 2000 timesteps.

9.2 Results

Since we are interested in the protein-nucleosome interactions rather than
the water behaviour, all results described concern only the protein and DNA
and water effects will not be discussed. The RMSDs of all C, and P atoms
superimposed for the whole system as well as some parts of it are plotted
in Fig. 0.1 Fig. and Fig. @3l All the plots display the RMSD from
the diffusional encounter complex and the simulation time for minimization
and equilibration is not included. The first Figure shows that the core
histones stay stably bound to the DNA, while the latter displays much larger
fluctuations in the range of 5-8 A. At around 15 ns there is an abrupt jump
of the DNA backbone (Fig. @.1). In order to find out whether it is related
to linker DNA fluctuations, we plotted the RMSD of IDNA1 and IDNA2 in
Fig. It is seen that both DNAs fluctuate a lot in the range of 1-6 A,
but between 10 ns and 15 ns the RMSD of IDNA1 decreases in contrast to
IDNAZ2. Inspection of the trajectory revealed that not only the linker DNAs,
which are 10 bp long, but also part of the DNA wrapped around the histone
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Figure 9.1: RMSDs (backbone) versus  Figure 9.2: RMSDs of IDNA1 (red)
simulation time for the whole system  and IDNA2 (green).

(red), the core histones (green) and the
whole DNA (blue).

cores shows pronounced movement apart from the core. Such flexibility of
DNA might be important for the initial stage of DNA unwrapping from
the nucleosome core [lﬂ, @, @] The linker histone RMSD is depicted
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Figure 9.3: RMSD of the linker histone (LH) H5 versus the simulation time. A
pronounced jump is observed at around 40 ns.

in Fig. During the first ~ 40 ns the linker histone is displaced only
slightly from the position at the diffusional encounter. This implies that this
position found by the BD docking is a stable minimum and the GH5 does
not tend to move towards the dyad or dissociate. Interestingly, at around
42 — 45 ns the GH5 suddenly experienced a positional and conformational
change leading to a RMSD increase of approximately 1 A. Such behaviour
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can be attributed to an induced fit, where upon binding, one of the binding
partners passes to another conformation ME, ] Such a transition could
be related to the function of the linker histone to protect DNA from nuclease
digestion M] However, whether this observation is really an induced fit in
the sense of characterising the binding process itself is unclear. It might be
that this conformation of the linker histone could also occur in equilibrium,
but because of its low population, the probability of occurrence is negligible.
Here, we should note that to our knowledge there is no experimental evidence
of such a hypothesis or of an induced fit of the GH5 on the nucleosome.

Figure 9.4: Linker histone confor-
mation at the diffusional encounter
(ruby) superimposed to its structure
at the end of the MD run (blue).
The loops, which underwent conforma-
tional change are highlighted in green
(between helices 1 and 2) and in yellow
(beta sheet loop).

To shed more light on the conformational change of the GH5 at the end
of the MD simulation with respect to its structure at the beginning, both
structures were superimposed as shown in Fig. The calculated backbone
RMSD (C,, N, C,0) was 2.1 A (all atom RMSD=3.8 A). Well seen are the
beta sheet and helix 1 and 2 loops, which underwent an observable confor-
mational change. More pronounced is the structural modification of the loop
between helix 1 and 2 and this also partially involves « helix 1. In Fig.
the backbone RMSD of the residues constituting GH5 is shown. The largest
RMSD is exhibited by S24, which is located at the N-terminal of GH5. Also,
the last residue K97 on the C-terminal tail displayed a RMSD of about 5 A.
The residues situated on the helix 1 and 2 loop (green) show a considerable
RMSD, especially G43, R42, K40 and A38. In addition, the residue K37 lo-
cated at the end of a helix 1 experienced a large conformational change with
a RMSD of 5.6 A (see Fig. @4). On the other hand, the amino acids laying

104




9.2. RESULTS

Figure 9.5: Backbone
residue RMSD of the
GH5 at the last MD
snapshot with respect
to the GH5 at the end
of the BD run. High-
lighted are the loops be-
tween helix 1 and helix
2 (green) and between
the beta strands (yel-
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on the beta sheet loop (yellow in Fig. @.0) displayed a moderate RMSD in
the range of 1-3.8 A. The hydrophobic residue V87 is displaced by 2.8 A in
direction opposite to the helix 3. The other observed RMSDs greater than
3 A are due to long side chain residues as Lys and Arg. The plot clearly
indicates a collective conformational change of the loop connecting helix 1
and helix 2 with a significant contribution of the last positive residue (K37)
on « helix 1.

The position of the whole system at the end of the BD and MD simula-
tions is displayed in Fig.[0.6l Both configurations were superimposed on the
core histones with a backbone RMSD of 2.6 A. The linker histone readjusted
and moved closer to the IDNAI in comparison to the reference structure.
Moreover, the flexible loop (helix 1 and 2) penetrated into the major groove
of the IDNA1 in such a way that the plane of the loop together with the
hydrophobic loop (Val87, Ala89) aligned parallel to the phosphate backbone
(see Fig. @.1). For comparison the aligned diffusional encounter complex is
depicted in the same perspective in Fig. 0.8 In addition, the interaction
between the GH5 and IDNAT1 led to a distinct twisting of the linker DNAT.
Looking at the linker DNAs (Fig. 0.0 one can see that they are more open
after the MD simulation than in the diffusional encounter conformation. A
plot showing how the distance between them changes during the simulation
time is depicted in Fig. Well seen is that the linker DNAs are very
dynamic over large spatial scales. Sharp decrease of the RMSD is observed
at times of 43 — 46 ns and 55 — 56 ns indicating for motions bringing near
the IDNAs. It can be seen that mainly IDNA2 contributes to this behaviour
(see Fig. O.I0) moving towards the dyad. Linker DNA1, which is bound to
the linker histone did not exhibit so dramatic change with respect to the

105




CHAPTER 9. MOLECULAR DYNAMICS OF THE
CHROMATOSOME PARTICLE

Figure 9.6: Nucleosome-linker histone
complex before (ruby) and after (blue)
the MD simulation. The structures were
aligned on the core histones and the
backbone RMSD was 2.6 A.

Figure 9.7: Nucleosome-linker histone  Figure 9.8: Nucleosome-linker histone
complex at the last MD snapshot. The  complex at the end of the BD run. The
flexible loops (helix 1 and 2, beta sheet)  perspective of the view is the same as
penetrate in the major groove of IDNA1  in Fig. @1

(colored green and yellow, respectively).
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Figure 9.9: Distance d3 between the  Figure 9.10: Distance d;/ds between

end of IDNA1 and the end of IDNA2  the end of IDNA1 (blue) and IDNA2

during the simulation time. (red) and the dyad during the MD run,
respectively.

dyad. Moreover, after 20 ns it ’embraced’ the linker histone and went closer
to the nucleosome dyad. This observation is in agreement with the NMA
data (Sec. 6] proposing suppression of the IDNA1 motion due to presence
of the linker histone.

R42-K85 ——
K69-A89 ——

distance, A

bt e
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time, ns

Figure 9.11: Distances between residues within the GHb5 during the time course.
Residue R42 (helix 1 and 2 loop) and residue K85 (beta sheet loop) are shown in
blue, while residues K69 (helix 3) and A89 (beta sheet loop) are in red.

In order to quantify the conformational changes within GH5, the distances
between the helix 1-2 loop (R42) and beta sheet loop (K85) as well as between
helix 3 (K69) and the hydrophobic loop (A89) were plotted (Fig@.I1l). The
atoms used for the distance calculation were N¢, C and Cjp for Lys, Arg
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and Ala, respectively. The atoms located on the positive side chains are in
direct contact to the solvent, while the Cy of Ala89 is orientated towards
helix 3 in the crystal structure of H5. The long side chains of R42 and K85
fluctuate a lot displaying larger deviations from the distance (8.4 A) in the
crystal structure (Fig[@IT]). As we have already seen the structural changes
of the loops containing R42 and K85 contribute to these fluctuations. The
hydrophobic residue Ala89 moved away from helix 3 and the distance between
A89 and K69 reached a value of ~10 A. It is almost double in comparison
to the distance of 5.2 A in the crystal structure. Such opening could be
attributed to a mechanism by which the hydrophobic loop tries to contact
IDNA1 while K69site (helix 3) still keeps close to the nucleosomal DNA.
In this vicinity the hydrophobic loop might not feel the unfavourable water
effect, which could contribute to the A89-K69 separation.

9.3 Summary

Preliminary results on the nucleosome-linker histone interactions were shown
in this chapter. After finding its binding path to the nucleosome via diffu-
sion, the GH5 remained in contact with the linker DNA1 during 56 ns of
MD simulation. This suggests that the linker histone is located in a stable
potential well on the energy landscape of the system. However, internally the
GHS5 experienced large conformational change of the loop linking « helices 1
and 2 and a moderate displacement of the beta sheet loop apart from helix 3.
Whether this conformation forms due to an induced fit effect M] or a native
state of the linker histone with low population remains unclear. Moreover,
both loops penetrated into the major groove of IDNA1 aligning parallel to
the backbone-nucleotides plane. In addition, this interaction caused twisting
of IDNA1. Such mechanical deformation on DNA upon binding of GH5 can
be attributed to the mechanical forces acting on IDNA1 due to the pres-
ence of the linker histone [@, |El|] This interaction might be crucial for
the formation of a long living chromatosome particle m,b] As proposed
by Misteli et al. [@}I] the residence time is several minutes, which cannot be
easily accessed even with an atomic detail Brownian Dynamics.

The binding site K69site on the nucleosomal DNA did not show any sig-
nificant motions and remained in close contact with the nDNA. The other
linker DNA2 sampled large configurational space experiencing fluctuations
in a broad spatial range up to 73 A from its conformation in the diffusional
encounter. This is a clear indication of the highly dynamic nature of DNA
in chromatin [@] The behaviour of the linker DNAs confirmed our obser-
vations from the NMA of highly flexible chains when they are free and of
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suppression of motion in the presence of linker histone. These preliminary
data give some insight into the dynamic nature of DNA at the nucleosomal
level in the presence of GH5 and on the structural changes accompanying
the binding dynamics.

109







Conclusion and Outlook

The present thesis addresses questions concerning the dynamic nature of
complex biomolecular systems and, particularly, the driving forces and inter-
actions involved in bimolecular complex formation.

In the cell nucleus, the nature of DNA packaging (chromatin) is governed
by a tremendous number of biomolecular processes comprising length and
time scales from 1071 m to 107 m and 107*® s to 107! s, respectively. To un-
ravel and understand these processes in terms of biological function, physical
principles must be applied. However, the available experimental techniques
and methods capture only a small part of the complex biomolecular network
and experiments, describing completely processes occurring in various spatial
and temporal scales, are not trivial to perform. With the advent of highly
powerful computers, a rapid increase of computational methods and tools for
modelling such processes with improved accuracy has been observed. With
the combination of various physically based computational methods, one can
model and predict, with atomic detail, biomolecular interactions spanning
over more than several hundreds of nanosecond.

In this thesis, the biomolecular complex formation between the nucleo-
some (a protein-DNA particle of component of constituting the chromatin)
and the linker histone (protein contributing to chromatin compaction) has
been investigated thoroughly using the well-established computational physics
based methods: Normal Mode Analysis (NMA), Brownian Dynamics (BD)
and Molecular Dynamics (MD) Simulation. Thus, dynamic behaviour on
time scales from picoseconds to microseconds has been assessed. In addi-
tion, a new method for incorporating collective molecular degrees of freedom
in the rigid-body Brownian Dynamics algorithm has been successfully de-
veloped. A physically precise picture of the structure and dynamics of the
nucleosome-linker histone (chromatosome) complex has been proposed.

The determination of the nucleosome structure to a resolution of 1.9
A ﬂa] (147 bp DNA) has greatly contributed to our understanding of possible
mechanisms of DNA-histone binding, nucleosome repositioning and forma-
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tion of higher-order chromatin structure [B] With the crystal structure of
the tetranucleosome M], a new step forward has been made provoking sci-
entists for explanation of the diverse experimental and theoretical data on
chromatin. An obvious drawback of the tetranucleosome structure is the
lack of a linker histone, which has been experimentally shown to exist within
chromatin ﬂﬂ, E, @, EE, @, M] The available experimental structure of the
globular domain of linker histone H5 (GH5) [@] made it possible to model
nucleosome-linker histone interactions in atomic detail.

We identified the chromatosome structure by extensive Brownian Dynam-
ics (BD) simulations mimicking the physical process of diffusion combined
with Normal Mode Analysis (NMA). The linker DNAs (IDNAs) of the nucle-
osome, 10 bp each, exhibited the most pronounced conformational changes
obtained by the NMA and based on these conformations the GH5 was docked
to the nucleosome to find out the diffusional encounter complex, a complex
formed before the last stage of fully bound molecules. A dominant binding
mode of GH5 with respect to the nucleosome, placed asymmetrically one
helical turn away from the dyad point close to IDNA1, was found for 8 nu-
cleosome conformations (out of 13). Two binding sites of GH5, the K69site
(R47, K69, R73, R74) and R42site (R42, K97, R94), binding to the nucleo-
somal DNA (nDNA) and IDNA1, respectively, were revealed. Residue K69
was found to contribute most to binding, K59 least. All these findings are
in agreement with an experimental FRAP study [lﬂ] The other 5 extreme
conformations of the nucleosome showed different GH5 binding mode having,
on the most open structures (75, 8, and 83), GH5 bound to the IDNA2. The
dependence of the linker histone H5 binding mode on two groups of distinct
nucleosome conformations could be related to the existence of a heteromor-
phic chromatin structure @], which can simultaneously adapt solenoid and
zig-zag conformations [58]. In this way, the GH5 could be present on the
dominant binding mode in the tighter zig-zag chromatin, whereas the posi-
tion on IDNA2 could be in the solenoid chromatin structure. A subsequent
NMA on the diffusional encounter complex pointed out a restricted sampling
of IDNAL in the configurational space in comparison to its motions on a
free nucleosome. Clearly, the presence of GH5 indicated a suppression of the
IDNAT1 fluctuations.

Using the same algorithm, the effect of mutations, i.e. a replacement of
one amino acid residue by another, on the binding mode of GH5 was in-
vestigated. Experimental FRAP study m] has identified the amino acids
(residues) on a linker histone H1° (97% similar to H5) which contribute most
and least to binding to the nucleosome. The experimental mutational data
have been mapped onto the crystal structure of GH5 and Brown et.al m]
have proposed a model for the binding sites and position of GH5 on the nu-
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cleosome. This model was computationally tested by Brownian Dynamics
and very good agreement with the experimental data was observed. First,
the effect of mutations on the binding mode of GH5 was found to be nonad-
ditive, i.e. the contribution of multiple mutations to binding is not equal to
the sum of the contributions of each single mutant. Second, single mutants
could not change dramatically the binding position of GH5, but they could
induce an orientational change in the diffusional encounter of GH5. On the
other hand, simultaneous mutations of positive residues on the surface of
GHb5 affected significantly the binding mode of GH5, decreasing its strength.
In addition, the dominant binding position was conserved for most of the nu-
cleosome conformations in mode 7 (obtained by the NMA), while for mode
8 only conformation 8; showed similar behaviour. The residues belonging to
K69site showed a slightly higher binding strength than the residues consti-
tuting the R42site. This could be attributed to a two-step binding process,
where firstly K69site binds to the nDNA and, second, R42site readjusts to
form contact with the linker DNA1. All these findings are complementary
to other methods trying to reveal the dynamics and interaction in the linker
protein network within chromatin [@]

The structure of the diffusional encounter complex is trapped in a local en-
ergy minimum along the diffusional path of the GH5, but information on how
fast this minimum has been reached is missing. Due to the highly dynamic
nature of DNA in chromatin, the speed of reaction could be very important
for the formation of a stable nucleosome-linker histone complex. To address
this issue, we investigated the binding kinetics of GH5 and 11 of its mutants
to three different nucleosome conformations (7y, 7¢ and 83). Our simula-
tions yielded results very close to the Smoluchowski rate (ko ~ 109M~1s71),
which, after comparing with the basal association rates, were attributed to
electrostatic enhancement of the association rates. In addition, the high as-
sociation rates can be explained by the searching mechanism of DNA binding
protein, which has been shown to enhance the association rates @] The
residues participating in the K69site, which was found to bind to nDNA,
showed significant reduction in their association rates upon mutation. On
the other hand, mutations of residues belonging to R42site, which contacts
IDNA, display rates very close to the wild type (WT) rate indicating modest
contribution to the binding kinetics. We proposed a hypothesis by which
K69site binds firstly to the linker DNA and performs a 1D diffusion along it
until it reaches the binding site, where GH5 rotates and K69site and R42site
contact nDNA and IDNA, respectively. This can enhance the association rate
and can explain the small contribution of the R42site to it. Another reason
could be the neglected flexibility in the BD simulations, which might be very
important for the residues on R42site located on loops. Further investigation
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for incorporating flexibility as well as for modelling conformational changes
is needed.

A new method for treating explicitly flexibility in all-atom Brownian Dy-
namics was developed. One of the interacting molecules was represented by a
discrete set of conformations with a transition rate described by a Markovian
process. Four algorithms for selecting a new conformation were implemented.
The first algorithm called energy algorithm selects the conformation with the
lowest interaction energy between the current positions of the interacting
molecules. The second algorithm called modified Metropolis algorithm uses
the standard Metropolis method with a slight modification for a choice when
three, instead of two, conformations are available. The random energy algo-
rithm is the third one, which selects only adjacent conformations according
to their interaction energy with the other molecule. And the last random al-
gorithm uses a random uniform number to select the new conformation. The
conformation selection is invoked within a certain distance between both
molecules after an initially specified transition time. There are no restric-
tions on the number of conformations or on the transition time as long as it is
computationally feasible and the approximations of the Brownian Dynamics
algorithm hold, respectively. The method was applied to the tNCP-GH5 sys-
tem and the nucleosome was represented by a set of conformations obtained
by the NMA. The method reproduced remarkably well the results obtained
in Chapter [flin terms of binding position of GH5 on the nucleosome. This is
an indication that the new implementation can, although with less statistical
confidence, lead to the same docking position in reasonable computational
time. However, in terms of nucleosome conformations, the GH5 bound most
frequently at the end of the diffusional process to 8;, and, the second and
third most frequent conformations were 8, and 7,. These results suggested
that the GH5 prefers to bind to more open nucleosome conformations than
the equilibrium 7¢, which has been resolved without the presence of the linker
histone [@] In general, the new methodology should give better results for a
longer sampling and, for such a case, the Metropolis method should lead to
global convergence.

The obtained diffusional encounter complex is the last step preceding
the formation of a fully bound complex. In order to reveal how this pro-
cess occurs, short-range interactions including atomic flexibility should be
taken into account. We carried out Molecular Dynamics (MD) simulation on
the chromatosome structure. Preliminary results on the nucleosome-linker
histone interactions were shown. After finding its binding path to the nu-
cleosome via diffusion, the GH5 remained in contact with the linker DNA1
during 56 ns of MD study. This suggests that the linker histone is located
in a stable potential well on the energy landscape of the system. However,
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internally the GH5 experienced large conformational change of the loop link-
ing « helices 1 and 2 and a moderate displacement of the beta sheet loop
apart from helix 3. Whether this conformation forms due to an induced fit
effect M] or a native state of the linker histone with low population re-
mains unclear @] Moreover, both loops penetrated into the major groove
of IDNA1 aligning parallel to the backbone-nucleotides plane. In addition,
this interaction caused twisting of IDNA1. Such mechanical deformation
on DNA upon binding of GH5 can be attributed to the mechanical forces
acting on IDNA1 due to the presence of the linker histone @, @] This
interaction might be crucial for the formation of a long living chromatosome
particle [@, @] As proposed by Misteli et al. @] the residence time is
several minutes, which cannot be easily accessed even with an atomic detail
Brownian Dynamics.

The binding site K69site on the nucleosomal DNA did not show any sig-
nificant motions and remained in close contact with the nDNA. The other
linker DNA2 sampled large configurational space experiencing fluctuations
in a broad spatial range up to 73 A from its conformation in the diffusional
encounter. This is a clear indication of the highly dynamic nature of DNA
in chromatin [@] The behaviour of the linker DNAs confirmed our obser-
vations from the NMA of highly flexible chains when they are free and of
suppression of motion in the presence of linker histone. These preliminary
data give some insight into the dynamic nature of DNA at the nucleosomal
level in the presence of GH5 and on the structural changes accompanying
the binding dynamics.

In summary, the atomic structure of the chromatosome particle has been
characterized by a combination of physically based computational approaches.
In addition, the dynamics and interactions in the formation of the chro-
matosome particle have been identified and the contribution of flexible linker
DNAs to the complexation recognized. It was found that the linker histone
binds asymmetrically on the nucleosome with respect to dyad axis, forming
a stable structure, preferably on open nucleosome conformations (with re-
spect to the angle between linker DNAs). In overall, the presented work is a
valuable part of the process of understanding the structure and function of
the higher-order chromatin fiber.

Outlook

Simulations of macromolecular complexation are computationally demand-
ing and require the use of approximations such as the neglect of molecular
flexibility. Furthermore, establishing the effects on macromolecular associa-
tion of the heterogeneous and crowded cellular environment is a challenge for
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both computational and experimental approaches. Surmounting these hur-
dles requires the development of multiple-scale and coarse grained models
with more accurate molecular interaction force fields as well as the develop-
ment of highly parallelized software and new computing hardware to permit
detailed simulations over many orders of time and length scales. The current
study provides an efficient description of the association process between the
linker histone and the nucleosome in atomic detail incorporating flexibility.
The results obtained can be used as an input in modelling chromatin on a
coarse-grained level in which several atoms, residues or the whole nucleosome
are represented as a single geometrical object, the interactions involved are
included and the dynamics is simulated either by BD or Monte Carlo m,
Iﬂ, @, IE, @] Attempts to predict the conformation of chromatin fiber have
been made at an atomistic level as well ﬁ]

The process of protein-DNA recognition and, particularly within chro-
matin, is affected by different factors as the histone tails [lﬂ], the presence
of mono- and multivalent ions, the effect of histone acetylation [18] and the
nucleosome repeat length @] Although the contribution of each of them
to the compaction of chromatin fiber is still under debate, a promising way
to improve the model proposed is to investigate these effects on the binding
interaction and kinetics of the chromatosome particle complexation. Going
further, systems of two and three nucleosomes including the linker histone
could be modelled in atomic detail with different degree of flexibility. The
symmetry /asymmetry distribution of the linker histone on the nucleosome is
also an open question and needs conclusive experimental evidences. The dis-
sociation pathway of the linker histone from the nucleosome can give insights
on the stability of the chromatosome particle as well as on the dissociation
constant. However, due to the long time scale of the complex, atomic de-
tail simulations can be computationally demanding. A way to overcome
this could be the application of a biased force to the linker histone, which
would enforce a dissociation process. Another partially unresolved issue is
the effect of the C-terminal domain of the linker histone on the dynamics of
the linker DNAs and whether it plays only a role in bridging together the
linker DNAs on the nucleosome or it has other functions regarding the linker
histone-nucleosome interactions. The sketched open questions need future
investigations.
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Computation of the Brownian
Dynamics forces and torques

The electrostatic force computed at each BD step (see Sec. L2.2]) is given by

Fe(r) = F5(r) - F{(x),

where F§'(r) is the total electrostatic force acting on molecule 2 due to the
presence of molecule 1, and F¢!(r) is the force exerted on molecule 1 due to
molecule 2. The force F§(r) is given by

F(r) =) Bqﬁﬂ(rl)flz(rl) + gy (x)*E5 (1) |

l

where fi5(r;) is the electrostatic forcd] (in kgT/(eA)) acting on a charge
¢ (r;) due to the electrostatic potential of molecule 1 and f'(r;) is the elec-
trostatic desolvation force (in kgT/(e*A)) experienced by the charge ¢iff (r;)
due to the desolvation (grid) penalty of molecule 1. In a similar way, the
force F$!(r) yields

) = 3 |G o) + 5 )P )|

m

The components of f are computed as a finite-difference derivative of the
electrostatic/(electrostatic desolvation) potential ¢ on a 3D grid (cubic in
the thesis, see Fig. [A.))

fim 2 Y ApAsh,
ik

where h is the grid spacing, Ap“* is the electrostatic/(electrostatic desol-
vation) potential difference along i in a cube with a diagonal [(i,7,k);(i +
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APPENDIX A. COMPUTATION OF THE BROWNIAN DYNAMICS
FORCES AND TORQUES

Figure A.1: Schematic view of a 3D (cubic) grid encompassing each molecule. At
the cube corners (blue points) values of the relevant potential are assigned. The PB
electrostatic potential is computed using partial atomic charges of the biomolecule.
When a charge ¢° of molecule 1 (2) is within the grid of molecule 2 (1), the force
components acting on it due to the grid 2 (1) are computed using Eq. [A4 The
grid spacing is denoted by h.

1,j +1,k+1)] and As’* is a dimensionless quantity accounting for the exact
position of a charge ¢ within the cube (Fig. [AT]).

The torque due to the electrostatic forces at each BD step is computed
as

T) = Yrw x| pai o) + )P o) -
= St | o)+ 8 )P 1) |+

+ rx F{(r),

where ry; and ry, are the distances to the effective charges from the center of
molecule 2 and 1, respectively, and r is the center-to-center distance between

LActually fj2(r;) is the electric field at the position r;.
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the molecules. In the simulations performed, the nucleosome (molecule 1)
was kept fixed and only the rotations and translations of the linker histone
(molecule 2) were accounted for at each BD step. In the case of rotating
molecule 1, an additional torque term in Eq. [A.3l should be considered. The
computation of the forces due to the hydrophobic desolvation interaction fol-
lows a similar procedure using 3D hydrophobic interaction grids around both
molecules and a buried solvent accessible surface area (SASA) [@] Since
such interactions were not included in the simulations performed, computa-
tional details are omitted.
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Erratum

Page 27: The sentence “In case of biomolecules, this reduction of degrees of freedom
‘freezes’ global structural changes, as side chains movements, accompanying the
diffusional motion.” should be removed.

Page 31: The sentence “All the forces are modelled on a 3-dimensional grid, which
encompasses both biomolecules, and at each Brownian step the force between ...” should
be read “All the forces are computed on a 3-dimensional grid encompassing this
biomolecule. At each Brownian dynamics step, the force between ...”

Page 33: The sentence in the text below Eq. 4.13 “The Debye-Hiickel parameter is «, o is
a scaling factor and the second term in Eq. 4.12 is computed as ...” should be read “The
Debye-Hiickel parameter is k, a is a scaling factor and the second term in Eq. 4.12 is
computed analogously to ...”

Page 65: A sentence should be added before the sentence “The times for S1S2, SITE1,
SITE2 and...”, which reads “The ratio of the WT experimental FRAP time at 80 % to 50
% recovery is approximately 5 A and since the same ratio is obtained for the simulation
residence times at 100 A to 60 A, these distances were chosen for comparison and
analysis.”

Page 69: Fig. ?? should be read Fig. 6.12.

Page 93, line 8: The frequency of mode 8 should be read “2.23 1/cm” instead of “1.46
I/em”.

Page 93: The times in Eq. 8.7 should be multiplied by 0.5.

Page 94, line 13: The sentence “This plot (Fig. 8.2) ...” should be read “This plot (Fig.
8.1)..."
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