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Abstract

The demand of compact and energy saving procedures for the synthesis of
Ho, synthesis gas and olefins from hydrocarbon fuel is expanding very rapidly
as these are essentially needed in fuel cells, additive for fuel and for the
cleaning and purification of flue gas. The concern is in particular to more
efficient and environmentally more compatible concepts of the energy supply
and reduction of pollutant emissions in mobile and stationary applications.
Aliphatic hydrocarbons can be reformed efficiently through catalyst aided
partial oxidation over noble metals such as rhodium and the hydrocarbons
can also be converted into basic chemical substances. Due to the complex
interaction between homogenous and heterogeneous reaction as well as
transport processes, many experimental findings could not be interpreted till
now. Only with models which are based on molecular processes, it will be
possible to understand the catalysis and surface science chemistry better.
Computational studies can be very useful in understanding the interaction of
adsorbates with metal surfaces. These studies allow obtaining information
that is difficult to measure experimentally such as adsorption energies,
geometries of adsorbed molecules and activation energy of surface reactions
in particular. The aim of the present work is to study the reactions relevant to
partial oxidation of Ci, C2 and Cs hydrocarbons in catalytic surface of
rhodium by first principles calculations. DFT simulation of individual
elementary step reactions is carried out. The kinetic parameters and
derivative of thermodynamic data is obtained by means of the program
CASTEP and VASP, which are based on periodic boundary conditions. The
detailed comprehension of the surface processes enables to improve

understanding of the partial oxidation catalysis occurring at Rh surface.



Zusammenfassung

Die Nachfrage nach platz- und energiesparenden chemischen Prozessen zur
Synthese von Wasserstoff, Synthesegas und Olefinen aus Erdol nimmt sehr
stark zu, da diese Prozesse unverzichtbar sind fiir Brennstoffzellen,
Treibstoffzusdatzen sowie zur Reinigung von Abgasen. Das Interesse liegt hier
speziell in effizienteren und umweltschonenderen Konzepten fiir die
Energieversorgung und in der Reduktion von Schadstoffemissionen in
mobilen und stationdren Anwendungen. Alphatische Kohlenwasserstoffe
konnen effizient reformiert werden durch partielle Oxidation katalysiert an
Edelmetallen, z.B. Rhodium und die Kohlenwasserstoffe konnen auch in
Basischemikalien —umgewandelt werden. Aufgrund des komplexen
Zusammenspiels zwischen homogenen und heterogenen Reaktionen als auch
mit Transportprozessen konnten viele experimentelle Ergebnisse bis jetzt
nicht interpretiert werden. Nur mit Modellen welche auf molekularen
Prozessen beruhen wird es moglich sein die Katalyse und Oberflaichenchemie
besser zu verstehen. Numerische Studien kénnen sehr niitzlich sein um die
Interaktion zwischen Adsorbaten und Metalloberflachen zu verstehen. Diese
Studien erlauben den Zugang zu Information welche experimentell schwer
messbar  ist, z.B.  Adsorbtionsenergien und Geometrien oder
Aktivierungsenergien. Das Ziel dieser Arbeit ist die Studie der relevanten
Reaktionen bei der partiellen Oxidation von C;, C; und G
Kohlenwasserstoffen auf einer katalytischen Rhodiumoberfiche mittels
numerischen ab inito Rechnungen. DFT Simulationen von elementaren
Reaktionen werden durchgefiihrt. Die kinetischen Parameter und
Ableitungen von thermodynamischen Daten werden mit dem Programm
CASTEP und VASP, welche beide mit periodischen Randbedingungen
arbeiten, errechnet. Die detaillierte Einsicht in die Oberflichenprozesse
erlaubt ein verbessertes Verstindnis in die rhodiumoberflichen-katalysierte

partielle Oxidation.
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Chapter 1

Introduction

1.1 Background

The world's unquenchable necessity for energy has highlighted the demand for a
continued supply of inexpensive clean energy that is not only sustainable, but
also satisfies regulations for environmental emission issues. Synthesis gas, also
referred as syngas, which is a building block in alternative fuels, is one of such
indispensable components. With the ever-increasing worldwide demand for
synthesis gas, alternative, efficient ways to produce synthesis gas in industry are
highly desired. Alkane is a source of economic raw materials, the
functionalization of which by selective or partial oxidation [1-4] has attracted
considerable interest over decades to produce syngas. Hydrogen, which is the
key component of syngas produced, is however a key product and potential fuel
of the future as it can be used in fuel cells for stationary and mobile applications
and is known to be an energy carrier. It can also be produced from fossil fuels
through various processes like reforming using natural gas, naphtha, gasoline, or
even heavier fuels like diesel, gasoil, etc. Natural gas, which is mainly methane,
is one of the most attractive sources which accounts for almost half the feedstock
used for Hz production in the world and has the lowest greenhouse effect in
terms of CO: emissions, in addition to high conversion efficiency and a wide
transportation network [5-7]. LPG is also a promising fuel because of similar
reasons and also both of its components, propane and butane, have high
conversion efficiencies [8—10].

Major technologies used to produce hydrogen from hydrocarbon fuels are steam

reforming and catalytic partial oxidation. Steam reforming requires large-scale



converters and in addition is very energy demanding. Catalytic partial oxidation
however can be carried out in miniature reactors and is a less energy intensive
process. The reaction is thermochemically controlled in which initially,
hydrocarbons are fully oxidized to carbon dioxide and water, and the catalyst
heats up rapidly owing to the strongly exothermic reactions. With increasing
temperature, the system is steered in the direction of the less exothermic
pathway, leading to the formation of desired products as CO and hydrogen.
Thus, selectivity towards useful partial oxidation compounds can only be
accomplished via kinetic control, but that requires a good understanding of the
surface reaction mechanisms. First principles quantum mechanical calculations
are becoming an indispensable tool in the fields of surface science and
heterogeneous catalysis. Qualitative and also quantitative insights into surface

chemistries can be efficiently obtained with first principles techniques.

1.2 Catalytic Processes on Metal Surfaces

The adsorption of hydrocarbons onto the surfaces of transition metals is a subject
of great interest in catalysis due to its importance in many catalytic processes e.g.
hydrogenation, dehydrogenation and isomerization. The electronic interaction of
molecules with the surface will play a role in the bonding of reactants to the
surfaces of the catalyst. The first approach to studying the surface chemistry of
hydrocarbons on metal catalysts was obtained by modeling single-crystal
surfaces [11, 12]. Although these studies neglect the effect of the support and
particle size, they do reveal certain aspects of how surface reactions proceed and
can significantly contribute to our understanding of heterogeneous catalytic

processes.

1.2.1 Development of Experimental Techniques

On the experimental front, there has been tremendous progress towards

detecting and understanding the chemistry of species generated by adsorption



over metal catalysts during the past few decades. The preparation and
spectroscopic characterization of single-crystal surfaces, exquisite control of the
deposition of adsorbates by molecular beam methods, quantum state-specific
probing of desorbed species by laser techniques, and the ability to image
individual atoms and molecules with the microscopic techniques have gone a
long way toward removing the shroud of uncertainty from the field of surface
chemistry [13-17]. As a result of the emergence of definitive and quantitative
experiments, theoretical treatments of adsorbate-surface interactions have
blossomed. Various spectroscopies like NEXAFS, UPS, TDS, TOF-SIMS, RAIRS
etc. and other experimental techniques provides information on adsorbed surface
species. Figure 1.1 presents some of these surface science techniques for
characterization of adsorbate on a surface and provides the information we can

obtain from the corresponding techniques.

bonding of adsorbates vibrations in adsorbates bonding of adsorbates
and chemical identity and chemical identity and chemical identity

\ /
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Adsorbate-Substrate System
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atomic structure
in adsorbates structure of adsorbates
NEXAFS HREELS SFG on surface
orientation of adsorbates vibrations in adsorbates vibrations in adsorbates
and chemical identity (interface sensitive)

Figure 1.1 Common experimental techniques for characterization of Adsorbate-

surface system



These techniques require very expensive instrumentation, cumbersome
procedures and complex mathematical treatments of the data. It is now possible
with theoretical calculations to lead a rigorous way to assign all the observed
frequencies and no extra cost is required. The geometrical information of the

surface species can also obtained with good accuracy.

1.2.2 Projection of Theoretical Chemistry Computations

Experimental investigations in surface science and catalysis often raise intriguing
questions that cannot be easily answered by the experiments themselves. In such
situations, it is sometimes possible to explain the resulting puzzles by attacking
the problem with theoretical methodologies. Characterization of active sites and
the detection of reaction intermediates by experiments were always very
difficult. Moreover, the short-lived transition states are extremely challenging
and impossible to study by direct experiment. So, structural elucidation of
surface intermediates which have very small concentration and very short
lifetime and also taking deeper insights into the otherwise inaccessible reaction
pathways are only possible through advances in theoretical modeling.
Theoretical chemistry hence starts to be of increasing use for a better
understanding of chemical processes at the molecular level. The choice of Semi-
empirical, density functional, and ab-initio quantum mechanical methods will
however depend on the complexity of the electronic situation in the reactive
subsystem and on the desired accuracy of the treatment.

Initially, the empirical methods were used as tools for studying organic and
inorganic molecules. The post-HF methods improved the electronic structure
scenario and gave very accurate results. Though all these methods have helped
to develop the understanding of overall surface processes better yet their
applications remain restricted to rather small systems.

The Semi-empirical quantum chemical methods like bond order conservation—

Morse potential (BOC-MP) method, Extended Hiickel theory, Applications of the



atom superposition and electron delocalization molecular orbital (ASED-MO)
method were also developed in time which made many approximations and
obtain some parameters from empirical data. The unity bond index—quadratic
exponential potential (UBI-QEP) method became popular which is an extension
of the BOC-MP method of Shustorovich. This technique models the energetics of
reactions on transition metal surfaces and has been employed with considerable
success by a number of researchers.

With the development of first principles calculations, which have a number of
features that allow them to make important contributions to the investigation of
adsorbate-surface interactions. First, the simulations can be performed at almost
any degree of spatial resolution, thus making it possible to accurately determine
the geometries, energies, electronic structures, and site preferences of adsorbates
on well-defined solid surfaces. Besides, the inputs to simulations can be easily
controlled, eliminating concerns about the effects of contaminants or other

unknown variables.

Chemical composition T Properties

Number of atoms Ab-initio Equilibrium structures

Type > Calculation » Band structure

Position Magnetic Properties
etc.

Scheme 1.2. Inputs and output of ab-initio calculations

The results ab-initio simulations are generally easier to interpret than are the
results of experiments, although wavefunctions and other outputs from
theoretical simulations can be quite complex, it is usually possible to create
software to analyze these numerical data quickly and efficiently.

The Density Functional Theory (DFT) based methods emerge as an attractive
alternative way to study heterogeneous catalytic processes, which became very
popular and after the Nobel Prizes awarded to Professors John A. Pople and

Walter Kohn in 1990 and put forward a significant milestone in the development



of ab-initio methods. With acceptable computational demands, DFT is nowadays
an optimal tool for achieving a good accuracy in calculation results. Thus,
theoretical modeling and simulation enables us to understand the existing
systems better, complement experimental findings and also provide additional
information for continuous new system development in various areas like for

catalysis.

1.3 Model Catalysts

A good choice for a catalyst can decrease reaction barriers, thereby providing
means to selectively convert reactants to the desired products under mild
conditions. A catalyst is regenerated during the reaction cycle, leading to its
availability to be used again. Metal surfaces are key components in a wide range
of technologically important catalyst materials and the reactivity is vital to
processes such as sintering, catalysis and corrosion. Transition metals due to
their interesting properties are extensively used in catalysis and they are widely
studied during the past decades. Nonetheless, the oxidation mechanisms of
hydrocarbon molecules on metals are not fully understood. Understanding the
whole process at a molecular level is highly desirable for design and
optimization of microchemical devices. Platinum, palladium, rhodium and
nickel, despite their close structural relationship and their proximity in the
periodic table, show several significant differences in their chemistry. It is found
that Rh has higher activity and superior selectivity towards synthesis gas
formation compared to other transition metals like Pt while Ni and Pd are not
found suitable as they lead to sintering and oxygenates formation. The use of Rh
directs the conversion of natural gas and oxygen to synthesis gas at contact times
of few milliseconds under adiabatic conditions and can be used as a model

catalyst to study hydrocarbons for catalytic partial oxidation.



1.4 Scope and Content of this work

The aim of the thesis is to understand the interaction between saturated
hydrocarbons with noble metal surface. The importance of a detailed knowledge
of surface processes at a molecular level will be emphasized. Different adsorbates
at the metal surface relevant to catalytic partial oxidation of saturated
hydrocarbons are characterized. The study is also carried out to identify the
modification induced by the adsorption of numerous species on metal surface.
Elementary reaction steps and their kinetic parameters for the surface reaction
are evaluated to elucidate possible reaction mechanism. The applied method
includes density functional calculations of complex chemical processes. These
parameters build the starting point for detailed reaction mechanism on the
catalytic surface in the future.

The thesis is structured as follows. In this Chapter viz. Chapter 1, the motivations
behind the thesis and the aim of the thesis are summarized. In Chapter 2, the
method used for our quantum chemical calculations is briefly described which
includes computational details for the study. In Chapter 3, the adsorption of
different radicals produced by saturated hydrocarbons has been studied. The
nature and relative stability of each of the fragments has also been determined.
The decomposition and fragmentation of ethane on a Rh(111) surface has been
investigated. The possible reaction pathways with reaction intermediates are
elucidated in detail. In Chapter 4, the dehydrogenation of propane on the
Rh(111) surface has been studied which comprise of evaluating transition states
of various elementary step reactions. In Chapter 5, possible reactions of the
hydrocarbon fragments with oxygen which are relevant to catalytic partial
oxidation have been investigated. In Chapter 6, the key results of this thesis have

been briefly summarized with conclusive outlook.






Chapter 2

Method and Model

2.1 Quantum Mechanics

Isaac Newton and many contemporary 17th century scientists and philosophers
had begun the classical mechanics which was believed to be a powerful and
universally valid tool for describing nature completely. It accurately predicted
the motion of planets and hence was believed to have enormous range of scale.
At the beginning of 20th century, a scientific revolution took place in which
classical Newtonian mechanics was found to be inadequate for explaining
phenomena at a very small scale and a new theory was needed to explain
behavior of energy and matter at atomic and subatomic level. This is how
quantum mechanics came into picture and is considered to be one of the great
ideas of the 20t century. Quantum mechanics [18] is very successful in
describing the behavior of very small (atomistic and sub-atomistic range)
systems, which the Newtonian mechanics fails to describe.

In 1900, Max Planck deduced the distribution law for black body radiation and
the concept of quantization first came into consideration. Then in 1913, Niels
Bohr made the first attempt to apply quantum theory to dynamical system by
calculating the energy levels of atomic hydrogen. In 1923, Louis de Broglie
proposed that particle-like objects, such as electrons, could also behave like a
wave and in 1926, Davisson and Germer observed the electrons experimentally.

In 1926, Schrodinger developed the basic equation of quantum mechanics.
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Today theory of quantum mechanics is applied to understand the behavior of
atomic particles and provides the foundation for understanding various
phenomena especially in natural science. It is also successful to describe precisely
the complex processes occurring in real systems. The main difficulty with the
theory is that the underlying equations in quantum mechanics are quite
complicated to be solved analytically for all the systems. But, fortunately due to
continuous development of various computational methods, it is practically
possible for the present day scientists to treat bigger system (for example a
system containing 100 atoms or larger) and solve the equations numerically by

modeling the real processes of interest computationally in an optimized manner.

2.1.1 Schrodinger Equation

The theory of quantum mechanics is built upon the fundamental concepts of
wave-functions and operators. The wave-function is a single-valued square-
integrable function of the system parameters and time which provides a
complete description of the system. In 1926, Austrian physicist Erwin
Schrodinger developed a wave equation in terms of the wavefunction which
predicts analytically and precisely the probability of events or outcome.

Time-dependent Schrodinger equation is given by:
ih (dy(r,t)/dt) = - (72/2m)V 2 w(r,t) + V(r) p(r,t)

W is the wave function; the probability amplitude for different configurations of
the system at different times, - (fi2/2m)V 2 is the kinetic energy operator T, V' is

the potential energy operator. The theory of the Schrodinger equation relies on

the interpretation of the wave function in terms of probabilities. The absolute

W(r, t) | 2 is interpreted as the probability density

square of the wavefunction,
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for finding a particle in the vicinity of r at time t. For this to have physical
meaning the wavefunction needs to be a well-behaved function of r and t.
Therefore ¥ should be a finite, single-valued, and continuous function.

Separation of variables is carried out for time dependent equation and thus we

obtain the time independent Schrodinger equation, which is given by:

i (dy(r)/dt) = - (h2/2m)V2 p(r) + V(r) p(r)

The equation defines the stationary wave solutions of the time dependent
Schrodinger equation, which are the states with definite energy. The equation

can also be represented as the following eigen value equation:

HY = EY

Where, E is the total energy of the system. To obtain specific values for energy,
we operate on the wavefunction with the quantum mechanical operator H
associated with energy and the operator is called Hamiltonian. Solutions exist for
the time-independent Schrodinger equation only for certain values of energy,
and these values are called eigenvalues of the energy. So, the Schrodinger
equation, based on postulates of quantum mechanics represents a time
dependent equation which can be further reduced to a time independent

equation that is very useful for calculating energy eigenvalues.

2.1.2 Born Oppenheimer Approximation

In atoms, nuclei are much more massive than the electrons; so, they must
accordingly have much smaller velocities. Thus, while solving the time-
independent Schrodinger equation, one can assume that the nuclei are stationary

and solve for the electronic ground-state first, and then calculate the energy of
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the system in that configuration and solve for the nuclear motion. This separation
of electronic and nuclear motion is known as the Born-Oppenheimer
approximation [19].

Molecular wave function in terms of electron positions rjand nuclear positions R;

can be expressed as:
lPmolecule (ri, R]) = q/electrons (ri, R]) 1Pnuclei (ri, R])

By the approximation, the electronic Schrodinger equation is solved, yielding the

wavefunction Welectrons depending on electrons only.

Helectronslpelectrons (ri, R]) = Eelectronsq/electrons (ri, R])

Without this approximation only small molecules could have been treated and
thus this approximation becomes a very important tool of quantum chemistry to

carry out calculations of molecular wavefunction for larger molecules.

2.1.3 Density Functional Theory

Density-functional theory (DFT) [20] enables us to swiftly tackle the many-body
problems and obtain all of the ground-state properties of the electronic system as
unique functional (functions of another function) of the ground-state electron
density. DFT is an extremely successful approach for the description of ground
state properties of metals, semiconductors, and insulators. It is extensively used
to study bulk materials and it also treats successfully the complex materials such
as carbohydrates, proteins or carbon nanotubes.

The foundation of DFT is strongly backed by the two Hohenberg-Kohn
theorems. The first theorem states every observable of a stationary quantum-

mechanical system can be calculated exactly from the ground-state electron
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density. Hence the total energy is a unique functional of the electron density p(r)

and is given by:

E= E[p(?")] = Ip(r) Oext (1’) dr + F[P(”)]

E[p(r)] is the energy functional, F[p(r)] is a universal functional of the electron
density p(r) but is unknown.

The second theorem states that the ground-state energy can be obtained
variationally: the density that minimizes the total energy is the exact ground-
state density.

From the first Hohenberg-Kohn theorem, if the energy functional would have
been known, then the ground state electron density could have been easily be
found using the second theorem hence requiring the variation of the energy
functional with respect to the electron density to vanish. But the theorems give
no information about how to construct the functional. Kohn and Sham then
devised a simple method where they replace original many-body problem with

an independent electron problem that can be solved.

Kohn-Sham Equation

Though the Hohenberg-Kohn theorems put forward a revolutionary idea yet in
practice, they do not offer a way of computing the ground-state density of a
system. In 1965, Kohn and Sham [21] further developed a simple method
combining the wave function approach and the electron density approach, for
calculating the ground state energy as a functional of the electron density as
solving a set of single particle Schrodinger equations. They introduced a fictitious
system of non-interacting electrons moving in an effective potential chosen such

that its ground state electron density is the same as the one of the true system.
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The value of the energy functional for a given density p(r) is given as:

Elp(")] = Tlp(r)] + I p(r) [Vext (r) + Vee(r)] dr + Ex[p(r)]

where T[p(r)] is the kinetic energy of non-interacting electrons, Vex is the
potential from the nuclei, V. is the classical coulomb electron-electron
interaction. Ex. [p(r)] is called exchange-correlation functional and it takes into
account all the contributions that were not considered in previous terms like
electron exchange, electron correlation and correction needed for the kinetic
energy and electron-electron interaction energies.

The density obtained when solving the alternative non-interacting Kohn-Sham
equation is the same as the exact ground-state density. The ground-state density

is thus obtained by solving the N one-electron Schrédinger equations.
[-1/2 V2 + UKs(T")] lpi(i") = Silpi(i")

The electron density p(r) can be expressed in terms of Kohn-Sham orbitals ¥; (r)

as:

p(r) = Z| W(r) |2

The non-interacting kinetic energy T[p(r)] is given by:
N
Tp(r)] =-1/2 ] W (r) V2 W(r) dr
i=1

Rest of other terms contributing to the total energy functional E[p(r)] are
functionals of electron density. Kohn and Sham introduce the special term in a
way that the unknown contribution to the total energy of the non-interacting

system become as small as possible, and this is indeed the case with the
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exchange-correlation energy, however it is still an crucial contribution since the
binding energy of many systems is about the same size as exchange-correlation
functional, so an accurate description of Ex[p(r)] is important for the prediction

of binding properties.

Exchange-Correlation Functional

First simple approximation for evaluating exchange and correlation functional is
the local density approximation (LDA) [22] which locally substitutes the
exchange-correlation energy density of an inhomogeneous system by that of an

electron gas evaluated at the local density. LDA functional has the form given by:

E.clp()] = exlp(r)]p(r)dr

While many ground state properties (e.g., lattice constants, bulk modulas) are
well described in the LDA, the calculation carried out for the molecular bond
energies, cohesive energies of solids and binding energy on surfaces are often
overestimated. The dielectric constant is overestimated by up to 40% in LDA
compared to experiment.

It is observed that the exchange-correlation energy ex[p(r)] is not only influenced
by the local density but also by the gradient of electron density and this
approximation is known as generalized gradient approximation (GGA) [23].

GGA functional form is described as:
Exlo(r)] = flp(r), Vo(r)]p(r)dr

Practical applications of DFT are thus based on approximations for the exchange-
correlation potential. The exchange-correlation potential describes the effects of

the Pauli principle and the Coulomb potential beyond a pure electrostatic
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interaction of the electrons. There is continuous development for the
approximations for the exchange-correlation energy to obtain improved
exchange-correlation functionals.

We have used exchange and correlation functional proposed by Perdew and

Wang [23] for all our calculation for Rh surface.

2.2 DFT as Implemented in Codes

In this thesis the plane wave DFT calculations are performed using CASTEP
(Cambridge Sequential Total Energy Package) and VASP (Vienna Ab-initio
Simulation Package). CASTEP is commercially available software from Accelrys.
The description is mentioned in a previous thesis [24] and is summarized below.
VASP is the software from University of Vienna and mostly used in molecular
modeling for research purpose. The parallel version of VASP is very useful for

calculation of large systems in an economic way.

2.2.1 CASTEP
CASTEP [25-26] is an ab initio quantum mechanical program which employ

density functional theory (DFT) to simulate the properties of solids, interfaces,
and surfaces for a wide range of materials classes such as ceramics,
semiconductors, and metals. CASTEP is developed in the Theory of Condensed
Matter Group at Cambridge University, UK. It is a suite of programs that
provides advanced quantum mechanical calculations for chemicals and materials
research.

CASTEP utilizes total energy plane-wave pseudopotential method where ionic
potentials are replaced with effective potentials which acts only on the valence
electrons in the system. Electronic wavefunctions are expanded through a plane
wave basis set and exchange and correlation effects in electron- electron
interactions can be included within either the local density (LDA) or generalized

gradient (GGA) approximations. Combining the use of pseudopotentials and
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plane wave basis sets makes it easier to calculate the forces on the atoms,
enabling efficient optimization of ionic configurations of molecules, solids,
surfaces, and interfaces. CASTEP takes the number and type of atoms in a system
and predicts properties such as lattice constants, molecular geometry, elastic
constants, band-structures, density-of-states, charge densities and wave

functions, and optical properties.

2.2.2 VASP
The Vienna Ab-initio Simulation Package (VASP), is a package for performing ab

initio quantum mechanical molecular dynamics (MD) using either Vanderbilt
pseudopotentials, or the Projector Augmented Wave (PAW) Method, and a plane
wave basis set. VASP was originally developed at the University of Technology
of Vienna, Austria, in the group of Jiirgen Hafner by Georg Kresse and Jiirgen
Furthmidiller.

The interaction between ions and electrons is described using ultrasoft
pseudopotentials (US-PP) or the projector augmented wave method and both
techniques allow a considerable reduction of the necessary number of plane-
waves per atom for transition metals and first row elements. Forces and stress
can be easily calculated with VASP and used to relax atoms into their

instantaneous ground state.

2.3 Supercell Approach

The supercell method imposes a periodicity on the simulation cell to model the
continuum properties of the system better. For example a crystal surface may be
represented by a finite length slab periodically repeated in 3 dimensions or to
study a molecule, it can be put in a box and repeated periodically to be treated as

periodic system. There is no limitation on the shape of supercell, however, the
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supercell chosen must be large enough so that the spurious interactions are small

between periodic images.

panodic slab

'I_l I R S
oA ATy &Y 1]
e S S

Fig 2.1. Periodic unit cell repeated in horizontal and vertical direction, top panel:

top view, bottom panel: side view

A vacuum layer between top layer of one slab and bottom layer of the next
periodic slab is placed to minimize vertical interactions and thus the supercells
approximate aperiodic system to a periodic one. The limitation for supercell
approach is that the supercell must be neutral charged as the electrostatic energy

of an infinite charged system diverges.

2.4 The Plane-Wave Basis Set

Plane wave calculations using periodically repeated supercell geometries now
make up the majority of DFT calculations in the area of surface science and
heterogeneous catalysis. The plane wave basis sets are popular in calculations

involving periodic boundary conditions for three dimensional systems. The
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electronic wave functions at each k-point can be expanded in terms of discrete
plane-wave basis set is given by Bloch's theorem.

Using Bloch's theorem [27-29], the wavefunction can be written as a product of a

cell periodic part uj(r) and a wavelike part ek with the wave vector k,

Yi(r) = ui(r). ekr

u(r) can be expanded as a set of finite number of plane waves whose wave

vectors are reciprocal lattice vectors of the crystal

ulr) =X cig.e”
G

Where, G are reciprocal lattice vectors and cic represent the expansion
coefficients.

Thus the electronic wave functions can be written as sum of plane waves,

G

In a periodic system, the infinitely extended integrals in real space over the
system are replaced by the finite integrals over the Brillouin zone in reciprocal
space by virtue of Bloch’s theorem. This issue is dealt with by sampling the
Brillouin zone at special sets of k-points.

The coefficients for the plane waves with small kinetic energies are more
important than larger ones and hence the plane wave basis set can be reduced to
include only those plane waves that have smaller kinetic energies than certain
cut-off energy. The reduction of basis set at finite cut-off energy can lead to an

error in the calculated total energy but it is possible to reduce the error by
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increasing the cut-off energy value. Cut-off energy can be increased until the
calculated total energy converges within the required tolerance.

The set of plane waves is restricted to a sphere in reciprocal space most
conveniently represented in terms of a cut-off energy Ecurof such that for all

values of G:
12| G + k| 2}/2m < Europ

Thus, the convergence of the calculation with respect to basis set may be ensured
by variation of a single parameter, Ecutof . This is a significant advantage over
many other basis set choices, with which calculated properties often show
extreme sensitivity to small changes in basis set and no systematic scheme for
convergence is available. In case of plane wave basis sets, same basis set can be
used for all atomic species, convergence toward completeness can easily be
tested and plane waves do not depend on nuclear positions and therefore

correction terms are not needed for the calculation of forces.

2.5 Pseudo-Potentials

Plane-wave basis sets are often used in combination with an effective core
potential or pseudopotential, so that the plane waves are only used to describe
the valence charge density. This is because core electrons tend to be concentrated
very close to the atomic nuclei, resulting in large wavefunction and density
gradients near the nuclei which are not easily described by a plane-wave basis
set unless a very high energy cut off, and therefore small wavelength, is used.
The pseudopotential approximation exploits this by removing the core electrons
and combining the interaction between the core and valence electrons and the
strong nuclear valence electron interaction into a weaker pseudopotential. A

schematic representation of pseudopotential method is given fig 2.2.
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Fig 2.2. The Pseudopotential approximation

Ultrasoft pseudopotentials used in plane wave calculations describe the core
electrons of atoms and enable plane wave basis set calculations with very low
cut-off energy. However, a lot of calculations are carried now a days using
projector augmented wave (PAW) method, which further reduces the expense of
calculation. In most cases, both approaches have similar result however there are
few exceptions e.g. transition metals with large magnetic moments and alkali

metals [30].

2.6 Brillouin-Zone Sampling

By the use of Bloch's theorem, the plane waves with infinite number of electrons
thus can be expressed as the wavefunction in terms of an infinite number of
reciprocal space vectors within the first Brillouin zone of the periodic cell. So,

Brillouin zone sampling at special sets of k-points is carried out. The k-points at
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which the Brillouin zone is to be sampled during a self consistent calculation to
find the electronic ground state is given by many methods [31-33], in the present
study it is described by Monkhorst-Pack grid [32] in terms of the dimensions of
the k-point mesh or a minimum k-point density. The number of k-points along
each coordinate is determined by three integer values of gi. The integers generates

a sequence of numbers according to

ui=Q2r-q:-1)/ 2 g,

where r varies from 1 to g; and i represents the coordinates in reciprocal space x,
Y, z. Monkhorst-Pack scheme gives the grid size such as k is distributed

homogeneously in Brillouin zone as:

where z1, z2 and z; are the lattice vectors in reciprocal space. The computational

effort could be reduced by using a carefully chosen k-point set.

2.7 Geometry Optimization

Geometry optimization is carried out to find minima on the potential energy
surface to get equilibrium structures. Optimization to minima is also known as
energy minimization. Commonly geometry optimization technique is used to
obtain a structure for a single-point quantum mechanical calculation, which
provides a large set of structural and electronic properties. It is also used to
prepare a structure for molecular dynamics simulation.

During geometry optimization, the cell parameters and the atomic coordinates
are varied iteratively until a stable structure is obtained corresponding to the

minimum force and stress for which convergence tolerance is defined.
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In a surface chemical process, after optimizing the geometry of the molecule in
the surface, adsorption energy can be calculated. For calculation of adsorption
energy Eads, the slab is geometry optimized with the species added to the slab
and also only slab without the species. The geometry of the species was
optimized within a cell similar to the cell of the slab and the energy of this
optimized surface species was calculated subsequently. The energies of the
optimized slab with and without species were calculated subsequent to the

geometry optimization. The adsorption energies were determined according to:

Eads = E(slab + species) — (Eslab + Especies)

Negative adsorption energy indicates a stable adsorption and the positive

adsorption energy indicates that the species is stable in gas phase.

2.8 Transition State Search
Transition state search determines the structure and energy of transition state in
chemical reactions and also calculates barrier height in a diffusion process.
The structures of reactants and products were relaxed prior to calculating
activation energies as well as reaction heats for the particular reaction. The
transition state of the reaction was located on the potential energy hypersurface
by performing a linear synchronous transit (LST) combined with a quadratic
synchronous transit (QST) calculation and conjugate gradient refinements [21].
The total energies for reactants, transition state, and products were computed.
Heats of reaction were calculated according to:

AEreaction = AEreactants = AEproducts
and the activation energy is calculated according to

Eact = AEtransition State ~ AEreactants
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2.9 Computational Details

All of our calculations for the chemical problems mentioned in this thesis have
been made by means of state of art DFT using the code CASTEP and VASP.
Various lateral sizes of supercells were chosen for studying molecules on Rh
surface. The depth of slab for each calculation is taken as 4 layers. A vacuum slab
of 10 A is chosen for C; species, 12 A for C; species and 15 A for C3 species in the
corresponding slab. In the present work, to account for exchange and correlation
functional the generalized gradient approximation as proposed by Perdew and
Wang (PW91) has been applied as it is established that this approximation for the
functional gives accurate description of chemical surface processes. In all the
calculations, k-points spacing was set to 0.05 A within the Brillouin zone as
generated by Monkhorst-Pack scheme. The plane wave pseudopotential
approach combined with k-point sampling results in time saving and accurate
calculations. Where required, we took into account spin polarization. All the
parameters are checked for their sensitivity and the variation in measured
quantity like adsorption energies of less than 2% were obtained from the

optimized one.
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Chapter 3

Ethane Dehydrogenation and
Fragmentation on a Rh(111)
Surface

3.1 Introduction

Fundamental understanding of hydrocarbon reactions on metal surfaces is of
immense importance in heterogeneous catalysis. A large number of industrially
relevant processes such as catalytic partial oxidation [1, 2, 34], catalytic steam
cracking [35], Fischer-Tropsch synthesis [36, 37] and alkene hydrogenation [38,
39] are crucially influenced by the stability and reactivity of hydrocarbon
fragments at metal surfaces. Despite the high performance of various
spectroscopic techniques like IR, SFG, TOF-SIMS, the low concentrations and
short lifetimes of reaction intermediates make their identification quite
cumbersome and challenging. For the determination of the structural properties
of these reactive species along with the thermodynamic and kinetic parameters
of their elementary reactions, state-of-the-art DFT is becoming increasingly
popular in many branches of science, particularly in the area of surface science.
Specifically, theoretically predicted energies can serve as the fingerprints for the
characterization of reactive intermediates.

Ethane is the simplest saturated hydrocarbon having a C-C bond and is

consequently an appropriate model species in order to study the conversion of
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higher hydrocarbon to synthesis gas. Many experimental and theoretical studies
of the catalytic partial oxidation have been carried out on different catalytic
surfaces using methane as model, however, in the comparison, only few studies
have been carried out so far for the ethane combustion on noble metal surfaces.
Therefore this system needs special attention to investigate the full chemistry of
C2 hydrocarbons on catalytic surfaces. For the choice of the catalyst amongst
noble metals, Rh [1, 3, 4] is established to be the most selective one for the
production of synthesis gas. In this chapter we discuss the theoretical
investigation of the ethane dehydrogenation and dissociation on Rh(111) surface,
which plays an important role in the development of reaction mechanism for the
formation of synthesis gas.

To understand first step towards dissociative adsorption, there is an extensive
interest in the possibility of activating C-H bonds present in alkanes by noble
metal based catalysts. However, saturated hydrocarbons are expected to weakly
interact with metal surfaces and consequently very few experimental studies
have been reported on metal single-crystal surfaces [40]. Chesters group [41]
reported the RAIRS spectra of ethane on Cu(111) at 91 K, which indicated weak
distortion of the molecule upon interaction with the surface. Madix and
coworkers [14, 42] used supersonic molecular beam techniques to investigate the
adsorption of methane and ethane on Pt(110)-(1x2) surface at temperatures in the
range of 500-1400 K. Interestingly, compared to a Pt(111) surface, these alkanes
were found to adsorb by direct dissociation on Pt(110)-(1x2) surface with a
relatively higher energy barrier. We have investigated the thermodynamics and
kinetics of the dehydrogenation of ethane on Rh(111) for 0.11 ML coverage.
Notably, owing to the increasing complexity of the adsorption system, studies for
ethane on Rh surface have received much less attention than methane within the
frame of the DFT community.

This chapter is aimed at mapping out the minimum energy pathway for ethane

dehydrogenation and decomposition to C2 and Ci fragments using periodic
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density functional theory calculations. Dissociative adsorption of ethane
followed by dehydrogenation is found to be the primary step for the Catalytic
Partial Oxidation of ethane. In this chapter, we also investigate the fragmentation
of ethane on Rh(111). In a subsequent study in chapter 5, we will discuss the
oxidation of CoHx and CHx species relevant to the catalytic partial oxidation
process. To understand the whole catalytic process of ethane dehydrogenation
and decomposition, the geometries, binding energies, and binding site
preferences for intermediate chemisorbed hydrocarbon species and hydrogen are
determined and rationalized to provide insights into the elementary reaction

steps as detailed below.

3.2 Adsorption of Ethane

The first step in heterogeneous reactions is the adsorption of reactant gas
molecules on the surface. Hence, a fundamental understanding of surface
reactivity requires the examination of the critical factors that govern the
adsorption process. In order to understand the C-H bond activation of ethane, its
dissociative chemisorption is studied to predict correctly the reactivity of the
molecule on Rh surface. We explored several adsorption sites (top, bridge,
hollow) for molecular ethane on the clean Rh(111) surface. As expected, ethane
does not show much sensitivity to site preference according to our DFT
calculation. In the bridge adsorption mode the C—C bond axis is aligned along a
Rh-Rh bond whereas in the top structure the C—C midpoint is above a Rh surface
atom. The bridged configuration is found to be most stable and the binding
energy is calculated to be 0.32 eV. Ci-Rh distance and C:-Rh distance is
calculated as 3.50 and 3.58 A respectively. These surface structures and are in
good agreement with those predicted from experiments [43]. Ethane is found to
adsorb molecularly on the terrace sites of Pt(111) at 95 K with a saturation

coverage of ca. 0.3 monolayer and desorbs at ca. 132 K during TPD studies [44].
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3.3 Adsorption of C:Hx (x=0-5) Species

We obtained the adsorption modes and the corresponding adsorption energies
for all CoHx (x=0-6) species on a 3x3 unit cell. Fig 3.1 shows the geometry of the
intermediate structures involved in the reaction. The reaction intermediate
species are ethyl (C2Hs), ethylidene (CH3CH), ethylene (CH2CHz), ethylidyne
(CHsC), vinyl (CH2CH) and Acetylene (CHCH). Other intermediates such as
vinylidene (CCHy), ethynyl (CCH) and carbidic ethynylene (CC ) species are also
identified. A detailed knowledge of the chemisorption of hydrocarbon species on
the rhodium surfaces is useful to gain some insight into understanding the

corresponding catalytic processes.

CH,CH,(di-o) CH,CH,(m)

CH,CH CH,CH CH,C

Vil

CH,CH CHC

CC

Figure 3.1 Surface radicals involved in the dehydrogenation of ethane
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Ethyl Adsorption: Ethyl (C2Hs) radical is found to prefer atop adsorption where
the surface metal atom essentially replaces the hydrogen atom of ethane in order
to form a surface intermediate resembling like ethane preserving its sp?
symmetry. On adsorption, the C-C bond axis was found to tilt upward somewhat
with respect to the surface plane. The C-C bond distance is 1.51 A, which is
slightly shorter than the 1.53 A calculated for free CoHe in the gas phase. The
binding energy of 2.10 eV is calculated for ethyl species on a Rh(111) surface. The
adsorption site preference is attributed to the balance between the Pauli
repulsion and the orbital overlap according to Hoffmann [45] and Schustorovich

and Baetzold [46] orbital interaction scheme.

Ethylidene Adsorption: Ethylidene (CH3CH) is found to show preference
towards bridge site so that C-atom lies between two vicinal metal atoms and is
bonded in such a way to satisfy valence rule for sp3 hybridization. The binding
energy is calculated as 4.33 eV. The C-C bond of the adsorbed ethylidene is 1.5 A
and the two C-Rh bond lengths are determined to be 2.05 A and 2.06 A.

Ethylene Adsorption: We observe that ethylene (CH2CH>) adsorbs on a Rh(111)
surface by binding to an bridge site leading to a di-o bonded ethylene where two
carbons atoms are bonded covalently to the adjacent Rh atoms and each C has
the binding of sp3-hybridized orbitals, as expected. The C-C bond is found to be
1.47 A, clearly indicating a o-bond formation. A di-o ethylene geometry, has been
previously reported experimentally on Pt(111) using HREELS [47], UPS [48] and
NEXAFS [49]. The next most energetically stable structure of ethylene observed
involves the hydrocarbon species forming a n-bonding on to the surface at a top
site. The C-C bond length observed is 1.40 A with the C-Pt bond at 2.19 A and
2.18 A. A similar structure of the m-coordinated ethylene is also observed on

Pt(111) [50] and Pd(111) [51] surface where the corresponding C-C bond length
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calculated is 1.41 A and 1.38 A with the C-Pt bond length as 2.12 A and 2.20 A
respectively. The adsorption energies are calculated to be 1.04 eV for the di-o
bonded structure and 0.98 eV for the n-coordinated configuration of the ethylene

molecule.

Vinyl Adsorption: We find that vinyl (CHCH>) prefers to bind to an 3-fold site on
Rh(111) surface with two Rh-C1 bonds of 2.06 A and 2.07 A on one Rh-atom and
another Rh-C2bond of 2.11 A on neighboring Rh-atom. The molecule has each C-
atom having four bonds as expected for a sp3-configuration and carbon-carbon is
a o-bond. The calculated binding energy for hexagonal close-packed hollow (hcp)
site is found to be 2.99 eV and is preferred over fcc site by 0.10 eV. The C-C
distance is 1.45 A and is stretched by 0.15 A as compared to 1.30 A for free vinyl
in gas phase. The binding energy of vinyl on Rh(111) is found to be 3.04 eV.

Ethylidyne Adsorption: On Rh(111), ethylidyne occupies a hcp site where there is
a Rh-atom from the second metal layer directly under the carbon that is bound to
the metal surface. The binding energy of vinyl on Rh(111) is found to be 6.34 eV.
Ethylidyne has been detected spectroscopically as stable surface species and
extensive studies has been carried out to elucidate the structure of ethylidyne on
Rh(111) [52-56], Pt(111) [56-58], Pd(111) [56, 59, 60], Ir(111) [61], and Ru(0001) [62]
and it is observed to potentially adsorb in three fold sites . Ethylidyne on Pt(111)
occupies the threefold fcc metal site with its C—C bond is normal to the metal
surface whereas on Rh(111) it prefers hcp occupancy and the different site
occupancy of ethylidyne on the Rh(111) surface changes the nature of adsorbate
induced restructuring of the metal surface around the chemisorption bond as

reported by LEED crystallography.

Accetylene Adsorption: Accetylene (CHCH) is found to adsorb on Rh(111)

surface most preferably in parallel bridged position with an adsorption energy of
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2.64 eV. Each C-atom of HC-CH is bridged between two neighboring Rh atoms
with C-Rh distance as 2.03 A and 2.17 A. The C-C bond distance is calculated to
be 1.38 A and it is noticed that the bond is elongated after adsorbing to surface by
0.18 A as compared to free ethyne in the gas phase. Experimental studies on
Pd(111) [63] found that ethyne adsorbed at a surface temperature of 120 K is
converted to vinylidene at 213 K. It was also observed by supersonic molecular
beam technique that the stable dissociation product of ethane on Pt(110) [64] at
all coverages to have CzHa stoichiometry in the surface temperature range 350-

400 K. This species then found to decompose above 400 K to C2H.

Vinylidene Adsorption: Vinylidene species is a two-electron donor and can act as
a terminal or bridging ligand while forming stable complexes with transition
metals [65]. The binding energy of vinylidene on Rh(111) is calculated as 4.40 eV
on a hcp site, which is higher by 0.14 eV more stable than the corresponding fcc
site. The -CH: fragment of C-CHz lies over a Rh atom like on top surface site,
with a C-Rh bond length of 2.27 A and the —C fragment is oriented in such way
that the corresponding C-Rh bond lengths are found to be 1.99 A, 1.99 A and 2.09
A. The C-C bond is calculated to be 1.39 A long and is slightly elongated as
compared to C-C bond of C-CH: in the gas phase which is 1.34 A and thus

suggests that the back-bonding is not as significant as in the case for acetylene.

Ethynyl Adsorption: Ethynyl (CCH) is found to be adsorbed on Rh(111) with the
tertiary carbon atom located in a threefold site with an C-Pd distance of
1.97 A,2.11 A, 2.10 A and the -CH fragment lies while bonding two Pd atoms like
bridged site and the C-Pd distance in this case is found to be 2.24 A and 2.19 A.
The binding energy calculated to be — 4.78 eV. STM and NEXAFS experiments
carried out for ethynyl species have reveal that the orientation of ethynyl
adsorbed on Pd(110) is the [001] direction and the inferable adsorption site is the

p-bridge site [66]. Theoretical study on Pd(111) report a structure where 1213 (C,



32

C) structure where average C-Pd distance from —-C of C-CH is 1.99 A and from -
CH fragment is 2.13 A [67].

Carbidic Ethylene Adsorption: Each carbon atom in carbidic ethynylene (CC)
bonds to the surface at a threefold site and C-C bond length is found to be 1.36 A.
The barrier for C-C bond scission of CC species is expected to be much higher
than for any of the C-H bonds and also higher than C-C bond of other
intermediate species. Experimental findings on ethane dehydrogenation on
Pt(100) reported that a carbidic species is formed when the surface temperature is
above 600 K and upon increasing the temperature further to 800 K, formation of
carbonaceous multilayers or graphite takes place [64]. According to our
theoretical investigation, we observe the formation of carbon species taking place

as final decomposition product of ethane in the absence of oxygen.

Table 3.1 shows the most stable identified adsorption configurations and

adsorption energy of intermediate radicals involved in the decomposition of

ethane.
Radicals Eads dcrn dcc
CoHs -2.10 2.10 1.51
CH3;CH -4.33 2.06, 2.05 1.50
CH>CH> (di-o-bonded) -1.04 2.14,2.13 1.47
CH,CH, (m-bonded) -0.98 2.19,2.18 1.40
CH,CH -3.04 2.06,2.07;2.11 1.45
CH;C -6.34 2.01,2.02,2.02 1.48
CHCH -2.64 2.03,2.17,2.03,2.17 1.38
CH,C -4.38 2.27,1.99,1.99, 2.09 1.39
CHC -4.78 2.24,2.19,2.36;1.97,2.11,2.10 1.36
CC -5.90 2.043,2.14, 2.15,2.13,2.03, 2.14 1.36

Table 3.1. Geometrical parameters (in A) and binding energies (in eV) of the

intermediate radicals in their stable configuration.
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3.4 Reaction Pathways and Activation Barriers
For developing reaction pathway, the reactions and rearrangement considered
are C-H bond-breakage (dehydrogenation) C-H bond formation
(hydrogenation), 1,2-H shift (isomerization), diffusion to different sites and C-C
bond-breakage (fragmentation) through various intermediates of CoHx. In this
section, we present the study and elucidation of the reaction path comprising of
various elementary steps from ethane to ethylidyne and then to carbon. For each
elementary reaction step, we then describe the transition state structures and the
activation and reaction energies. Our theoretical results relate important aspects
of the experimental findings for ethane decomposition on Rh(111).

Reaction pathway for ethane dehydrogenation and fragmentation is
summarised in Scheme 3.1. We consider the C-C bond breakage during

fragmentation of radicals.

. \ / CHz CH2 I_"‘ CHE + CHEI CH + CH I

CH,-CH, |—| cH.-CH, /

| CHCH |J— CHCH cc ]
/
CH,-CH |/ (:H2 |—- CHj |

CH, + CH| | CH,C | CH2+C CH+C |
.
CH,+C

Scheme 3.1. Elementary paths for the dehydrogenation and fragmentation of

ethane on Rh(111)

3.4.1 Ethane and C:Hx Dehydrogenation Reactions

Each elementary step is discussed in detail.
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3.4.1.1 Ethane to Ethyl species formation

Ethane dissociative adsorption is followed by the formation of ethyl and
hydrogen on catalyst surface. RAIR spectra of the primary products of the
dissociative adsorption of ethane on a Pt(111) substrate at 150 K indicate that the
ethyl moiety is formed by the reactive collision [67]. We study the dissociative
adsorption of ethane to ethyl and hydrogen atom on Rh(111) surface. During the
reaction, the C2Hs approaches towards one of two neighboring Rh atoms and
bends towards the surface resulting CoHs and H concertedly adsorbing on a atop
site. On the same top site, the H is abstracted and simultaneously remains
adsorbed at the transition state. The C-H bond of ethane is stretched to 1.80 A.
The H atom then moves to the neighboring fcc site. Figure 3.2.a shows the
reactants and product structures along with transition state and Figure 3.2.b

gives the energetics of the corresponding step.

Figure 3.2.a. Dehydrogenation of CoHs (reactant R1) to C2Hs and H (product P1)

via transition state T1

T

0.66

C,H,+H

Relative Energy (eV)

C.Hg

Figure 3.2.b. Energetics of the elementary step: C2Hs — C2Hs and H
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3.4.1.2 Ethyl to Ethylidene / Ethylene formation

A CyHs species, which is stable when absorbed in a atop site on Rh(111) and can
undergo two different dehydrogenation reactions. Abstraction of H from the low
lying C-atom with respect to the catalyst surface, where the C-Rh distance is 2.10
A leads to the formation of ethylidene and abstraction from methyl H of the
other C-atom furnishes ethylene. Ethylene forms however with two adsorption
configurations designated as di-o and 7 bonded CH>CH: on Rh(111). Fig 3.3.a
and Fig 3.3.b show the structures and energy profile of the reactants, transition

states and products for this reaction.

Figure 3.3.a. Dehydrogenation of CoHs (reactant R2) to CH3CH and H (Product
P2) via transition state T2 and to di-o-bonded ethylene species and H (product
P2) via transition state T3. Route to nm-bonded ethylene species (product P3’) and

H is shown via transition state T3.
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T3

Relative Energy (eV)

C,H;

CH,CH,(c) + H
CH,CH,(m) + H

Figure 3.3.b. Energetics of the elementary steps CoHs — CH3;CH + H and
CoHs — CH>CH> (di-0 and 7 bonded) + H

According to our DFT calculations, formation of ethylene and ethylidene from
ethyl radical have comparable activation energies with a slight difference of 0.03
eV and both are expected to be prevalent at a particular temperature. Even
though ethylidene is a transient intermediate species, experimental evidence

indicates the formation of ethylidene from ethyl species on Pt(111) surface [67].

4.4.1.3 Ethylene to vinyl formation

Ethylene formed on Rh(111) surface is a stable species and undergoes
dehydrogenation to form Vinyl species at the surface. In the transition state T4,
dehydrogenation takes place from one of the methylidene moieties and the C
atom relocates from the top site to a nearby bridge site forming C-Rh bonds at a
distance of 2.24 A and 2.18 A. The H atom gets dissociated over the top of Rh
atom, where the C-H distance being elongated to 1.62 A and the H-Rh distance is
observed to be 1.59 A. The products formed are vinyl adsorbed at hcp site while

the dissociated H atom occupies a nearby 3-fold site. The activation energy of the
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elementary step is calculated to be 0.65 eV and the reaction is found almost
thermoneutral. The structures for reactants, products and transition state are

given in Figure 3.4.a. and the corresponding energy diagram is shown in Figure

3.4.b.

Fig 3.4.a. Dehydrogenation of CH2CHo> ( reactant R4) to CH>CH and H (Product

P4) via transition state T4

T4

Relative Energy (eV)

CH,CH, CH,CH + H

Figure 3.4.b. Energetics of the elementary step CH.CH, — CH