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Summary

Investigation of surface charging at the ITO/aqueous solution interface by in situ sum-frequency-
generation spectroscopy and voltammetry

Surface charging and ion specificity effects occurring at the metal oxide/aqueous solution inter-
face play a decisive role in various biological, environmental, geophysical, and industrial pro-
cesses. Despite their importance, the influence of these effects on interfacial water molecules
ordering at charged oxide surfaces is not fully understood. In this work, the surface charging
and ion specificity at the tin-doped indium oxide (ITO)/aqueous solution interface was inves-
tigated using in situ vibrational sum-frequency-generation (SFG) spectroscopy in combination
with voltammetry. The n-type, wide bandgap semiconductor ITO was chosen as test material be-
cause of its good chemical stability, high optical transparency, and low electrical resistivity, which
enables simultaneous spectroscopic and controlled voltammetric measurements in aqueous envi-
ronments. In order to perform these measurements at this interface and other solid/liquid inter-
faces, the previously existing SFG spectrometer setup was extensively modified, especially with
the addition of a Fabry-Perot etalon for pulse shaping and phase-independent measurements,
the redesign of the sample stage area for easy manipulation and quick exchange of measuring
cells, and the addition of a reference line for absolute intensity measurements. Furthermore, a
novel three-electrode spectroelectrochemical cell with ITO-coated IR-transparent prism as work-
ing electrode was designed and constructed. The sputter-deposited and annealed ITO thin film
was first characterized in terms of structural, electrical, and optical properties using X-ray diffrac-
tion, scanning electron microscopy, four-point probe resistivimetry, and optical spectroscopies.
An homogeneous, polycrystalline structured surface with low resistivity (∼ 10−2 Ω·cm) and high
transmissivity (∼80–90%) in the visible range was found. The isoelectric point of ITO (pHiep ≈ 3)
was determined by streaming potential measurements in water and aqueous salt solutions. The
influence of applied potential on water ordering and ion affinity was investigated by SFG mea-
surements at two positions of the bonded-OH region (∼ 3150 cm−1 and ∼ 3400 cm−1) with
deuterated water, normal water, and two series of anionic and cationic salt solutions. The ex-
periments with water revealed the presence of a strong non-resonant contribution from the ITO
film which could potentially dominate all resonant contributions, except maybe at high positive
potentials. With the anionic and cationic salt solutions, no ion specific effects could be detected
but certain soft ions showed a definite propensity for the ITO surface. Surface current density
was also recorded in both spectral regions and showed the presence of corrosion effects on ITO,
especially important for halogenated salts.
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Zusammenfassung

Untersuchung der Oberflächenladung an der ITO/Wassergrenzfläche mittels in situ Summen-
frequenzgenerations-Spektroskopie und Voltammetrie

Oberflächenladung und ionenspezifische Effekte, die an der Metalloxid/Wassergrenzfläche auftre-
ten, spielen eine entscheidende Rolle in verschiedenen biologischen, ökologischen, geophysikalis-
chen und industriellen Prozessen. Trotz ihrer Bedeutung ist der Einfluss dieser Effekte auf die
Anordnung der Wassermoleküle an der Grenzfläche zu geladenen Oxidoberflächen noch nicht
völlig verstanden. In dieser Arbeit wurden Oberflächenladung und ionenspezifische Effekte
an der ITO/Wassergrenzfläche mit Hilfe von in situ Schwingungs-Summenfrequenzgenerations
(SFG)-Spektroskopie zusammen mit Voltammetrie untersucht. Der n-Typ ITO-Halbleiter mit
großer Bandlücke wurde als Versuchsmaterial wegen seiner guten chemischen Stabilität, hohen
optischen Transparenz und seines geringen elektrischen Widerstandes gewählt. Diese Eigen-
schaften ermöglichen simultane spektroskopische und kontrollierte voltammetrische Messungen
in wässeriger Umgebung. Um diese Messungen an dieser Grenzfläche und anderer geladener
fest/flüssig Grenzflächen durchzuführen, wurde der vorherige SFG-Spektrometeraufbau sub-
stantiell verändert. Im Besonderen wurde ein Fabry-Perot Etalon für die zeitliche Pulsmodi-
fizierung und unabhängige Phasenmessungen hinzugefügt, ebenso wurde der Probenbereich für
eine einfache Bedienung und schnelle Wechsel der Messzelle neu gestaltet. Zusätzlich wurde eine
Referenzlinie für Messungen absoluter Intensitäten installiert. Außerdem wurde eine neuartige
Drei-Elektroden spektroelektrochemische Zelle mit einem ITO-beschichteten und IR-transparenten
Prisma als Arbeitselektrode konzipiert und angefertigt. Die dünne aufgedampfte und temperierte
ITO-Schicht wurde zunächst bezüglich ihrer strukturellen, elektrischen und optischen Eigen-
schaften mit Hilfe von Röntgenbeugung, Rasterelektronenmikroskopie, Vierpunktmessungen und
optischen Spektroskopien charakterisiert. Eine homogene, polykristallin strukturierte Oberfläche
mit geringer Schichtresistivität (∼ 10−2 Ω·cm) und hoher Transmission (∼80–90%) im sichtbaren
Bereich wurde gefunden. Der isoelektrische Punkt (pHiep ≈ 3) von ITO wurde durch Messun-
gen des Strömungspotentials in Wasser und wässerigen Salzlösungen bestimmt. Der Einfluss des
angelegten Potentials auf die Anordnung der Wassermoleküle und auf die Ionenaffinität wurde
mit SFG-Messungen an zwei Positionen in der Region für gebundenes OH (∼ 3150 cm−1 und ∼
3400 cm−1) mit Schwerwasser, Wasser und zwei Reihen anionischer und kationischer Salzlösun-
gen untersucht. Die Experimente mit Wasser zeigten das Vorhandensein eines starken nichtreso-
nanten Beitrages der ITO-Schicht, der möglicherweise alle resonanten Beiträge dominieren kön-
nte, außer vielleicht bei hohem positiven Potential. Für die anionischen und kationischen Sal-
zlösungen konnte kein ionenspezifischer Effekt entdeckt werden. Einige weiche Ionen zeigten
jedoch eine bestimmte Affinität für die ITO-Oberfläche. Zusätzlich wurde die Oberflächenstrom-
dichte in beiden spektralen Bereichen und die Anwesenheit von Korrosionseffekten auf ITO gemes-
sen, welche besonders auffällig für Halogensalze waren.
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Introduction

I do not know what I may appear to the world, but to myself I seem to have been only
like a boy playing on the sea-shore, and diverting myself in now and then finding a
smoother pebble or a prettier shell than ordinary, whilst the great ocean of truth lay
all undiscovered before me.

Sir Isaac Newton

1.1 Metal oxide/aqueous solution interfaces

1.1.1 Importance in natural and artificial processes

Metal (hydr)oxide/aqueous solution interfaces can be considered as almost ubiquitous
since they can be found in numerous natural and artificial processes. Over the last
decades, the interest for these interfaces has increased significantly due to their impor-
tance and relevance in a variety of fields ranging from biological to environmental and
geochemical sciences (for reviews, see [1–4]). Indeed, these interfaces are host of several
natural processes including, for instance, biomolecular and cellular adhesion [5–7], cor-
rosion and passivation of certain metals and their alloys, environmental catalysis and re-
mediation [8–10], mobilization and transport of mineral colloids in ground water systems
[11], and sorption of contaminants, pollutants and metal trace elements in soils [12, 13]. In
recent years, natural as well as synthesized metal oxides (the latter being frequently pre-
pared in doped or mixed form), have become of great practical interest and have found
their way, either as nanoparticles or thin films, in many industrial processes and tech-
nological applications such as heterogeneous water phase catalysis [14], photocatalytic
water disinfection [15–18] and splitting for hydrogen fuel production [19, 20], stabiliza-
tion of colloidal systems [21–24], bacterial filtering [25], controlled cellular adhesion and
migration [26], pH and chemical sensing [27, 28], ore beneficiation and enrichment by
flotation [29], and nuclear waste disposal [30–32], just to mention a few examples.

All these metal oxide/aqueous solution interfaces are usually charged over the pH range
of the surrounding aqueous solution (e.g., natural waters, buffers, electrolytic baths), and
the amount of this pH-dependent charge is proportional to the concentration and type of
dissolved ions. Aqueous ions thus play a decisive role in these processes. In fact, several
of them (if not all) even exhibit a well-defined behavior which depends strongly on the
ion-specific interactions between dissolved ions and metal oxide surfaces (for an exhaus-
tive and thorough review of ion-specific effects, see [33]).
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1.1. Metal oxide/aqueous solution interfaces

Table 1.1 gives a list of the currently most studied metal oxides encountered in some
common metal oxide/aqueous solution interfaces. Not surprisingly, all of these involve
naturally occurring, simple metal oxides, mainly because of their importance to envi-
ronmental, geochemical, and soil sciences. In addition, studies on these mineral oxides
mostly target their interactions with alkaline (Na+, K+) and alkaline earth (Ca2+, Mg2+)
cations, because of their abundance in natural waters and soils. Other heavier cations
(Rb+, Cs+, Sr2+, Ba2+), more deleterious to the environment, have also been considered.
In contrast, fewer studies have so far been devoted to other, less common, natural (e.g.,
δ-MnO2, SnO2, TiO2 (anatase), etc.) and synthetic (e.g., In2O3, WO3, ZnO, ZnO:Al, etc.)
metal oxides, and that despite their growing technological importance. Nevertheless,
fundamental studies about surface charging and ion specificity on these metal oxides in
contact with aqueous solutions could be also of great use in understanding the behavior
of those previously listed.

Table 1.1: List of metal oxides encountered in common metal oxide/aqueous solution
interfaces (adapted from [2]).

Metal oxide Mineral name Cation valence Crystal face studied

Group MO

α-FeO(OH) goethite +3 (110)

MgO periclase +2 (100)

Group MO2

α-SiO2 quartz +2 (0001), (1010), (1011)
α-TiO2 rutile +2 (100), (110), (111)

Group M2O3

α-Al2O3 alumina +3 (0001), (1012), (1011)
α-Fe2O3 hematite +3 (0001), (1012), (1011)

1.1.2 Surface charging and ion specificity

Obviously, none of the previously mentioned processes could proceed normally or op-
timally without surface charging of the metal oxide/aqueous solution interface. In fact,
whatever which interface may be involved (e.g., soil mineral oxides in contact with ground
water, conductive oxides electrodes immersed in an electrolytic bath, etc.), it is generally
agreed that whenever a metal oxide comes in contact with an aqueous solution, its surface
develops a net (negative or positive) charge, due to water dissociation at the surface and
formation of hydroxyl groups to satisfy the bond valence of surface oxygen and metal
ions. This pH-dependent surface charging, in addition to short-range van der Waals
forces, then drives the sorption of any dissolved inorganic and organic ionic species, as
well as changes in the structure and dynamics of both the aqueous and solid phases
within a thin (typically, few nanometers) interfacial region [34]. The changes in the aque-
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Introduction

ous phase include many important interfacial phenomena such as the orientation and
polarization of vicinal water layers. The pH-dependent surface charging behavior of a
given oxide, and especially its point of zero charge (PZC) (or its isoelectric point (IEP) 1),
is a fundamental parameter of metal oxide/aqueous solution interfaces [35, 36]. The PZC
can be defined as the pH value of the aqueous solution where the overall charge at the
oxide surface equals zero i.e., the pH value at which the charges due to negatively and
positively ionized surface groups neutralized one another. In the absence of other charge-
determining ions (and any surface defects and impurities), the PZC depends solely on
the surface hydroxyl (OH) groups of the metal (hydr)oxide. The pH value at the PZC
(pHpzc) is related to the acidity constants of these surface groups, but the exact relation-
ship depends on the model adopted for describing the acid-base behavior of the metal
oxide/aqueous solution interface (e.g., 1 site/1 pK, 1 site/2 pK, and multisite models,
etc.). The ion specificity on the other hand refers simply to any phenomena where ions
of different size but of the same valency, behave differently. Moreover, the ranking or
ordering of the relative influence of these ions on the behavior of a given phenomena
leads to so-called ion affinity series (IAS) (among which can be found, for example, the
well-known Hofmeister and Irving-Williams series).

1.1.2.1 Literature survey of previous experimental studies

The importance of (pH-dependent) surface charging and ionic specificity at metal ox-
ide/aqueous solution interfaces has been recognized already for almost a century. In-
deed, based on previous pioneering works by Schulze [37] and Hardy [38], interest for
these two phenomena came in the early 1920’s with studies on the effect of inorganic
salts on coagulation and precipitation of colloidal metal (hydr)oxides dispersions [39–
42]. Since then, numerous and various kinds of metal oxides have been investigated
experimentally and systematic data on their surface charging and ion specificity behav-
ior has recently become available (for a complete and exhaustive monograph, see [43]).

For the sake of comparison and in order to get an overview, a compilation of PZCs and
IAS for selected insoluble metal oxides is presented in Table 1.2. The gathered data has
been restricted to metal oxides that have not undergone any physico-chemical surface
pre-treatment. The experimental PZC and IAS given here were obtained exclusively
with conventional methods such as adsorption, electrokinetics (streaming potential, elec-
trophoresis) or titration (mass, potentiometric) over a definite pH range (typically, pH 2-
11) 2 and small to moderate (≤ 0.1 M) ion concentrations 3. Within this list, metal oxides
were organized according to their PZC. Hence, metal oxides with low or high PZC can
be classified as acidic (high H3O+ affinity) or basic (low H3O+ affinity), respectively. In
addition, for each metal oxide, IAS for anions and/or cations have been reported, when
available. For these series, the measured quantities, namely, ion uptake, surface charge
density (σ0), zeta potential (ζ), and critical coagulant concentration (c∗), were usually
compared at constant ion concentration.

1. The PZC is equivalent to the IEP if there is no specific adsorption of ions other than the potential-
determining H+/OH– ions at the surface. This is often the case for pristine oxide surfaces in water.

2. Extreme pH values outside this range are usually avoided since many metal oxides lose their chemical
stability and become sparingly or completely soluble.

3. At higher concentrations, the activities of different ions in solutions of equal concentration can differ
significantly.
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Introduction

Hence, for two given ions Ii and Ij , putting that Ii T Ij means that Ii has higher, com-
parable, or lower affinity for a metal oxide surface than Ij . In other words, under the
same experimental conditions, it means that the values of ion uptake and σ0 are higher
(comparable or lower) and those of ζ (in absolute value) and c∗ are lower (comparable or
higher) in the presence of Ii than in the presence of Ij . In terms of terminology, a series
for which the ion affinity increases (decreases) with increasing (decreasing) unhydrated
ion radius is called direct (D) (indirect (I)) [67].

1.1.2.2 Tentative phenomenological interpretations

It is only recently that insoluble metal oxides have been considered 4 (or at least revis-
ited) as an interesting model which can provide some general features about ion speci-
ficity [66, 67]. As readily seen from Table 1.2, it can be noted that ion series are different
between different metal oxides. As pointed out by Lyklema [67], the main observation
is that there is no unique IAS i.e., it depends on the type of surface involved. It ap-
pears as though there exists no underlying principle for these systems. Nevertheless,
a striking correlation could be made between ion affinity and PZC: for an acidic metal
oxides (low pHpzc), the sequence is direct, thus suggesting a preference for larger size
ions, whereas for basic oxides (high pHpzc) the series is reversed. Tentative interpreta-
tions of ion specificity (as well as non-uniqueness and reversibility) on insoluble metal
oxide surfaces have attributed its origin to one of the following effects: (i) ion-induced
water structure changes [53, 68], (ii) ion pairing interactions [69, 70], and (iii) dispersive
interactions with explicit considerations of ion size and polarizability [71]. Some of these
interpretations were developed by extension of similar arguments given for ion speci-
ficity in bulk aqueous solutions.

The first of these interpretations assumes that ions perturb the hydrogen bonding net-
work beyond their immediate hydration shells and ascribes the definition of structure
breaking/making ions depending on the extent of this perturbation. A (perhaps simplis-
tic 5) definition suggested by Collins [69] considers that large, singly charged ions with
low charge density (e.g., SCN–, H2PO–

4, HSO–
4, HCO–

3, I–, Cl–, NO–
3, NH+

4 , Cs+, K+) bind
water weakly, whereas small and multiply-charged ions with high charge density (e.g.,
SO2–

4 , HPO2–
4 , Mg2+, Ca2+, Li+, Na+, H3O+, OH–) bind water strongly relative to the

strength of water-water interactions in bulk solution. In contrast, Gierst [68] as well as
Berube and de Bruyn [53] gave an "energetic" interpretation of ion specificity on metal
oxide surfaces in terms of breaking/forming of hydrogen bonds. This treatment predicts
that an entropic attraction will exist between ions and surfaces that promote a similar
ordering effect in their local aqueous environments. The structure-inducing behavior of
ionic species closely correlates with their hydration enthalpies, with monovalent cations
promoting water order in the sequence Li+ > Na+ > K+ > Cs+. However, this interpreta-
tion has been considered as unlikely for two reasons [74]: (1) the Gibbs energies involved
in the breaking/forming of H-bonds are (in absolute value) at least one order of mag-
nitude too low and thus represents only a fraction of the ion hydration Gibbs energy
(for thermodynamic data of ions, see [75]), and (2) it has been shown by molecular dy-
namics simulation that adjacent to a solid surfaces, a stagnant water layer is formed that
behaves like a two-dimensional gel in which the ions can move almost unimpeded [76].

4. Actually, the occurrence of ion specificity on insoluble metal oxides has only been briefly mentioned
in [33].

5. Actually, no consensual definition exists on which structural character enables the distinction between
these two kind of ions (for critical reviews, see [72, 73])
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1.1. Metal oxide/aqueous solution interfaces

Hence, this would suggests that upon ion adsorption, no substantial rearrangement of
the water molecules adjacent to the solid surfaces would take place, thus pointing to
an enthalpic rather than to an entropic driving force. Nevertheless, the water structure
breaking/making model predicted correctly cation affinity series on α-alumina obtained
at high concentration (1 M) over the entire pH range [77].

The second interpretation invokes so-called inner-sphere or contact ion pairs formation
between oppositely charged ions based solely on electrostatic attractive interactions rather
than on any specific chemical interactions. As revisited by Collins [69], ion pairing can be
predicted through the so-called law of matching water affinities, an empirical rule that can
be traced back to the hard–soft acid–base principle already described in works by Gurney
[78] and Pearson [79, 80]. According to this law, inner sphere ion pairs are preferentially
formed between oppositely charged ions with matching absolute enthalpies of hydration.
In other terms, small ions with high surface charge density, which possess a tightly bound
hydration shell (hard ions), can pair together because the electrostatic attractive interac-
tions between them is sufficiently strong to squeeze out the hydration shell. Similarly,
large ions with lower surface charge density, and thus with a loosely bound hydration
shell (soft ions), can also pair because the electrostatic interactions, although weaker, is
sufficiently strong to expel the hydration shell. In contrast, the pairing of hard and soft
ions leads to a mismatch and both ions remains separated by an hydration layer. Return-
ing back to the metal oxides, ion adsorption usually takes place on surface hydroxyl (OH)
groups which may become negatively (M–O–) or positively (M–OH+

2 ) charged following
deprotonation or protonation, respectively. The radius of the OH group is comparable to
that of an OH– ion in solution (r(OH–) = 0.140 nm). Hence, by applying the ion pairing
law, small (large) ions prefer small (large) ionized surface sites. This trend can also be
observed with the activity coefficients of alkali hydroxide salts in solution, where pair
formation decreases with increasing cation size [81].

Finally, another, more recent interpretation of ion specificity makes use of non-electrostatic
or dispersive ion-surface interactions based on ab initio ionic excess polarizabilities with
finite ion sizes together with hydration effects [71]. In this model, the electrostatic (self-
consistent) potential found in the Boltzmann ion distribution is complemented with a
non-electrostatic potential term that contains ion size a and excess polarizability α∗(iω)
which describes the effect of the water on the polarizability of the ion. The excess polar-
izability is usually dependent on the intrinsic polarizability of the ion. Hydration effects
are included simply by adding to the latter, the intrinsic water polarizability (αw(iω))
modulated by the number of water molecules (nw) in the hydration shell of the ion. In ad-
dition, hydrated ion size are considered by taking instead the Stokes radius. It was found
that inclusion of the hydrated ion size as well as competing short- and long-range non-
electrostatic potentials could explained satisfactorily direct and indirect IAS observed on
silica (low pHpzc) and α-alumina (high pHpzc), respectively. However, a major inconve-
nient of such dispersive models is that the calculated values of polarizabilities depend
crucially on the type of model used for the surrounding solvent. For example, it was
shown in a comparative study that use of polarizable continuum and point charge sol-
vent models lead to an increase and a decrease in ion polarizability values, respectively
[82].

In view of the aforementioned models, the overall conclusion that can be drawn at the
moment is that IAS associated with insoluble metal oxides are phenomenologically best
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described by ion pairing interactions whose origin are water-mediated and which are
to a large extent entropically determined [67]. Nevertheless, recent progress with disper-
sive models, opens the possibility for a more sophisticated, quantitative model (provided
that one exists) that would explicitly include hydration effects and allow for an interplay
between electrostatic and non-electrostatics interactions.

1.2 Challenges in the investigation of metal oxide/aqueous solu-
tion interfaces

Despite the importance of charged metal oxide/aqueous solution interfaces in the above-
mentioned processes, a detailed picture of the interfacial architecture, whether at an ex-
perimental or a theoretical level, still remains limited. More specifically, one very impor-
tant, but only partly understood, aspect of these interfaces concerns the pH-dependent
surface charging of amphoteric sites such as hydroxyl groups on (1) the molecular or-
dering (normal and lateral to the surface) or layering of interfacial water relative to bulk
water and (2) on the specific adsorption and distribution of dissolved ionic species. Ide-
ally, both experimental and modeling efforts should be directed at better understanding
this aspect.

1.2.1 Theoretical challenges

In principle, a complete theoretical description of metal oxide/aqueous oxide interfaces
would necessitate a full atomistic description of the metal oxide surface as well as the
aqueous phase, a precise knowledge of the interaction potentials between surface groups,
dissolved ions, and water, that would take into account the actual acid-base reactions and
water dissociation processes, and a functional framework that would enable scaling up
microscopic or molecular-based properties to macroscopic observable data.

Unfortunately, this approach has so far been hampered simply due to the formidable
complexity behind the atomistic description of the phases and the various chemical in-
teractions involved. For instance, a metal oxide surface is typically far from ideal and
is usually characterized by a large set of (often unknown) parameters such as surface
roughness at different length scales, number of defects, density and spatial distribution
of amphoteric surface OH groups, as well as orientation of their dipoles. In addition,
the strength of the non-electrostatic (dispersive) interactions between surface groups and
water molecules, is not exactly known. Also, to be realistic, such an approach needs to
be applied to large molecular ensembles (e.g., 102–106 atoms) over different length (1–
10 water monolayers) and time scales (1 ns to 1 µs). However, the number of iterations
required to obtain sufficient statistics on such simulation cells within a reasonable time
frame usually requires high performance computing and long processing times.

Hence, to date, only a few number of theoretical simulations have been carried out on
metal oxide/aqueous solution interfaces and these have focused on very different as-
pects. For example, some studies have used Monte Carlo simulations to investigate the
influence of density, spatial distribution, and angular orientation of surface OH groups
as well as different types of solid lattices on the interfacial water structure [83, 84]. From
these simulations, a certain number of macroscopic parameters such as contact angle, de-
pletion thickness, and density profiles of H and O atoms of water were also deduced.
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1.2. Challenges in the investigation of metal oxide/aqueous solution interfaces

Other more detailed studies used molecular dynamics (MD) simulations to investigate
the interfacial water ordering of pure water and aqueous salt solutions in contact with
uncharged and charged metal (hydr)oxides. For example, for pure water in contact with
neutral goethite (α-FeOOH) (100) surface, calculations of water density indicated the
presence of a layered interfacial region up to ∼ 1.5 nm (i.e., ∼ 4–5 water monolayers)
[85]. In this region, the arrangement and orientation of water molecules seems to be dic-
tated directly by the structure of the oxide surface. For a NaCl solution, both Na+ and
Cl– ions exhibited layering which follows closely that of water. Moreover, water density
calculations showed an alternating excess accumulation of Cl– and Na+ ions starting at
the third and fourth hydration layers which leads to a damped oscillatory pattern of the
overall salt distribution. Finally, the presence of a charged surface (either negative or
positive) did not affect the pattern of the salt distribution, only the magnitude of the os-
cillations (i.e., an increase either in Na+ or Cl– in the first hydration layer). The presence
of a layered distribution, even at a neutral surface, differs significantly from the classi-
cal electrical double layer (EDL) theory which instead predicts, beyond the Stern layer,
an exponential decay. A further study on the same metal hydroxide then examined the
behavior of different salt solutions (NaCl, CsCl, CsF) as function of anions and cations
[86]. It was suggested that the strong correlation of ions distribution with fluctuations
of water density could be a consequence of water orientation which creates preferred lo-
cations for the ions to diffuse to and to reside. It was also found that smaller size ions
(Na+, Cl–) display stronger adsorption in the layered region in comparison to larger ones
(Cs+, F–) because the former induce less interfacial water rearrangement. Complemen-
tary studies, again with MD simulations, were also performed with pure water and a salt
solution at different concentrations in contact with neutral hematite α-Fe2O3 (001) surface
[87, 88]. As previously, a layered region of water was found but a careful orientational
analysis indicated that water molecules in the first and second layer are oriented with
their H atoms directed away (upward state) and towards (downward state) the surface, re-
spectively. Moreover, calculations of residence times showed that water molecules in the
first layer are effectively more tightly bound to the surface than those in the second layer.
Finally, from water density calculations, Na+ and Cl– also showed layering and adsorp-
tion as outer-sphere complexes (i.e., water-mediated contact with surface OH groups) in
the first two hydration layers. However, Na+ ions are distributed preferentially in the
first layer, while the build-up of Cl– ions is larger in the second and third layers which
are depleted of Na+.

Recently, more sophisticated MD simulations based on ab initio models combined with
X-ray experiments were used to study alkaline (Na+, Rb+) and alkaline earth (Ca2+, Sr2+)
cations adsorption onto uncharged and charged rutile (α-TiO2) (110) surfaces [89–91].
On a negatively charged surface, the formation of inner-sphere complexes (i.e., direct ion
contact) with surface oxygens at specific binding sites was identified for all cations stud-
ied. Even at a neutral surface, it was shown that more weakly hydrated cations (Rb+,
Ca2+) still adsorb at the same sites, although at much lower densities, whereas ions that
are strongly hydrated (Sr2+, Zn2+) show very weak interactions. The interaction of Cl– ion
for both neutral and negatively charged surfaces was found to be minimal. However, at
positively charged surfaces, MD simulations indicate Cl– adsorption close to the surface
and a longer range ordering of ions and water molecules than was observed on neutral
or negatively charged surfaces.

As can be seen from these and other similar studies, theoretical simulations constitute an
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essential tool towards a more comprehensive picture of metal oxide/aqueous solution
interfaces as they can be used to reconsider or extend current phenomenological models.
However, a complete description of chemical interactions on an atomistic level, and in
turn of phenomena such as ion specificity, has not yet been achieved.

1.2.2 Experimental challenges

Aside from simulations, the investigation of interfacial phenomena at metal oxide/aqueous
solution interfaces also poses several experimental challenges. In fact, in order to get in-
formation from their direct observation, an experimental method must satisfy a certain
number of criteria.

Firstly, since the majority of phenomena occurring at these interfaces (e.g., surface charg-
ing through water dissociation, ion adsorption and distribution, and water ordering) are
usually confined in a thin (typically, less than 1–2 nm) interfacial region between the
solid and aqueous phases, an experimental method must be surface specific i.e., its prob-
ing depth must be of the same order as the length scale of the interfacial region. This
criterion therefore precludes the application of conventional spectroscopic methods such
as IR, Raman, or UV spectroscopy which have probing depth in the micrometric range
and whose signals derives predominantly from bulk contributions.

Secondly, on the molecular scale, these phenomena generally involve the diffusion of wa-
ter molecules and ion species within and between hydration layers and, consequently, a
continuous rearrangement of the H-bond network which happens on a relatively short
timescale. For example, the residence time of water molecules in the first and second
hydration layers above a metal oxide is in the range of 100–500 ps, while that in the bulk
is about 5 ps [88]. An experimental method thus must be highly dynamic. Typically,
electron-based scattering and photon-based spectroscopic methods have transition time
for a single event in the range 10−12–10−15 s−1. This is much faster than the timescale of
any ligand exchange, so each event recorded provides only a snapshot of the system in a
particular state. However, to obtain a signal or spectrum with a good signal-to-noise ratio
sometimes takes from seconds to hours, which means that the resulting signal is a sum
over a large number of possible configurations. This results usually in the observation of
relatively broad spectral features.

Thirdly, the role of water is of paramount importance in all these phenomena, which
means they must be investigated as much as possible in a realistic aqueous environment
under relevant conditions (e.g., pressure, temperature, salt concentration, etc.) and, if
possible, with minimal external perturbation. Hence, an experimental method must be
able to probe this buried interface i.e., must be applicable in situ as well as non invasive. This
prohibits the use of many surface specific electron-based methods such as electron energy
loss spectroscopy and X-ray photoelectron spectroscopy, because these works only under
ultra-high vacuum (UHV) conditions. It also limits photon-based spectroscopic methods,
mainly because of the strong absorption of water in the IR region. However, two different
strategies have been employed to overcome this limitation. The first approach uses exter-
nal reflection on a slab covered with a thin aqueous film. The absorption in the IR range is
then reduced by minimizing the aqueous film thickness (typically, less than 1–2 µm). The
second approach relies on the condition of total internal reflection (TIR) which allows an
IR beam to reach the interface without passing through the aqueous phase.
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1.2. Challenges in the investigation of metal oxide/aqueous solution interfaces

Finally, an investigation of these interfacial phenomena can only be relevant when the
surface charging behavior of the metal oxide associated with the acid-base reactions of
its surface groups can be effectively controlled. Unfortunately, an additional complexity
inherent to metal oxide/aqueous solution interfaces derives from the fact that most metal
oxides behave as insulators such that any voltammetric control of the surface charging is
normally inapplicable and needs to be done by varying the pH of the solution.

1.2.3 Literature survey of experimental studies at metal oxide/aqueous solu-
tion interfaces

With all the requirements outlined in the previous section, it appears that no single
experimental method can alone provide a complete molecular description of metal ox-
ide/aqueous solution interfaces. Nevertheless, significant progresses have been made in
recent years in partly unraveling some features of some phenomena occurring at metal
oxide/aqueous solution interfaces. This is largely due to the development and applica-
tion of less conventional, experimental scattering methods such as variable period X-ray
standing waves (XSW) (for a review, see [92]) and low-angle X-ray reflectivity (for a re-
view, see [93]), as well as nonlinear optical spectroscopic methods like second-harmonic-
generation (SHG) (for a review, see [94, 95]) and sum-frequency-generation (SFG) (for
reviews, see Section 2.2.4). The scattering methods can be used to directly probe the sub-
strate surface termination and structure, the atomic arrangement of adsorbed ions, the
distribution of ions in the electrical double layer, and the coordination of interfacial water
molecules. Total external reflection XSW probes the decay length of the diffuse layer ion
distribution, but is insensitive to the condensed layer, whereas XSW generated by Bragg
reflection typically has a period in the sub-nanometric range, which is suitable for prob-
ing the condensed layer thickness. However, only few results at metal oxide/aqueous
solution interfaces have so far been reported, either with total external reflection XWS
[96, 97] and Bragg reflection XWS [91, 98–101], mainly because these methods relies on
the access to large conventional X-ray synchrotron sources 6.

In contrast, the nonlinear spectroscopic methods can be used to directly probe the sub-
strate surface charging, the interfacial water polarization and net orientation as well as
the ion adsorption. These methods both possess intrinsic surface specificity based on
nonlinear second-order effects allowed only in a region that lacks inversion symmetry
such as an interface. As can be seen from Table 1.3, nonlinear optical methods like SFG
and SHG spectroscopy have been particularly useful to unravel many features of the
metal oxide/aqueous solution interfaces.

6. However, the recent development of bright and ultrafast, table-top X-ray sources based on laser-driven
plasma accelerators opens up new possibilities and potentially wider applicability for these methods [102].
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1.2. Challenges in the investigation of metal oxide/aqueous solution interfaces

SFG spectroscopy can be used to study the influence of metal oxide surface charging on
interfacial water molecules ordering. As the amplitude of the SFG response depends on
the number of oriented water molecules, then the alignment of these molecules by the
electric field generated at a charged aqueous interface should increase that response. For
aqueous solutions at hydrophilic solid surfaces such as metal oxides, this SFG response
interpreted as a vibrational spectrum generally exhibits in the bonded OH stretching
region (3100–3500 cm−1), two peaks 7 at ∼ 3150 and ∼ 3400 cm−1, which can be under-
stood as a mixture of interfacial water molecules in a highly (3–4 H-bonds with other
water molecules) and poorly coordinated hydrogen-bond network, respectively. Early
studies with SFG spectroscopy performed at the quartz (α-SiO2)/water interface have
shown that the relative intensities of these peaks change as a function of pH, and it was
proposed that the orientation of the interfacial water molecules should change with in-
creasing pH and should go through a minimum at a given pH value, which would cor-
respond to the PZC [108]. Since the PZC of fused silica occurs at pHpzc ∼ 2, then for a
solution with pH > pHpzc the surface is negatively charged and water molecules should
be oriented with their hydrogen atoms pointing towards the surface (downward state).
In contrast, at pH < pHpzc, the surface is positively charged and water molecules reverse
their orientation and direct their oxygen atoms towards the surface (upward state). This
mechanism was later confirmed by phase-sensitive SFG spectroscopy which enabled to
determine the relative phases of each water species [111]. It was found that at low pH
the highly and poorly coordinated water species have different orientations; the water
species at 3150 cm−1 and 3400 cm−1 were oriented upward and downward, respectively.
As the pH increases, the net orientation of these molecules reversed. This mechanism
has been found and confirmed by SFG spectroscopy for various other metal oxides e.g.,
alumina (α-Al2O3) [109, 121, 122] and titania (rutile) (α-TiO2) [105, 109]. More recently,
in an attempt to explain the surface charging behavior of α-Al2O3 with pH, it was pro-
posed that water species contributing to the 3400 cm−1 peak should have a net polar
orientation towards the liquid bulk, while those associated to the 3150 cm−1 peak should
have one which is more pH-dependent. Hence, pH variations which result from protona-
tion/deprotonation of surface OH groups alter on one hand the average polar orientation
of water molecules directly H-bonded to the surface, and on the other hand, also creates
an interfacial electric field that reorients the water molecules not directly bonded to the
surface. This has led to some speculations about the distribution of the two water species,
whether these are evenly distributed throughout the double layer or if one of them has
a preferential location e.g., close to the surface [107, 125]. A careful orientational anal-
ysis made by SFG spectroscopy of interfacial water ordering at silica/aqueous solution
interfaces for different salt concentrations has recently suggested that highly coordinated
water species should be rather located at some distance from the interface, while less
coordinated ones are closest to the interface [106]. This result strongly supports similar
conclusions obtained previously by SFG spectroscopy on interfacial water ordering close
to hydrophilic Langmuir monolayers spread on basic aqueous solutions [126].

SFG spectroscopy has also been used to investigate the influence of type and concentra-
tion of dissolved ions on interfacial water molecules ordering. In this case, the water acts
as an indirect spectroscopic probe of ion effects on its local environment. The adsorption
of ions screens the charge of the solid surface and, in turn, reduces the depth of its electric

7. The vibrational origin of these two peaks remains, however, controversial. In fact, it has been sug-
gested that they may be actually caused by a destructive Fermi-like resonance interference with a much
broader water band [124].
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field, which has for consequence to relax the ordering of interfacial water molecules and
to decrease the SFG response accordingly. The extent of this relaxation will depend on
the ion concentration as well as on the type of ion. For instance, it was observed that at
high pH, the contact of 0.1–0.5 M NaCl solutions with silica surfaces reduces the overall
SFG signal intensity (in comparison to pure water) because the Na+ ions screens the pos-
itively charged surface [108]. Nevertheless, an increase in molecular ordering was also
noted, particularly for the less coordinated water species. This was attributed to a thin-
ning of the EDL, which in turn leads to an enhancement of the interfacial electric field.
A similar effect was found with sodium phosphate buffer in contact with α-TiO2 (110)
[105]. Further studies on silica surfaces have investigated the effects of a series of alka-
line cations (Li+, Na+, K+) in a range of concentrations (10−4–10−1 M) [107]. It was found
that the cation effect can be observed even at the lowest concentration and that it become
saturated around 10−1 M (Fig. 1.1). It was also found that the peak at 3200 cm−1 is the
most affected. The screening effect of the different alkaline cation was shown to have
some specificity as it followed the series K+ > Li+ > Na+ and could be explained by a
competitive interplay between effective cationic radii and electrostatics interactions be-
tween cations and the surface groups. Interestingly, it was concluded that cations act as
the key factor in the perturbation of the water hydrogen-bond network, as no anion effect
(with Cl–, Br–, and I–) could be assessed. As of now, no SFG study conducted at metal
oxide/aqueous solution interfaces has been undertaken to understand the influence of
surface charging on ion distribution nor its relation to ion specificity.

Additionally, SFG spectroscopy in time-resolved mode has been used to reveal the relax-
ation behavior of the hydrogen-bonding network of interfacial water molecules on the
sub-picosecond timescale [127]. Pump-probe experiments conducted at the silica/water
interface in the bonded OH region showed that dynamics of interfacial water molecu-
les were similar to those in the bulk with recovery on similar timescales. Moreover, this
recovery was mainly dictated by energy transfer, vibrational relaxation, and thermaliza-
tion of the H-bonding network. Hence, it was concluded that the dynamics was governed
more by H-bonding between water molecules than by the configuration or ordering of
the whole network.

As for SHG spectroscopy, it is a related surface-selective, nonlinear spectroscopic method
whose response, in contrast to SFG, originates from the resonant enhancement of elec-
tronic transitions from interfacial molecular species (surface groups, oriented water mo-
lecules). In this resonant mode, the intensity of the SHG response depends on the number
density and the second-order hyperpolarizability averaged over all molecular orienta-
tions of these species. SHG spectroscopy has been used to study the influence of surface
charging and dissolved ion concentration on interfacial water molecules ordering. As
the amplitude of the SHG response depends on the number of adsorbed species and
aligned water molecules, then the ionization of surface groups obtained by varying the
pH should increase that response. Also, similarly to SFG, the adsorption of ions screens
the charge of the aqueous interface and, in turn, reduces the depth of its electric field,
which decreases the SHG response in a concentration-dependent manner. Early stud-
ies done at the fused silica/water interface have shown that water gets more strongly
aligned with pH variation and that the surface of silica behaves as a diprotic acid with
two species of ionizable silanol groups, each with a different pKa [103]. The determina-
tion of the surface potential enabled to calculate the pKa values and the fraction of each
species of silanol groups (pKa 4.5 and 8.5 for 19% and 81% of the silanols, respectively).
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1.2. Challenges in the investigation of metal oxide/aqueous solution interfaces

Figure 2.

Fig. 1.1: SFG spectra of silica/aqueous solution interface for three alkali chloride solu-
tions at different concentrations. (a) NaCl, (b) LiCl, and (c) KCl. Experimental data (open
symbols) and fitting curves (black lines) are shown (reprinted from [107]).

Another application of SHG spectroscopy has been to monitor in real-time the adsorp-
tion and desorption of ions at charged metal oxide/aqueous solution interfaces. A series
of studies performed at the fused quartz/aqueous solution interfaces for different large
size alkaline earth metal cations (Sr2+, Ba2+, Cd2+) have shown that these ions adsorbs
sparsely and in a reversible manner through the formation of outer-sphere complexes to
the negatively charged SiO2 interface (Fig. 1.2) [112, 114]. Adsorption isotherms were
also recorded at pH 7 for each ion in a range of concentrations and showed as expected
a decrease in the SHG response with increasing ion concentration. The application of an
EDL model enabled the calculations of the equilibrium binding constant and free energy
of adsorption of these ions to the silica surface. A similar analysis was also reported with
the adsorption of Cr6+ on alumina [119].

Despite the molecular insights provided by scattering and spectroscopic methods, their
application to the study of metal oxide/aqueous solution interfaces remains negligible
in comparison to other more common but less sensitive and indirect methods such as
electrokinetics methods. Furthermore, most of the experimental evidences gathered so
far has been done on natural metal oxides in conditions of geochemical relevance (e.g.,
moderately to highly concentrated aqueous solutions, definite pH range, specific types
of ions, etc.). In contrast, very few data has been given for other less common or syn-
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thetic oxides, particularly those heavily involved in industrial and technological appli-
cations. In addition, due to their insulating character, the surface charging behavior of
metal oxides has been so far possible only by means of an "acidimetric" control of the
aqueous solutions. Other types of oxides, more specifically doped, semiconducting ox-
ides, could provide another way of controlling surface charging in a "voltammetric" man-
ner. Nevertheless, it has remain experimentally difficult to provide both electrochemical
and molecular insights at these interfaces. The combination of a spectroscopic method
such as SFG spectroscopy together with a transparent conducting oxide such as indium-
tin oxide (ITO) which enables the voltammetric control as well as the direct access to the
charged interface could provide a mean to overcome this difficulty. However, to date, no
such work has been undertaken. Assuming ITO as a potentially good candidate for this
purpose, its main physico-chemical properties will be briefly reviewed in the following
sections.

Fig. 1.2: Adsorption behavior of alkaline earth cations at the silica/water interface in-
vestigated by SHG spectroscopy. (a) Adsorption/desorption traces of Ba2+, Cd2+, Sr2+

ions at silica surfaces recorded at pH 7, (b) Binding isotherms of Ba2+, Cd2+, Sr2+ ions at
silica surfaces recorded at pH 7 and 10 mM NaCl as background salt. Data (black point)
and fitting curves (black curve) from combined Gouy-Chapman and Langmuir models are
shown (reprinted from [112]).
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1.3. Indium tin oxide

1.3 Indium tin oxide

1.3.1 Applications

Tin-doped indium oxide (In2O3 : Sn) or simply ITO is currently, along with ZnO:Sb (ATO),
ZnO:Al (AZO), and SnO2:F (FTO), one of the most studied and widely used transparent
conducting oxide (TCO) 8, a class of oxides that combine both the electrical conductivity
of metal with the optical transparency of glass [128–131]. Since the 1960’s, it has been
recognized that ITO, as a degenerated (n-type) semiconductor, possess a low electrical
resistivity (∼ 10−4 Ω·cm), a large bandgap (∼ 3.6 eV), and a plasma frequency in the near-
infrared (NIR), which optically make it highly transmissive (>80%) and highly reflective
in the visible (VIS) and the mid-infrared (MIR) spectral regions, respectively [132, 133].
Because of these combined properties, ITO thin films have been over the years increas-
ingly used in the form of transparent electrodes in various optoelectronic devices 9 such
as flat panel, liquid-crystal and touch-screen displays [135, 136], organic light-emitting
diodes (OLEDs) [137–141], and electrochromic panels and windows [142–144]. It can
also be found in various types of photovoltaic cells including inorganic [145–152], or-
ganic [153–157], and dye-sensitized cells [158–162]. Moreover, the reversible change in
the conductivity of porous ITO upon exposure to reducing gases, such as propane and
methane, and its high sensitivity towards (often toxic) gases (CO, NO, NO2) and volatile
organic compounds (CH3OH, CCl4), has also enabled use of ITO as gas sensors [163–171].
More recently, it has been shown that ITO can be functionalized with various chemical
compounds (e.g., amines [172–174], carboxylic [175–177] and phosphonic [178–181] acids,
silanes [182–185], thiols [186–188], etc.) which makes it an ideal electrode substrate for
interfacial electron transport in organic electroluminescent devices. Finally, ITO can be
used as a biosensor or bioelectronic platform acting as a substrate for direct, one-step
immobilization of biomolecules (peptides and proteins [189–195], oligonucleotides and
nucleic acids [196–200], etc.) through the functional groups of some of the aforemen-
tioned linker compounds. It has also been used in electrical control of cell adhesion and
migration by reductive release of adsorbed monolayers [26, 201–203]. Finally, and as
shown in the present work, it can also be used as transparent conducting electrodes in in
situ spectroelectrochemistry [204–209].

1.3.2 Preparation

To date, various methods have been used for the deposition and growth of ITO thin
films. Depending on the deposition process involved, these methods can be grouped into
three types: physical vapor deposition (PVD), chemical vapor deposition (CVD), and wet
chemical methods. Among these, PVD methods are by far the most employed methods
for the growth of ITO films, especially at the industrial level, because of their large appli-
cability, effectiveness, flexibility, and relatively low costs. Typically, with these methods,
ITO material is brought in vaporized form and recondense as a thin film onto a substrate.
However, this process requires working at low pressure in an evacuated atmosphere in
order to minimize scattering with gas molecules and to reduce material losses. When
these requirements are met, ITO films of high quality with definite thickness and optimal

8. In fact, the production of ITO represents the leading end use of indium, accounting yearly for more
than 75% of its global consumption.

9. Nevertheless, because of the high cost and limited supply of In, the brittleness and lack of flexibil-
ity of deposited ITO films, novel alternatives such as poly(3,4-ethylenedioxythiophene) (PEDOT), carbon
nanotubes (CNTs), and graphene are currently being considered for these specific applications [134].
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properties (ideal density, non-porous, low resistivity, etc.) can be produced [210, 211]. In
addition, the substrate temperature can be easily adjusted, which makes PVD methods
adequate for more temperature-sensitive substrate (e.g., polymers) [212].

The most commonly used PVD methods include evaporative (vacuum) deposition [213,
214], electron beam deposition [215, 216], sputter deposition [217–220], and pulsed laser
deposition [221, 222], and involve either resistive heating, electron and ion bombardment,
plasma discharge, or laser ablation, as means of material evaporation. Each of these
methods has its advantages and disadvantages (for a review, see [128, 223]) and ITO film
properties produced by them have shown some variations (Table 1.4).

Table 1.4: Comparison of some physico-chemical properties of ITO thin films prepared
by different PVD methods [128, 223].

Method Deposition parameters Film properties

Substrate temperature Growth rate Resistivity Transmittance
[◦C] [nm/min] [×10−4 Ω·cm] [%]

Vacuum evaporation RT–440 12–40 0.7–12 80–90
DC sputtering RT–453 25–80 1.2–160 70–90
RF sputtering RT–450 11.6–120 1.4–7 85–90
Ion-beam sputtering 100–450 — 1.5–5.5 >80

Sputter deposition or simply sputtering is the most applied PVD method for deposition
of ITO thin films as it generally produces more homogeneous films. In this process, a
target and a substrate are used as cathode and anode, respectively. In the presence of an
inert gas, a plasma is created by applying a voltage between the two electrodes. The tar-
get is subjected to an intense ion bombardment and material is ejected from the surface of
the cathode towards the anode, thus depositing an uniform thin film onto the substrate
(a more complete description will be given in Chap. 2). Typically, two powering modes
have been used in sputtering systems, namely, direct current (DC) and radio-frequency
(RF). The DC mode is restricted to conducting targets, in which a direct voltage is ap-
plied between the electrodes. In contrast, the RF mode can be applied to both conducting
and non-conducting targets, in which a high frequency generator is connected between
the electrodes. These conventional sputtering modes suffer from several disadvantages,
for example, low deposition rates and substantial heating of the substrate as a result of
the bombardment by secondary electrons from the target. This heating effect, however,
can be substantially reduced by employing a magnetic field to confine these electrons to
a region close to the target surface. Nowadays, DC and RF sputtering systems employ
water-cooled magnetron cathode to obtain high deposition rates with low substrate tem-
peratures [223].

Whatever the method chosen, it has been shown that the quality and, in turn, the physico-
chemical properties of sputtered ITO films depends strongly on both sample parameters
(Sn doping [224], thickness [225–227]) as well as on deposition and post-deposition con-
ditions (sputtering pressure [228, 229] and rate [230, 231], gas composition [232–234],
partial pressure [235–237], and flow rate [238–240], substrate type [241, 242], temperature
[243–245], and bias voltage [246–248], target-to-substrate spacing and geometry [249, 250]
as well as post-annealing atmosphere and temperature [251]). A precise control and mon-
itoring of these parameters enables the production of films for different purposes.

17



1.3. Indium tin oxide

1.3.3 Crystalline structure

1.3.3.1 Bulk structure

The crystal structure of ITO is based on the bixbyite structure (space group Ia3, Nr. 206)
of the undoped host oxide In2O3, which is a body-centered cubic structure with a lattice
constant of 1.0117 nm [252] (Fig. 1.3). The crystallographic data of In2O3 is summarized
in Table 1.5. The bixbyite structure is similar to that of fluorite, with the exception that
the former contains ∼ 25% of oxygen vacancies. The In2O3 unit cell contains 16 In2O3
molecules for a total of 80 atoms i.e., 32 In and 48 O atoms. The In3+ cations are located in
two different six-fold-coordinated sites which can be described as distorted cubes with
six of their eight vertices occupied by oxygen anions (O2–). The two remaining vacant
anion sites are located either on opposite vertices (b sites) or along one face diagonal (d
sites) (Fig. 1.4) [253, 254]. The b and d sites are occupied by 8 and 24 In3+ cations, respec-
tively. All 8 b cations are coordinated to six O2– anions with an In−O bond distance of
0.218 nm (and to two oxygen vacancies), while the 24 d cations exhibit less symmetry,
as they are coordinated to six O2– anions at variable In−O bond distances (0.213, 0.219
and 0.223 nm) [255]. The 16 structural oxygen vacancies are located along the four 〈111〉
axes and the other 32 oxygen anions are coordinated to four cations. The oxygen vacancy
plays an important role in the defect chemistry of In2O3 and ITO because it acts as a dif-
fusion channel for In3+ and Sn4+ cations.

Fig. 1.3: Bulk In2O3 unit cell (cubic). The (222) lattice plane (green) is highlighted
(reprinted from [258]).

ITO is essentially formed by substitutional doping of In2O3 i.e., by replacement of a frac-
tion of its In atoms with extrinsic Sn dopant atoms in the cationic sites. The Sn substitu-
tion was shown not to alter significantly the bixbyite lattice structure with only a slight
reduction of the lattice constant (a = 1.000–1.005 nm) [256]. This is due presumably to
the smaller effective ion radius of Sn4+ (r(Sn4+) = 69 pm) in comparison to that of In3+

(r(In3+) = 79 pm) [257].
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Fig. 1.4: Cationic In sites in the cubic In2O3 structure (reprinted from [254]).

Table 1.5: Bulk crystal parameters of In2O3 and ITO.

Parameter In2O3 ITO

Crystal structure cubic (body-centered) cubic (body-centered)
Space group Ia3 Ia3
Lattice constant [nm] a = b = c = 1.0117 a = b = c = 1.000–1.005
b site Cation–O distance [nm] 0.218 0.208
d site Cation–O distance [nm] 0.213, 0.219, 0.223 —
Cell volume [cm3] 1.0355× 10−21 1.000–1.015×10−21

X-ray density [g/cm3] 7.120 7.120–7.160

1.3.3.2 Surface structure

To date, very few information has been gathered about the actual surface structure of
ITO. This is due partly because ITO exhibits many different crystal orientations which
depend largely on the sample composition and on the preparation conditions. However,
a theoretical characterization, based on density functional theory (DFT), on a model ITO
surface has been recently reported [258]. The model selected the (222) lattice plane since
its has often been found to be the predominant plane. The optimized surface structure
has revealed two types of (potentially) chemically active sites on the ITO surface, namely,
under-coordinated metal ions (In, Sn) and surface hydroxyl groups (OH) (Fig. 1.5).

As can be seen from Fig. 1.5, the surface chemical composition of an untreated ITO film
is relatively complex because it contains both metal hydroxyl groups (In−OH, Sn−OH)
as well as oxygen bridges (In−O−In, Sn−O−In). In addition, it was also shown through
XPS measurements that other physisorbed hydroxide and oxy-hydroxide species, which
results from the hydrolysis or incomplete hydrolysis of In2O3 such as [259]

In2O3 + 3H2O −→ 2In(OH)3, (1.1a)
In2O3 + H2O −→ 2InOOH, (1.1b)
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1.3. Indium tin oxide

Fig. 1.5: Top view of a rectangular, OH-terminated ITO surface in the (222) plane, opti-
mized at the DFT level. The periodic rectangular supercell is indicated. The chemically
active surface sites include under-coordinated metal ions (pink) (not shaded by bulk-like
coordination polyhedra) and surface OH groups (red-blue) (reprinted from [258]).

co-exist in the first molecular layer of the ITO surface 10.

It has been argued that the different deposition methods introduced previously as well
as the deposition conditions strongly determine the bulk structure and properties of
ITO, but that the surface chemical structure depends essentially on the post-deposition
treatments [259]. The commonly employed treatments for removal of trapped particles
and surface contaminants include mechanical, wet, and dry cleaning. The mechani-
cal treatment simply involves degreasing with a detergent solution followed by ultra-
sonication [261, 262]. In contrast, the wet cleaning treatments use either cleaning in
organic solvents [263] or, most commonly, heating in acidic or basic solutions in the
presence of oxidative reagents such as with piranha (H2O2 : H2SO4 (1:4)) [259], aqua re-
gia (HNO3 : HCl : dH2O (1:3:20)) [261, 262], and RCA (NH4OH : H2O2 : dH2O2 (1:4:20))
[259, 261, 262, 264] treatments. Finally, dry cleaning treatments usually employ plasma
cleaning such as air plasma [259, 265], Ar plasma [259, 266], H2 plasma [267, 268], O2
plasma [266, 269–272], and UV-ozonolysis [186, 273–275].

Each of these treatment removes surface contamination with different levels of efficiency.
Moreover, some of these treatments also induce modifications in the surface chemical

10. In fact, stability diagrams of metal oxides show that hydrolysis of In2O3 is generally more favored than
for SnO2 at any pH [260].
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composition, morphology, and properties (wettability, work function, etc.). For instance,
wet cleaning treatments remove relatively well contaminants (although to a lesser degree
than dry treatments), but induce surface degradation of ITO by creating an amorphous
layer which contains In hydroxide species physisorbed on the ITO lattice. Neverthe-
less, piranha treatment has been shown to increase significantly the surface coverage
of hydroxyl groups. In contrast, dry treatments such as air, Ar, O2 and UV-ozonolysis
have been shown to remove effectively carbonaceous contamination but also to intro-
duce higher concentrations of O2– anions at the surface. However, Ar plasma tends to
remove the first surface layer of ITO, thereby decreasing its roughness. On the other
hand, O2 plasma produces new oxygen species through oxidation of surface Sn−OH to
Sn−O·, while H2 plasma, although improving surface crystallinity, usually reduces sur-
face metal oxides into metallic In.

1.3.4 Physico-chemical properties

1.3.4.1 Chemical and electrochemical properties

The IEP value of ITO thin films is usually found in the range 4–6 [189, 276] and indicates
that ITO should only be dissolved in either strong acidic or basic solutions (Table 1.6).
In addition, ITO films were found to be chemically stable during exposure to organic
solvents like hexane, toluene, and methanol [277]. However, significant degradation in
some of its properties (e.g., increase in surface roughness, resistivity, and transmittance
below 300 nm) has been observed after exposure to dichloromethane and also to strong
acidic and basic solutions (e.g., 1 M HNO3 or NaOH) and was attributed, at least partly,
to localized chemical attack and film dissolution.

The electrochemical behavior of ITO films was first studied in water. It has been ob-
served, for example, that ITO film immersed in water can be irreversibly destroyed (e.g.,
dark colored ITO film with poor transparency) if the potential is poised in the hydrogen
evolution regime for any extended period of time [278]. It is well known in electrochem-
istry that around the cathode, hydrogen is generated according to the following electrol-
ysis reaction:

2H2O + e− −→ OH−(aq) + H(g), (1.2)

and that most of the hydrogen thus produced will diffuse out of the water as gaseous
hydrogen (H2 (g)) in the form of bubbles:

H(g) + H(g) −→ H2 (g). (1.3)

However, it has been suggested that some of these hydrogen atoms may instead adsorb
on ITO and react with it according to the following mechanism: [278]

M−O + H(g) −→ M(aq) + H2O (M = In,Sn). (1.4)

21



1.3. Indium tin oxide

Table 1.6: Physico-chemical properties of ITO thin films.

Parameter Range†

Isoelectric point (IEP) 4–6
Surface OH density [nm−2] 1–3

Electrical

Sheet resistance (Rs) [Ω] 4× 10−4

Electrical resistivity (ρ) [Ω·cm] 2–4×10−4

Charge carrier concentration (N ) [cm−3] 1020–1021

Hall mobility (µH ) [cm2/V· s] 10–70
Effective (electron) mass (m∗e/me) 0.30–0.35

Optical

Reflectance (IR region) [%] 80–90
Transmittance (VIS region) [%] 80–95
Bandgap energy (Eg) [eV] 3.0–4.6
Refractive index (n) (VIS region) 1.7–2.1
Extinction coefficient (k) (VIS region) 0.007–0.030
Plasma frequency (ωp) [cm−1] 8700.9
Coherence length (lc) [µm] 20.65
Second-order nonlinear susceptibility (χ(2)) [V·m] 1.005× 10−13

Third-order nonlinear susceptibility (χ(3)) [V2·m2] 2.16–3.36×10−18

† The range given here depends largely on the deposition conditions.

Hence, under anodic polarization (i.e., by the withdrawal of electrons from ITO), In
and/or Sn metal ions appear at the electrode surface, which then results in a loss of
transparency.

ITO thin film properties are also significantly altered during potential cycling in both 1 M
HNO3 and NaOH. Changes in chemical composition and microstructure occur during
the anodic and cathodic polarization of ITO and extend into the film bulk [277]. How-
ever, it appears that most of the film degradation occurs during cathodic polarization 11.

The combination of acidic electrolytes, particularly chloride solutions, with anodic polar-
ization also favor ITO film dissolution [279–281]. It was proposed that dissolution of ITO
occurs as the result of sequential electrochemical and chemical reactions. At potentials
close to the standard redox potential of Cl–/Cl2 reaction (∼ 1 V vs SCE [282]), begins
the electrochemical oxidation of Cl– and OH– ions to Cl· and OH· radicals, which in turn
induces the chemical breaking of In–O surface bonds due to electron withdrawing by
the radical species. Depending on the pH, this corrosion mechanism would then release

11. Some faradaic effects have been observed between the oxygen and hydrogen evolution regimes, which
would suggest that some change in the chemical composition is occurring on the film surface and/or in the
bulk and that it could be associated with the reduction of Sn4+ oxide to Sn2+ or even Sn.
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different products. For example, hypochlorous acid (HClO) and indium chloride (InCl3)
at low pH, and indium hydroxochloride at high pH. Thus, if an ITO film is subjected
to cyclic voltammetry for many cycles in such solutions, then its surface soon becomes
etched and it acquires poor resistivity and a hazy appearance. Under cathodic polar-
ization, contributions from oxygen vacancies and O2– anions have been considered as
crucial for the electrochemical behavior of ITO [283]. In this regime, metal oxides cations
are strongly reduced so that ITO is gradually and irreversibly converted to a metallic
mirror with a noticeable decrease of lattice oxygen content.

1.3.4.2 Electrical properties

ITO is a highly degenerate (or metal-like) n-type semiconductor meaning that it has a
negative surface charge (see Fig. 1.6 for the band structure). The most commonly used
parameters related to the electrical properties of ITO thin films are the electrical sheet
resistivity (ρs), the sheet resistance (Rs), the Hall or charge carriers mobility (µH ), and the
carrier density (N ) (Table 1.5). For a thin conducting film deposited on a semi-infinite
insulating substrate, the sheet resistivity is given by (see Section 2.2.3.5)

ρs =
πt

ln 2

(
V

I

)
, (1.5)

and the sheet resistance by

Rs =
ρ

t
=

π

ln 2

(
V

I

)
. (1.6)

The mobility of charge carriers is related to the carrier density and is given by

µH =
1

ρsNe
, (1.7)

where e is the elementary electronic charge.

Typically, the resistivity of ITO thin films obtained by sputtering methods falls in the
range 1–2×10−4 Ω·cm, although lower values in the range 7–9×10−5 Ω·cm have been ob-
tained with less conventional methods [222, 284, 285]. In comparison, the resistivities of
gold and silver at 20◦C are ∼ 1.6 × 10−6 Ω·cm and ∼ 2.4 × 10−6 Ω·cm. As for the carrier
density of ITO film, it typically falls in the range 1020–1021 cm−3.

In the case of ITO, the free carriers, and thus the degeneracy, originate from two main
donors: the substitutional Sn dopant cations and the oxygen vacancies (VO). In the first
case, Sn usually forms an interstitial bond with oxygen and exists as SnO2 with a valency
of +4. This leads to the formation of a mixed oxide of the form (In1-xSnx)2O3 where x is
the atomic percentage of dopant atoms. Hence, the difference of valency between In3+
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and Sn4+ results in a maximum number of x free electrons that can be donated 12. Using
Kröger-Vink notation, this can be written conveniently as

2 In×In + 2 SnO2 −→ 2 Sn·In + 2 e′ + In2O3 + 1/2 O2 (g), (1.8)

where the symbol SCL defines a given species S (atom, vacancy (v), electron (e), or hole
(h)) on a specific lattice site L (atom or interstitial site (i)) with a charge C (relative to the
lattice site) which can be zero (×), negative (′), or positive (·).

In the second case, doubly charged oxygen vacancies act as electron donors which results
in an oxygen-deficient oxide of the form (In1-xSnx)2O3-y [256]. Again, using Kröger-Vink
notation, this can be written as

O×O −→ v··O + 2 e′ + 1/2 O2 (g). (1.9)

The incorporation of Sn dopant atoms and the presence of oxygen vacancies in the In2O3
lattice also changes significantly its electronic band structure. Fig. 1.6 compares the en-
ergy band models of undoped and low-doped In2O3. It can be seen that doping causes
the partial filling of the conduction band of ITO as well as shifts in energy of the valence
and conduction bands relative to their location in In2O3. As shown in Fig. 1.6, the va-
lence band of ITO is build from low energetic In:3d10 core level and a bonding O2–:2p6

level, while the conduction band is made from anti-bonding In:5s0 [288]. The substitu-
tion with Sn4+ ion creates a two-electron donor level about 0.03 eV below the conduction
band edge (Ec). The oxygen vacancies also give supplementary levels. This model has
recently been challenged by calculations on ITO electronic band structure which assigns
the main contribution to the top of the valence band to O 2p states hybridized with In 5d
(from d sites), whereas the bottom of the conduction band is mainly formed from In 5s
(from b and d sites) electronic states hybridized with O 2s states [254]. This feature is in
disagreement with the band model of Fan and Goodenough which suggests rather a gap
between the In 5s and In 5p states (see Fig 1.6).

1.3.4.3 Optical properties

1.3.4.3.1 Linear properties

ITO is optically transparent and essentially colorless when deposited as a thin film on a
glassy substrate. The most commonly used parameters related to the optical properties
of ITO thin films are the reflectance (R) and/or transmittance (T ) [289]. Other optical
parameters such as the dielectric constant (ε), the refractive index (n), as well as the ex-
tinction (k) and absorption (α) coefficients can also be derived from the latter through

12. The optimal atomic percentage of Sn is not known exactly but it typically ranges between 5 and 10%
[256, 286]. Higher percentages lead to point defects build from SnO complexes which promote the formation
of negatively charged interstitial O2– anions, capable of neutralizing the cation charge [287].
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Fig. 1.6: Schematic representation of ITO band structure. (a) Band structure of undoped
In2O3 and ITO in the region of bandgap. Shaded areas denote occupied states (reprinted
from [289]). (b) Energy-band model of ITO for small Sn doping (reprinted from [288]).

standard relations for thin absorbing films on non-absorbing substrates [290]. Most stud-
ies published so far have been performed in a range between the UV and NIR regions
(with few exceptions in the MIR [289, 291–294]), and were mainly concerned with the
effects of sample composition and/or deposition conditions on these optical properties.
Fig. 1.7 illustrates the variation ofR and T from UV to MIR for an ITO thin film deposited
on a CaF2 substrate. The ITO film shows high transmittance in the VIS and NIR spectral
regions as well as high reflectance in the MIR region. The strong absorption at shorter
wavelengths (λ . 0.3 µm) is due mainly to the electronic interband or bandgap transi-
tions, while that at longer wavelengths (λ & 1.2 µm) comes from intraband transitions
in the conduction band. In the UV and IR regions, the slopes of the absorption curve
have been used to determine the value of Eg and the electronic (number) density (ρe),
respectively.

1.3.4.3.2 Nonlinear properties

ITO displays several nonlinear effects, especially observable when deposited as thin film
on glassy substrates. The most commonly used parameters related to the nonlinear op-
tical properties of ITO thin films are their second- and third-order nonlinear susceptibil-
ities. These parameters describe the efficiency of nonlinear processes such as, for exam-
ple, nonlinear refraction, Pockels effect, and SHG, and depends on molecular dipole ef-
fects created by the non-centrosymmetric crystal structure. Additionally, Sn doping also
causes additional non-centrosymmetry and a redistribution of electronic charge density.
Few studies have measured the SHG response of ITO thin films and their dependence
on beam incident angle [295, 296] and film thickness [296]. The variation of the SHG
response with the beam incident angle was explained by the preferred crystal face ori-
entation taken by the ITO films during deposition. As for the thickness effect, the SHG
response was found to increase slowly in the range 75–120 nm, and then sharply from
120–150 nm with approximately a quadratic dependence on thickness (Fig. 1.8). This
demonstrates that the observed SHG response is a bulk effect rather than one due to the

25



1.4. Objectives

Fig. 1.7: Spectral normal transmittance and near-normal reflectance (p-polarized light)
for ITO-coated CaF2 plate. The ITO film thickness is 410 nm. The incident angle in the
reflectance measurements were 10◦ for λ < 2.5 µm and 25◦ for λ > 2.5 µm (adapted from
[289]).

interface between the ITO film and the glass substrate. The values of the second- and
third-order susceptibilities (χ(2), χ(3)) were also determined [296, 297] (Table 1.6). The
maximum of the SHG signal is proportional to the square of the coherence length of the
ITO sample which for the case of normal incidence (and under non-phase matched con-
dition) was calculated from

lc =
λ

4(n(2ω)− n(ω))
≈ 20.6 µm, (1.10)

where λ is the fundamental wavelength (λ = 1.064 µm) and n(ω), n(2ω) represents the
refractive index at the fundamental (ω) and second-harmonic (2ω) frequencies.

To date, no study of the SFG response from ITO thin films has been reported, although
in virtue of its metal-like properties, it is expected that ITO should generated a nonlinear
response similar to those of noble metals (Ag, Au, Pt) 13.

1.4 Objectives

In order to investigate the surface charging and any potential ion-specific effects at the
ITO/aqueous solution interface and to partly overcome the previously mentioned exper-

13. In fact, it was reported that the non-resonant response of ITO is allegedly two times higher than that
of Au [298].
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Fig. 1.8: SHG intensity generated from an ITO-coated glass substrate. (a) Dependence
of the SHG intensity on the incident angle of the fundamental beam, (b) Dependence of
the SHG intensity on the ITO film thickness. The wavelength was set at λ = 1.064 µm
(reprinted from [296]).

imental difficulties linked to this kind of interface, the following objectives were set:

• Design and construction of an adaptable and flexible SFG spectroscopy setup that en-
ables in situ probing of various interfaces including the metal oxide/aqueous solu-
tion interface under different experimental configurations (incident angle, polarization
configuration) and environmental conditions (temperature, humidity). This includes
notably implementing an etalon for the pulse shaping of one of the probing beams
which enables recording background-subtracted spectrum, a reference beam line to
account for the source fluctuations in the quantitative analysis of the SFG signal inten-
sity, a sample stage area that allows easier manipulation and accommodates the fast
exchange of various measuring cells, and a purging chamber which permits measure-
ments in water-absorbing spectral regions;

• Design and construction of a three-electrode spectroelectrochemical measuring cell
with ITO as the working electrode that enables simultaneously SFG spectroscopy mea-
surements and, if required, voltammetric control of the surface charging at the ITO/-
aqueous solution interface under various aqueous phase conditions (pH, salt concen-
tration, temperature);

• Characterization of the deposited and annealed ITO layer i.e., determination of its
structural (grain size, morphology, texture, roughness, thickness), electrical (sheet re-
sistivity), and optical (refractive index, extinction and absorption coefficient, bandgap
energy) properties;

• Characterization of the ITO/water interface i.e., determination of the SFG response
of interfacial water in the bonded OH spectral region (3100–3500 cm−1) and surface
current density under different externally applied potentials;

• Characterization of the ITO/aqueous salt solutions i.e., determination of the influence
of anionic and cationic salt series on the SFG response of interfacial water in the bonded
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OH spectral region (3100–3500 cm−1) and surface current density under different ex-
ternally applied potentials;

1.5 Outline of the thesis

This thesis is composed of four chapters. Chapter 2 introduces the different materials
used, the preparation of the samples and solutions, and the experimental methods used
for their characterization. A brief description of the basic experimental arrangement as
well as some theoretical background for each of these methods is also given. Chapter 3
presents and discusses the experimental results. Conclusions drawn from the work as
well as future outlooks are given in Chapter 4.
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Materials, Methods, and Instruments

2.1 Materials

2.1.1 Solvents and salts

All organic solvents used (methanol, isopropanol, hexane, toluene) for cleaning were pur-
chased from Sigma-Aldrich (CHROMASOLV R© Plus HPLC Grade, ≥99.9%; Germany).
All inorganic anionic and cationic salts were purchased from Sigma-Aldrich and are sum-
marized in Table 2.1. Milli-Q water (≥18.2 MΩ·cm at 25◦C; Synergy UV, Millipore, Ger-
many) was used for all solutions and was found to be slightly acidic (pH 5–6), owing to
dissolved atmospheric CO2. HCl (TraceSELECT R©, fuming, ≥37.0%) and NaOH (semi-
conductor grade, ≥99.99%) were also purchased from Sigma-Aldrich.

2.1.2 CaF2 plate and prism

CaF2 was chosen as substrate material for the ITO coating mainly because of its high opti-
cal transparency in the VIS and near-IR (0.1-10 µm) spectral regions and its relatively low
solubility in water (0.0016 g/100 mL H2O) 1. CaF2 rectangular plates (10 mm×20 mm×2 mm,
two-sided optically polished (60/40); MaTecK, Germany) were used for the physico-
chemical characterization of the ITO coating, while CaF2 hemicylindrical prisms (RCX-
13-20-10CF, A = 13 mm×20 mm, r = 10 mm; optically polished (10/20); Laser Compo-
nents, Germany) were used for the in situ SFG spectroscopy investigations at the ITO/aqueous
solution interface.

2.2 Methods and Instruments

2.2.1 Preparation of samples, solutions, and measuring cell

The spectroelectrochemical measuring cell and all glassware were cleaned by soaking in
a hot diluted 0.5% (v/v) Hellmanex R© solution (Hellma Analytics, Germany) for 1 h, then
soaked in hot Milli-Q water for 1 h, then rinsed thoroughly with Milli-Q water, and fi-
nally dried under a stream of purified N2 (g).

The 10 mM aqueous salt solutions were always freshly prepared by dissolving the ap-
propriate amount of salts in a given volume of Milli-Q water. Prior to any spectroelectro-

1. In fact, CaF2 offers a compromise between IR transparency and water solubility in comparison to two
other commonly used IR-transparent materials, namely BaF2 (0.1-12.5 µm, 0.161 g/100 mL H2O) and IR-
grade SiO2 (e.g. Suprasil R© 300) (0.1-3.5 µm, virtually insoluble).
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Table 2.1: List of inorganic salts for the anionic and cationic salt series.

Salt Mw [g/mol] Mp [◦C] Purity [%]

Anionic series

Na2CO3 105.99 851 99.0
Na2SO4 142.04 884 99.0
Na2HPO4 141.96 240 99.0
NaF 41.99 993 99.0
NaBr 102.89 755 99.0
NaNO3 84.99 306 99.0
NaI 149.89 661 99.0
NaClO4

a 140.46 468 99.0
NaSCN 81.07 287 98.0

Cationic series

CaCl2
b 147.01 772 99.0

LiCl 42.39 605 99.0
NaCl 58.44 801 99.5
KCl 74.55 770 99.0
RbCl 120.92 715 99.0
CsCl 168.36 615 99.5
NH4Cl 53.49 340 99.5

Legend: a, monohydrated; b, dihydrated.

chemical measurement, all solutions were degassed by bubbling N2 (g) for 30 min.

Prior to any measurement, the top and basal faces, respectively, of the ITO-coated CaF2
plates and prisms were cleaned by UV/ozonolysis in an UVO cleaner (model 42, Jelight,
USA) for 1 h and then kept in Milli-Q water. This cleaning method has previously been
shown to be the most efficient in removing adventitious surface contamination [186].

The reference and counter-electrodes of the spectrochemical measuring cell were also un-
mounted and cleaned before any measurement. The reference electrode was frequently
refilled with saturated KCl solution to avoid any contact of the electrode with air bubbles.
The counter-electrode was cleaned with a series of organic solvents.

2.2.2 Preparation of ITO films

2.2.2.1 RF magnetron sputtering

RF magnetron sputtering was used to deposit ITO thin films onto the CaF2 substrates
(plates and prisms). Sputtering is a PVD process by which atoms from the surface of a
target material are removed and ejected, carried by a plasma, and then condensed and
deposited onto the surface of a substrate material under UHV conditions [299, 300]. In
a basic DC sputtering system, two plane parallel disk electrodes composed of a target
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(cathode) and a substrate (anode) are mounted at a given separation distance from each
other in an evacuated chamber. An inert gas (usually Ar) is then fed continuously into
the chamber at a low pressure (10−5–10−6 bar) and the electrically neutral gas atoms are
allowed to flow between the electrodes. A high voltage (102–103 V) is applied between
the electrodes such that initial electrons from the target surface initiate an ionization cas-
cade in the gas i.e., free electrons ionize inert gas atoms which become positively charged,
and create secondary electrons, which are then accelerated to the anode substrate, subse-
quently colliding with additional gas atoms, creating more ions and more free electrons
in the process. This results in the formation of a plasma, a hot gas-like phase consisting
of electrons and ions. The charged ions found at the edge of the plasma (otherwise, the
plasma is considered as electrically neutral) are then accelerated towards the negatively
charged target surface. Their collision at high kinetic energies with the target surface
ejects neutral atoms by energy transfer, which then travel to the substrate. On their way
to the substrate, each ejected target atom hits numerous gas atoms that deflect them and
cause energy loss. These low energy target atoms then approach the substrate surface
from partially randomized directions, and then settle on it to produce a reasonably uni-
form thin film across a textured substrate surface. One disadvantage of DC systems is
that positive charge will tend to accumulate on the cathode (target), thus requiring higher
voltages which could damage both target and produced film. RF sputtering systems cir-
cumvent this problem by applying an alternating, high-frequency (typically, 13.56 MHz)
voltage which forces the positive ions to stay in the plasma zone, away from the cathode.

With magnetron sputtering, one can enhance the process described above by producing
strong magnetic fields (e.g., with permanent magnets) near the target area [301]. This
(toroidal-type) field causes traveling electrons to be trapped and to follow cycloidal mo-
tions along magnetic flux lines near the target instead of being attracted towards the
substrate. This has for advantage to confine the plasma to an area close to the target,
without causing damages to the thin film being formed. Moreover, electrons travel over
a longer distance, increasing the probability of further ionizing gas atoms. The additional
ions created as a result of these collisions lead to a plasma with a higher ion density. More
ions means more ejected atoms from the target, therefore, increasing the efficiency of the
sputtering process. It also means that the plasma can be sustained at a lower pressure.
Finally, a higher ejection rate, and hence a higher deposition rate, minimizes impurities
to form in the thin film.

ITO thin films of approximately 100 nm in thickness were sputter-deposited on the top
face of CaF2 plates and on the basal face of hemicylindrical CaF2 prisms using an home-
built RF magnetron sputtering chamber equipped with DC power suppliers and load-
lock system (Dr. Michael Bruns; Institute for Materials Research III (IMF-III), KIT - Cam-
pus North, Eggenstein-Leopoldshafen, Germany). A special holder was designed and
fabricated specifically for the sputtering of the CaF2 prisms. The sputtering chamber was
evacuated down to a base pressure ≤ 5 × 10−6 mbar prior to deposition using a turbo-
molecular pump backed by a membrane pump. Pressure in the sputtering chamber was
measured using digital Pirani-Penning gauge combination. A circular planar magnetron
of 3.00” (7.62 cm) in diameter was used as the magnetron cathode. The magnetron tar-
get assembly was mounted at the bottom of the sputtering chamber facing the target so
that the sputtering can be achieved in the sputter up mode. A continuously variable DC
power supply of 750 V and 3 A was used as power source for sputtering. A sintered ITO
metal alloy (In2O3:SnO2 (90:10 wt.%), 3.00” × 0.165” (7.62 cm × 0.42 cm), 99.99%; EJTI-
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TOX403A2, Kurt J. Lesker Materials Group, Germany) was used as sputtering target and
was mounted on the magnetron holder. A gas mixture of Ar/O2 (80:20 vol.%) was used
as pre-sputtering and sputtering atmospheres. The use of O2 in the mixture compensates
for the oxygen loss from the ITO target. The flow rates of both gases were controlled
individually by Tylan mass flow controllers. Before deposition of each film, the target
was pre-sputtered for 30 min to remove the passive oxide layer present at its surface. The
parameters used for the deposition of the ITO films are summarized in Table 2.2. The
sputtered ITO thin films were subsequently annealed in air at 300◦C for 3 hrs. Films de-
posited onto unheated substrate tends to be amorphous and increasing the substrate or
annealing temperature usually improves the crystallinity and grain size and decreases
the density of structural defects, leading to higher carrier concentration and lower sheet
resistivity. The sheet resistance of 50 nm-thick ITO films deposited on Si3N4 substrates
was observed to be highly dependent on the annealing temperature but less on the an-
nealing time (Fig. 2.1). The sheet resistivity was∼ 4.5×102 Ω·cm for a unannealed sample
(not shown). The coating preparation was performed in collaboration with V. Hermann
(IMF-III, KIT - Campus North).
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Fig. 2.1: Sheet resistivity of sputtered ITO films annealed in air at different annealing tem-
peratures and for different annealing times (source: V. Hermann (IMF-III, KIT - Campus
North)).

2.2.3 Characterization of ITO films

2.2.3.1 X-ray photoelectron spectroscopy

X-ray photoelectron spectroscopy (XPS) is a spectroscopic method used for the quantita-
tive analysis of surface chemical composition [302]. Usually, a XPS spectrum of a single
element or of multiple elements is given as function of core level electrons binding energy.

XPS is based on the photoemission process by which inner shell (or core level) electrons
of surface atoms irradiated with X-rays, overcome their binding energy, and are emitted
out of the surface with a certain kinetic energy. This process is described by the photo-
electric effect which relates the energy of emitted photoelectrons to that of the core level
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Table 2.2: Deposition and post-deposition parameters for the preparation of ITO thin
films.

Parameter Condition

Deposition

Sputter gas atmosphere Ar/O2 (80:20 vol.%)
Base pressure [mbar] ≤ 5× 10−6

Sputter pressure [mbar] 2.5× 10−3

Sputter power [W] 66
Sputter temperature [◦C] 60
Target-substrate distance [cm] 10
Target voltage [V] NA
Target current density [mA/cm2] NA
Substrate bias voltage [V] 125–130
Substrate temperature [◦C] 22
Gas flow rate [cm3/min] 14.2 (Ar), 3.5 (O2)
Film growth rate [nm/min] 1

Post-deposition

Annealing gas atmosphere air
Annealing temperature [◦C] 300
Annealing duration [hr] 3

Legend: NA, data not available.

electrons such as

Ekin = Ebind − (Ephot + ΦM), (2.1)

where Ekin denotes the kinetic energy of the emitted photoelectron, Ebind, the binding
energy of the inner shell electron, Ephot = hν, the photon energy of X-rays of frequency
ν, and ΦM, the work function of the material. By recording Ekin of the emitted photoelec-
trons, and knowing the X-rays wavelength as well as the work function of the particular
element considered, Ebind of the inner shell electrons can be determined.

The XPS spectrum of a material contains peaks of the various chemical elements (with
the exception of H and He) present on its surface. The binding energy of a particular ele-
mental peak depends not only on the element but also on the chemical environment and
energy (oxidation) state of its atoms. Any change of the chemical environment and state,
which perturbs the energy level of the atom, will cause a small variation in the peak posi-
tion or chemical shift in the XPS spectrum. For example, when a given atom is bound to
another one, more electronegative, the electron density around the former will decrease
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and the effective nuclear charge increases. Therefore, the core level electrons are more
strongly attracted by the nucleus, resulting in an higher binding energy. Another effect,
spin-orbital (or L-S) coupling of p, d, and f orbitals leads to XPS peak splitting. The total
angular momentum (J) of an electron is found by summing its angular (L) and spin (S)
momenta (J = L + S). The intensity of the doublets is determined by the occupation
probability of the two different energy states, which can also be expressed as the multi-
plicity M = 2J + 1. Other features can be observed in an XPS spectrum including, for
instance, X-ray satellite peaks, photon-induced Auger electron peaks, shake-up satellites,
and valence band features (Ebind < 30 eV).

The intensity of XPS peaks, as well as the integrated area under these peaks, are related
to the amount of each element. The intensity of a peak j from element i in a spectrum is
given by

Iij = CT (Ekin)Lij(γ)σij

d∫
0

ni(z)e
−z/λij(Ekin) cos θdz, (2.2)

where C is an instrumental constant, T (Ekin) is the transmission function of the ana-
lyzer, Lij(γ) is the angular asymmetry factor for orbital j of element i, σij is the photo-
ionization cross-section of peak j of element i, ni(z) is the concentration of element i at a
distance z below the surface, λij(Ekin) is the inelastic mean free path length of the pho-
toelectron emitted from orbital j of element i with a given kinetic energy, and θ is the
take-off angle of the photoelectrons measured with respect to the surface normal. The
instrumental constant C is assumed not to vary appreciably under acquisition conditions
and time required for XPS measurements. Typically, it can be removed when either ele-
mental ratios or atomic percentages are calculated. The angular asymmetry factor Lij(λ)
accounts for the type of orbital the photoelectron is emitted from and the angle between
the incident X-rays and the emitted photoelectrons. When s orbitals are used for quantifi-
cation, this factor remains constant and can be ignored. Even for other types of orbitals,
the variation is very small and usually neglected.

Assuming that the elemental concentrations are homogeneous (i.e., ni = ni(z)) within
the XPS sampling depth (from 0 to d), a take-off angle normal to the surface (θ = 0◦), and
a small ratio of wavelength to the photoelectrons mean free path (d/λ � 1) 2, Eq. (2.2)
simplifies to

Iij = CT (Ekin)Lij(γ)σijniλij(Ekin). (2.3)

The cross-sections for each element has been calculated and tabulated previously [303].

The basic experimental setup for XPS measurements consists of an ultra-highly evacu-
ated chamber, an X-ray source, an electrostatic guiding lens system, a moderately evacu-
ated sample transfer chamber, a sample holder, an electron energy analyzer, and a multi-

2. For XPS sampling depth d = 10 nm, λ ≈ 5d for photoelectrons with Ekin = 10–103 eV.
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channel detector. The UHV environment enables collecting and analyzing the emitted
photoelectrons without interference from collisions with residual gas phase molecules,
which would otherwise lead to loss of energy and intensity. It also permits minimizing
formation of monolayer from gas molecules adsorbed on the sample. The sample holder
is usually mounted on a sample stage which allows for high resolution positioning in the
x, y, z and θ directions. The most common X-ray sources employs Al Kα and Mg Kα emis-
sion lines because of their relatively high energy (1486.6 and 1253.6 eV) and narrow spec-
tral width (0.85 and 0.70 eV). Hence, X-rays are emitted and directed towards the surface
of a sample, then emitted photoelectrons are directed by the electrostatic guiding system
through the electron analyzer which uses an electric field between two hemispherical
surfaces to disperse the electrons according to their kinetic energy. Faster electrons will
impinge on the outer hemisphere, while slower ones will be attracted to the inner hemi-
sphere. Only electrons in a narrow energy region (called the pass energy) will succeed
in getting all the way round the analyzer to the detector. Finally, these electrons hit a set
of multi-channel plates resulting in an electron cascade that can be recorded by a CCD
camera located on the air side.

XPS spectra were obtained for the surface chemical analysis of the ITO samples using
a commercial XPS spectrometer system (K-Alpha, ThermoFisher Scientific, United King-
dom). Monochromatic Al Kα radiation was used and focused within an X-ray spot size of
400 µm. Spectra were recorded by combining a 1300 eV low-resolution survey scan and
25 eV high-resolution scans for all relevant peaks (C1s, O1s, In3d5, Sn3d5). The take-off
angle was set to 0◦. Data acquisition and processing was done with the Thermo Avantage
software (ThermoFisher Scientific). All recorded spectra were background-corrected and
referenced to the C1s peak (285.0 eV) originating from adventitious carbon contamina-
tion. The elemental peaks were fitted with one or more Voigt profiles (∆Ebind = ±0.2 eV)
and their intensity normalized. These measurements were performed in collaboration
with V. Trouillet (IMF III, KIT - Campus North).

2.2.3.2 X-ray diffraction

X-ray diffraction (XRD) was used to assess the surface crystallinity, texture (i.e., preferred
crystalline orientation), and grain size of the deposited ITO thin films. XRD is a scatter-
ing technique that enables to determine the degree of crystallinity of a solid material by
scanning its surface with monochromatic X-rays over a wide range of incident angles and
studying the diffraction pattern caused by sub-nanometer sized structures [304]. Usually,
the scattering intensity Is is recorded as a function of the detector angle 2θ.

Typically, the basic instrument for X-ray diffraction consists of two arms, an emission
arm and a detection arm, arranged on the periphery of a goniometer and a sample holder
fixed on its rotational axis. The incident angle of both arms is θ with respect to the nor-
mal to the sample surface. The emission arm consists of an X-ray source (X-ray tube),
a monochromator (Ni or Ge filter) for wavelength selection, and a set of apertures and
slits (diverging, soller, scattering) for beam conditioning and shaping. The detection arm
consists also of a set of slits (scattering, soller, receiving) and the detector. Most systems
use the so-called Bragg–Brentano (or parafocusing) reflection arrangement. In this con-
figuration, a focusing circle is defined as positioned tangentially to the sample surface.
The (para)focusing condition is obeyed only when the X-ray source and detector are po-
sitioned on the goniometer circle where it intersects the focusing circle. The goniometer
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usually operates in the θ − 2θ mode, where the X-ray source remains stationary, but the
sample and the detector move simultaneously by an angle θ and 2θ, respectively. The
diffraction pattern is then collected by varying the angle of the incoming X-ray beam by
θ and that of the scattered beam by 2θ while measuring Is(2θ) as a function of the latter.

X-ray scattering is based on the phenomenon known as Bragg diffraction in which X-rays
are scattered by the electrons of the lattice atoms without changing their wavelength and
undergo constructive interference only when certain geometrical conditions are satisfied.
The periodicity of a crystalline solid can be modeled by selective sets of crystallographic
lattice planes that are occupied by the atoms of the solid. Any set of lattice planes can be
indexed by a triplet of integers (hkl), the so-called Miller indices. These lattice planes are
parallel to each other, intersect the edges of the unit cell at specific points (a/h, b/k, c/l),
and are separated by an interplanar distance dhkl, which depends on the unit cell param-
eters such as lattice constants (a, b, c) and angles (α, β, γ). Assuming that these planes are
irradiated by X-ray beams incident at an angle θ, a condition of maximum Is can be satis-
fied only when the X-ray beams scattered by the lattice planes can interfere constructively
i.e., remain in phase when their geometrical path length is equal to an integer multiple
of the wavelength. This condition known as Bragg’s law, describes the condition for con-
structive interference from successive crystallographic planes (hkl), and can be written as

nλ = 2dhkl sin θB, (2.4)

where n is an integer determined by the reflection order considered, λ represents the X-
ray wavelength (0.15406 nm for Cu Kα source), and θB , the Bragg diffraction angle.

The diffraction pattern of a crystal obtained by measuring the intensity of scattered X-rays
as a function of scattering angle is a characteristic of the material. Very strong intensities
known as Bragg peaks are obtained in the diffraction pattern when scattered waves sat-
isfy the Bragg condition. Ideally, in the case of random distribution of all possible (hkl)
planes, only crystallites having planes parallel to the sample surface will contribute to the
reflected intensities 3. In reality, as in the case of thin polycrystalline films, certain crys-
tallographic planes can occur with a greater probability than others. This phenomenon is
known as texture and has a significant influence on the diffraction pattern, where more
abundant lattice planes will be associated with more intense Bragg peaks.

From Eq. 2.4, the distance between two adjacent lattice planes can be derived from the
experimental peak position by putting

dexp =
λ

2 sin θB
, (2.5)

whereas its theoretical value dhkl for a cubic lattice can be calculated from the lattice con-
stant (a) by

3. This is a consequence of the θ − 2θ mode which constrains the scattering vector Q to remain parallel
to the surface normal.
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dhkl =
a√

h2 + k2 + l2
, (2.6)

where hkl are the Miller indices of the given lattice plane.

A characteristic shift towards lower or higher angle compared to the reflection of ideal
crystals usually indicates a lattice expansion or contraction (Fig. 2.2). The lattice distor-
tion can be defined as

∆d

d0
=

(dexp − dhkl)
dhkl

. (2.7)

An estimate of the mean crystallite or grain size for a given orientation can be obtained
by using the Debye-Scherrer formula given by

D =
λ

w cos θ
[nm], (2.8)

where w = ∆(2θ) 4 denotes the full width at half maximum (FWHM) (or broadening) of
the XRD peak.
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Fig. 2.2: XRD peak originating from the (hkl) plane reflection for a given crystalline film.
The position of this peak from an hypothetical reference (dotted line) is also shown.

4. Typically, one should also account for the XRD spectrometer resolution (δ) and therefore put instead
w′ =

√
w2 − δ2. However, for a resolution δ ≤ 0.01◦, this term is usually neglected.
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XRD spectra of unannealed and annealed ITO thin films were recorded with an X-ray
diffractometer (XRD D5000, Bruker AXS, Germany) (in a Bragg-Brentano geometry) equip-
ped with a Cu Kα source (λ = 0.15405 nm) whose radiation was filtered through a Ge
crystal primary monochromator (Fig. 2.3). The Cu X-ray tube was operated at 40 kV,
40 mA and cooled by an internal, water-filled recirculating chilling system set at 16 ◦C
and a flow rate of 4–5 L/min. The slit widths were set to 2 mm for the pre- and post-
sample slits, and 0.2 mm for the detector slit. The detector used was a standard scintil-
lation counter. The XRD spectra were collected with diffraction angle (2θ) ranging from
20 to 80◦ in steps of 0.01◦. The diffraction spectra was recorded and processed using the
DIFFRACplus software (Bruker AXS). The XRD spectrum of the ITO film was compared
to an ITO reference from the Inorganic Crystal Structure Database (ICSD) (ICSD-50858,
ICSD, FIZ Karlsruhe - Leibniz Institute for Information Infrastructure, KIT - Campus
North). These measurements were performed in collaboration with F. Stemme (IMF-III,
KIT - Campus North).

Fig. 2.3: Image of the X-ray diffractometer XRD D5000 from Bruker-AXS/Siemens
(source: http://www.bruker-axs.com).

2.2.3.3 Scanning electron microscopy

Scanning electron microscopy (SEM) was used to study the surface morphology (grain
shape and size) of the deposited ITO thin films. SEM is a microscopic technique that
enables imaging of a sample surface by detecting the emission of electrons and other
electromagnetic radiation resulting from the interactions of a focused electron beam with
its surface [305, 306].

Typically, in an evacuated chamber, a highly energetic (∼ 0.5–50 keV) electron beam is
first generated by a field emission gun consisting of a thermally-assisted Schottky type
emitter, and then focused onto the surface of a sample by a set of condenser lenses to
a nanometric-sized (∼ 0.5–5 nm) spot. Finally, the electron beam goes through pairs of
deflector plates which direct the beam along the x and y axes, and enable raster scan-
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ning over a rectangular area of the sample surface. When the primary electrons interact
with the surface, the electrons lose energy by random scattering and absorption within
a teardrop-shaped volume, whose extent (0.1–5 µm) depends primarily on the primary
electron energy and the material density. The interactions between the electron beam
and the sample usually result in the emission of electrons and electromagnetic radiation
such as primary back-scattered electrons, low energy (< 50 eV) secondary electrons, and
characteristic X-rays, each of which can be detected with specialized detectors. Back-
scattered electrons are electrons that are reflected from the sample by elastic scattering,
while secondary electrons are electrons ejected from the k orbitals by inelastic scatter-
ing with primary electrons. Characteristic X-rays are emitted when the electron beam
removes an inner shell electron from the sample, thus causing a higher energy electron
to fill the shell. Among all these detection modes, the secondary electrons are generally
used for topography imaging.

Due to their low energy, these electrons are emitted within a few nanometers from the
sample surface. The detection of secondary electrons is done with a coupled scintillator-
photomultiplier system. The secondary electrons are first collected by a low positively-
biased grid, and then further accelerated towards a highly positively-biased scintillator
where they can be converted to photons through cathodoluminescence. The photons are
then guided to a photomultiplier tube for amplification. The amplified electrical signal
output is subjected to analog-to-digital conversion and displayed as a two-dimensional
intensity distribution that can be viewed on a computer monitor. The brightness of the
signal depends on the number of secondary electrons reaching the detector. If the beam
enters the sample perpendicular to the surface, then the activated region is uniform about
the axis of the beam and a certain number of electrons "escape" from within the sample.
As the angle of incidence increases, the "escape" distance of one side of the beam will
decrease, and more secondary electrons will be emitted. Thus steep surfaces and edges
tend to be brighter than flat surfaces, which results in images with a well-defined, three-
dimensional appearance.

SEM micrographs of ITO thin films were recorded with a scanning electron microscope
(Zeiss Supra 55, Carl Zeiss NTS, Germany) equipped with a Schottky field emission
source (Vacc = 0.1-30 kV) and an Everhart-Thornley secondary electron detector (Fig. 2.4).
Depending on the chosen resolution (magnification: 10–106×), the accelerating voltage
was set in the range 5.0–7.5 kV and the working distance in the range 2.9–4.6 mm. The
resolution is 1.7 nm at 1 kV. These measurements were performed in collaboration with
U. Geckel (IMF III, KIT - Campus North).

2.2.3.4 Atomic force microscopy

Atomic force microscopy (AFM) in contact mode was used to assess the surface rough-
ness and topography of the deposited ITO thin films. AFM is a microscopic technique
that enables imaging of a surface by bringing a cantilever parallel to the surface and then
measuring the deflections which result from the interaction between its tip and the sur-
face [307, 308].

Typically, the simplest arrangement of an AFM is composed of a light source, a cantilever
with a force-sensing tip, a piezoelectric scanner, and a detector. The cantilever has a sharp
tip attached to its free end and is brought in proximity to the surface of a sample. As the
interaction (either attractive or repulsive) forces between the cantilever tip and the sur-
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Fig. 2.4: Image of the scanning electron microscope Supra 55 from Zeiss (source:
http://www.zeiss.de).

face varies, deflections (either positive or negative) are produced on the cantilever. The
deflections of the cantilever ∆z are proportional to the force acting on the tip, derived via
Hooke’s law, F = −k∆z, where k is the spring constant of the cantilever. The amplitude
of these deflections is measured by means of a laser beam, which is reflected on the back
side of the cantilever and detected by a photodiode divided into four quadrants (A, B,
C, and D). If the laser beam is displaced vertically between the bottom (C-D) and top
(A-B) quadrants, then a bending force is exerted on the cantilever which is due to topog-
raphy; in contrast, if the beam is displaced horizontally between the left (A-C) and right
(B-D) quadrants, then a torsion force is present due to friction of the cantilever with the
surface. These deflections can be used to generate either a depth profile that shows the
vertical deviations along the surface or, by scanning the sample laterally, a topographic
image of the surface. For these two types of measurements, the AFM is usually operated
in the contact mode. In this mode, the cantilever is held less than a few angstroms from
the sample surface, and the interaction forces between the cantilever and the sample are
repulsive. The tip either scans under conditions of constant (but small) height above the
surface or of constant force. In the constant height mode, the height of the tip is held
fixed, whereas in the constant force mode, the deflection of the cantilever is fixed and the
motion of the scanner in the z-direction is recorded.

The amplitude of the vertical deviations is normally used to calculate the surface rough-
ness, which is best described by the root-mean-square amplitude defined as

Arms =

√√√√ 1

n

n∑
k=1

A2
k, (2.9)

where Ak is the amplitude value of the k-th vertical deviations.
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AFM depth profiles and topographic images of the ITO thin films were obtained with
a stand-alone AFM (MFP-3D, Asylum Research) (Fig. 2.5). These measurements were
performed in collaboration with C. Azucena (IFG, KIT - Campus North).

Fig. 2.5: Image of the atomic force microscope MFP-3D-BIO from Asylum Research
(source: http://www.asylumresearch.com).

2.2.3.5 Four-point probe resistivimetry

Four-point probe (FPP) resistivimetry has been applied to determine the sheet resistiv-
ity of the ITO thin films. FPP is a technique that permits to obtain the sheet resistance
and/or sheet resistivity of a thin film deposited on a substrate, whether it be conductive
or insulating, by measuring the potential difference between metallic probes in contact
with its surface [309].

Generally, for equally spaced, collinear conducting probes contacting the surface of an
uniform conducting film with an infinite lateral extent and thickness t, deposited on an
insulating substrate, the sheet resistivity of the film is given by [310, 311]

ρs = G
∆V

I
, (2.10)

where ∆V denote the measured potential difference, I , the injected current, and G is a
geometrical correction factor (with units of length) which depends on the measurement
geometry i.e., probe spacing (d), lateral dimensions (shape) and thickness of the sample,
and the position of the probes relative to the sample edges [312]. For measurements on a
sample for which the lateral extent is much larger than the probe spacing, the correction
factor is a function only of d and t, with different forms, depending on whether the sub-
strate is, respectively, insulating or conducting.
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For films with rectangular dimensions a and b, Eq. (2.10) transforms to [313]

ρs = 2πtG

(
∆V

I

)
, (2.11)

with

G(a, b, d, t) =
F (τ)

τ
C

(
b

d
,
a

b

)
, (2.12)

and [310, 311]

F (τ) ≈ π

2 ln
(

sinh τ/2
sinh τ

) , (2.13)

where τ ≡ t/d and C denotes a factor depending on film dimensions.

For thin films (τ � 1), larger than the probe spacing (b/d� 1), Eq. (2.11) reduces to

ρs =
πt

ln 2

(
∆V

I

)
. (2.14)

Equivalently, one can define the sheet resistance such as

Rs =
ρs
t

=
π

ln 2

(
∆V

I

)
≈ 4.532

(
∆V

I

)
. (2.15)

A typical FPP setup usually consists of a sample platform, an overhead air-pumped lever
arm holding a probe head with four collinear, equally spaced, partly retractable metallic
tips, and a combined source meter/multimeter connected to the probe head. The probe
tips are brought in close contact with the sample and pressed down by the lever. An elec-
trical current is then instantaneously injected between the two outer probes (P1 and P4),
and the potential is measured between the two inner probes (P2 and P3) with a voltmeter
with a high input impedance.

The sheet resistance of ITO thin films was measured with a commercial Alessi FPP system
(Alessi Industries, USA) equipped with a probe head type 545 with WC probe tips (0.050"
(1.27 mm) tip spacing, 0.005" (0.13 mm) tip radius, 40–70 g/tip spring pressure) (Figs. 2.6
and 2.7). The system was calibrated with a one-sided ITO-coated glass wafer (with an
intermediate SiO2 passive layer) of known sheet resistance (CEC020S, Präzision Glas &
Optik, Germany; 100 nm ITO, R ≤ 20 Ω, Rs = 15 Ω/�). The resistance readout was
recorded on a digital multimeter in a four-wire resistance arrangement (Keithley 2001,
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Keithley Instruments, Germany; range: 20 Ω–200 kΩ, resolution: 1 µΩ–10 mΩ). These
measurements were performed at IMF-III (KIT - Campus North).

Fig. 2.6: Image of the Alessi FPP system (source: U. Geckel (IMF-III, KIT - Campus
North).

Fig. 2.7: Images of the Alessi FPP probe head. (a) Probe head 545, (b) WC probes
with spacing d = 1272.7 µm (source: U. Geckel (IMF-III, KIT - Campus North)).

2.2.3.6 Spectroscopic ellipsometry

Spectroscopic ellipsometry (SE) has been used to determine the optical properties (refrac-
tive index and extinction coefficient) as well as thickness of deposited ITO thin films. SE
is a spectroscopic technique which enables determining the optical properties and thick-
ness of thin films deposited on substrate by measuring in a spectral range extending from
the UV to NIR the changes in polarization and intensity of a light beam upon reflection
on its surface, provided that the latter is sufficiently reflective [314].

The polarization state of a light beam propagating in a medium can be specified by the
orientation taken by its associated electric field at a given point in space. Usually, for
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a transversal electric field, the polarization direction is perpendicular to the direction of
propagation. The electric field may be oriented or polarized in a single direction (linear
polarization) or, more generally, it may rotate with propagation (elliptical polarization).
Upon reflection on a surface at the boundary between two different media, the polariza-
tion state of a light beam will change. By convention, the plane spanned by the incident
and reflected beams is called the plane of incidence. Typically, the polarization state of the
light beam incident upon the sample can be resolved into p- and s-polarized components
i.e., polarized in a plane parallel and perpendicular to the plane of incidence, respectively.

The electric fields of the incident and reflected beams can then be conveniently repre-
sented by a two-component complex vector (also called Jones vector) such as [315]

Eα =

[
Ep0αe

iδpα

Es0αe
iδsα

]
, (2.16)

where Eβ0α and δβα (α = i, r;β = p, s) denote the amplitude and phase of the respective
electric fields.

The reflective properties of a sample are given by the so-called Fresnel reflection coef-
ficients. These are complex quantities that account for the changes in amplitude and
phase of the reflected fields relative to the incident fields. For a system composed of
three isotropic media such as a film (Mj) of thickness (dj) embedded between an ambient
medium (Mi) and a substrate medium (Mk), the global Fresnel reflection coefficients for
p- and s-polarized beams can be written such as [316]

Rβ =
rβij + rβjke

−2iδ

1 + rβijr
β
jke
−2iδ

(β = p, s), (2.17)

with the local Fresnel reflection coefficients given by

rβij =
ñj cos θi − ñi cos θj
ñj cos θi + ñi cos θj

, (2.18a)

rβjk =
ñk cos θj − ñj cos θk
ñk cos θj + ñj cos θk

, (2.18b)

and the film phase delay given by

δ = 2π
dj
λ
ñj cos θj , (2.19)
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where ñγ = nγ + ikγ and θγ (γ = i, j, k) are the (potentially) complex refractive indices
and incident angles in the corresponding medium and λ is the beam wavelength.

The changes in amplitude and phase upon reflection from the ambient-film-substrate sys-
tem can be defined by the (complex) ellipsometric ratio defined as

ρ =
Rs

Rp
= tan Ψei∆, (2.20)

where ∆ and Ψ represent the so-called ellipsometric angles.

The functional dependence of ∆ and Ψ on the optical parameters can be written symbol-
ically such as

tan Ψei∆ = ρ(nγ , kγ , dj , θi, λ) (γ = i, j, k), (2.21)

or, more explicitly, such as

Ψ = tan−1 |ρ(nγ , kγ , dj , θi, λ)| (γ = i, j, k), (2.22a)
∆ = arg[ρ(nγ , kγ , dj , θi, λ)], (2.22b)

where |ρ| and arg(ρ) are the amplitude and phase of the complex function ρ.

As can be seen from Eqs. (2.22), in general, for an ambient-film-substrate system, the op-
tical parameters from the film cannot be extracted analytically from the measured angles
Ψ and ∆ angles. This is the well-known inversion problem of ellipsometry. To circum-
vent this problem, the system has to be modeled as a layered media in which each in-
dividual layer can be define by an optical model which provides the optical constants
and thickness parameters. Such models include, among others, Cauchy model for non-
absorbing media like glass and crystals, and Drude-Lorentz models for more absorbing
media like metals and semiconductors. By keeping fixed the optical constants of the
substrate medium which are usually well-known over the chosen spectral range, and by
providing a suitable optical model for the specified film, the computational problem re-
duces to searching iteratively the set of values for the unknown optical film parameters
through a least-square minimization or mean-square error (MSE) defined by

MSE =

√√√√√ 1

2N −M

N∑
k=1

(∆mod
k −∆exp

k

σexp
∆,k

)2

+

(
Ψmod
k −Ψexp

k

σexp
Ψ,k

)2
, (2.23)
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where N is the number of data points, M is the number of the fitting parameters, (∆exp,
Ψexp) and (∆mod, Ψmod) are the sets of experimentally measured and modeled ellipsomet-
ric angles, respectively, while σexp

Ψ and σexp
∆ are the standard deviations of the measured

ellipsometric angles. The modeled ellipsometric angles are functions of all the fitting
parameters which define the multilayer optical models. The values of ∆mod and Ψmod

which best match the experimental data (or which gives the least MSE) provide the opti-
cal constants and thickness parameters of the film.

The simplest experimental setup of a spectroscopic ellipsometer consists of two arms, an
emission arm and a detection arm, fixed on a goniometer, and a sample holder fixed on
its rotational axis. Both arms are fixed at an angle θ with respect to the normal to the
sample surface. The emission arm includes a broad light source (covering UV to NIR),
a polarizer (P ), and a compensator (C) (e.g., a quarter-wave plate), whereas the detec-
tion arm includes an analyzer (A), and a detector. The analyzer and polarizer enables
transmission or extinction of linearly polarized light, while the compensator introduces
a defined phase retardation of one field component relative to the other. In this configu-
ration, the light intensity at the detector is given by [316]

ID(t) ∝ 〈|E0x|2 + |E0y|2〉, (2.24)

with

E0x = cos θA[cos θC cos(θP − θC)− ρC sin θC sin(θP − θC)], (2.25a)
E0y = sin θA[sin θC cos(θP − θC) + ρC cos θC sin(θP − θC)], (2.25b)

where θA, θC , θP represent the azimuthal angles of A, C and P , and ρC = τCe
iδC is the

retardance of C, and τC and δC are its associated transmittance and phase delay.

This setup allows for the determination of the ellipsometric angles in various operational
modes, among which the nulling mode as the most commonly employed. In this mode,
the ellipsometric angles are determined by finding a set of azimuthal angles for A, C,
and P such that the light intensity at the detector vanishes. Hence, an incident light
beam in any given elliptical state of polarization, which becomes linearly polarized upon
reflection, can be completely extinguished with an analyzer. Under the nulling condition
(ID = 0), one obtains from Eqs. (2.24) and (2.25) that

ρ =
Rp

Rs
=
E0x

E0y
= − tan θA

tan θC − ρC tan(θP − θC)

1− ρC tan θC tan(θP − θC)
. (2.26)

When an ideal quarter-wave plate (τC = 1, δC = π/2⇒ ρC = −i) is used as compensator
and its azimuthal angle is fixed (θC = ±45◦ ⇒ tan θC = 0), Eq. (2.26) then simplifies to
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ρ = tan Ψei∆ = ∓ tan θAe
i(∓2θP+π/2) (θC = ±45◦). (2.27)

For each compensator azimuthal angle, two sets of nulling angles can be found, namely,
(θI
A, θ

I
P ) and (θIII

A , θIII
P ) for θC = −45◦ and (θII

A, θ
II
P ) and (θIV

A , θIV
P ) for θC = 45◦. These sets

are called conjugate zones (I and III, II and IV). Each set is related to the other by the
relations

θ
III/IV
P = θ

I/II
P + 90◦, (2.28a)

θ
III/IV
A = 90◦ − θI/II

A . (2.28b)

Although a single set of nulling angles can be used to determine ρ, two-zone measure-
ments are usually performed and averaged to eliminate the effects of component imper-
fections and azimuthal angles errors.

The ellipsometric measurements were performed on ITO thin films with a variable angle
spectroscopic ellipsometer (SENpro SE400, SENTECH Instruments, Germany) (Fig. 2.8).
Ellipsometric angles ∆ and Ψ were acquired at a fixed incident angle (70◦) 5 over the spec-
tral range 370–1050 nm in steps of 10 nm. Optical modeling and optical parameters as
well as thickness determination were done using SENpro analysis software (SENTECH
Instruments).

Fig. 2.8: Image of the variable angle spectroscopic ellipsometer SENpro SE400 system
from SENTECH Instruments (source: http://www.sentech.de).

2.2.3.7 Ultraviolet-visible-near infrared absorption spectroscopy

UV-VIS-NIR absorption spectroscopy can be used to obtain the absorbance spectrum of
a compound in solution or as a solid [317].

5. This angle is best-suited since it is approximately the pseudo-Brewster angle for ITO, where the sensi-
tivity is high since ∆→ 90◦.
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UV-VIS-NIR spectroscopy considers the absorption of radiation by atoms or molecules
as a consequence of transitions among the energy states of their outer shell electrons.
Hence, when an atom or molecule absorbs photon energy, electrons are promoted from
their ground state to an excited state. In a molecule, the atoms can rotate and vibrate with
respect to each other. These vibrations and rotations also generate sets of discrete energy
levels, which then stack up on top of each electronic level. In addition, the assembly of
a large number of atoms into lattices to form a solid produces a large number of molec-
ular orbitals with small energy differences, which lead to the formation of a continuous
bands of energy separated by an energy (band)gap. Several types of electronic transitions
exist including those within the same atom (e.g., transitions involving p and s orbitals),
between two neighboring atoms (charge transfer transition), and between valence and
conduction bands (bandgap transition in semiconductors).

Typically, the UV-VIS spectrum of most molecules and solids consists of a few broad
bands rather than sharp absorption lines. These bands indicate that an electronic level
transition is usually accompanied by a simultaneous change between the more numer-
ous vibrational levels. In fact, a photon with too low or too high energy for an electronic
transition can instead be absorbed for a transition between one of the vibrational lev-
els associated with the lower electronic state to one of the vibrational levels of a higher
electronic state. Moreover, the mutual interactions between lattice atoms in a solid or
between closely packed molecules bring already numerous energy levels closer together,
which results in the broadening of sharp lines into bands. The resulting spectrum is thus
dependent on some relevant physico-chemical parameters of the material such as, for ex-
ample, chemical composition, oxidation state, and band structure.

When a monochromatic light beam passes through a certain thickness of a material,
whether it may be a liquid enclosed in a transparent cell or a solid, the intensity of the
transmitted beam may be much smaller than that of the incident beam, owing to the ab-
sorption of the material. With a change in wavelength, the amount of absorption will
also be changed to a lesser or greater extent. The absorption of light by a given material
at a particular frequency can be described according to an exponential law given by

It(ν) = Ii(ν)e−α(ν)d, (2.29)

where Ii(ν) and It(ν) are the incident and transmitted light intensities at frequency ν,
respectively, d, the thickness of the material, and α, the absorption (or attenuation) coef-
ficient, characteristic of the material.

The adsorption coefficient α(hν) for a given photon energy Ephot = hν is given by

α(hν) =
∑

Pifninf , (2.30)

where Pif represents the probability for a transition from an initial state i to a final state
f , while ni and nf are densities of electrons in the initial and final states, respectively. The
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summation is taken over all possible transitions with an energy difference equal to hν.

As mentioned previously, the assembly of atoms in a solid leads to the formation of a
band structure which consists of a lower (or valence) band and an upper (or conduction)
band separated by an energy gap whose extent determines whether the solid is a conduc-
tor (metal), semiconductor, or an insulator. The valence band can contain has many states
as electrons, and hence can be completely filled, whereas the conduction band may con-
tain no electron at all or fewer electrons than states. For a conductor, no energy gap exists
(Eg = 0) and the conduction band is densely populated with electrons (ρe ∼ 1023 cm−3),
while for semiconductor, Eg . 3 eV and the electron density in the conduction band (or
the hole density in the valence band) is slightly lower (ρe ∼ 1020 cm−3). Finally, for an
insulator, Eg & 3 eV and almost no electrons can be found in the conduction band (and
practically no holes in the valence band).

For semiconductors, a description of electronic transitions can be adequately described
by an energy-momentum (E–k) diagram in which a transition obey both energy and mo-
mentum must be conserved. Depending upon the relationship between the momentum
in the initial and final states (which, in turn, depends on the energy-momentum profile),
direct and indirect transitions occurs. By using a parabolic energy profile, an expression
of α(hν) for each type of transition is given in the general form

α(hν) ∝ (Ep − Eg)n

hν
=

{
n = 1/2, direct transition
n = 2, indirect transition

. (2.31)

In both cases, the absorption caused by the electronic interband transition can be used
to determine Eg by locating the intercept of the straight line obtained through the plot
[α(hν)hν]1/2 vs hν (also known as Tauc plot) [318].

A semiconductor usually exhibits minimal optical absorption for photons with energies
smaller than the bandgap and high absorption for photons with energies greater than
the bandgap. As a result, there is a sharp increase in absorption at energies close to the
bandgap that manifests itself as an absorption edge in the UV-VIS absorbance spectrum.

The basic experimental setup of a UV-VIS-NIR spectrophotometer includes interchange-
able UV and VIS light sources (usually deuterium and tungsten-halogen lamps), a sample
holder, a monochromator based on one or two dispersing elements (e.g., gratings), and
a CCD detector. The monochromator works as a diffraction grating that disperses the
transmitted light beam into its various wavelengths towards the detector.

The transmittance of the ITO films in the UV to NIR spectral range was measured us-
ing a commercial UV/VIS high-resolution spectrophotometer (HR2000+, Ocean Optics,
Germany) based on a symmetrical crossed Czerny-Turner design. Input and output UV-
VIS light beams are provided by a balanced deuterium tungsten-halogen light source
(DH-2000-BAL, Ocean Optics) and transmitted through two steel-jacketed optical fibers
(QP400-2-SR-BX, Ocean Optics; 400 µm core diameter) optimized for transmission in the
spectral range 200-–1100 nm. All spectra were recorded and processed using the Spec-
traSuite software (Ocean Optics). The absorbance spectra were taken as the negative
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logarithmic ratio of background-corrected signals coming from ITO-coated (sample) and
bare CaF2 plates (reference).

2.2.3.8 Fourier-transformed infrared absorption spectroscopy

Fourier-transformed infrared absorption spectroscopy (FTIR) has been used to measure
the transmittance spectrum of the ITO thin films in the NIR to MIR range. FTIR is a lin-
ear spectroscopic technique which permits finding the absorption of IR radiation caused
by resonance of molecular vibrational modes simply by measuring the intensity of an IR
beam before and after its interaction with a sample [319].

IR spectroscopy considers the absorption of IR radiation by molecules at specific frequen-
cies as a consequence of a resonant excitation of some of their bonds. These frequencies
are thus related to the strength of the bonds, and to the masses of the atoms that build
them. A simplified but adequate description of the vibrations of diatomic molecules is
given by the harmonic oscillator model, which assumes atoms as point masses connected
by spring-like forces. Hence, for small bond length variations (compression or extension),
the bond strength or restoring force obeys Hooke’s law given by

F (r) = −∇V (r) = −k∆r, (2.32)

with the bond variation from the equilibrium bond length re defined as

∆r = r − re, (2.33)

where V is the potential energy and k denotes the force constant, the magnitude of which
reflects the bond strength.

By integration of Eq. (2.32), one obtains the corresponding potential such as

V (r) =
1

2
kr2, (2.34)

which follows a parabolic (or harmonic) profile.

Since these motions happen on a microscopic scale, the possible energy eigenvalues Eν
of the vibrational modes follow the Schrödinger equation given by

Ĥψν(r) = Eνψν(r), (2.35)
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with the quantum-mechanical Hamiltonian operator defined as

Ĥ = − ~2

2µ
∇2 + V (r), (2.36)

where ψν is the vibrational wave function of a given state ν that describes the system.

The energy eigenvalues of the vibrations of the harmonic oscillator can be shown to be

Eν =

(
n+

1

2

)
hcν (n = 0, 1, 2, . . .), (2.37)

with the vibrational wavenumber given by

ν =
1

2πc

(
k

µ

)1/2

, (2.38)

where µ = m1m2/(m1 + m2) is the reduced mass of the diatomic molecule with masses
m1 and m2, n, the vibrational quantum number, and h is the Planck constant (6.62610 ×
10−34 J·s).

The selection rules of IR spectroscopy state whether a molecule can be excited from one
vibrational state to another. The IR transition moment for a transition from a lower to an
upper state with vibrational wave functions ψlν(r) and ψuν (r), respectively, is given by

Rν =

∫
ψuν (r)µψlν(r)dr, (2.39)

where µ is the dipole moment operator.

For a heteronuclear diatomic molecule, |µ| 6= 0 and it can be expressed as a Taylor series
expansion

µ(r) = µ(re) +
∞∑
k

1

k!

(
dkµ

drk

) ∣∣∣∣∣
r=re

rk, (2.40)

such that the transition moment in Eq. (2.39) becomes

Rν = µ(re)

∫
ψu ∗ν (r)µ̂ψlν(r)dr +

∞∑
k

1

k!

(
dkµ

drk

) ∣∣∣∣∣
r=re

∫
ψu ∗ν (r)rkψlν(r)dr. (2.41)
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Making use of the orthogonality of the wave functions which states that

∫
ψu ∗ν (r)ψlν(r)dr = 0 (νl 6= νu), (2.42)

the transition moment then simplifies to

Rν =
∞∑
k

1

k!

(
dkµ

drk

) ∣∣∣∣∣
r=re

∫
ψu ∗ν (r)rkψlν(r)dr, (2.43)

with the first term of the series being non-zero only if ∆ν = ±1, thereby giving the vibra-
tional selection rule.

Accordingly, the intensity of the IR transition moment is given by

IIR ∝ |Rν |2 ≈
(
dµ

dr

)2
∣∣∣∣∣
r=re

. (2.44)

Hence, the intensity of an IR absorption band depends on the change of the dipole mo-
ment associated with the vibration.

The basic experimental arrangement of a FTIR spectrometer consists of an IR light source,
a Michelson interferometer, and an IR detector. Typically, an IR beam is split into two
beams by a partially transmitting mirror, one of them is reflected off a fixed mirror, the
other on a moving mirror. The different paths of the two beams introduces a retarda-
tion δ and, in turn, a phase difference φ = ωδ/c. For a monochromatic light source,
the two beams will interfere constructively and destructively when δ = nλ and δ =
(n+1/2)λ (n = 0, 1, 2, . . .), respectively. Hence, the intensity varies as I(δ) ∝ cos(2πνδ).
For a broadband light source, constructive interference occurs for different optical retar-
dation. The intensity originates from numerous cosine functions of different wavelengths
and can be written as

IIR(δ) =

∞∫
0

Is(ν)[1 + cos(2πνδ)]dν, (2.45)

where S(ν) is the intensity of the source.

The IR spectrum is then obtained by inverse Fourier transform of Eq. (2.45) such as

52



Materials, Methods, and Instruments

IIR(ν) = 2

∞∫
0

IIR(δ)e−2iπνδdδ. (2.46)

Since both the sample and the light source are contributing to the resulting spectrum, a
reference spectrum I0(ν) is usually recorded. The absorbance (A) and transmittance (T )
are then calculated by

A(ν) = − log10

I(ν)

I0(ν)
= log10

I0(ν)

I(ν)
= − log10 T (ν). (2.47)

The reflectance and transmittance spectra of deposited ITO thin films in the NIR and
MIR ranges were obtained on a FTIR spectrometer (Vertex 70, Bruker Optics, Germany)
using p-polarized light and a liquid nitrogen-cooled mercury cadmium telluride (MCT)
detector (Fig. 2.9). The variable angle section IRRAS sample stage was usually adjusted
to an incident angle of 70◦. The IR spectra was recorded and processed with the OPUS
software (Bruker Optics).

Fig. 2.9: Image of the FTIR spectrometer Vertex 70 from Bruker Optics (source:
http://www.brukeroptics.com).

2.2.4 Characterization of ITO/aqueous solution interfaces

2.2.4.1 Vibrational sum-frequency-generation spectroscopy

Vibrational SFG spectroscopy is a surface-sensitive, nonlinear spectroscopic technique
in which two intense IR and VIS light beams, coincident spatially and temporally at an
interface, generate another light beam at the sum-frequency in a defined direction. In
addition, if the frequency of the IR beam corresponds to the frequency of a vibrational
mode of adsorbed molecules, then a resonance enhancement of the SFG signal may be
observed. Thus, by keeping the frequency of the VIS beam fixed and by scanning that of
the IR beam, a surface-specific vibrational spectrum of molecules adsorbed at an inter-
face can be obtained. The selection rules of this second-order nonlinear process dictate
that the SFG signal can only be generated in a non-centrosymmetric environment. This
feature makes vibrational SFG spectroscopy inherently surface-specific as any signal con-
tribution from the adjacent, bulk isotropic media are to a large extent suppressed.
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The existence of SFG and other nonlinear optical processes has been first demonstrated
in 1961 by Franken et al. [320] followed by others [321–323] in the bulk of dielectric crys-
tals, shortly after the discovery of the ruby laser. The theoretical basis of these processes
in the bulk and at interfaces has been laid down also in the 1960’s by Bloembergen and
Pershan [324, 325]. The first experimental application of the SFG process as a surface
vibrational spectroscopy of molecular adsorbates was developed independently by the
groups of Shen [326–328] and Harris [329]. Since then, vibrational SFG spectroscopy
has been applied to the investigation of various molecules adsorbed to different types of
interfaces such as, for instance, gas/solid [330], gas/liquid [94, 331–337], liquid/liquid
[338, 339], solid/liquid interfaces [340, 341] as well as buried [342–345] and electrochem-
ical [346, 347] interfaces.

A more detailed treatment on the practical and theoretical aspects of vibrational SFG
spectroscopy can be found in numerous review articles [348–355], book sections [356–
363], and books [364–370] of nonlinear optics and nonlinear optical spectroscopy. Hence,
only a short overview of vibrational SFG spectroscopy will be given here.

2.2.4.1.1 SFG theory

A. Nonlinear optical response and SFG process

When a light beam interacts with the bulk or with the surface of a given medium, the ap-
plied electric field polarizes the material i.e., it exerts a force on the valence electrons and
displaces them relative to the nucleus, thereby creating induced dipoles. The response of
the medium to the applied electric field is called the polarization and can be defined as

P = N
〈µ〉
V
, (2.48)

where 〈µ〉 denote the average induced dipole moment, N , the number of dipole mo-
ments, and V , the volume of the medium considered.

The induced dipole moment µ can be expanded as a power series of the electric field E
such as

µ =

∞∑
k=0

(
∂(k)µ

∂E(k)

)
⊗Ek = µ0 + α(1) ·E + α(2) : E2 + α(3)...E3 + . . . , (2.49)

with

α(k) ≡ ∂(k)µ

∂E(k)
⊗Ek, (2.50)
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where µ0 represents the static (or permanent) dipole moment, and α(k) (k ≥ 1) repre-
sents the k-th order hyperpolarizabilities 6.

By substituting Eq. (2.49) in Eq. (2.48), the polarization becomes

P = ε0

∞∑
k=0

χ(k) ⊗Ek = ε0

∞∑
k=0

P(k), (2.51)

where χ(1) is the linear susceptibility and χ(k) = 〈α(k)〉 (k ≥ 2) are the k-th order nonlin-
ear susceptibilities.

For low intensity beams with weak applied electric fields, the displacement of the elec-
trons is small and confine in a region that can be approximated by an harmonic (or
parabolic) potential. In this case, the polarization responds linearly to the applied electric
field (either by absorption, Rayleigh, or Raman scattering) and can be written (ignoring
any permanent dipole moment) as

P(ω) = ε0χ
(1)E(ω), (2.52)

where ε0 is the vacuum electric permittivity (8.854 × 1012 F/m). In other terms, the in-
duced polarization field oscillates and emits at the same frequency as the input driving
electric field.

For intense light beams such as with pulsed lasers with electric fields comparable to the
atomic fields (∼ 1010–1015 V/m) 7, the displacement of electrons becomes large and the
polarization is no longer proportional to the electric field such that additional nonlinear
terms must be included such as

P(ω) = ε0

∞∑
k=1

χ(k) ⊗Ek(ω). (2.53)

The higher order susceptibilities are usually much smaller in magnitude than the first-
order susceptibility (typically, χ(k) ∼ 1/Ekat [m/V]k for k ≥ 2).

The electron-atom interactions in the linear regime (E � Eat) can be described satisfacto-
rily with a Lorentz model of the atom which considers the binding potential as harmonic.
For the nonlinear regime, this model can be extended by including nonlinear terms in the
restoring force exerted on the electron. These two regimes are illustrated in Fig. 2.10. For

6. The second- and third-order hyperpolarizabilities α(2) and α(3) are frequently also noted as β and γ.
This notation will be used here interchangeably.

7. In comparison, the atomic field strength of an hydrogen atom gives Eat = e/4πε0r
2
0 ∼ 1011 V/m with

the Bohr radius as r0 = 4πε0~2/mee and where ~ is the reduced Planck constant andme is the electron (rest)
mass [368].
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weak applied electric fields, the binding potential remains harmonic and the induced po-
larization stays proportional to the incident field, while for stronger electric fields, the
binding potential becomes anharmonic and the corresponding polarization can be de-
composed into higher-order nonlinear components.

U

r
P P

t

t

t
t

E

P(0)

P(1)

P(2)

t
E

harmonic potential

anharmonic potential

Fig. 2.10: Schematic representation of the nonlinear response of a medium in the linear
and nonlinear regimes.

In the case of nonlinear optical processes such as SHG and SFG, the dominant polariza-
tion term is of the second-order one and can be written as

P(2)(ω) = ε0χ
(2) : E2(ω), (2.54)

where the second-order nonlinear susceptibility χ(2) is a third-rank tensor describing the
relationship between the applied electric field and the resulting polarization field 8.

An applied electric field with two distinct frequency components incident on a nonlinear
optical medium (e.g., two incident laser beams coincident spatially and temporally at an
interface) can be written as

8. Generally, the effective polarization field should contain surface as well as volume (bulk) contributions
such that P(2)

eff (ω) = P
(2)
S (ω)+P

(2)
B (ω) with P

(2)
B (ω) = P

(2)
D (ω)−∇·P(2)

Q −(c/iω)∇×M+ . . . where P
(2)
D (ω),

P
(2)
Q (ω), and M(ω) are the electric dipolar and quadrupolar polarizations, and magnetization, respectively.

Typically, the electric dipole approximation is assumed within which the effects of higher-order electric
multipoles and optical magnetic fields can be neglected. However, at a given interface, it is not always
known a priori whether surface contributions dominate over bulk contributions [371–373].
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E(r, t) = E1(r, t) + E2(r, t)

= (E1(r)e−iω1t + E∗1(r)e+iω1t) + (E2(r)e−iω2t + E∗2(r)e+iω2t),
(2.55)

where Eν ≡ E(ων) (ν = 1, 2).

By substituting Eq. (2.55) in Eq. (2.54), the second-order nonlinear polarization is then
given by

P
(2)
3 (r, t) = ε0χ

(2)


2(E1E

∗
1 + E2E

∗
2) (OR)

+E2
1e
−2iω1t + (E∗1)2e2iω1t (SHG)

+E2
2e
−2iω2t + (E∗2)2e2iω2t (SHG)

+2(E1E
∗
2e
−i(ω1−ω2)t + E∗1E2e

+i(ω1−ω2)t) (DFG)

+2(E1E2e
−i(ω1+ω2)t + E∗1E

∗
2e

+i(ω1+ω2)t) (SFG)

 . (2.56)

As can be seen from Eq. (2.56), several nonlinear optical processes such as optical rectifi-
cation (OR) (with no frequency dependence) due to static polarization, SHG (at 2ω1 and
2ω2), difference-frequency-generation (DFG) (at ω1−ω2), and SFG (at ω1 +ω2) contribute
to the nonlinear polarization. However, in practice, the predominance or efficiency of
any of these nonlinear processes over the others in the generated signal will depend on
the so-called phase-matching conditions. When only the SFG process is considered, the
SF polarization field can then be written as 9

P
(2)
3 = ε0χ

(2) : E1E2, (2.57)

where E1 and E2 are the two input fundamental electric fields.

B. Inversion symmetry

A simple symmetry consideration reveals that within the dipole approximation, SHG or
SFG, cannot occur in a medium with inversion symmetry. This means that the χ(2) tensor
must be invariant under a parity transformation i.e., P̂(χ(2)(r)) = χ(2)(−r) where P̂ is the
parity operator defined as P̂: r 7−→ −r. In addition, χ(2) is a polar tensor (a tensor whose
components reverse sign with a reversal of coordinates axes) with odd parity, which
means that χ(2)(r) = −χ(2)(−r). Therefore, the condition χ(2)(−r) = −χ(2)(−r) needs
to be fulfilled for a centrosymmetric medium. Since the only possible solution is χ(2) = 0,
it means that in a centrosymmetric medium SFG is forbidden. However, at the interface
between two centrosymmetric media (and in the bulk of some non-centrosymmetric crys-
tals), the inversion symmetry is broken and an SFG signal can be generated (Fig. 2.11).
For example, adsorbed molecules possess a net orientational order which reflects the
asymmetry of the environment. Hence, when probed by SHG or SFG spectroscopy, these

9. Additionally, the factor 2 was removed by taking into account the intrinsic permutation symmetry of
the frequencies of the fundamental input electric fields.
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molecules generate an inherently surface-specific response.
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Fig. 2.11: Origin of the nonlinear χ(2) susceptibility at the solid/liquid interface.

C. Surface SFG phase-matching condition

In order to achieve selectively an SFG process at an interface, the two incident light beams
must be coincident spatially and temporally. A coherent SFG signal is subsequently gen-
erated at an angle θ3 to the surface normal, which can be calculated using the conserva-
tion of momentum of all three beams parallel to the interface. This rule is known as the
phase-matching condition and can be written as

k3‖ = k1‖ + k2‖, (2.58)

or, more explicitly, as

n(ω3)ω3 sin θ3 = n(ω1)ω1 sin θ1 + n(ω2)ω2 sin θ2, (2.59)

where n(ων) is the refractive index of the medium for each beam of frequency ων (ν =
1, 2, 3) and θν is the incident or reflected angle relative to the surface normal for each
beam. SFG beams are generated in both the reflected and transmitted directions and the
more accessible and/or most intense of these two beams is usually detected.

D. Phenomenological models of the interfacial SFG signal
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In order to relate the microscopic properties (χ(2)) of any species adsorbed at an inter-
face to the macroscopic experimental data (I(ω3)), a suitable phenomenological model
is required. The problem thus consists in finding a relationship between the intensity of
the output SFG field and the intensities of the two input fundamental fields. The first
attempt towards this goal was made by Bloembergen and Pershan [325] who considered
a nonlinear slab of material, in the limit of zero thickness, as a model for the surface and
derived on this basis the nonlinear optical parameters of the interface. Based on this pi-
oneering work, two types of phenomenological models were later developed: interfacial
layer models [348, 356, 374, 375] and discrete dipole lattice model [376]. Although the
latter model is build rigorously on a molecular level, the level of details provided is not
absolutely necessary for an adequate description of SFG.

The main difference between the interfacial layer models is how the thin polarized or
dipolar layer responsible for the generation of the nonlinear signal is modeled (Fig. 2.12).
In the Heinz-Shen model, the dipolar layer is modeled as an intermediary medium ly-
ing between ambient and substrate media, with distinct optical properties. The electric
field of the incident beam is calculated within this layer (multiple reflections are usu-
ally neglected) and the electric field of the beam generated in the layer is calculated by
solving Maxwell equations with the appropriate boundary conditions. The generated
beam is then transmitted both in the ambient and substrate media. In contrast, in the
Mizrahi-Sipe model, an infinitely thin dipole sheet is assumed to be very close to the
interface between two linear media, but within the substrate medium. The electric field of
the incident beam is then calculated at this position and the one associate with the SFG
beam is derived by using a Green function approach. The SFG beam is then reflected and
transmitted by the interface towards ambient and substrate media. In the present work,
the Mizrahi-Sipe model is privileged because it does not, in contrast to the Heinz-Shen
model, introduce an additional medium whose optical properties are not known a priori.
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Fig. 2.12: Phenomenological models of the interfacial SFG signal. (a) Heinz-Shen model,
(b) Mizrahi-Sipe model.

According to the Mizrahi-Sipe model, the intensity of the output SFG field generated
from the interface can be written as

I(ω3) =
2ω2

3 sec2 θ3

ε0c3n1n2
2(ω3)

|χ(2)
eff |

2I(ω1)I(ω2), (2.60)
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where χ(2)
eff is the effective second-order nonlinear susceptibility, I(ων) is the intensity for

each beam of frequency ων (ν = 1, 2, 3) and θ3 is the reflection angle of the output SFG
beam. It is related to the actual second-order nonlinear susceptibility χ(2) through

χ
(2)
eff = [ê(ω3) · F(ω3)] · χ(2) : [ê(ω1) · F(ω1)] · [ê(ω2) · F(ω2)], (2.61)

where F(ων) are the nonlinear Fresnel coefficients relating the interfacial electric field
components to the incoming fundamental field components in the ambient medium and
êν are the unit vectors of each field at frequency ων (ν = 1, 2, 3).

E. Second-order nonlinear susceptibility

The effective second-order nonlinear susceptibility χ(2)
eff is a third-rank tensor that can be

expressed as the sum of 33 = 27 different elements such as

χ
(2)
eff =

∑
i,j,k

χ
(2)
eff,ijk, (2.62)

with

χ
(2)
eff,ijk = Fii(ω3)Fjj(ω1)Fkk(ω2)e3ie1je2kχ

(2)
ijk = Fijkeijkχ

(2)
ijk, (2.63)

where Fijk = Fii(ω3)Fjj(ω1)Fkk(ω2) is the Fresnel or angular factor which includes non-
linear Fresnel coefficients and local field corrections, and which is determined by the
SFG geometry. For a fixed geometry, eijk = e3ie1je2k can be considered as the polariza-
tion combination factor. Generally, changing the SFG experimental geometry (i.e., the
incident angles θν of the input fundamental beams) or the polarization angle ρν of each
beam may alter the SFG spectral intensity as well as the spectral features. Therefore, SFG
spectra are both geometry- and polarization-dependent.

The macroscopic second-order nonlinear susceptibility χ(2) can be related to the mi-
croscopic second-order hyperpolarizability α(2) through the oriented gas model, which
states that the susceptibility of a material is given by the summation of the hyperpolariz-
ability of each molecule which constitutes it [377]. Formally, in terms of components, this
can be written as

χ
(2)
ijk =

Ns

ε0
〈α(2)

ijk〉, (2.64)
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where Ns is the surface density of molecules. The angular brackets denote an angular
average over the molecular orientational distribution.

The molecular hyperpolarizability can be further expressed as

α
(2)
ijk = Tαβγ

ijk α
(2)
αβγ

= Tα
i α

(2)
αβγ(Tβ

j )−1(Tγ
k)−1,

(2.65)

with

T(ψ, θ, φ) = R(φ)R(ψ)R(θ), (2.66)

and

R(φ) =

 Cφ Sφ 0
−Sφ Cφ 0

0 0 1

 , (2.67a)

R(ψ) =

 Cψ Sψ 0
−Sψ Cψ 0

0 0 1

 , (2.67b)

R(θ) =

 Cθ 0 −Sθ
0 1 0
Sθ 0 Cθ

 , (2.67c)

where Tαβγ
ijk is the transformation matrix connecting the molecular- to the laboratory-

fixed coordinate systems, R(φ),R(ψ),R(θ) are the rotation matrices of the three Euler
angles φ (azimuth), θ (tilt), and ψ (twist). The symbols CX and SX are a short-hand no-
tation for cosX and sinX , respectively. The exhaustive list of transformation elements
between these coordinate systems has already been tabulated and can be found in [378].

From Eq. (2.64), one can obtained the individual tensor elements of χ(2) by taking the ori-
entational average of the hyperpolarizability of the adsorbed molecules within a volume
defined by the coherence length lc = λ/4(n(ω3) − (n(ω1) + n(ω2))) of the input funda-
mental beams. Formally, by substituting Eq. (2.65) in Eq. (2.64), one obtains that

χ
(2)
ijk =

Ns

8π2ε0

∫
Ω
w(Ω)Tαβγ

ijk α
(2)
αβγ(Ω)dΩ, (2.68)

wherew(Ω) is a (weighting) orientational distribution function (ODF) and dΩ = sin θdθdφdψ.
Typically, for an isotropic distribution of molecules, the ODF is set to unity, but for other
cases, it can take the form of a gaussian or a Dirac delta distribution. For most cases, the
number of tensor elements given by Eq. (2.68) can be considerably reduced depending
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on the molecular group symmetry and also on the chosen polarization configuration.

F. SFG spectrum

On the molecular level, the hyperpolarizability α
(2)
αβγ of the q-th vibrational mode of a

given adsorbed molecule can be written as the product of the IR transition dipole mo-
ment and the Raman transition polarizability moment such as

α
(2)
αβγ,q =

Ns

2ε0ωq

∑
α,β,γ

∂µα
∂Qq

∂αβγ
∂Qq

, (2.69)

where Qq are the classical normal coordinates of the q-th vibrational mode. As such, the
vibrational modes can be excited or SFG active only when they are simultaneously IR
and Raman active.

A quantum-mechanical expression of α(2)
αβγ can also be derived from perturbation theory

[368]. When ω1 is near a vibrational resonance ωq and ω2 remote from any electronic tran-
sitions, this can be expressed as

α
(2)
αβγ,q =

Ns

2ε0ωq

∑
α,β,γ

TαTβγ
(ωq − ω1 − iΓ)

, (2.70)

with

Tα = 〈ν|µα|g〉, (2.71a)

Tβγ =
1

~
∑
s

[
〈g|µβ|s〉〈s|µγ |υ〉

(ω3 − ωsg)
−
〈g|µγ |s〉〈s|µβ|υ〉

(ω2 + ωsg)

]
, (2.71b)

where µ is the electric dipole operator, |g〉 and |υ〉 denote ground and excited states, |s〉
refers to a virtual state, and Γ is the relaxation time of the vibrationally excited state in-
volved in the resonance. Hence, when ω1 ≈ ωq, then (ωq − ω1) → 0 and the magnitude
of α(2)

αβγ,q and, in turn, χ(2)
ijk increases, which then results in a SFG enhancement. A dia-

grammatic representation of this process is given in Fig. 2.13. It basically shows that a
molecular vibration (ωq) is resonantly excited from its ground state to an intermediary
excited state by a first photon (ω1) and then up-converted by a second photon (ω2) to a
virtual state. These photons are then annihilated by the emission of a photon at a fre-
quency which is the sum of both incoming photons (ω3 = ω1 + ω2). The up-conversion
and subsequent annihilation thus constitute an anti-Stokes process.

In the vibrational SFG spectroscopy of molecules adsorbed at an interface, the input fun-
damental field frequencies are usually set at ω1 = ωIR and ω2 = ωVIS. The output SFG
beam intensity is measured by tuning the frequency ωIR over each vibrational mode,
which then yields a vibrational SFG spectrum of the adsorbed molecules. This spectrum
usually results from the interference between two contributions, a resonant (R) contri-
bution due to interfacial adsorbed molecules organized in a non-centrosymmetric envi-
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Fig. 2.13: Energy levels diagram of the SFG process. (a) Off resonance, (b) on resonance.
The intermediate (solid line) and virtual (dashed line) levels are shown.

ronment and a non-resonant (NR) contribution which, in the case of some metallic and
semiconductor substrates, comes from electronic interband transitions [379]. Both contri-
butions are frequency-dependent, although the latter to a lesser extent.

Accordingly, for molecules withN vibrational modes, the output SFG beam intensity can
be expressed as

I(ωSFG) ∝ |P(2)(ωSFG)|2 = |χ(2) : EIREVIS|2, (2.72)

with

|χ(2)|2 = |χ(2)
R (ω2) + χ

(2)
NR|

2 =

∣∣∣∣∣
N∑
q=1

|χ(2)
R,q|e

iδR,q(ω2) + |χ(2)
NR|e

iδNR

∣∣∣∣∣
2

=

N∑
q=1

|χ(2)
R,q|

2 + |χ(2)
NR|

2 + 2

N−1∑
q=1

N∑
r=q+1

|χ(2)
R,q||χ

(2)
R,q+1|(e

−(δR,q(ω2)−δR,r(ω2)) + e(δR,q(ω2)−δR,q+1(ω2)))

+ 2

N∑
q=1

|χ(2)
R,q||χ

(2)
NR|(e

−(δR,q(ω2)−δNR) + e(δR,q(ω2)−δNR))

=

N∑
q=1

|χ(2)
R,q|

2 + |χ(2)
NR|

2 +

N−1∑
q=1

N∑
r=q+1

|χ(2)
R,q||χ

(2)
R,r| cos(δR,q(ω2)− δR,r(ω2))

+

N∑
q=1

|χ(2)
R,q||χ

(2)
NR| cos(δR,q(ω2)− δNR)

=

N∑
q=1

|χ(2)
R,q|

2 + |χ(2)
NR|

2 +

N−1∑
q=1

N∑
r=q+1

|χ(2)
R,q||χ

(2)
R,r| cos ∆φqr(ω2) +

N∑
q=1

|χ(2)
R,q||χ

(2)
NR| cos ∆φqB ,

(2.73)
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where χ(2)
R,q and χ

(2)
NR are the (frequency-dependent) q-th resonant and non-resonant con-

tributions of χ(2), and ∆φqr and ∆φqB denotes the relative phases between q- and r-th
resonant contributions and between q-th resonant and non-resonant bulk contributions,
respectively.

For dielectrics like glassy and crystalline materials (CaF2, SiO2, etc.), |χ(2)
NR| ≈ 0. In con-

trast, for conducting materials like noble metals, NR contributions are non-zero and can
be expressed as [380]

χ
(2)
NR = χ

(2),intra
NR + χ

(2),inter
NR , (2.74)

where χ(2),intra
NR and χ

(2),inter
NR denotes the intra- and interband NR contributions originat-

ing from the transitions of free (conduction) and bound (valence) electrons, respectively.
Low frequencies (ω1 = ωIR) will enable only electronic excitations near the Fermi level,
usually involving s orbitals, while for frequencies in the interband range (ω2 = ωVIS), the
contribution of d electrons will dominate.

The nonlinear response of the free and bound electrons can be calculated using a free
jellium model [381] and a Lorentz oscillator model [380], respectively. According to these
models, for a conducting material on which a potential is applied, these contributions are
given by

χ
(2),intra
NR ∝ χ(3)(0, ω1, ω2)(Vdc − Vpzc) = a(Vdc − Vpzc) + b, (2.75a)

χ
(2),inter
NR ∝

∑
q

Aq
(ω2 − ωsqg + iΓsqg)

= c+ id (a, b, c, d ∈ R), (2.75b)

where Vdc and Vpzc represents the applied potential across the interface, and the potential
of zero charge, respectively. χ(3) is the third-order nonlinear susceptibility coming from
the bulk of the substrate. Aq, ωsqg, and Γsqg are the amplitude, frequency, and damping
constant of a given q-th oscillator transition between ground and excited state. It is worth
noting that only χ(2),intra

NR is real and dependent on the applied potential.

At charged solid surfaces such as metal oxide/aqueous solution interfaces, the electric
field at the interface can reach values in excess of 106–107 V/cm. For such strong fields,
another SFG signal can be generated following a third-order process, in addition to the
second-order process given in Eq. (2.72) [103, 382]. This third-order process, also known
as electric field-induced SFG, involves the action of three electric fields on the material,
one of which is the static electric field (of zero frequency) due to the charged interface.
The output SFG beam intensity can then be rewritten as

I(ωSFG) ∝ |P(2)(ωSFG) + P(3)(0)| = |χ(2) : EIREVIS + χ(3)...EIREVISE0|2, (2.76)
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where E0 is the interfacial static electric field.

The static electric field extends into the bulk solution and interacts with the water molecu-
les. Hence, the χ(3) signal is expected to be mainly due to water molecules. In fact, it has
contributions that originates from isotropic bulk water molecules as well as from water
molecules oriented by the static electric field. Assuming that the dipolar interaction en-
ergy is less than the thermal energy (µE0 � kBT ), χ(3) can then be expressed as [103, 382]

χ(3) = χ
(3)
iso + χ

(3)
orient = NH2O

α(3)
H2O + C

µH2Oα
(2)
H2O

kBT

 , (2.77)

where NH2O is the number density of water molecules, α(2)
H2O and α

(3)
H2O are the second-

and third-order electronic polarizability of water, µH2O is the permanent dipole moment
of water, and C is a constant determined by the particular susceptibility element under
consideration.

The third-order term in Eq. (2.76) can also be rewritten in terms of the interfacial potential
by considering that all molecules subject to the static electric field can contribute to the
χ(3) signal. Assuming that the density of water molecules does not change significantly
from the interface to the bulk, one can integrate over all these contributions and write that

P(3)(0) = χ(3)...EIREVIS

∞∫
0

E0(z)dz

= −χ(3)...EIREVIS(Φ(∞)− Φ(0))

= χ(3)...EIREVISΦ(0),

(2.78)

where the potential far into the bulk of the solution Φ(∞) = 0.

In the presence of a salt solution of moderate concentration (< 0.1 M), the Gouy-Chapman
model of the charged surface becomes valid and the interfacial potential Φ(0) can now be
written as [103]

Φ(0) =
2kBT

e
sinh−1

(
σ(0)

√
π

2εkBTC

)
, (2.79)

where σ(0) is the surface charge density, ε is the bulk dielectric constant, and C is the
bulk ion concentration.
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2.2.4.1.2 SFG spectrometer setup

As mentioned in the previous section, the generation of nonlinear signals from molecules
adsorbed at interfaces requires high intensity laser light sources. Therefore, picosecond
(ps) and femtosecond (fs) laser setups are most often used in SFG spectroscopy [354].
Ps-based systems usually have a large scanning range (∼ 1000 cm−1) with a spectral ac-
quisition time on the order of tens of minutes. A ps-based laser system is tuned within a
certain frequency range and an SFG signal is recorded by integrating the intensity at each
frequency. In contrast, broadband SFG spectrometers based on fs laser systems are con-
ceptually different. In these, the broad SFG signal is imaged through a spectrometer. This
setup allows the detection of SFG signals in a narrower spectral range (∼ 70–200 cm−1)
with temporal resolution usually on the order of seconds. Dynamic processes on time
scales from seconds to minutes are accessible to both type of systems. However, kinetic
measurements obtained by ps systems are restricted to one fixed frequency, while fs sys-
tems can record a spectral range.

The IR-VIS SFG spectroscopy setup used in the present work is based on a broad-band-
width scheme [383, 384] in which broadband, fs IR and narrowband, ps VIS (or NIR) laser
beams are mixed at the interface of interest. Aside from the optical tables and the clean
room hood, this setup consists of a fs regenerative amplifier (RGA) (Spitfire Pro 35F XP,
Spectra-Physics, Germany; sub-35 fs, 1 kHz) seeded by a mode-locked Ti:sapphire oscil-
lator (Tsunami 3941-MS, Spectra-Physics; sub-30 fs, 80 MHz) with a tunable wavelength
centered at 800 nm. The regenerative amplifier and seed laser are pumped by frequency-
doubled Q-switched Nd:YLF (Empower 30, Spectra-Physics; 30 W, 1 kHz, 527 nm) and
Nd:YVO4 (Millenia Pro 5s, Spectra-Physics; 5 W, 532 nm) solid-state lasers, respectively.
The RGA generates 90-fs duration pulses centered at 800 nm with a repetition rate of
1 kHz and an average power of 4 W. The amplified output beam is then split up and the
larger fraction (∼ 80%) is used to pump an automated optical parametric amplifier (OPA)
(TOPAS-C, Light Conversion) coupled to a non-collinear difference-frequency genera-
tor (NDFG) (Light Conversion, Lithuania). This generates broadband (FWHM∼ 70–
200 cm−1) IR pulses which can be tuned from 2.6 to 12 µm. The signal and idler beams
are spatially separated and spectrally filtered by a Ge plate (Crystec, Germany; OD =
3" (7.62 cm), d = 5 mm). The remaining fraction of the output beam (∼ 20%) is fed
into an air-spaced Fabry-Perot etalon (SLS Optics, UK; spacing d = 12.5 µm, free spec-
tral range FSR = 398.29 cm−1, effective finesse Feff = 57.48 at 790 nm) which gives nar-
rowband (FWHM∼1 nm), time-asymmetric ps VIS pulses. A broadband reference (REF)
beam is generated simultaneously by sum-frequency mixing of small portions of the IR
(∼1%) and VIS (∼2%) beams in one of the following nonlinear SFG crystals: 0.6 mm-
thick LiIO3 (2.7–5 µm, θ = 21.4◦, φ = 0◦), 0.2 mm-thick AgGaS2 (5–6 µm, θ = 71◦,
φ = 45◦), or 0.2 mm-thick AgGaS2 (6–10 µm, θ = 54.4◦, φ = 45◦) (TOPAG Lasertech-
nik, Germany). These crystals were coated with broadband anti-reflection coatings for
(0.8–5.0) µm, 800+(5.0–6.0) µm, and 800+(6.0–10.0) µm, respectively, on the front side and
(0.6–0.7) µm, (0.65–0.8) µm, and (0.7–0.8) µm, respectively, on the back side. The beam
path length prior to the nonlinear reference crystal is the same as the beam path length to
the sample stage. This allows for the recording of the exact spectral profile of the incident
IR beam on the sample stage which can then be used for the normalization of the SFG sig-
nal. Linearly polarized IR, REF, and VIS beams are independently directed and focused
on the sample surface with incident angles (relative to the surface normal) of 60◦, 68◦ and
70◦, respectively. The overall arrangement of the components on the table is shown in
Fig. 2.14.
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Fig. 2.14: General optical layout of the SFG spectrometer setup. Several components
such as the pump laser of the seed laser (1), the seed laser (2), the pump laser of the
amplifier (3), the regenerative amplifier (4), the optical parametric amplifier (5), and the
delay stages (6) are shown. The VIS (red line) as well as signal/idler (white line) beams
are also represented. For clarity, the beams have been drawn until they reach the purging
chamber.

In the following sections, a summary description of some of these components will be
given. All other optical (lenses, mirrors, filters) and opto-mechanical (bases, breadboards,
holders, linear and rotation stages, mounts, plates, posts, etc.) components were pur-
chased from Laser Components (Germany) and Thorlabs (Germany), respectively, unless
otherwise stated.

A broadband SFG beam is produced when the narrowband VIS and broadband IR beams
are spatially and temporally overlapped at the sample surface within a spot ∼200 µm in
diameter. Fig. 2.15 shows the beam profile of the VIS pulse at the sample. The elliptical
shape is due to the incident angle. The temporal overlap is accomplished through the
use of motorized delay lines which are basically made of hollow retroreflectors (OMNI-
Wave; Laser Components; 1" (2.54 cm) clear aperture) mounted on motorized linear
stages (NRT100/M and NRT150/M, Thorlabs; travel range: 100 and 150 mm, minimal
travel increment: 0.1 µm). The incidence angle of the REF beam is carefully adjusted
so that on reflection it propagates collinearly with the SFG beam. Maximum energies of
∼ 30 µJ/pulse for the IR beam and ∼ 40 µJ/pulse for the VIS beam can be obtained im-
mediately before the sample. Usually, the energy of the incoming beams is adjusted by
pinholes to prevent thermal effects such as bubble formation or sample ablation.

The intensity of the reflected REF beam is matched to that of the SFG beam using a
variable neutral density filter prior to the sample. The outgoing SFG and REF beams
are collimated by lenses, filtered through a short-pass filter (3rd Millenium 770SP, Laser
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Fig. 2.15: Beam profile of the VIS beam at the sample stage. The VIS beam is incident on
a small piece of paper and the image was acquired using a microscope mounted directly
above the sample stage. The scale shown is in µm.

Components), and dispersed by an imaging spectrograph (Shamrock SR-301i-B, Andor
Technology; focal length f = 303 mm, 1200 grooves/mm grating blazed at 500 nm)
equipped with both a photomultiplier (R9110, Hamamatsu, Germany) and an air-cooled,
back-illuminated high-resolution CCD camera (iDus DU420A-BR-DD, Andor Technol-
ogy; 254 ×1024 pixels). The SFG and REF beams can thus be simultaneously recorded
on the same CCD chip. The focuses of the beams at the entrance slit are tuned with a
telescope to match the f -number of the spectrometer, resulting in recorded images only a
few pixels in height. The REF beam is tuned to be slightly non-collinear with the SF orig-
inating from the sample allowing the clear separation of both signals on the CCD chip
(Fig. 2.16). SFG spectra with reasonable signal-to-noise ratio are typically obtained on a
time scale of milliseconds to seconds. For alignment purposes, spectra can be recorded
within one or two pulses, allowing real-time intensity optimization and frequency ad-
justment. Spectra are usually taken with an ssp polarization combination for the SFG,
VIS, and IR beams, respectively. Other polarization combinations (ppp, pss, and sps) are
also accessible by rotation of the IR and VIS beams through the use of half-wave plates
and/or a periscope.

Signal

Reference

Fig. 2.16: Example of a CCD image showing the (non-resonant) SFG signal generated
from a gold-coated surface and the reflected REF beam.

A. Optical tables and clean room hood

All laser and opto-mechanical components were mounted on two optical tables with
tuned damping (RS 2000

TM
, Newport-Spectra Physics, Germany; 150 cm×250 cm×30.5 cm),

mounted at a height of 58.5 cm on a set of laminar flow isolators (Fill and ForgetTM
,

PL-2000 Series, Newport-Spectra Physics) and arranged in a T-configuration. The ta-
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bles as well as the whole SFG spectroscopy setup were enclosed in a free-standing clean
room hood (Opta, Germany; section A: 170 cm×240 cm, section B: 170 cm×360 cm) that
matches the T-shape contour of the optical tables. The clean room consists of a steel-based
frame closed with sliding acrylic glass panes on its upper part, and with overlapping PVC
stripes on its lower part. The clean room ceiling is made from melanin-coated chipboard
damping plates which support the filtering and ventilation modules. The optical setup
is maintained in a constant humidity- and temperature-controlled (typically, RH ≤ 40%
and T = 22± 1◦C) laminar flow.

B. Pulse shaper

The pulse shaper consists of an air-spaced, asymmetric Fabry-Perot etalon (SLS Optics;
spacing d = 12.5 µm, FSR = 398.29 cm−1, Feff = 57.48 at 790 nm) mounted on a V-shaped
clamping mount (C1503, Thorlabs; ±3◦) which allows for fine pitch and yaw adjustment.
The whole assembly is fixed through a solid adapter plate on a manual rotation stage
with micrometric drive (PR01, Thorlabs).

The spectral resolution of the SFG signal depends on the temporal pulse width of the VIS
beam. Fig. 2.17 illustrates this dependency by showing a simulation of the time profile of
the VIS beam and the resulting time profile of three typical molecular vibrations. Three
Lorentzian oscillators χ(ωi) (i = 1, 2, 3) with equal intensities and widths of 20 cm−1 lo-
cated at 2880, 2925 and 2945 cm−1 were used. The time profile of the molecular vibrations
was then obtained by taking the Fourier transform of their sum into the time domain. As
can be seen from Fig. 2.17, the time profile of the molecular vibrations exceeds several
ps, such that the duration of the VIS pulse needs to be on the same order to resolve these
vibrations into an SFG spectrum in the frequency domain.
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Fig. 2.17: Time profiles of the VIS pulse (dashed line) and of three typical CH stretching
molecular vibrations (solid line) (source: V. Kurz (ITG, KIT - Campus North)).

This pulse duration can be achieved by directing the fs VIS beam through a Fabry-Perot
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etalon to obtain a prolonged asymmetric time profile [385]. When the incoming chirped,
Gaussian-shaped VIS beam passes through the etalon, it undergoes multiple reflections
between its two reflecting surfaces, such that the input intensity gains an additional
phase. As such, the output VIS beam intensity can be approximately represented as 10

Iout(ωVIS, t) ≈ Iin(ωVIS, t) ∗ e−tτΘ(t), (2.80)

with the cavity lifetime defined as

τ =
1

π FSR
, (2.81)

where Iin and Iout are the time-dependent input and output intensities of the VIS beam,
respectively, and FSR is the free spectral range of the etalon. Eq. (2.80) was weighted
with an Heaviside function Θ(t) since no intensity is present in the cavity before the
beam reaches the etalon.

C. Sample stage

The sample stage is comprised of a set of input lenses and mirrors (Laser Components),
a multi-axial sample holder, and a set of output mirrors (Fig. 2.18). All these compo-
nents are constrained to the same plane of incidence by direct fixation on an aluminium
breadboard (M4560, Thorlabs) positioned vertically on the optical table. Each input beam
path consists of a lower mirror/intermediate lens/upper mirror series mounted inde-
pendently on its own flexible rail system. CaF2 (or BaF2) lenses are used for the IR and
REF beams, and a BK7 lens for the VIS beam (Laser Components), respectively. The
sample holder is made of a 3-axis (xyz) rolling block with manual micrometric drives
(RB13M/M, Thorlabs; 13 mm travel) coupled to a 1-axis (θ) manual goniometer (GO90,
Owis, Germany; ±15◦ rotation). The rotation axis of the goniometer is coincident with
the sample surface. A pair of magnetically-coupled kinematic plates are then used to
dock the measuring cells. A bottom base plate is fastened directly on top of the goniome-
ter, while the top mounting plate is fixed to the base of any given measuring cell. This
system permits a quick exchange of measuring cells while the position and orientation of
the probing plane is preserved. The output beam path is made of a series of three mir-
rors. The first mirror is larger and acts as a collector for the REF, SFG and VIS beams. It is
mounted on an independent rail system that enables the operator to follow the displace-
ment of the beams induced by the goniometer tilting. The two last mirrors guide the REF
and SFG beams to the entrance slit of the spectrograph.

D. Purging chamber

In order to prevent IR beam absorption by ambient gaseous H2O and CO2, the SFG spec-
trometer setup was supplemented with a home-built purging chamber (Fig. 2.19). The

10. The exact analytical expression for the output intensity of an incoming chirped, Gaussian beam pulse-
shaped by a Fabry-Perot etalon is much more complex and can be found in [386].
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Fig. 2.18: Image (isometric view) of the sample stage area (purging chamber not shown).
The input mirrors (1), input lenses (2), breadboard (3), measuring cell (4), kinematic plates
(5), 1-axis goniometer (6), 3-axis rolling block (7), output mirrors (8), telescope (9), spec-
trometer (10), SFG crystal for REF signal (11), BaF2 beamsplitting plates (12), Ge filtering
plate (13), pyroelectric IR pulse energy meter (14), remote shutters (15), NDFG stage (16),
and variable density filters (17) are shown. The IR (orange line), REF (purple line), SFG
(green line), and VIS (red line) beams are also represented. The reflected IR and VIS beams
are not shown for clarity.

chamber was designed in collaboration with R. Jehle (Institute of Applied Physical Chem-
istry, INF 253, University of Heidelberg, Heidelberg, Germany) with Autodesk Inventor
Pro software (v. 2009, Autodesk, Germany) and machined at the fine mechanics work-
shop by R. Schmitt and his coworkers (Institute of Applied Physical Chemistry). This
air-proof chamber covers the optical path of the IR beam from the NDFG module to the
spectrograph. The enclosure is made entirely of acrylic glass and is divided in two sec-
tions: a four-compartment channel (V ≈ 0.14 m3) that stretches from the NDFG to the
sample stage, and a main chamber (V ≈ 0.30 m3) that completely surrounds the sample
stage. The channel and the chamber have built-in thin optical BaF2 and BK7 windows
(Laser Components) mounted in Teflon holders to allow entrance of OPA (signal and
idler) and VIS beams, respectively. The main chamber is supplemented by a small side
chamber with a lockable vertical panel permitting sample transfer without disrupting
the air purge. Both channel and chamber are air-dried (≤ 1% RH) by two FTIR purg-
ing gas generators (75-45-12VDC, Parker-Balston, Germany; 14 L/min), each coupled to
two additional coalescing pre-filters to remove air particulates and hydrocarbon residues.
The humidity and temperature in the chamber are monitored by a thermohygrometer
(Hytelog-USB, Hygrosens, Germany) mounted on the top panel. When the chamber is
not purged, the optical components in the channel can be accessed through removable
covers, while those in the chamber can be reached by removal of the front panel. When
the purging chamber is in operation, the mirrors important for beam alignment in the
channel and the chamber can be reached externally by built-in small Neoprene R© gloves.
The entire sample holder area (including the transfer chamber) can be accessed via two
pairs of ambidextrous Neoprene R© gloves fixed directly to the front panel on fully ro-
tatable circular holders. All other components necessary to adjust IR and REF beam in-
tensity (e.g., Ge plate, REF crystal, variable density filter) are motorized and remotely
controlled via T-cube DC servo motor controller (TDC001, Thorlabs). Two independent
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side panels, one on the channel and one on the chamber, provide the necessary entry
ports for liquid tubing as well as for various electrical cables.

Fig. 2.19: Image (isometric view) of the purging chamber. The main chamber (1), chan-
nel (2), transfer chamber (3), Neoprene R© gloves (4), vertical lockable flapping door (5),
breadboard (6), NDFG (7), and Fabry-Perot etalon (8) are shown.

E. Spectroelectrochemical measuring cell and potentiostat

The three-electrode spectroelectrochemical measuring cell was designed to allow simul-
taneous in situ SFG spectroscopic measurement in total internal reflection (TIR) geometry
as well as electrochemical and voltammetric measurements (Fig. 2.20). The cell was de-
signed with Autodesk Inventor Pro software (v. 2009, Autodesk) and machined at the
fine mechanics workshop by R. Schmitt and his coworkers (Institute of Applied Physi-
cal Chemistry). The cell is composed of five major parts: a square-shaped bottom plate
that acts as an adaptor to the sample stage mount and as an isolator for the thermostated
reservoir, a cylindrical thermostated reservoir that allows aqueous solutions to be main-
tained at constant temperature, an intermediary plate acting as the aqueous solution
reservoir with six ports (two for the solution inlet/outlet, two for the counter and ref-
erence electrodes, and two free ports for pH and temperature sensors), a top plate with
a centered rectangular cavity (0.25 cm×1.3 cm×2.0 cm) to support and secure in place
the IR-transparent prism, and an overhead bridge which holds a fine threaded rod with
an acetal clamp at its lower end which presses down the prism against the top plate to
ensure water leakproofness. All parts are made of acetal resin, with the exception of the
thermostated reservoir and the overhead bridge which are made of stainless steel. The
parts are imbricated one over the other and screwed together from the top plate side. The
aqueous solution chamber and the thermostated reservoir are sealed with Viton R© fluo-
ropolymer sealing rings. The volume of the solution reservoir is ∼ 8 ml. The inlet and
outlet of the thermostated reservoir are provided by commercial quick-disconnect acetal
couplings (PMCD1002BSPT (valved coupling body) and PMCD2202 (valved in-line cou-
pling insert), Colder, Germany; 1/8" BSPT (0.97 cm) thread) which can be connected to
a thermostated bath. The inlet and outlet of the aqueous solutions reservoir are home-
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built. The solutions can be provided through Teflon PFA tubing (MedChrom, Germany;
1/16" OD (0.16 cm)) which can be connected to a peristaltic pump.

10
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b

Fig. 2.20: Schematic representation and image of the spectroelectrochemical cell. (a)
Three-quarter view (electrodes and tubes not shown). (b) Cross-sectional view. (c) Pho-
tograph. The labels denote the bottom plate (1), thermostated reservoir (2), sealing rings
(3), solution inlet/outlet with tubes (4), intermediary plate (5), top plate (6), hemicylindri-
cal IR-transparent ITO-coated CaF2 prism (7), prism adapter (8), threaded rod (9), round
nut (10), overhead bridge (11), quick disconnect couplings (12), reference electrode inlet
(13), counter electrode inlet (14), Ag/AgCl reference electrode (15), Pt counter electrode
(16), and Cu wire with carbon conductive tape (17).

The three-electrode system is made up of a Pt rod (6.1247.010, Metrohm, Germany; dext =
0.2 cm, l = 6.5 cm) which acts as counter electrode, an Ag/AgCl wire in a 3 M KCl filling
solution enclosed in a barrel with frit tip (MI-402, Microelectrodes, USA; dext = 0.2 cm,
l = 9.5 cm) as a reference microelectrode. The working electrode is provided by the ITO
coating on the basal face of the IR-transparent CaF2 prism. In addition, a one- or two-
sided adhesive (acrylic glue, R = 0.005 Ω) conducting tape (either C or Cu) (G3939 (C)
or G253A (Cu), Plano, Germany; t = 0.16 mm, w = 8 mm, l = 20 m or t = 0.16 mm,
w = 6.4 mm, l = 16 m, ∼ 20 Ω (U. Geckel, private communication)) is fixed to the ITO
coating and cover with a thin layer of epoxy glue to prevent any contact with the aqueous
solution. The three electrodes are connected to an analog potentiostat. The spectroelec-
trochemical cell can be employed in two possible measuring modes, an acidimetric or
pH-metric mode by which the surface charging is induced by a change of the pH of the
underlying solution, and a voltammetric mode by which the surface charging is con-
trolled through an applied potential at the surface of the ITO coating (Fig. 2.21).

2.2.4.1.3 Spectroelectrochemical measurements

The SFG spectrum of water adsorbed at the ITO/aqueous solution interface was mea-
sured in the bonded-OH water spectral region (3100-3500 cm−1). In order to cover the
complete spectral region, measurements were made in two separate spectral regions cen-
tered at ∼ 3150 cm−1 and ∼ 3400 cm−1. The spectrum of the reflected REF beam was
simultaneously recorded and could be used to monitor any fluctuations of the laser
sources. The ssp polarization configuration was used throughout as it was the only
one giving a sufficient signal-to-noise ratio. Independent of the chosen measuring mode
(acidimetric or voltammetric), all spectra were recorded for 20 s (10 s×2 accumulations)
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Fig. 2.21: Measuring modes of the spectroelectrochemical cell. (a) acidimetric mode, (b)
voltammetric mode.

and background-corrected using the spectrograph software (Andor SOLIS v. 4.12, AN-
DOR). In order to further minimize the background noise, a region of interest was de-
fined for each signal and the individual spectra was obtained by vertical binning. Prior
to any measurement, the intensity of the REF beam was roughly adjusted to that of the
SFG beam by using a neutral variable density filter located in its optical path. Using
the voltammetric mode, SFG spectra were measured on normal water, deuterated water,
and 10 mM salt anionic and cationic salt solutions in the potential range from -1 to +1 V
in steps of 0.1 V. Finally, all spectra were processed in the graphing and data analysis
software OriginPro (v. 8.5, OriginLab, Germany) using home-built routines.

2.2.4.2 Voltammetry

Voltammetry was used to measure the surface current density at the ITO/aqueous so-
lution interface as the applied potential was varied. Voltammetry is an electrochemical
technique which enables to control the potential of an electrode in contact with an analyte
(e.g., dissolved ions in an aqueous solution) while measuring the resulting current [387].

The simplest arrangement of a voltammetric setup is given by the three-electrode cell
which includes a working electrode (WE), a reference electrode (RE), a counter (or auxil-
iary) electrode (CE), and a high impedance potentiostat (Fig. 2.22). The working electrode
applies the desired potential in a controlled way and facilitate the transfer of charge to
and from the solution, while the reference electrode gauge the potential of the working
electrode relative to the potential of the standard hydrogen electrode (SHE) (which is by
convention established as the potential reference point). For example, an Ag wire dipped
in a saturated chloride solution constitutes a simple reference electrode. However, to
maintain a stable potential i.e., to obtain a non-polarizable reference electrode, no cur-
rent is allowed to flow through it. This can be achieved with a counter electrode in which
flows enough current to balance the one observed at the working electrode. The potentio-
stat enables to measure the potential difference between working electrode and reference
electrode without polarizing the reference electrode (through a high-impedance feedback
loop), and to control the potential difference between the working and counter electrodes
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by forcing a current through the counter electrode towards the working electrode. These
two functions of a potentiostat essentially relies on the use of a bipolar operational am-
plifier (OPA) with two inputs, one inverting (-) and one non-inverting (+). For example,
if a voltage is fed into the non-inverting input of the OPA, it will produce an amplified
voltage (or current) of the same sign. On the contrary, if this voltage is forced into the
inverting input, it will produce a voltage (or current) of the same magnitude, but of op-
posite sign 11. The fundamental property of the OPA is that the difference between the
two inputs will be amplified and inverted. If the loop between output and input is closed,
the voltage difference between the two inputs of the OPA will diminish. An increase in
the voltage on the inverting input will then force a complementary current on the out-
put, which counteracts the input voltage difference. Using this principle and connecting
the working electrode to the non-inverting input, the reference electrode to the inverting
input, and the counter electrode to the output, the difference between working and ref-
erence electrodes can be directly amplified and inverted by the OPA. A matching current
will then be fed to the counter electrode. Since the circuit is closed by the cell, the current
passes the electrolyte from the counter electrode to the working electrode. This polarizes
the working electrode exactly so that the difference between the reference electrode in-
put and the working electrode input is set to zero. As such, the potential of the working
electrode is kept exactly on the potential of the reference electrode. Finally, to vary the po-
tential of the working electrode relative to the reference electrode, only a voltage in series
must be inserted between working electrode input and the reference electrode. Similarly,
to measure the current through the counter electrode, a resistance must be inserted in the
counter electrode wiring, across which a voltage can be measured.

WE RE CE

OPA

R
m

R
s

I
-

+

Potentiostat

Fig. 2.22: Schematic representation of a three-electrode cell coupled to a potentiostat with
potential control.

Different types of voltammetric methods can be used, the most common being linear
sweep voltammetry, staircase voltammetry, and cyclic voltammetry. With linear sweep
voltammetry, the current at the working electrode is measured while the potential be-
tween the working electrode and a reference electrode is ramped linearly in time. The
potential at which an adsorbed species begins to be oxidized or reduced is then indicated
by a current peak. In the case of staircase voltammetry, the potential is still sweeped lin-

11. It must be mention that the "+" and "–" inputs have nothing to do with polarity but simply indicate the
phase relationship between the input and output signals.
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early but in a series of small steps. The current is usually measured at the end of each
potential step, so that the contribution to the current signal from the capacitive charg-
ing current is minimized. In cyclic voltammetry, the working electrode potential is also
ramped linearly with time but the sweeping usually ends at a set potential. Then the
working electrode potential is inverted and the sweep is ramped again. This cycling
between negative and positive potentials can be repeated multiple times resulting in a
typical voltamogram trace.

Concomitantly to the SFG spectroscopic measurements, staircase voltammetry was per-
fomed at the ITO/aqueous solution interface on normal water, deuterated water, and
10 mM salt anionic and cationic salt solutions by varying the applied potential in a range
from -1 to +1 V in steps of 0.1 V using an analog potentiostat (Wenking LB 81M, Bank
Elektronik, Germany). In addition, the induced current was also measured at each step
using a multimeter coupled to the potentiostat. The current was measured at the begin-
ning and the end of each potential step, and the values were averaged and divided by
the prism area.
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Results and Discussion

3.1 Characterization of the ITO layer

Prior to the spectroscopic and electrochemical investigation of the ITO/aqueous solution
interface, it becomes also important to characterize the ITO film itself i.e., its structural,
electrical, and optical properties in order to assess its quality following sputtering depo-
sition and post-deposition annealing.

3.1.1 Chemical and structural properties

3.1.1.1 Surface chemical composition

The surface chemical composition was obtained by XPS measurements on three ITO thin
films sputter-deposited and annealed on CaF2 plates (untreated (S1), pH-treated at pH 3
(S2) and pH 9 (S3), respectively). As shown in Fig. 3.1a, a low-resolution survey scan of
sample S1 reveals strong In doublet peaks, In(3d5/2) and In(3d3/2), at binding energies of
∼ 444.8 and∼ 452.3 eV, respectively, as well as Sn doublet peaks, Sn(3d5/2) and Sn(3d3/2),
at ∼ 486.9 and ∼ 495.3 eV, respectively. One can also note the O(1s) peak at ∼ 530.5 eV
and a C(1s) peak at ∼ 285.0 eV attributable to carbon trace impurities found on the ITO
films. The residual carbon contamination (. 20%) may originate from the brief exposure
to air when the sample was transferred from air to vacuum, or from small amount of
contamination in the preparation chamber of the XPS system.

A comparison of the peak positions and intensities for untreated and pH-treated ITO thin
films can be found in Table 3.1. The binding energy values agree well with those reported
in the literature for RF-sputtered ITO thin films with similar Sn doping concentration
[288, 388]. From the analysis of the spectrum, the chemical composition of the films can
be deduced. Using the atomic concentration given in Table 3.1, a calculated In:Sn ratio of
91.4%:8.6% was found. Thus, within the measurement uncertainty, the chemical compo-
sition of this sample is similar to the one from the target.

For sample S1, the C(1s) peak, which arises from traces of adventitious carbon contam-
ination, could be fitted with three contributions coming from CH-, CO–- and COO–-like
carbon species (Fig. 3.1b). As for the O(1s) peak, it can also be decomposed into three
contributions which can be assigned to In2O3-like oxygen, to hydroxides and/or oxy-
hydroxide such as In(OH)3 and InOOH, and finally to adsorbed water and/or some
adventitious oxygen-related contaminants [259] (Fig. 3.1c). A fourth contribution due
to oxygen atoms adjacent to oxygen deficiency sites is often also seen in the O(1s) peak
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Fig. 3.1: XPS spectra of untreated and pH-treated ITO thin films sputter-
deposited and annealed on CaF2 plates. (a) Low-resolution survey scan, and
high-resolution (b) C(1s), (c) O(1s), (d) In(3d), (e) Sn(3d) scans.

(seen as a weak shoulder on the left of Peak A). But this contribution did not appear as
significant and was, therefore, left out. The In(3d5/2) peak in Fig. 3.1d can be fitted with
three contributions which are related to In2O3- and In(OH)3-like species. A third compo-
nent remained, however, unidentified. Finally, the Sn(3d5/2) can similarly be fitted with
two components related to SnO2- and SnOH-like species (Fig. 3.1e). A third contribution,
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Table 3.1: XPS peaks of untreated and pH-treated ITO thin films sputter-deposited and
annealed on CaF2 plates.

Peak Species Binding energy [eV]† At. %

S1 S2 S3 S1 S2 S3
C(1s) A: C−H/C−C 285.00 285.00 285.00 15.99 11.87 8.97

B: C−O– 286.65 286.81 286.57 2.02 1.87 1.02
C: COO– 288.88 288.87 288.68 2.76 2.33 0.93

In(3d5) A: ? 442.59 — — 0.67 — —
B: In(OH)3 444.54 444.38 444.38 27.90 35.56 33.56
C: ? 445.69 — — 3.92 — —

Sn(3d5) A: Sn−O 486.64 486.54 486.44 2.49 3.7 3.20
B: Sn−OH 487.74 — — 0.55 — —

O(1s) A: In−O 530.21 529.87 529.86 29.49 32.80 33.15
B: In(OH)3 531.64 531.51 531.17 11.26 10.01 13.13
C: H2O? 532.86 533.06 532.38 2.97 1.88 6.04

Legend: S1, untreated; S2, treated at pH 3; S3, treated at pH 9; † referenced to C1s at 285.0 eV.

usually unidentified, was not used here.

In order to evaluate the effect of pH on the chemical stability of ITO in contact with
acidic/basic aqueous solutions, XPS measurements were also done on two ITO-coated
CaF2 plates treated at pH 3 and 9, respectively (data not shown). For all peaks observed,
the peak positions remain practically unaltered, regardless of the pH condition. How-
ever, the atomic concentration of almost all species undergo some variations (1–8%). This
is particularly true for oxygen-related species. The addition of an acid or a base could
possibly favor surface hydroxylation which, in turn, influences the amount of surface
hydroxide and oxy-hydroxide species. It is known that undoped In2O3 has a favorable
equilibrium constant for hydrolysis towards these species [389]. Nevertheless, the sur-
face composition remains about the same with calculated In:Sn ratios of 90.6%:9.4% and
91.3%:8.7% at pH 3 and pH 9, respectively.

3.1.1.2 Surface crystallinity, grain size, and texture

The surface crystallinity of unannealed and annealed ITO thin films sputter-deposited
on CaF2 plates was investigated by X-ray diffraction. Fig. 3.2 shows the position of the
diffraction peaks for these ITO films before and after annealing as well as those from an
ITO reference (ICSD-50858, FIZ, KIT–Campus North). The XRD patterns reveal a cubic
bixbyite polycrystalline structure with predominant (211), (222), (226), and (400) diffrac-
tion peaks of almost equal intensities. It is well-known that crystallographic orientations
of ITO thin films are very different depending upon deposition conditions [390]. Under
the applied sputtering conditions (high power, oxygen dilution; see Section 2.2.2), pre-
ferred (211), (222), and (400) orientations are usually expected [219]. Moreover, strong
(222) and (400) diffraction peaks are indicative of preferred orientations along the 〈111〉
and 〈100〉 directions, respectively [243].

The different crystallographic parameters of the ITO reference as well as of the unan-
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Fig. 3.2: XRD spectra of unannealed and annealed ITO thin films sputter-deposited on
CaF2 plates. The XRD patterns of unannealed (black line) and annealed (red line) ITO thin
films as well as an ITO reference (ICSD-50848) (blue line) are shown. The symbols (hkl)
denote the Miller indices of the different crystal planes.

nealed and annealed ITO films are summarized in Table 3.2. The calculated lattice con-
stants, plane separations, and lattice distortions indicate a contraction of the ITO lattice
for the unannealed and annealed lattices relative to the reference. The lattice contraction
for the unannealed film could be explained by the lower Sn doping (10 wt.% compare
to 12.5 wt.%), while that of the annealed film is most probably due to restructuring of
the lattice during annealing. In this case, the free oxygen from the air reacts with the
film and fills the oxygen vacancy sites, which leads to a more perfect structure [391, 392].
The crystallite or grain size given by the Debye-Scherrer equation falls in the range 45–
70 nm for the most prominent peaks (e.g., (222) and (400)) and decreases with annealing,
which also confirms some kind of lattice restructuration. The texture of ITO thin films
(of a given thickness) depends on the method and conditions of deposition. The ratio be-
tween the intensity of the (222) peak to the (400) peak (I(222)/I(400)) for the unannealed
and annealed films indicate a change in texture from the 〈111〉 to the 〈100〉 direction. This
texture is often observed for thinner ITO films produced at low sputter power [393].

3.1.1.3 Surface morphology and roughness

The surface morphology of ITO, and especially the grain size and shape, was investigated
by SEM (Fig. 3.3). The ITO film exhibits a dense granular structure with a sporadic dis-
tribution of grain conglomerates. The grains have irregular shapes and sizes that range
from ∼ 10 to 20 nm. However, the observed size is lower than that derived from XRD
measurements. This discrepancy could be due to the low signal-to-noise ratio obtain with
the present XRD measurements. The integration time was probably insufficient (∼ 1 hr)
for a proper estimate of the ITO grain size. According to Eq. (2.8), a lower estimated
value of w would lead to an overestimation of the grain size D.

The surface roughness of ITO thin films annealed on CaF2 plates has been studied by
means of AFM in tapping mode (Fig. 3.4). The surface was scanned for two different
areas, namely, 1.0 µm×1.0 µm and 0.5 µm×0.5 µm. The root-mean-square surface rough-
ness estimated from the latter AFM image was found to be in the range of ∼ 4.0–4.5 nm.
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Table 3.2: Crystallographic parameters of unannealed and annealed ITO thin films
sputter-deposited on CaF2 plates.

Parameter Crystal plane

Reference

(211) (222) (400) (440) (622)
Lattice constant (aref ) [nm] 1.01247 1.01245 1.01248 1.01246 1.01249
Plane separation (dref ) [nm] 0.41334 0.29227 0.25312 0.17898 0.15264

Unannealed

(211) (222) (400) (440) (622)
Lattice constant (aexp) [nm] 1.01059 1.01118 1.01116 1.01099 1.01087
Plane separation (dexp) [nm] 0.41257 0.29190 0.25279 0.17872 0.15239
Lattice distortion (D) [%] -0.19 -0.13 -0.13 -0.15 -0.16
Crystallite size (C) [nm] 85.1 68.4 54.3 27.1 23.1
I(222)/I(400) 1.225
Film texture 〈111〉

Annealed

(211) (222) (400) (440) (622)
Lattice constant (aexp) [nm] 1.00139 1.00350 1.00568 1.00621 1.00727
Plane separation (dexp) [nm] 0.40882 0.28968 0.25142 0.17787 0.15185
Lattice distortion (D) [%] -1.1 -0.9 -0.7 -0.6 -0.5
Crystallite size (C) [nm] 117.1 55.3 46.3 25.5 22.4
I(222)/I(400) 0.994
Film texture 〈100〉

This value agrees well with literature values (3.8–3.9 nm) obtained on other RF-sputtered
ITO thin films [393], although smaller roughness (1.8–2.2 nm) have also been reported for
thin films annealed in the same conditions [391].

3.1.2 Electrical properties

3.1.2.1 Sheet resistivity

The sheet resistivity was measured on ITO thin films of approximately 100 nm thickness
annealed on CaF2 half-cylinders and plates. The average values of sheet resistivity of the
ITO films coated on the half-cylinders and plates were 0.0164 ± 0.001 Ω·cm (n = 2) and
0.0239 ± 0.001 Ω·cm (n = 7), respectively. These values fall in the range of sheet resis-
tivity found in literature (∼ 10−2–10−3 Ω·cm) for other ITO films prepared under similar
sputtering (power, gas mixture, substrate temperature) and annealing (atmosphere, an-
nealing temperature and time) conditions [393, 394]. Nevertheless, the sheet resistivity
of ITO is ∼ 1–2 order of magnitude larger than its bulk resistivity, which is related to the

81



3.1. Characterization of the ITO layer

a

100 nm

b

20 nm

Fig. 3.3: SEM micrographs of ITO layers of unannealed and annealed ITO-coated
CaF2 plates. Surface morphology at (a) 100,000× and (b) 250,000× magnifica-
tion.

concentration and mobility of charge carriers such as (see Eq. (1.7)) [395]

ρs =
1

NµHe
∝ 1

N1/3e
[Ω · cm], (3.1)

withN = 3.0×1020CSn [cm−3] and µH = (4e/h)(π/3)1/3N−1/3 [cm2/V·s] whereCSn [at.%]
is the atomic concentration of Sn dopant. Hence, for CSn = 10 at.%, then N = 3.0 ×
1021 cm−3 such that one obtains ρ = 4.41× 10−4 Ω·cm ≈ 10−2ρs.

3.1.3 Optical properties

3.1.3.1 Thickness and optical parameters

The film thickness and optical constants of ITO films annealed on CaF2 plates was deter-
mined by SE. Fig. 3.5 shows measured and fitted data for the ellipsometric parameters
tan Ψ and cos ∆ over the spectral range 370–1050 nm for one of these films. The measured
parameters are in good agreement with calculated values obtained from simulated ellip-
sometric curves from two-layers ITO films [396]. The fits of the ellipsometric data were
found acceptable for most part of the VIS spectrum. The discrepancies appear mostly
at the adsorption edges (λ < 0.4 µm and λ > 0.9 µm) caused by the bandgap transi-
tion and the free carriers absorption. The average ITO film thickness was determined
to be 91.4 ± 3.2 nm (n = 3). The optical constants (n, k) of ITO were modeled using a
Cauchy optical model, while those of the substrate CaF2 were taken from literature [397]
and were not allowed to vary during the fitting procedure (Fig. 3.6). The obtained value
of the refractive index agrees well with those found in literature (1.4–1.7 ≤ n ≤ 2.3–2.4)
over similar wavelength ranges [398–400]. This model has been found to simulate ade-
quately the refractive index since ITO is nearly transparent (i.e., its extinction coefficient
can be neglected) over the VIS spectrum and part of the NIR spectrum [401]. In fact,
few ellipsometric studies using more sophisticated optical models of ITO have found
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a b

c

d

Fig. 3.4: AFM images of ITO thin films annealed on CaF2 plates. (a) 3D and (b)
2D AFM micrographs over a 1 µm×1 µm scan area, (c) AFM micrograph over a
0.5 µm×0.5 µm scan area, and (d) the profile along the direction shown by the
straight line on the same scanned area.

that 0.0 ≤ k ≤ 0.2 over the selected wavelength range [398, 400]. However, as shown in
Fig. 3.6b, an attempt within the Cauchy model to determine such low k values partly fails
as it does not take into account the gradient of refractive index nor the small absorption of
the ITO film. For instance, it has been shown that the ITO extinction coefficient is lower at
the bottom of the film, suggesting that the film is more conductive near the surface, which
is consistent with a graded microstructure [401]. Hence, through the Cauchy model, even
a small discrepancy in the fits of the ellipsometric angles in the absorbing regions (e.g. at
the bandgap edge) leads to underestimated and unphysical k values. However, this lim-
itation can be overcome by using more complex models such as a two-layers Bruggeman
effective medium approximation (EMA) model to account for the gradient structure and
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3.1. Characterization of the ITO layer

surface roughness, combined with Drude and Lorentz oscillators which consider the free
electron and interband transition contributions to the optical absorption [400]. Unfortu-
nately, such complex optical modelings were not readily available within the software of
the ellipsometer used in this work.
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Fig. 3.5: Ellipsometric angles of ITO film annealed on CaF2 plates. Measured (open sym-
bols) and fitted data for both ellipsometric parameters tan Ψ (red line) and cos ∆ (green
line) are shown.
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Fig. 3.6: Optical parameters of ITO thin films annealed on CaF2 plates. (a) re-
fractive index, (b) extinction coefficient.

3.1.3.2 UV-VIS and IR transmittance

The UV-VIS absorbance and transmittance of the ITO films annealed on CaF2 plates was
measured by UV-VIS spectroscopy at near-normal incidence. The optical band gap (Eg)
was also derived by using the Tauc plot assuming that ITO behaves as a semiconductor
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with direct allowed electronic transitions [318]. Fig. 3.7 shows that the ITO thin film has
a transmittance higher than 80% over the whole visible range (0.4–0.8 µm) and part of
the NIR range (0.8–1.0 µm) as well as a strong absorption in the near-UV range which
indicates the onset of the bandgap transition. The bandgap value can be determined by
extrapolation of the linear part of the plot to α = 0. For the ITO thin film, the linearity
can be seen in the absorption region (250–350 nm) and by extrapolation it was found
that Eg ≈ 3.9 eV, which is typical for a wide bandgap semiconductor and also in good
agreement with literature values (Eg = 3.5–4.0 eV) [393, 402, 403].
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Fig. 3.7: UV-VIS transmittance and optical bandgap of ITO thin films annealed
on CaF2 plates. (a) UV-VIS absorbance and transmittance, (b) Tauc plot (opti-
cal bandgap). The spectral distribution of the absorption coefficient (α) is also
shown in the inset.
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Fig. 3.8: IR transmittance of ITO thin films annealed on CaF2 plates. (a) IR ab-
sorbance and transmittance, (b) absorption coefficient.
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3.2. Investigation of the ITO/aqueous solutions interface

Similarly, the MIR absorbance and transmittance of the ITO films annealed on CaF2 plates
was measured by FTIR spectroscopy at near-normal incidence. In this region, the ITO
thin film exhibits a rather strong absorption (∼ 60% at most) over a range which extends
from 2–8 µm which can be attributed to absorption from free electrons in the conduction
band (Fig. 3.8). The onset of this absorption is given by the plasma wavelength (or fre-
quency) which was found experimentally to be at λp = 1.4–1.8 µm [288, 289, 292, 404].
Since λp = ω−1

p = (m∗eε0/Ne
2)1/2, an increase of the Sn content, and in turn, of charge

carriers, should cause a blue shift of this wavelength and a concomitant decrease of the IR
transmittance. However, in the present work, this onset could not be determined since it
is located outside the instrumental range. Moreover, the absorption coefficient is shown
to decrease steadily with wavelength from 2–10 µm.

3.2 Investigation of the ITO/aqueous solutions interface

3.2.1 Surface charging with pH at the ITO/water interface

3.2.1.1 Theoretical prediction of the isoelectric point of ITO

The IEP of simple metal oxides can be predicted using an electrostatic model which takes
into account the surface charges originating from the dissociation of amphoteric surface
M−OH groups and adsorption of the hydrolysis products of Mz+(OH)z− [405]. In this
model, a theoretical value of the IEP for a given metal oxide can be obtained by putting
that

pHiep = A− 11.5
( z
R

+ 0.0029(CFSE) +B
)
, (3.2)

with

R = 2rO + rM, (3.3)

where z is the ionic charge, rO = 0.141 nm is the radius of the oxygen ion, rM is the
radius of the metal ion, CFSE is the crystal field stabilization energy or correction (as-
sumed to be zero in these calculations), and A and B are parameters depending on the
coordination number of the metal ion. Since Sn4+ and In3+ occupy octahedral interstitial
sites in SnO2 and In2O3, the coordination number for these metal ions is 6, and therefore
A = 18.6 and B = 0 [405]. The predicted IEP values obtained for SnO2 and In2O3 are
then pHiep(SnO2) = 5.93 and pHiep(In2O3) = 9.37 [405].

For complex oxides such as ITO, the pHiep can be considered as a mixture of the consti-
tutive simple oxides and can be calculated by putting that [406]

pHiep =
∑
k

skpHiep,k, (3.4)
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where sk represents the molar fraction of each constituting oxide at the surface. It can be
defined by

sk =
x

2/3
k∑

k

x
2/3
k

, (3.5)

where xk is the usual volumetric molar fraction of each constituting oxide.

The commercial ITO target used in the present has a volume V (ITO) ≈ 14.479 cm3.
Noting that ρ(ITO) = 7.21 g/cm3 gives m(ITO) = 104.395 g. Hence, for an ITO mix-
ture In2O3:SnO2 (90:10 wt.%), this means that m(In2O3) = 0.9m(ITO) = 93.955 g and
m(SnO2) = 1−m(In2O3) = 10.439 g. The molar weight of SnO2 and In2O3 are 150.71 g/mol
and 277.64 g/mol, respectively, which gives, in turn, n(SnO2) = 0.06927 and n(In2O3) ≈
0.33841. The volumetric molar fractions of SnO2 and In2O3 are then x(In2O3) ≈ 0.83009
and x(SnO2) = 1 − x(In2O3) ≈ 0.16991 which then gives, using Eq. (3.5), surface molar
fractions of s(In2O3) ≈ 0.74221 and s(SnO2) = 1 − s(In2O3) ≈ 0.25779. By substituting
these values in Eq. (3.4) and using the IEP of both constituting oxides, one finally obtains
that

pHiep(ITO) = sSnO2
pHiep(SnO2) + sIn2O3

pHiep(In2O3)

= 0.258(5.93) + 0.742(9.37) ≈ 8.48.
(3.6)

The IEP value predicted by Eq. (3.6) agrees well with some values given in the literature
but is also at variance with some others (Table 3.3). The discrepancy found between these
values depends mainly on the measuring method used and also on the form (particle or
film) and physico-chemical properties (crystallinity, size, etc.) of the given ITO sample.
Moreover, the calculations given above neglect the corrections provided by the CFSE
factors, which have been shown to be significant for most divalent and trivalent metal
ions [405].

3.2.1.2 Experimental determination of the isoelectric point of ITO

The isoelectric point of ITO has been determined experimentally by measuring the zeta
potential at the ITO/aqueous solution interface with solutions at different pHs. Fig. 3.9
shows the electrokinetic curves obtained by doing HCl titration as well as a mixed HCl/-
NaOH titration. The effect of added salt on the zeta potential was also tested. As shown
in Fig. 3.9, for all titrations, the zeta potential of ITO is negative almost over the whole
pH range. As expected, it becomes zero at the IEP which is found at very low pH val-
ues. Similar IEP values of pHiep ≈ 3.2 and pHiep ≈ 3.3 were determined from the HCl
and HCl/NaOH titrations, respectively. These results would go in line with the fact that
because ITO is a n-type, wide bandgap semiconductor, its surface must be initially neg-
atively charged. Furthermore, from the HCl/NaOH titration, the positive zeta potential
measured at the slipping plane (i.e., the plane at the onset of the diffuse layer) at pH
values below the IEP (pH < pHiep) would suggests that the charge of the cations (H3O+)
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3.2. Investigation of the ITO/aqueous solutions interface

Table 3.3: Comparison of the experimental and theoretical IEP values of ITO.

Method Form IEP Material, Substrate, Solution Ref.

particle adhesion TF 4.3±0.3 deposited, In:Sn 90:10 wt.%, soda-lime SiO2, HNO3 10 mM/KOH [276]
streaming potential TF 2.9±0.2 deposited, 130-140 nm, Si, H2O [409]
particle adhesion TF ∼ 5 deposited, 30–60 nm, glass, 0.34 mM KOH [410]
zeta potential NP 8.5 grown, H2O, EG/HCO3 dispersant [411]
zeta potential NP 7.0-8.0 ??? [412]
zeta potential NP ∼6.0 commercial, 90:10 wt.% (In:Sn), ∼20 nm, H2O [408]
zeta potential NP 4.9 commercial, 90:10 wt.% (In:Sn), ∼60 nm, H2O [413]
zeta potential NP 7.35 grown, 90:10 wt.% (In:Sn), ∼20 nm, H2O [414]
UV-VIS spectroscopy NP 7.42 grown, 90:10 wt.% (In:Sn), ∼20 nm, H2O [414]
zeta potential NP 9.5-10 commercial, 90:10 wt.% (In:Sn), ∼50 nm, H2O [415]

Theoretical

electrostatic modelling — 8.5 — [408]
electrostatic modelling — 8.03 — [414]

Legend: NP, nanoparticle; TF, thin film.

adsorbed at the interface exceeds that of the negatively charged surface groups (M−O–).
With addition of NaOH, the amount of H3O+ cations decreases because of their neutral-
ization with OH– anions. The Na+ co-ions are assumed to remain in the diffuse layer. At
the IEP (pH ≈ pHiep), the lesser amount of H3O+ cations barely compensates the nega-
tively charged surface such that the zeta potential equals zero. Finally, at pH values above
the IEP (pH > pHiep), the amount of negatively charged surface groups increasingly ex-
ceeds that of the adsorbed cations, and the zeta potential becomes more negative. A
model summarizing the behavior of the zeta potential with pH at the ITO/aqueous solu-
tion interface is given in Fig. 3.10.
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Fig. 3.9: Zeta potential measurements of ITO-coated CaF2 plates in contact with aqueous
solutions (source: J. Lützenkirchen (INE, KIT - Campus North)).

The IEP value of ITO determined in the present work is at variance with other IEP val-
ues obtained by zeta potential and found in literature (Fig. 3.11). As can be seen, the
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Fig. 3.10: Schematic model of the pH dependency of the zeta potential for a solid charged
surface in contact with aqueous solutions.

published IEP values are quite dispersed, ranging from pHiep 3 to 9. As previously men-
tioned, the discrepancy could depend on the measuring method used and also on the
form and physico-chemical properties of the ITO sample. However, when restricted to
ITO thin films, the IEP value given here agrees fairly well with experimental values ob-
tained by other methods (Table 3.3).
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Fig. 3.11: Comparison of electrokinetic curves obtained in the present work and in litera-
ture by zeta potential measurements on ITO nanoparticles and thin films in contact with
aqueous solutions.

The addition of salt in the titration solution has also an influence on the zeta potential
at the ITO/aqueous solution interface. Fig. 3.9 shows, for instance, that adding 10 mM
NaCl salt solution effectively reduces the magnitude of the zeta potential. In view of the
previously developed model, this would means that a certain amount of Na+ cations also
adsorb at the interface, together with the H3O+ cations, therefore further increasing the
screening of the negatively charged surface. In addition, one can note that the addition
of salt has also for effect to slightly shift upward the IEP (pHiep ≈ 3.6) which indicate that
less H3O+ cations are required to overcome the surface negative charge because of the
presence of the adsorbed salt cations. Finally, a small peak at pH 8.5–8.6 that could be
associated to some corrosive effects of NaCl is also observed.
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3.2. Investigation of the ITO/aqueous solutions interface

It can be assumed that the extent by which the negative surface charge of ITO can be
compensate through salt addition depends, on one hand, on the salt concentration, and
on the other hand, on the type of ion. To investigate these two possibilities, zeta poten-
tial measurements were also performed with different chloride salt solutions at several
concentrations (Fig. 3.12). As expected, the increase in concentration for any ion substan-
tially reduces the magnitude of the zeta potential. Similarly to NaCl, the accumulation of
these cations at the ITO surface compensates its negative charge. Interestingly, although
all salts follow the same tendency, the screening efficiency is different for the different
type of cations. Indeed, Li+ cations compensate the surface charge to a lesser extent than
K+ and Rb+ cations which have a comparable efficiency. This seems to contradict the fact
that Li+ cations should be able to screen more effectively simply because of their high
surface charge density. Moreover, it does not support the law of matching water affini-
ties that would favor the interaction between a hard, strongly hydrated surface group
(M−O–) and a hard, strongly hydrated cation such as Li+. A possible cause of this contra-
dictory behavior could lie in the different ionic size. In contrast to Li+, it could be easier
for larger cations like K+ and Rb+ to compete against and displace H3O+ cations from a
negatively charged site. This would then render these cations more efficient in screen-
ing the surface charge. However, as shown in Fig. 3.12, at higher salt concentrations this
distinction disappears since the amount of alkaline cations at the interface exceeds by far
that of H3O+.
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Fig. 3.12: Zeta potential measurements of ITO-coated CaF2 plates in contact with chloride
salt solutions at different concentrations (source: J. Lützenkirchen (INE, KIT - Campus
North)).

3.2.2 Surface charging with applied potential at the ITO/aqueous solution in-
terface

3.2.2.1 Surface current density

3.2.2.1.1 Normal and deuterated water

The dependence of surface current density on applied potential was first measured at
the ITO/water interface with normal and deuterated water (Fig. 3.13). As can be seen,
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Fig. 3.13: Surface current density of water as function of applied potential as-
sociated with the spectroscopic measurements in the 3150 and 3400 cm−1 water
spectral regions. (a) normal water, (b) deuterated water.

both curves show indications of water electrolysis as well as some small corrosive ef-
fects at the ITO thin film surface. This behavior was also reproducible for both spectral
regions. Traditionally, with cyclic voltammetry, the surface current density curve can
generally be divided into three regions, an ideal polarizable region (IPR) which gives
minimal current variations and appears as a plateau, and anodic (positive potential) and
cathodic (negative potential) regions which exhibit important faradaic currents responsi-
ble for the water electrolysis. This water splitting effect on ITO films in water has already
been demonstrated by cyclic voltammetry at high scan rates (100 mV/s) [410]. An IPR
was found in the range -450–+800 mV (vs Ag/AgCl) and negative and positive surface
current densities of ∼ −25 µA/cm2 and ∼ +90 µA/cm2 were found in the cathodic and
anodic regions, respectively. In the present case, however, no IPR could be observed and
smaller current densities were observed in the faradaic regions. This could be explained
by the fact that in contrast to cyclic voltammetry, staircase voltammetry allows capacitive
charges (or currents) to attain equilibrium at each potential step, thereby reducing their
accumulation at the electrodes.

It is well known that electrolysis of water in acidic solution can be expressed by two half-
reactions (oxidative and reductive) such as

2 H2O(l) −→ O2(g) + 4 H+
(aq) + 4 e− (anodic region), (3.7a)

2 H+
(aq) + 2 e− −→ H2(g) (cathodic region). (3.7b)

Within the anodic region, an oxidative reaction occurs and generates oxygen gas as well
as hydronium ions, and gives electrons to the WE which then enter the external cir-
cuit. The current (and electric field) are usually defined opposite to the flow of electrons
through the external circuit. Hence, the electric field was directed out of the WE into
the solution. In contrast, in the cathodic region, a reductive reaction takes place, with
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3.2. Investigation of the ITO/aqueous solutions interface

electrons from the WE being given to hydronium ions to form hydrogen gas. Most of
the hydrogen gas produced will then diffuse as gas bubbles on the electrode. This gas
evolution was readily observed on the ITO surface near the electrode contact, usually at
high applied potentials (|V | . 1 V).

Finally, the corrosive effects observed as a current spike at 200–300 mV in the surface
density curve of H2O (but not clearly in that of D2O) can be explained by noting that
in the second half-reaction, a certain amount of monatomic H could be produced and
adsorbed on the substrate, where it may react according to Eq. (1.4). The possibility of
having some small salt contamination which could come from the normal KCl leakage
of the RE also cannot be excluded. Although the aqueous-based reduction reaction of
gaseous hydrogen with most metallic oxides usually takes place at high temperatures,
it has been reported that hydrogen generated by the electrolysis of water can reduce
In−O−In bonds to In even at room temperature based on the high reactivity of the freshly
generated hydrogen [278].

3.2.2.1.2 Anionic salt solutions

Fig. 3.14 shows the measured surface current density as function of applied potential
for anionic salt solutions with Na+ as common cation. Similarly to water, the surface
density curves of the anions also exhibit gas evolution (O2(g) and H2(g)) at large nega-
tive and positive potentials. However, bubble formation was not observed for Na2CO3,
Na2HPO4, NaNO3, and NaSCN solutions. All curves were to some extent reproducible
in both water spectral regions, with the exception of Na2CO3 and NaSCN. The reason
for this different behavior remains however unknown. The surface current densities at
negative potentials are rather large for most salts (−100–−200 µA/cm2) but about one or-
der of magnitude lower for Na2HPO4 and NaSCN solutions which could indicate some
charge compensation through adsorption of these ions. On the other hand, at positive
potentials, all salts have about the same current densities (≤50 µA/cm2).

Some corrosive effects at positive potentials also appear for most of the salt solutions,
with the exception of Na2HPO4, NaNO3 and NaSCN, which exhibited little to no elec-
troactivity. All other solutions, especially those with an halogenated anion (Br–, I–) have
pronounced corrosion peaks with an onset in the range of 200–300 mV. Incidently, the
anodic dissolution of ITO seems to start at potentials close to the standard redox poten-
tials of some of these salts. For instance, for the Br–/Br2 and I–/I2 reactions, the redox
potentials are ∼ 0.87 V and ∼ 0.34 V (vs Ag/AgCl), respectively. As was shown for chlo-
ride ions, the creation of radicals from these ions could induce a breakdown of the ITO
surface structure [280]. This effect is also enhanced by the fact that the salt solutions were
slightly acidic (pH 5.2–5.5).

3.2.2.1.3 Cationic salt solutions

The surface current density was also measured for cationic salt solutions with Cl– as
common anion (Fig. 3.15). As expected, the gas evolution is also present for all solutions
but bubble formation was observed for none of them, with the exception of CsCl. All
curves show a relative reproducibility in both water spectral regions, apart from LiCl
and NH4Cl. Moreover, the surface current densities are comparable at negative (−100–
−150 µA/cm2) and at positive (≤50 µA/cm2) potentials for all studied cationic salts.
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Fig. 3.14: Surface current density of anionic aqueous salt solutions as function of applied po-
tential associated with the spectroscopic measurements in the 3150 and 3400 cm−1 water spectral
regions. (a) Na2CO3, (b) Na2SO4, (c) Na2HPO4, (d) NaBr, (e) NaNO3, (f) NaI, (g) NaClO4, and (h)
NaSCN.
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Fig. 3.15: Surface current density of cationic aqueous salt solutions as function of applied po-
tential associated with the spectroscopic measurements in the 3150 and 3400 cm−1 water spectral
regions. (a) CaCl2, (b) LiCl, (c) NaCl, (d) KCl, (e) RbCl, (f) CsCl, and (g) NH4Cl.
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The corrosive peaks are omnipresent for all chloride salts and their intensity is about
two-fold higher than that of the anionic salts. Again the onset of these peaks can be
found in the range 200–300 mV. The effect of chloride solutions on ITO dissolution has
been documented and models have been proposed to explain it [280]. The standard redox
potential of the Cl–/Cl2 falls around 1.1 V (vs Ag/AgCl). Cyclic voltamograms obtained
at slow scan rates with ITO in contact with chloride solutions have also reported similar
corrosion peaks [281].

3.2.2.2 Influence of applied potential on water ordering

3.2.2.2.1 Normal and deuterated water

The SFG response of water as function of applied potential was first measured at the
ITO/water interface with normal and deuterated water in the bonded-OH spectral re-
gions at ∼ 3150 cm−1 (Figs. 3.16–3.17) and ∼ 3400 cm−1 (Figs. 3.18–3.19). The mea-
surement at the ITO/deuterated water interface was used as the control experiment. By
inspection of Figs. 3.16 and 3.17, it can be observed that the SFG signal measured in
the ∼ 3150 cm−1 is fairly different between D2O and H2O. For instance, with applied
potential, the SFG signal of D2O follows a slow increase, while that of H2O exhibits a
maximum. However, the position of the maximal SFG intensity for D2O is shifted more
strongly than the one of H2O. In contrast, in the ∼ 3400 cm−1 region, both SFG sig-
nals show similarities, for example, a steep increase of the SFG signal towards a plateau
phase as well as an increase in the frequency shift, but only at positive applied potentials
(Figs. 3.18 and 3.19).
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Fig. 3.16: SFG intensity of H2O as function of applied potential in the 3150 cm−1 water spectral
region. SFG intensity as function of potential in (a) 3D and (b) 2D representations, (c) SFG inten-
sity at maximum as function of applied potential, and (d) IR frequency shift at maximum SFG
intensity as function of applied potential.
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Fig. 3.17: SFG intensity of D2O as function of applied potential in the 3150 cm−1 water spectral
region. SFG intensity as function of potential in (a) 3D and (b) 2D representations, (c) SFG inten-
sity at maximum as function of applied potential, and (d) IR frequency shift at maximum SFG
intensity as function of applied potential.

A closer comparison of the SFG responses of D2O and H2O and their dependency on the
applied potential for both bonded-OH spectral regions is given in Fig. 3.20. As mentioned
previously, the SFG signal of D2O serves as control and represents all nonlinear contri-
butions other than those of H2O, for instance, the NR contributions coming from intra-
and interband electronics transitions in the bulk of ITO. As shown in Fig. 3.20, the SFG
response of D2O shows a small dependence on applied potential which would confirm
the presence of some potential-dependent, NR response coming from the ITO substrate.
In both spectral regions, this signal varies with applied potential by about a factor 2. In
contrast, the SFG response of H2O seems to be dominated by this NR contribution but
only up to a given positive potential which could potentially be considered as the po-
tential at zero charge (Vpzc). The inflection point of the H2O curve at 3400 cm−1 can be
obtained through a sigmoidal Boltzmann fit (data not shown) and is found at ∼ 134 mV.
Interestingly, this value falls close to the potential at zero charge determined from the
work function of the substrate. It is well known that the potential at zero charge and the
work function of a conductive material are directly related to each other such as [416]

Vpzc =
ΦM

e
− 0.4α− (4.31 + C), (3.8)

where α is a dipolar contribution coming from ordered water molecules at the electrode
surface and which takes a value between 0 and 1, the constant 4.31 V refers to an absolute
electrode potential for the SHE (rescaled to the Ag/AgCl reference electrode), and the

96



Results and Discussion

constant C denotes the dipolar contribution of the metal/electrolyte interface (for metals,
C ≈ +0.3 V). With ΦM(ITO) = 4.75 eV [417], and putting that α = 0 and C = +0.3 V, one
obtains that Vpzc(ITO) ≈ 0.14 V or 140 mV.
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Fig. 3.18: SFG intensity of H2O as function of applied potential in the 3400 cm−1 water spectral
region. SFG intensity as function of potential in (a) 3D and (b) 2D representations, (c) SFG inten-
sity at maximum as function of applied potential, and (d) IR frequency shift at maximum SFG
intensity as function of applied potential.

At higher applied potentials, the SFG response behaves differently depending on the
spectral region. In the 3150 cm−1 region, the SFG signal decreases below the level of
the corresponding D2O signal by about a factor 2, whereas for the 3400 cm−1 region,
the signal increases drastically by a factor 3 up to a plateau. This is only observable
when one proceeds to a rescaling of the D2O response to that of H2O. However, since
both experiments were done separately i.e., for each solution, the incident beams were
slightly realigned, the SFG signal maximized, and compared with its own REF signal, it
appears difficult to do a strict quantitative comparison between the two sets of data. This
could be done only when the ratio between SFG and REF signals for the two data sets
is comparable, which was not ideally the case here. Hence, it is difficult from this data
to ascertain whether the NR signal from ITO actually dominates the resonant SFG signal
from water such that both solutions reflect only NR contributions from the substrate, or
if there is an actual increase in the resonant SFG signal of water at positive potentials as
suggested 1. An insight about the importance of the ITO NR response could be gained

1. Independent SFG measurements performed at an incident angle of 45◦ over the whole bonded-OH
water spectral region on an ITO-coated equilateral sapphire prism showed that the SFG response from
ITO/D2O and ITO/H2O interfaces are fairly similar, thus favoring the first scenario. However, these SFG ex-
periments were conducted under different angular conditions in comparison to the one used here (θ ≈ 65◦)
(M. Bonn and coworkers (AMOLF, The Netherlands), private communication).
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Fig. 3.19: SFG intensity of D2O as function of applied potential in the 3400 cm−1 water spectral
region. SFG intensity as function of potential in (a) 3D and (b) 2D representations, (c) SFG inten-
sity at maximum as function of applied potential, and (d) IR frequency shift at maximum SFG
intensity as function of applied potential.

by simulating the dependency on angular and polarization configuration conditions of
the nonlinear Fresnel coefficients at the ITO/water interface. This could demonstrate
whether or not the SFG signal is dominated by the substrate response. Nevertheless, the
difference in the SFG response for the two water regions would suggest that the weakly
and strongly correlated water species have different distributions in the interfacial region
as demonstrated recently at the silica/water interface [106].

3.2.2.2.2 Anionic salt solutions series

Similarly to the SFG measurements with D2O and H2O, the SFG response of water as
function of applied potential was also measured at the ITO/aqueous solution interface
for a series of 10 mM anionic Na+ salt solutions in the bonded-OH spectral regions at
∼ 3150 cm−1 (Figs. 3.21–3.29) and ∼ 3400 cm−1 (Figs. 3.30–3.38).

A comparison of the SFG responses of all anionic Na+ salts and their dependency on the
applied potential for both bonded-OH spectral regions is also given (Fig. 3.39). Contrary
to the case of H2O and D2O, a comparison between the SFG responses of the different
salt solutions is, to some extent, possible for most of them since within the complete set
of measurements, the ratio between SFG and REF signals was often very comparable. In
the 3150 cm−1 region, the SFG response has been represented in a potential range from
-800 to +400 mV to minimize the influence of faradaic effects as well as some corrosion
effects, especially important with halogenated salts. As can be seen in Fig. 3.39a, the
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Fig. 3.20: Comparison of SFG intensity at maximum of D2O and H2O as function
of applied potential in the 3150 and 3400 cm−1 water spectral regions. (a) 3150
cm−1, (b) 3400 cm−1. In both regions, the SFG signal of D2O has been rescaled
to that of H2O.

SFG signal for some salts appears rather disperse and erratic. Nevertheless, with the
exception of NaI whose behavior remains unclear, the salts can be categorized in three
groups according to their response relative to that of H2O. A first group concerns salts
with a response similar to that of H2O such as Na2SO4, Na2HPO4, NaNO3, and to some
extent Na2CO3. A second group which includes salts like NaClO4 and NaSCN have a
larger SFG response with respect to H2O. The remaining group includes all salts that
have an intermediary response relative to the two other groups. This group includes
halogenated salts such as NaCl and NaBr. In addition, the latter salts show already the
onset of corrosion effects around 200 mV. In contrast, in the 3400 cm−1 region, the SFG
response for each salt appears much less noisy but still follows the same kind of trend
observed in the 3150 cm−1 region with the NaClO4 and NaSCN salts having the largest
SFG response. These results taken together would suggests that hard ions like Na2CO3,
Na2SO4, Na2HPO4 have little to no affinity for the ITO surface, whereas soft ions such as
NaClO4 and NaSCN have a much stronger affinity. Following the law of matching water
affinities, this would imply that at positive potentials the surface groups of ITO would
behave also as soft ions since soft/soft interactions are energetically favored. A possible
candidate of a soft surface group would be to have a doubly protonated OH group, which
would mean to consider the ITO surface as positively charged in this potential range.

99



3.2. Investigation of the ITO/aqueous solutions interface

3.2.2.2.3 Cationic salt solutions

The SFG response of water as function of applied potential was also measured at the
ITO/aqueous solution interface for a series of 10 mM cationic Cl– salt solutions in the
bonded-OH spectral regions at∼ 3150 cm−1 (Figs. 3.40–3.46) and∼ 3400 cm−1 (Figs. 3.47–
3.53).

A comparison of the SFG responses of all cationic Cl– salts and their dependency on the
applied potential for both bonded-OH spectral regions is also given (Fig. 3.54). In both
spectral regions, the SFG spectra have been plotted in an applied potential range from
-800 to +400 mV, again to exclude potential faradaic effects as well as the corrosion effects
inherent to the use of chloride salts. Similarly to the Na+ salts in the 3150 cm−1 region,
the SFG response of Cl– salts indicates that some of them like RbCl, CsCl, and NH4Cl
increase the water signal while others such as LiCl, NaCl, and to some extent, CaCl2
have no significant effect. This behavior is however not so apparent with these anions
in the 3400 cm−1 region, where the SFG response of almost all ions does not deviate
significantly for that of H2O. A definite picture of the anions behavior at the ITO surface
for this water species remains therefore unclear. Nevertheless, the results obtained in the
3150 cm−1 region still further suggest pairing between soft ions according to the law of
matching water affinities. This however leads to the situation of having positive, soft
ions (e.g. Rb+, Cs+ or NH+

4 ) with high affinity for a positively charged ITO surface, which
is highly unlikely. As such, the model previously developed to explain the behavior
of anions cannot be applied in any way to the cations. Unfortunately, in the course of
this work, no other physical model could be found that would describe satisfactorily the
behavior of both anions and cations at the ITO surface.
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Fig. 3.21: SFG intensity of Na2CO3 salt solutions as function of applied potential in
the 3150 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and
(b) 2D representations, (c) SFG intensity at maximum as function of applied potential,
and (d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.22: SFG intensity of Na2SO4 salt solutions as function of applied potential in the
3150 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.23: SFG intensity of Na2HPO4 salt solutions as function of applied potential in
the 3150 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and
(b) 2D representations, (c) SFG intensity at maximum as function of applied potential,
and (d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.24: SFG intensity of NaCl salt solutions as function of applied potential in the
3150 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.25: SFG intensity of NaBr salt solutions as function of applied potential in the
3150 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.26: SFG intensity of NaNO3 salt solutions as function of applied potential in the
3150 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.27: SFG intensity of NaI salt solutions as function of applied potential in the
3150 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.28: SFG intensity of NaClO4 salt solutions as function of applied potential in the
3150 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.29: SFG intensity of NaSCN salt solutions as function of applied potential in the
3150 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.30: SFG intensity of Na2CO3 salt solutions as function of applied potential in
the 3400 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and
(b) 2D representations, (c) SFG intensity at maximum as function of applied potential,
and (d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.31: SFG intensity of Na2SO4 salt solutions as function of applied potential in the
3400 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.32: SFG intensity of Na2HPO4 salt solutions as function of applied potential in
the 3400 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and
(b) 2D representations, (c) SFG intensity at maximum as function of applied potential,
and (d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.33: SFG intensity of NaCl salt solutions as function of applied potential in the
3400 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.34: SFG intensity of NaBr salt solutions as function of applied potential in the
3400 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.35: SFG intensity of NaNO3 salt solutions as function of applied potential in the
3400 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.36: SFG intensity of NaI salt solutions as function of applied potential in the
3400 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.37: SFG intensity of NaClO4 salt solutions as function of applied potential in the
3400 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.38: SFG intensity of NaSCN salt solutions as function of applied potential in the
3400 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.39: Comparison of SFG intensity at maximum of H2O and 10 mM anionic
Na+ salt solutions as function of applied potential in the 3150 and 3400 cm−1

water spectral regions. (a) 3150 cm−1, (b) 3400 cm−1. In both regions, the SFG
spectra of NaClO4 and NaSCN have been rescaled to that of H2O.
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Fig. 3.40: SFG intensity of CaCl2 salt solutions as function of applied potential in the
3150 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.41: SFG intensity of LiCl salt solutions as function of applied potential in the
3150 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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3.2. Investigation of the ITO/aqueous solutions interface
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Fig. 3.42: SFG intensity of NaCl salt solutions as function of applied potential in the
3400 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.43: SFG intensity of KCl salt solutions as function of applied potential in the
3150 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.44: SFG intensity of RbCl salt solutions as function of applied potential in the
3150 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.45: SFG intensity of CsCl salt solutions as function of applied potential in the
3150 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.46: SFG intensity of NH4Cl salt solutions as function of applied potential in the
3150 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.47: SFG intensity of CaCl2 salt solutions as function of applied potential in the
3400 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.48: SFG intensity of LiCl salt solutions as function of applied potential in the
3400 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.49: SFG intensity of NaCl salt solutions as function of applied potential in the
3400 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.50: SFG intensity of KCl salt solutions as function of applied potential in the
3400 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.51: SFG intensity of RbCl salt solutions as function of applied potential in the
3400 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.52: SFG intensity of CsCl salt solutions as function of applied potential in the
3400 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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Fig. 3.53: SFG intensity of NH4Cl salt solutions as function of applied potential in the
3400 cm−1 water spectral region. SFG intensity as function of potential in (a) 3D and (b)
2D representations, (c) SFG intensity at maximum as function of applied potential, and
(d) IR frequency shift at maximum SFG intensity as function of applied potential.
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3.2. Investigation of the ITO/aqueous solutions interface
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4

Conclusion and Outlook

In this thesis, the construction and implementation of an adaptable, vibrational SFG spec-
troscopy setup which enables in situ investigation at various interfaces under several ex-
perimental configurations and conditions was demonstrated. The inclusion of a sample
stage area that allows easier manipulation and accommodates the application of various
measuring cells for vibrational SFG spectroscopy was also highlighted. A measuring cell
that permits in situ probing of the metal oxide/aqueous solution interfaces in the TIR
geometry by using an IR-transparent prism was designed and constructed. An extension
of this cell towards a three-electrode spectroelectrochemical measuring cell that allows
simultaneous spectroscopic and voltammetric measurements was also shown. Through
its working electrode coated directly on the basal face of the prism, this cell enables a
direct voltammetric control (rather than a pH control as done traditionally) of the surface
charging. For this purpose, a transparent, semiconducting metal oxide, namely ITO, was
chosen as assay material for the working electrode because of its good chemical stability,
low electrical resistivity, and transparency in the VIS and NIR spectral ranges. The ITO
electrode was sputter-deposited and annealed on the IR-transparent prism and its qual-
ity (i.e., its structural, chemical, electrical, and optical properties) was assessed and found
conform to similarly prepared films reported in literature.

The investigation of the surface charging through applied potential at the ITO/water in-
terface on water ordering was first assayed by measuring the SFG response of deuterated
and normal water in the bonded-OH spectral region (3100–3500 cm−1) under different ex-
ternally applied potentials. To cover this region, the SFG measurement were performed
separately in two spectral regions located at ∼ 3150 and ∼ 3400 cm−1, respectively. The
control SFG measurement done with deuterated water revealed that ITO generates a
large second-order NR response (and possibly a potential-dependent, third-order non-
linear response) which could potentially dominate any resonant response coming from
adsorbed water molecules. The SFG measurement with normal water showed that the
obtained SFG response behaves similarly to that of D2O up to a given applied potential
value, above which the two responses differ. However, a strict quantitative comparison
of both responses could not be done since both experiments were performed and normal-
ized separately with two different REF signals. As such, the predominance of one of these
SFG response over the other in the given potential range could not be ruled out. Surface
current density measurements were also simultaneously performed and revealed little
to no faradaic currents, except at high potentials where gas evolution happens. Com-
plementary streaming potential measurements made by acid/base titration showed that
ITO exhibits a very low isoelectric point (pHiep ≈ 3) which makes its surface negatively
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charged under normal pH conditions.

The influence of ions on interfacial water ordering at the ITO/aqueous solution inter-
face was also investigated by measuring the SFG response of low concentrated (10 mM)
anionic and cationic salt solutions in the bonded-OH spectral region (3100–3500 cm−1)
under different externally applied potentials. Although all experiments were conducted
separately, the similarity of the SFG responses enabled to do a semi-quantitative compar-
ison between most of the salt solutions. For both ion series, the obtained SFG response
did not show any distinct ion-specific effects on water ordering at the ITO surface. How-
ever, two types of SFG responses could be observed from these experiments. Indeed, it
was found that soft or poorly hydrated ions such as ClO–

4, SCN–, Rb+ or Cs+ exhibit a
stronger affinity for the ITO surface in comparison to hard or strongly hydrated ions like
SO2–

4 , HPO2–
4 or Li+. This trend was found for both water spectral regions and for both ion

series, with the exception of the cationic series at 3400 cm−1. However, this trend could
not be explained on the basis of the law of matching water affinities for both anions
and cations. Surface current density measurements were also performed and revealed,
besides the usual gas evolution, the occurrence of corrosion effects at positive applied
potentials, especially significant for halogenated salts. In contrast to vibrational SFG
spectroscopy, streaming potential measurements done on cationic salt solutions demon-
strated the dependency of the zeta potential on the ion concentration as well as on the
ion type. However, like SFG spectroscopy, it was found that at low concentrations soft
cations have greater propensity for the ITO surface than hard cations. This result is again
in contradiction with the law of matching water affinities and could only be explained by
taking into account the ion size.

In view of these ambivalent results and remaining open questions, and in the perspec-
tive of a further use of ITO in vibrational SFG spectroscopy either as reference or as a
working electrode material, one needs to address the problem of its large nonlinear bulk
response. One possibility would be to further reduce the amount of material deposited as
it was shown elsewhere that the SHG response of ITO is dependent on the film thickness.
Another possibility would be to determine whether or not, angular conditions could be
found for which the ITO response would be minimal. This would require, in a first step,
determining accurately the optical constants of ITO in a range of wavelengths relevant to
SFG spectroscopy and, in a second step, simulating the geometrical factors for the CaF2-
ITO-H2O layered system which could provide some insights on the effect of material
absorption, beam incident angles and polarization, on the nonlinear response of ITO.

Provided that the aforementioned problem could be overcome or at least minimized,
comparative experimental investigations by SFG spectroscopy and voltammetry of nor-
mal and deuterated water as well as with a small set of cationic salt solutions, preferably
non-halogenated, should be again attempted. Concerning streaming potential studies
with ITO, further measurements should be done to complete the cationic salt series, es-
pecially with heavier cations (Rb+, Cs+). Other measurements should also include a small
set of anionic salt solutions since it has been shown on other metal oxide surfaces that an-
ions have curiously a weaker influence than cations on the SFG response of water. Some
of these measurements are currently in progress.

As for the SFG spectroscopy setup as well as the three-electrode measuring cell, future in-
strumental developments and improvements could include, for example: (1) an upgrade
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Conclusion and Outlook

of the SFG spectrometer from the actual 100 fs mode to the 35 fs mode which would allow
to record in a single spectrum the entire bonded-OH region, (2) a modernization of the
electrochemical equipment (e.g., transition from an analog to a digital potentiostat) that
would enable an automation of the voltammetric measurement and offer the possibility
of getting other types of voltammetric data (e.g. cyclic voltamogram), (3) the inclusion of
a liquid pump coupled to a degassing unit which would allow to flow in real time wa-
ter or any series of aqueous solutions in a closed circuit without the need to remove the
IR-transparent prism; without the possible change of optical alignment, this would also
permit using the same reference for all solutions investigated, and (4) a redesign of the
spectroelectrochemical cell, more specifically, the transformation of the solution reservoir
into a channel that allows flowing the aqueous solutions. It is worth to mention that some
of these improvements (potentiostat, pump) have recently been implemented.
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