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Abstract

In this paper, we analyze the effect of the criminal justice system on
juvenile recidivism. Using a unique sample of German inmates, we are able to
disentangle the selection into criminal and juvenile law from the subsequent
recidivism decision of the inmate. We base our identification strategy on
two distinct methods. First, we jointly estimate selection and recidivism in
a bivariate probit model. In a second step, we use a discontinuity in law
assignment created by German legislation and apply a (fuzzy) regression
discontinuity design. In contrast to the bulk of the literature, which mainly
relies on US data, we do not find that the application of criminal law increases
juvenile recidivism. Rather, our results suggest that sentencing adolescents

as adults reduces recidivism in Germany.
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1 Introduction

Crime has been a major problem in all societies throughout time. However, there
is still no clear answer to the debate on optimal criminal legislation. From an
economist’s perspective crime can be seen as the result of rational behavior. Ac-
cording to this approach, which goes back to Becker (1968), it is individually
rational to commit a crime if illegal income opportunities outweigh the legal ones.
Hence, legislation should result in severe punishments increasing the expected costs
of crime and thus augmenting general deterrence. However, once an individual has
been caught offending, the goal shifts to minimizing the probability of the individ-
ual re-offending, or specific deterrence. This reveals a potential dilemma: While
the optimal punishment should result in costs high enough to deter potential of-
fenders, it should not diminish the offender’s chances of re-entering the legal labor
market ex post. In the case of incarceration, different criminogenic channels have
been identified. Western et al. (2001) summarize the literature on labor market
consequences of incarceration. Their results support the hypothesis that inmates
suffer from stigma which is reflected in reduced future earnings. Further, incar-
ceration can increase the individual payoffs from crime by inducing a taste for
violence (Banister et al., 1973) or other peer effects (Bayer et al., 2009; Glaeser
et al., 1996). Thus, the severeness of punishment can have opposing effects.

This ambivalence is of particular importance if delinquents suffer from some
kind of myopia - or simply do not correctly anticipate their future income oppor-
tunities - and commit crimes even though a fully rational actor would not have
taken this decision. Youths seem to be especially prone to this kind of behavior.
The literature on personal development found that they suffer from a maturity
gap (Moffitt, 1993) which temporarily increases their inclination towards crimi-
nal activity (e.g. Thornberry et al., 2004). This leads to the belief that juveniles
are more rehabilitatable and less culpable than adults (Mears et al., 2007). As a
consequence, in the case of young offenders the general deterrence effect of harsh
sentences is limited while the effect on reintegration into the legal job market gains
relative importance.

In many countries, this line of thought led to a special treatment of juvenile



offenders.! However, in the last decades, an increasing number of serious and
highly aggressive acts of juvenile violence have called this policy into question
(see Aebi, 2004; Oberwittler and Hofer, 2005). The most prominent reactions
come from the US, where decreasing public support for a preferential treatment of
minors resulted in tougher laws transferring more juvenile offenders to a criminal
court (Moon et al., 2000). In Germany, the recent and ongoing coverage of violent
crimes in the media has resulted in a strong pressure on politics (Bundestag, 2009)
and leading criminologists (Heinz, 2008) to address the question of how to deal
with juvenile and adolescent offenders.

German survey data seems to suggest a higher rate of recidivism of those sen-
tenced under juvenile law. Jehle et al. (2003) analyzed the official register survey
data on recidivism for the years 1994 to 1998. The recidivism rate within four
years after unconditional prison sentence under juvenile law was 79.0%, whereas
it was 43.6% for those sentenced under criminal law. Does this mean that juve-
nile law has failed in Germany? Of course, descriptive statistics do not allow for
causal interpretation and inference, especially, since the unconditional propensity
to reoffend might be systematically different in the two groups.

In this paper, we use data from a German prison survey to identify the treat-
ment effect of criminal law on juvenile recidivism. Our contribution to the liter-
ature is twofold. First, we base our research on German data, providing one of
the few micro-level studies on the drivers of juvenile recidivism outside the US.
Second, we apply modern econometric techniques to control for the suspected se-
lection bias. Specifically, we take take advantage of the German legal framework
for young offenders: The application of criminal law is possible if the offender was
aged 18 or over when committing the crime and becomes mandatory upon turning
21. In the discretionary phase between 18 and 21, the choice of which law to apply
is delegated to the judges allowing for individual decisions based on the offender’s
characteristics. In our first approach, we look at individuals in the discretionary
phase and perform a simultaneous maximum likelihood estimation of selection

and treatment equation. In a second approach, we use the step function in law

!The Tllinois Juvenile Court Act of 1899 marks the beginning of an organized juvenile court
system in the USA (Bishop and Decker, 2006, p. 17). In Germany, courts started developing
special court chambers dealing with young delinquents in 1908 while the Juvenile Justice Act
(JJA — Jugendgerichtsgesetz) was passed in 1923 (Diinkel, 2006, p. 226).



assignment for a regression discontinuity analysis assuming a random distribution
of individuals around the cut-off points.

Our findings show that adolescents sentenced as adults have a lower self-
reported probability of recidivism than those sentenced as juveniles. This result is
obtained in both identification strategies and persists in several robustness checks.
We explain our results by transatlantic differences of the legal framework. In Ger-
many (and in big parts of continental Europe) both law assignment structure and
prison conditions are substantially different as compared to the Anglo-Saxon world,
questioning the external validity of US findings. In fact, combining our findings
with US studies we postulate a U-shaped pattern between severity of punishment
and recidivism, where Germany lies to the left and the US to the right of the

minimum.

The remainder of the paper is organized as follows. Section 2 summarizes
the related literature. Section 3 describes the database and provides summary
statistics from the sample. Section 4 provides the empirical specification. Sections
5 and 6 describe the identification strategies and report the results of our two
alternative approaches, namely bivariate probit and regression discontinuity. In

section 7 we discuss the results and section & concludes.

2 Related Literature

2.1 Empirical Evidence

The empirical literature has studied the influence of juvenile law on both general
and specific deterrence. We start out by looking at the empirical evidence on
general deterrence. The literature provides an ambiguous answer to the question
of whether transferring juveniles to criminal courts deters any would-be offender
(see Redding (2006) for a good survey on this field). Levitt (1998) found increased
general deterrence when transferring adolescents to adult courts. This would sug-
gest rational behavior of the youths confirming the Becker hypothesis. However,
other studies have found no general deterrence effect (Singer and McDowall, 1988;

Steiner et al., 2006) or even increased arrest rates (Jensen and Metsger, 1994). In



a more recent paper, Lee and McCrary (2009) found evidence that young adults
hardly respond to the harsher punishments they face upon turning 18. They argue
that young offenders misjudge likelihood and severity of the imminent punishments
and can thus be characterized as myopic. In summary we can say that even though
there is no clear answer, the more recent - and perhaps more sophisticated - studies
confirm the behavioral findings mentioned above questioning the rational offender
hypothesis for the case of juvenile delinquents.

With respect to specific deterrence there is much clearer evidence. The major-
ity of the studies using US data find that trying and sentencing juvenile offenders
as adults increases the likelihood that they will reoffend. Fagan (1996) studied
differences in recidivism rates of 15- and 16-year-old juveniles, taking advantage
of the fact that in New Jersey young delinquents were sentenced by a juvenile
court while in New York they appeared before a criminal court. He found signifi-
cantly lower recidivism rates for those sentenced by juvenile courts, suggesting that
the special jurisprudence for juvenile crimes is an effective measure. Confronted
with the critique that the results might be driven by a selection bias, Kupchik
et al. (2003) replicated the study including several control variables confirming
the original results. In a related study, Bishop et al. (1996) analyzed recidivism
in Florida, where the transfer of delinquents depends on the decision of the pros-
ecutor. They found higher recidivism rates for those delinquents transferred to
criminal courts. Again, they could not rule out the existence of a selection bias
distorting the results. However, in a follow-up study Lanza-Kaduce et al. (2005)
still found a positive effect of transfers when using both a richer dataset and match-
ing techniques. Further studies by Myers (2003), Podkopacz and Feld (1995) and
Thornberry et al. (2004) point into the same direction.

Summarizing, the empirical evidence is mainly US-based and generally sup-
ports the claim that the application of criminal law increases juvenile recidivism.
However, it is questionable whether these findings are also valid for Germany due
to substantial differences in the legal systems. In particular, most of the US stud-
ies compare minors that are either sent to a criminal or a juvenile court. The
German legal system does not allow for such a situation, as summarized in the

next subsection.



2.2 Juvenile Law in Germany

In Germany, juvenile law is mandatory for all minors, i.e. for all persons who have
not yet turned 18 at the time the criminal act was committed. For adolescent
delinquents, i.e. those aged between 18 and 21 years when offending, the legislator
left the decision to the courts whether to apply juvenile or criminal law. In more
detail, courts are asked to apply juvenile law whenever the offender acts “equal to
a juvenile regarding moral and mental development at the time of the act” (§ 105
(1) Juvenile Justice Act — Jugendgerichtsgesetz). Finally, delinquents of at least
21 years have to be sentenced under criminal law. Comparing this fact with the
US practice, we find no state where the maximum age of application of juvenile
law has been extended as far as in Germany. In 2006, the automatic treatment as
an adult started either at age 18 (37 states), age 17 (10 states) or age 16 (3 states)
(see Bishop and Decker, 2006, p. 13). Summarizing, German legislation allows for
a much wider application of juvenile law than its US counterpart. Similar regimes
can be found in other European countries.?

A correct model for law assignment requires knowledge of the decision criteria.
According to Diinkel (2006) judges think strategically when choosing whether to

3 Juvenile law allows for milder sanctions, since

apply criminal or juvenile law.
certain minimum penalties that exist in criminal law (e.g. 3 years in the case of
robbery) do not have to be considered. Moreover, most juvenile records get erased
after three years, while most criminal records persist 5 years (§ 34 Federal Central
Criminal Register —Bundeszentralregister).? Given this selection process, it seems

to be very likely that offenders selected for juvenile law differ systematically from

In fact, 10 other European states use the same age barriers, while roughly 70% share the
stepwise transition from juvenile to criminal law. More than half of the European countries
allow the application of juvenile law to offenders aged 18 and above. See Junger-Tas and Diinkel
(2009) for a more detailed description of the different legal systems in Europe.

3The transferability of Diinkel’s result might be limited since he is looking at the whole range
of sentences, while we only consider incarceration.

4In particular, entries have to be kept for the following time periods:

e juvenile registers: 3 years if sentence length does not exceed 1 year and 5 years otherwise,

e criminal registers: 3 years if sentence length does not exceed 3 months and 5 years other-
wise.

Moreover, for sexual offenses ten years for both adults and criminals. In all cases, sentence
length is added to these limits.



those who are not, also in the expected likelihood that they recidivate.

Moreover, the applied type of law also implies the type of custody: either a
juvenile or a criminal prison.? Following Lange (2007) the most notable difference
between the two facilities is that criminal prisons have the primary goal of punish-
ment, while juvenile prisons are focused on social education e.g. by the provision of
personal custodians for the delinquents. Furthermore, according to D6lling et al.
(2007), juvenile law is generally less stigmatizing as opposed to criminal law.

Entorf et al. (2008, p. 139-152) summarize differences of juvenile and criminal
prisons in Germany. The authors find that, on average, juvenile prisons have more
money at their disposal and thus can offer a more convenient and stimulating
environment. Juvenile prisons, for instance, offer more common rooms for eating,
sports and other activities. Also, a higher fraction of juvenile delinquents is placed
in a single room (83%) as compared to adult delinquents (55%). While in a
criminal prison there are less than 50 employees for 100 inmates, there are almost
70 employees in juvenile prisons. This allows juvenile prisons to provide schooling
opportunities and to offer more seminars, e.g. on how to deal with drug and alcohol
problems.

The different facilities can affect recidivism in two ways. On the one hand, being
an inmate in a more convivial prison environment can dampen the deterrence effect
and lead to higher recidivism rates. On the other hand, juvenile prisons might
decrease the likelihood of recidivism due to their educational concerns and their
less stigmatizing effect on future job chances. Our results will provide an answer

to the question of which of the two effects dominates.

3 Data

Our analysis is based on a prison survey that was conducted in 31 German prisons
in 2003 and 2004, using a questionnaire with 123 questions.® It uses a two-stage ap-

proach combining stratified and random sampling. First, a representative sample

§ 141 of German Penal Law (Strafvollzugsgesetz) requires separate prisons or at least in
separate departments of the same prison.

6The survey was initiated and carried out by Horst Entorf and a team of researchers from
Darmstadt University of Technology.



of the population of prisons in Germany was created. Second, a random selection
from this population completed the sampling.

The questionnaire was given to 13,340 selected inmates in either the German,
Turkish, Serbo-Croatian, Russian, Polish or English language to take account of
the different nationalities of the inmates. All questionnaires within a prison where
handed out at the same point in time. It was completed by 1,771 respondents
resulting in a general response rate of 13.3%. For the sample of adolescents, which
are the main interest group in our study (more information about our sample of
interest can be found below), the response rate equals 18.8%. This low response
rate - even though it is a standard problem when dealing with survey data - might
raise doubts about a potential selection bias. However, when comparing sample
characteristics to those of the average prison population in Germany, there is no
evidence of a selection bias.”

The original dataset can be grouped into three subsamples: inmates in pre-
trial custody, inmates sentenced under juvenile law and inmates sentenced under
criminal law. Since we are interested in the effect of the type of law applied, we
only use the last two subgroups. Further, our analysis focuses on adolescent delin-
quents. Hence, we also disregard all individuals younger than 14 and older than
25 when committing a crime. This leaves us with a sample of 245 inmates. When
estimating the treatment assignment function we further restrict the sample to
adolescents, yielding a subsample of 90 observations. The descriptive statistics for

both samples can be found in table 1.

3.1 Expected Recidivism

Our target variable is a self-reported measure for expected recidivism. Question-
naires were distributed by independent researchers and completed anonymously.
Therefore, the inmate did not have incentives to hide his true intentions. The

survey question was as follows:

“Could it occur that after your release from custody you come into conflict with

the law and end up in prison?”

"For a more detailed analysis of this issue and the dataset in general see Entorf (2009).



Table 1: Summary statistics

Sample 14 < ageoffense < 25 18 < ageoffense < 21
Variable Mean Std. Dev. Min. Max.| Mean Std. Dev.
exp. recidivism 0.2531 0.4357 0 1 0.3 0.4608
criminal law 0.4939 0.501 0 1 0.1333 0.3418
ageoffense 20.5276 2.666 14.5833 25 19.4546 1.0189
age 22.8796 3.2604 16.5 35.5 | 21.4222 1.63
german 0.8347 0.3722 0 1 0.7889 0.4104
high school 0.0372 0.1896 0 1 0.0333 0.1805
social contact 0.5432 0.4992 0 1 0.5444 0.5008
poor social capital 0.4898 0.5009 0 1 0.4556 0.5008
criminal family 0.1345 0.3419 0 1 0.1685 0.3765
prison experience 0.2468 0.4321 0 1 0.2558 0.4389
prison years 0.7764 1.8874 0 10 0.5688 1.3791
criminal record 3.7306 3.8876 0 30 3.8556 3.8147
job contact 0.5043 0.5011 0 1 0.5116 0.5028
open 0.1639 0.371 0 1 0.1111 0.316
sentence length 3.5192 3.1234 0.0833 15 2.9963 2.0739
months in prison  16.1765 20.356 0 156 | 12.2159 12.6867
drugs 0.1633 0.3704 0 1 0.1556 0.3645
fraud 0.1837 0.388 0 1 0.2 0.4022
theft 0.3918 0.4892 0 1 0.3778 0.4875
robbery 0.2776 0.4487 0 1 0.3333 0.474
vandalism 0.0939 0.2923 0 1 0.1444 0.3535
Nobs 245 245 245 245 90 90




Inmates were asked to answer this question on a 5-point scale, where a 1 stands
for “no, never” and 5 corresponds to “absolutely certain”. For reasons of small sam-
ple size, we translate the answers to this question into a binary variable recidivism.
In the data, the answers are positively skewed: 43.5% of the respondents answered
with the lower extreme “no, never” while only 4% said they were absolutely certain
to reoffend. Therefore, we set recidivism to zero if the respondent chose either an-
swer 1 or 2, and set the binary variable to one for those with a higher self-reported
probability of ending up in prison again (answers 3-5).%

One might raise objections against using self-reported recidivism as a proxy for
real recidivism. There are at least three arguments in favor of our approach. First,
there is evidence that self-reported recidivism and real recidivism are correlated
(Corrado et al., 2003). Second, using expected recidivism as compared to actual
recidivism avoids the problem of a selection bias when conducting a follow-up
survey to collect actual recidivism. Third, actual recidivism can be driven by
post-release factors that might be hard to control for.

Nevertheless, we want to explore potential problems of measurement error in
our dependent variable. A general bias, affecting all individuals in the same way
and resulting in a generally too high (or too low) rate of recidivism, would not
pose a threat to the validity of the estimated treatment effect of criminal law. Our
results lose validity, however, if individuals in the treatment group have a different
measurement, error than those in the control group. To generate such an effect,
the applied law type must change the precision of the self-reported measures. One
might suspect inmates in adult prisons to have a more precise estimate of their
future while those in juvenile prisons systematically over- or underestimate their
propensity to recidivate. Even though such effects are not likely to drive the results,

we take this possibility into account when discussing our findings in section 7.

3.2 Age at offense

As shown in section 2.2, the age when committing the crime (ageoffense) is crucial

for the assigned type of law. Since this information did not appear in the survey

8This strategy has been suggested and used by Entorf (2009). We also tried different ways
of bundling the original multinomial variable, which did not change the results.

10



directly, we constructed it using both time when surveyed and the time when the
crime was committed (both given at a monthly precision level). With regard to
the latter, inmates could choose to indicate either a point in time or an interval.
For a given point in time the calculation is straightforward. When dealing with
an interval, we use the end of the interval.’

In addition, we have to deal with different precision levels of the relevant points
in time. Age when surveyed is reported in (completed) years, which gives rise to
a possible error of nearly 12 months. In order to minimize this mistake we added
6 months to the calculated age at offense.!® The missing precision of this variable
might threaten the regression discontinuity analysis, since ageoffense is the variable
that is crucial for the applied type of law. However, checking for contradictions
with the treatment assignment mechanism confirms the plausibility of this variable.
Furthermore, our analysis relies on two independent identification strategies and

the variable is only crucial for one of them.

3.3 Additional Regressors

Throughout the study we use several control variables. First, we include personal
characteristics of the inmate, such as age (at the time of the interview) and na-
tionality (captured in the binary variable german). Also, schooling has been found
to be a determinant of juvenile crime which can be explained by incapacitation
effects (Kruger and Berthelon, 2011) or by the assumption that education is a
positive asset in the legal labor market but of limited value for criminal activities
(Entorf, 2009). In our sample, only very few inmates hold a German high school

diploma equivalent “Abitur” (high school). Only few inmates are married, which

9 According to § 32 Juvenile Justice Act (Jugendgerichtsgesetz) judges have to stick to one
type of law when dealing with multiple offenses. The crucial factor is the age when committing
the “main offenses”. Lacking a measure for severity in the data, we suspect the end of the interval
to be more important, since judges might lack information on the start of the criminal activity or
simply lend more weight to more recent offenses. We also used the mean as a robustness check,
yielding similar results in the regressions and increased inconsistencies in the age classifications.
Based on these assumptions we think that our variable is the best available proxy for the real
age at offense.

10 Assuming a uniform distribution of the variable, the transformation allows for a reduction
of the average mistake from 0.5 to 0.25.

11



can be explained by the fact that we are only considering individuals aged 14 to
25 when committing the crime. A variable that might replace the marriage prop-
erty for young individuals is frequent contact to a partner in the month before
incarceration (social contact), which holds true for roughly half of the inmates in
the sample. Further, we measure participation in social clubs, e.g. sports clubs
or the voluntary fire brigade, mapping the lack of active participation into the
dummy variable poor social capital. Almost half of the inmates in the sample re-
ported no active participation in social clubs. We also have information on the
criminal history of the inmate and control for the number of offenses committed
before incarceration (criminal record), whether the inmate has been incarcerated
before (prison experience) and how much time he/she has spent in prison (prison
years) in total. Criminal family background is another ingredient that could mat-
ter for expected recidivism: The dummy variable criminal family captures past
convictions of parents or siblings and applies for roughly every eighth inmate in
our sample.

Another interesting aspect are variables that control for job opportunities. Job
contact reports whether the inmate already has contacted employers, or already
has a job opportunity after leaving prison. More than half of the inmates fulfill this
criterion. In addition, we include information on the type of sentence the inmate
is currently serving. In terms of applied legislation, almost half of the delinquents
were sanctioned under criminal law. Roughly every sixth inmate in the sample is
transferred to an open institution. We also observe the individual sentence length
measured in years and how many months the inmate has already been in prison
(months in prison). In line with German legislation, we deem lifelong punishments
to be a 15-year sentence, which represents the maximum length in our sample. The
group we are interested in most are the adolescents (18-21 years old).

Finally, we also have information on the type of offense that led to the present
incarceration. It is likely that different types of crime are connected with different
probabilities of recidivism. For instance for organized and drug-related crimes
there might be a higher probability of relapse due to physical addiction and the
influence of the social network. Observe that inmates were allowed to report more
than one type of crime, which means that the crime frequencies will not add up

to one. In our sample, the most frequently reported crime is theft, followed by

12



robbery, fraud, drug dealing (drugs) and vandalism.

4 Empirical Specification

The goal of this study is to analyze the effect of being sentenced under criminal
law (as opposed to juvenile law) on adolescent offenders’ recidivism. Considering
criminal law to be a treatment that influences recidivism, this translates into the
identification of the corresponding treatment effect. Defining F'R; as a measure of
expected recidivism and T; € {0, 1} as the treatment indicator of individual 7, we

can write

ER; = (1= T)ER)(X) + TLER; (Xi). (1)

where ERY(X;) is expected recidivism when juvenile law has been applied,
while FR}(X;) is expected recidivism when criminal law has been applied. Both
expressions are a function of a list of variables X;. As the treatment indicator is
a binary variable, its marginal effect can be represented by different conditional
means (see e.g. Heckman and Navarro-Lozano, 2004). The most intuitive measure
is the average treatment effect (ATE), which is simply the expected difference in
the outcome variable conditional on the covariates. Based on the setup in (1) and

dropping the observation index (i), this effect is defined by

ATE = E[ER' — ER°|X]. (2)

A related concept is the average treatment effect on the treated (ATET) which

in our setup is defined by

ATET = E[ER' — ER%|X,T = 1]. (3)

Note that both effects describe a counter-factual outcome and would require
the observation of the same individual in both situations, once receiving the treat-
ment and once not receiving it. Since the two situations are mutually exclusive,
each individual is observed only once. Hence, observational data only allow us to

contrast the mean group outcomes conditional on covariates and treatment status.

13



Ar = E[ERYX,T =1] — E[ER°|X,T = 0] (4)

If treatment assignment is random and the sample is large enough, individuals
in both groups have identical characteristics and E[ER’|T = 1] = E[ER!|T =
0] = ER’ for j € (0,1). In this case, the three measures (2)-(4), coincide and
can be identified by a simple treatment dummy whose estimate is the sample
equivalent of Ap. However, if treatment assignment is not perfectly random the
three measures can have different values.

First, if untreated offenders would respond differently to the treatment, ATET

and ATE will diverge, which we call a reaction bias.

ATET = ATE + E[ER' — ER°|X,T = 1] — E[ER' — ER"|X] (5)

/

TV
Reaction bias

Further, it is possible to rewrite (4) and decompose A7 into a sum of the ATET

and a selection bias.

Ar = E[ER' — ER°|X,T = 1]+ E[ER°|X,T = 1] — E[ER’|X,T =0]  (6)

TV
ATET Selection bias

The selection bias in (6) is different from zero, if treated and untreated indi-
viduals have a different general propensity to recidivate, even when controlling for
observables X. Put differently, whenever law assignment is determined at least
in parts by the value of an unobserved variable which is correlated with expected
recidivism, the sample analogue of A7 cannot identify a treatment effect. As An-
grist and Pischke (2009, p. 243) point out, this may reflect some sort of omitted
variables bias, that is, a bias arising from unobserved and uncontrolled differences
between the two groups.

Hence, we have to check whether treamtent selection includes unobservable

variables. The global treatment assignment function (G7T;) models the German

14



legal framework containing a clear dependence on the age at offense:

0 if ageof fense < 18
GT;(ageof fense, W;) = < T;(W;) if 18 < ageof fense < 21 (7)
1 if ageof fense > 21

When restricting the sample to adolescents, cases with predetermined treat-
ment assignment based on age at offense disappear. In this case, treatment as-
signment depends on a further set of variables (W). As described in section 2.2,
German juvenile law asks judges to apply a maturity criterion in the selection pro-
cess. Since maturity of the offender might also affect the likelihood of recidivism
we have to assume a selection bias based on unobservable characteristics driving
both the court’s treatment selection and the outcome variable.

In order to overcome this selection bias, we suggest two approaches that allow
us to identify the causal effect of treatment. First, we define a bivariate probit
model which explicitly controls for treatment assignment and the emerging biases.
Second, we apply a regression discontinuity framework which relies on jumps in

the treatment assignment function to locally reestablish the random assignment

property.

5 Bivariate Probit Approach

Heckman (1978) proposed a general class of simultaneous equation models with
endogenous variables to control for a selection bias. However, since our target
variable recidivism is binary!!, the OLS based estimator on the second stage will
suffer from truncation bias (see e.g. Greene and Hensher, 2010, p. 106). This calls
for the use of a binary choice model on the second stage also. Maddala (1983)

was one of the first to extend Heckman’s idea to a setting with two probit equa-

1 To use the original multinomial target variable for recidivism we would have to either assume
identical differences between the categories and use OLS or use a multinomial ordered choice
model. While the first assumption seems too strong, the weakness of a multinomial model are
its cut-points that need to be estimated in addition to the target variable. This will hamper the
interpretation of the model coefficients and reduce efficiency in a small sample which made us
stick to the probit model. As a robustness check we nevertheless estimated the equation using
an Ordered Probit model which did not yield any substantially different results.

15



tions.'2 In our case, the structural probit equation contains expected recidivism as
a function of regressors X; and the potentially endogenous dummy for treatment

assignment

1 if ER >0

ER =X+ Td+¢ and ER] = . (8)
0 otherwise

where j € (0,1) and the latent variable is denoted with a star (“*”). The
second (reduced form) probit equation models treatment assignment as a function

of another set of covariates (W;).

1 ifTr >0

0 otherwise

T; = Wyy+n, and Ti:{ (9)

However, it is necessary to impose an identifying restriction. In our context,
this can be the assumption of an exclusion restriction, meaning that there must
be at least one variable in W that is not included in X. We use ageoffense for our
exclusion restriction, since this age measure is relevant for treatment assignment,
but should have no direct effect on recidivism. Remember that ageoffense contains
the age at the offense which caused the current incarceration and does not represent
the age when the inmate started the “criminal career”. Information on the criminal
history, which might have an effect on recidivism, is controlled for in a seperate
variable (criminal record).

In line with the standard bivariate model, we assume that the error terms of

both processes, (8) and (9), share the following joint normal distribution

B ’

where p captures their correlation. The joint density of the two error terms

12A probit model (see Bliss, 1934) bases the binary outcome on a latent function with a
normally distributed error term. A second popular approach is the assumption of a logistic
distribution function. However, the analysis of a bivariate logit model is fairly inconvenient (see
e.g. Imai et al., 2007).
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then equals

1 1 (ef + 0} = 2pei;
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Correlation in the error terms, i.e. when p is not zero, poses a threat to the
validity of a single equation model and yields misleading estimates of causal effects,
even after controlling for a full set of covariates.!3

A solution to this problem is a simultaneous Maximum Likelihood estimator
for both equations. An expression for the Log-Likelihood function can be found
e.g. in Maddala (1983, p. 123). The Maximum Likelihood estimation will not be
biased in the presence of the endogenous parameter in the first equation as pointed
out by Greene and Hensher (2010, p.75).

Hence, we perform a simultaneous estimation of the two probit equations. The
results can be found in tables 2 and 3. In column 1, we test a very simple model
and find a negative but only weakly significant (p = 0.13) impact of criminal law on
recidivism. In column 2, we include individual characteristics that are frequently
found to explain recidivism in the literature. In column 3, we add further socio-
economic characteristics. In column 4, we include variables that control for the
individual criminal history and the present type of prison, while in column 5 we
include dummies for the type of crime committed.

The influence of criminal law on recidivism is always negative and does not
vary a lot across the different model specifications. The estimated coefficients lie in
each other’s confidence intervals yielding a very robust finding. The coefficients of
the remaining covariates are mainly in line with the literature and intuition, which
gives further support for the estimated models. The estimate for the correlation
between the two equations (rho) is significant in columns 3 to 5, which show that a
single equation model would be biased. Given that the estimate of the correlation
between the error terms is always positive, this parameter is also quite robust.

For the first equation, we find that age has a significant (negative) influence on

3Based on the above density, we can replace the conditional expectations in
(6) which allows us to rewrite the selection bias as Pr(e; > —X,8|X;,n > —Wiy) —
Pr(e; > —X,8|X;,m; < —Wiy).
Obviously, the two elements do not coincide if € and 7 are not independent.
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Table 2: Biprobit Equation 1: Drivers of expected recidivism

(1) (2) 3) (4) (5)
recidivism recidivism recidivism recidivism recidivism
age -2.757FF -3.321FF  -3.395%* -2.823%  -5.385%**

(0.017)  (0.042)  (0.024)  (0.090)  (0.000)

age2 0.064%*%  0.077%%  0.079%*  0.066*  0.123%%*
(0.022)  (0.038)  (0.021)  (0.086)  (0.000)

criminal law -1.183 S1.566%F  S1LT10%FF 1527 FRE ] 781 FRK
(0.131)  (0.034)  (0.001)  (0.006)  (0.004)

job contact 0.5028FF 0. 514%FF  _0.350%KF 0, 700%**
(0.000)  (0.000)  (0.000)  (0.000)

criminal family 0.449%%*%  0.376*** 0.381%* 1.470%**
(0.002)  (0.000)  (0.040)  (0.008)

social contact 0.0998 -0.157 -0.761%*
(0.791)  (0.627)  (0.016)

poor social capital 0.435% 0.509%* 0.877+**
(0.054)  (0.035)  (0.004)

prison experience -0.176 1.026
(0.763) (0.164)

prison years 0.254%* 0.317%*
(0.015)  (0.030)

criminal record 0.0200 0.0260
(0.536)  (0.232)
open 0.930*
(0.094)
sentence length 0.078
(0.615)
months in prison -0.015
(0.549)
german 3.076%*+*
(0.001)
high school -2.096**
(0.037)
drugs 0.799%*
(0.015)
fraud 0.263
(0.558)
theft -1.181%**
(0.001)
robbery -0.208
(0.726)
vandalism -0.232
(0.580)
Constant 29.02%* 35.27%* 35.92%* 29.41 55.33%F*
(0.016) (0.049) (0.028) (0.104) (0.000)
NObs 90 85 85 81 79

* p <0.10, ¥* p < 0.05, *** p < 0.01; p-values in parentheses
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expected recidivism confirming our initial assumption. The best model for age is
a quadratic expression, resulting in a monotonously decreasing and convex func-
tion. The nonlinear curve thus captures a general negative trend and a decreasing
marginal change, both of which are in line with the literature. Further, we find
that the propensity to recidivate decreases when the inmate has a job offer or
at least job contacts (job contact). The negative influence of job opportunity on
recidivism confirms the literature which finds broad evidence that worse general
job market conditions increase crime rates (Fougeére et al., 2009; Lin, 2008; Machin
and Meghir, 2004; Raphael and Winter-Ebmer, 2001). In line with intuition, we
find criminal background in the family (criminal family), poor social capital and
the number of prison years previous to the present stay to be positively correlated
with recidivism. When including dummy variables for the type of crime commit-
ted, only drug dealing (drugs) and theft turn out to be a significant determinant
of recidivism. Also, nationality and education seems to matter. Germans are as-
sociated with a higher and high school degree holders with a lower probability of
recidivism.

In the treatment equation we use the same controls except for the different
age variables, which represent our exclusion restriction. Moreover, we exclude all
variables that are determined as a consequence of treatment selection, like sentence
length, job contact or month in prison. Previous prison experience is negatively
correlated with treatment assignment while the number of previous trials (criminal
record) does not seem to affect the likelihood of being sent to a criminal prison.
When controlling for types of crime only robbery, vandalism and drug dealing are
significant factors. It seems to meet intution, that these three types of crime are
associated with juvenile law. While robbery allows for smaller minimum sanctions
in juvenile law and thus could be a strategic choice of the judges, the other two have
an immature connotation which is consistent with judges applying the maturitiy
criterion.

To facilitate interpretation and comparison between the subsequent regres-
sion discontinuity design, we also report the average treatment effects. Following
Christofides et al. (1997) and Greene (1998), the conditional means of a dummy
variable are identical to the univariate probit case and is determined by (12).

Hence, the average treatment effect can be computed as the average value of the
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Table 3: Biprobit Equation 2: Treatment assignment

o) @ ® ) ®
crim.law  crim.law  crim.Jaw  crim.law  crim.law
ageoffense 0.921%%F  0.904%FF  (0.880***  1.125%%%  1.204***
(0.000)  (0.000)  (0.000)  (0.000)  (0.000)
criminal family -0.058 -0.312 -0.171 0.129
(0.891) (0.422) (0.507) (0.826)
social contact 0.601 1.109** 1.539*
(0.190)  (0.019)  (0.076)
poor social capital 0.835 0.916* 1.210%*
(0.117) (0.086) (0.021)
prison experience -8.782¥¥* 4. 326%**
(0.000)  (0.000)
prison years 0.119%* -0.352
(0.028) (0.187)
criminal record 0.049 -0.004
(0.507)  (0.953)
german -0.984
(0.168)
high school 0.913
(0.269)
drugs -4.004%%*
(0.000)
fraud -0.065
(0.849)
theft -0.326
(0.541)
robbery -5.834%**
(0.000)
vandalism S7.073%F*
(0.000)
Constant S19.48%¥%  _19.12%FFF  _19.48%FFF 24 8FF* D5 4QHFH*
(0.000)  (0.000)  (0.000)  (0.000)  (0.000)
Rho 0.396 0.623 0.699* 1.000%**  1.000%**
(0.154)  (0.226)  (0.075)  (0.000)  (0.000)
ATE 20.2007F  0.3407F 0.3557%F 0.3207FF 0.267%**
(0.030)  (0.000)  (0.000)  (0.001)  (0.001)
NObs 90 85 85 81 79

* p < 0.10, ¥* p < 0.05, ¥** p < 0.01; p-values in parentheses

standard errors of ATE computed using delta method
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individual changes in the likelihood of recidivism, induced by the treatment:

ATE = Pr(ER'=1|X)—Pr(ER® =1|X)

ATE = L5V [9(X,8+0) — ®(X,5) (12)

where § is the estimated coefficient of criminal law treatment and B contains
the estimates of the remaining coefficients of the respective model. The estimated

treatment effect is robust across model specifications and indicates a drop in re-
cidivism of roughly 25-35% (ATE).

5.1 Robustness Checks

In addition to the presented results, we performed several robustness checks which
are briefly summarized in this subsection. First, we also estimated a bivariate
ordered probit version of the model. The extension of the described specification
is straightforward. The results confirm the estimates, increasing the robustness of
our findings.

Second, we conject that juvenile law might affect expected recidivism differently
depending on whether it is still applicable when the inmate is released from prison.
One way to test this hypothesis is to check whether there is an additional effect
when the “age when leaving” supersedes 21. If the inmate can expect to leave
prison after turning 21, he can be sure that criminal law will be applied in case
of reoffending. This could result in a different probability of recidivism when
compared to a subject that leaves prison before turning 21 (the same logic applies
at 18). We tested for this possibility by including both “age when leaving” and
a dummy if this age was smaller than 21. However, the regressors were almost
never significant and did not change our estimates of the causal effect of criminal
law on recidivism. This might be due to the fact that we are mainly analyzing
adolescents and thus most of them are already older than 21 when leaving prison
(average leaving age is 23.5 years). In addition, there is some uncertainty with
regard to the actual point in time when the inmate leaves the prison since the
law includes the possibility of early release (§§ 57, 57a, 57b German Penal Code -
Strafgesetzbuch).

Third, even though the estimates for rho are almost positive and mostly signif-
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icant, we also performed a sensitivity analysis in the spirit of Altonji et al. (2005)
to better understand the importance of unobserved variables. Hence, we added
constraints on rho setting it to a fixed value. When forcing rho to be zero, in
fact, we estimate a single equation probit model. It shows that when ignoring a
potential bias caused by the judges selection, we get a negative estimate of the
effect of criminal law on recidivism which however is not statistically different from
zero. This confirms the official register survey data in Germany (see Jehle et al.,
2003), which found a higher share of recidivating young offenders if they have been
sentenced under juvenile law. When allowing rho to be higher, the effect of crimi-
nal law becomes more significant and larger in size. The corresponding estimation

tables are provided in the appendix (tables 6 to 9).

6 Regression Discontinuity Design

In a second step, we check whether the results from the bivariate probit estimations
can be confirmed in a regression discontinuity (RD) approach. Introduced by
psychologists Thistlethwaite and Campbell (1960), RD did not draw too much
of the attention in the economic literature until the late 1990s.!* RD avoids the
problem of a selection bias by taking advantage of a discontinuity in treatment
assignment. Instead of differencing conditional means based on treatment status,
here we contrast means based on a dummy variable that captures whether the
individual has passed the cut-off point or not. Following Imbens and Lemieux

(2008) we estimate the average treatment effect by

Ly - o o limzj,c E[ERHXZ'::B}meITCE[ERi‘Xizz]
— 9ERr—0pRI
arr—QT]

where X; is the variable ageoffense and c is the cut-off point where the treat-
ment assignment function jumps. In our setting, the global treatment assignment
function (7) suggests two potential discontinuities: at 18 and 21 years of age at

offense. This means that we will compare individuals who are 18 (21) or a little

14Today, however, there is a growing body of literature on RD applications initiated by Angrist
and Lavy (1999) and Black (1999) amongst others. Lee and Lemieux (2010) provide a good survey
on this emerging strand of the empirical literature.
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older to their peers a little younger than 18 (21). The numerator of the estimator
is the difference in limits of the value of the dependent variable at the cut-off point,
approximated both from the left and the right. More intuitively, aggr, — agg; is
the difference in the estimated intercepts when regressing estimated recidivism on
age at offense, where the variable ageof fense has been centered around the cut-
off point: Qgg, is the intercept when taking into account only observations with
an age above the cut-off and agp is the intercept when using only those below
the cut-off age. The same intuition holds for the denominator, which represents
the differences in the limit of treatment probability from both sides of the cut-
offs. These limits can be represented as the estimated intercepts arp, and aiy,
stemming from regressions of the treatment indicator 7" on the centered variable
ageof fense. Dividing by the difference in treatment probability can be seen as
a normalization which yields the treatment effect as if all subjects got the treat-
ment.'®> This normalization is necessary since, in our “fuzzy” setting, the jump in
treatment probability is expected to be smaller than 1 at both cut-offs.!6
Underlying this identification strategy is the assumption that unobservable
characteristics do not vary discontinuously at the cut-off points while treatment
assignment does. Identification is possible when comparing only those individuals
sufficiently close to the cut-off point (see Van der Klaauw (2008) for a formal
derivation). Hence, the optimal bandwidth around the cut-off point needs to be
sufficiently small, but needs to take into account that increased comparability
comes at the price of decreased sample size. We calculate the optimal bandwidth
according to Imbens and Kalyanaraman (2009) yielding a size of 2 years. In
addition, we also apply different bandwidths to increase the robustness of the

estimates.

5Note the similarity of this concept to a well-known “Wald” estimator in an instrumental
variable approach. As was first pointed out by Hahn et al. (2001), the property “having passed
the cut-off point” can be interpreted as an instrument for treatment assignment. In this sense
the denominator of (13) is the result of the first stage regression of criminal law on age at offense
while in the numerator we have the second stage regression of expected recidivism on a list of
variables including age at offense.

6 Following Imbens and Lemieux (2008), RD can be applied in two possible settings, if treat-
ment assignment changes from zero to one at the cutoff, then this is the “sharp” case. If the
probability of treatment assignment changes discontinuously, but the change is smaller than one
following the literature we have a “fuzzy” design. This is also the case in our setting.
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6.1 Comparability of treatment and control group and self

selection

To test for comparability of the sample on both sides of the cut-offs we contrast
the observable characteristics. More specifically we perform an RD analysis on the
single observable variables and check whether any of them exhibits discontinuities.
The results of this analysis can be found in the appendix (table 10).

Looking at the treatment (criminal law), we see that there is no significant
difference at the cut-off of 18. Even though judges can apply criminal law once the
offender has turned 18 when committing the crime, our data show that they rarely
do so. Looking at 21, however, we can reject the hypothesis of no discontinuity in
treatment assignment. We find a jump from around 25% just before 21, to 100%
after 21. Given the fact that we do not have a discontinuity at 18 years, we will
concentrate our analysis at 21 years. Moreover, individuals in Germany become
of age at 18 and thus many unobservables might also change at this age, therefore
even if we found something at 18 we would not be sure to identify the treatment
effect.”

Looking at the discontinuities of the other variables, our observations certainly
differ in terms of age. In addition, more individuals just below 21 seem to have
criminal family. Sentence length is also increasing significantly after 21, which is
also reflected by a higher number of months already spent in prison. Moreover,
younger individuals seem to be associated with more “juvenile” crimes. Here we
find significant differences for theft and vandalism.

These discontinuities might have some effect on recidivism. Therefore we will
subsequently control for these and other variables in order to assure that the
estimated effect on recidivism is driven by the actual treatment.

The identified differences do not suggest self selection based on observables.
However, theoretically there might be perfect sorting based on unobservables which
we cannot analyze. We do not see an argument that would justify self selection
into treatment, since this would result in more severe punishment. There could,

however, be the chance of sorting in the sense that juveniles commit their crime

1"The age of 18 appears in the placebo analysis and in fact we observe no discontinuity at 18.
See table 11 for details.
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earlier when milder punishments will still be applied. To test this possibility, we
check the distribution of observation around the cut-offs. If self selection were an
issue, we should see a peak in density shortly before 18 and shortly before 21, since
individuals would try to avoid the tougher punishment regime. However, this does
not seem to be the case (see table 4). Furthermore, empirical evidence suggests
that young offenders are myopic with respect to their punishment (see for example
Lee and McCrary (2009) and Hjalmarsson (2009a)) and highly underestimate the
probability of getting caught. Therefore it seems very unlikely that there is sorting
going on because the offenders do not expect to be caught, giving further support

for the view that we should not suffer from a problem of self selection.

Table 4: Observations RD bins
ange ageoffense | 17-18 18-19 19-20 20-21 21-22
NObs 25 30 22 29 27

6.2 Estimated jumps in expected recidivism

The elements of (13) can be estimated either non-parametrically or local-linearly.
In addition, further covariates might be included in the regressions. We apply the
RD design using a nonparametric regression and allow for covariates. Looking at
the data, the cut-off at 21 seems to have a much stronger appeal than the one at
18. A nonparametric approximation of treatment assignment shows a jump at 21
(of approx. 60 %) but no change at 18 (see figure 1 or table 10).

Based on this observation, the theoretical change in treatment assignment at 18
is not, an effective one. Hence, we focus on the second cut-off point at 21. In table
5, we provide estimates for the average treatment effect as defined in (13) using
different specifications and bandwidths. We have 9 different specifications: First

we only vary the bandwidth without including further controls.'® In a next step

8The analysis was performed based on Imbens and Kalyanaraman (2009), however the op-
timal bandwidth of 3.5 years is not applicable to our sample, since it would also include the
theoretical discontinuity at 18.
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Figure 1: Treatment assignment over age at offense

we group our covariates into three categories: socioeconomic variables, sentence
related characteristics and crime types. Within these categories, we distinguish
those variables where we found significant differences, from those that are balanced
across samples.

The results show a drop in expected recidivism with a magnitude between 0.2
and 0.4, depending on the bandwidth. While there is some variation when we
change the bandwidth, all results are contained in the confidence interval of the
first estimate. Our results show the magnitude of this drop to be quite robust in
the different specifications. For the smallest bandwidth the jump in recidivism is
significant. Increasing the bandwidth reduces significance to a level of 12-13%. As
we include more controls the treatment effect becomes significant again. Moreover,
even if we include all variables that showed significant discontinuities (from 10)
the point estimate is quite stable although the standard error is a little higher
(see column 8). Thus, although we observe discontinuities in some controls, they
do not seem to bias our results. Out of nine specifications six show significant
results and more than half of them exhibit a significance level below 5%. While
the additional covariates affect the standard errors, the size of the estimates is
only slightly changed. This gives an additional indication that our finding is due

to the treatment change and not due to some selection bias. Dividing the jump
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Figure 2: Expected recidivism over age at offense

in recidivism (diff ER) by the jump in treatment assignment (diff T') serves as a
normalization and provides the average treatment effects. The results are provided
in table 5 and yield an estimated drop in recidivism of 0.31 to 0.58 if all delinquents

got, criminal treatment.

6.3 Robustness Check: Placebo estimates

Having found the drop at 21, we want to be sure that it was actually due to a
causal effect of criminal law on recidivism and not due to other factors. We have
partly checked this already by using different bandwidths and covariates, but we
try to increase robustness of the estimation by performing placebo estimates.
Using the same specifications as above, we try to estimate discontinuities in
expected recidivism for cut-offs where no actual law change in terms of punishment
arises. We perform these placebo estimates every six months starting from 17 up
to 22 and thus run the nine RD specifications described above, using the different
bandwidths and covariates. If we find significant effects for some cut-offs except
21, this means that our RD results might as well arise trough unobserved factors
or biases. Since there is no discontinuous change in the assignment probability at

the placebo cut-offs, we don’t divide by the change in treatment (the denominator
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Table 5: RD estimates Part A Cut-off 21

1) (2) ®3) (4) (5) (6) (7) (8) 9)

bdw=1 bdw=2 bdw=2.5 bdw=2.5 bdw=2.5 bdw=2.5 bdw=2.5 bdw=2.5 bdw=2.5
NObs 55 102 131 129 127 125 113 125 113
exp. rec 21- 0.264 0.252 0.245 0.315 0.331 0.330 0.303 0.334 0.329
exp. rec 21+ -0.038 0.034 0.048 0.002 -0.002 -0.028 -0.049 0.076 0.079
diffER -0.301*  -0.218 -0.197 -0.313* -0.333* -0.358%*  _(0.351** -0.258 -0.250*

(0.051)  (0.126)  (0.135) (0.086) (0.071) (0.026) (0.027) (0.117) (0.080)
crim law 21- 0.229 0.350 0.370 0.378 0.393 0.427 0.407 0.458 0.399
crim law 21+ 1 1 1 1 1 1 1 1 1
diffT -0.771 -0.650 -0.630 -0.622 -0.607 -0.573 -0.593 -0.542 -0.601
ATE -0.391* -0.335 -0.313 -0.503** -0.548** _-0.625** -0.592** .0.476 -0.415*

(0.061)  (0.134)  (0.141) (0.042) (0.029) (0.030) (0.043) (0.119) (0.071)
socio econ 1 no no no yes yes yes yes yes yes
socio econ 2 no no no no yes no yes no yes
sentence 1 no no no no no yes yes yes yes
sentence 2 no no no no no no yes no yes
crime 1 no no no no no no no yes yes
crime 2 no no no no no no no no yes

*p <0.10, ¥* p < 0.05, ¥** p < 0.01; p-values in parentheses

In group “1” we control for variables with significant differences. More specifically:

socio econ (socioeconomic variables) 1: age, age?,criminal family; 2: poor social capital, German nationality

sentence (sentence related variables) 1: sentence length, current months in prison; 2: open prison, job contact, total years in prison
crime (type of crime)1: theft, vandalism; 2: robbery

of 13). We only look at the change in recidivism. The full estimates can be found
in the appendix (Tables 11 and 12).

Looking at the results of our placebo estimates, we find that the cut-off at 21
has the highest level of significance in most specifications. However, also at 20.5
some of the models show significant results. Also here we have a negative point
estimate. Te identified drop at 20.5 can be explained by our imprecise measure
for age. In fact, this finding even provides further support of our earlier finding
that criminal law decreases recidivism. For all other placebos at most two out of
nine specifications are significant. Therefore in sum, the placebo estimates provide

further robustness to our findings.

7 Discussion

The main result of our analyses is that the application of criminal law does not
stimulate juvenile recidivism, as suggested by many US studies, but rather de-
creases it. Based on the bivariate probit estimates, the treatment criminal law
reduces recidivism by about 30%, while the RD approach identifies a drop of about

40%. The results of both approaches are thus similar in sign and significance. It
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is possible that the small differences are due to different samples underlying the
estimations: While in the bivariate probit model we look at adolescents only, the
regression discontinuity design requires observations beyond the cut-off point (age
21). Hence, individuals in the latter analysis are older on average. In addition, a
regression discontinuity design gives more weight to the observations close to the
cut-off point and thus only provides a weighted average treatment effect (Lee and
Lemieux, 2010).

In the following two subsections we first explore the robustness of our dependent,

variable and then relate our findings to the existing literature.

7.1 Robustness of Expected Recidivism

To what extent could the results be driven by a measurement error in the outcome
variable? Continuing from the discussion in section 3.1, our proxy for recidivism
might be subject to a bias. What could be the direction of such an effect? In
juvenile prisons, there are more schooling possibilities and personal custodians.
Along with general education also crime deterrence education might take place,
potentially leading to a temporary underestimation of the real rate of recidivism.
In contrast, one might also think of stronger peer pressure in juvenile prisons which
might lead to competition in toughness and an exaggerated report of recidivism.
While the first case would lead to an underestimation of the treatment effect, the
second case might result in an issue. However, if such a peer effect exists, it is
likely to not only affect self-reported measures of recidivism but might also drive
the real behavior after release (see e.g. Bayer et al., 2009). Hence, we cannot find
a convincing argument that would damage our results. Furthermore, due to the
fact that we find so few individuals who consider themselves certain to reoffend
(only 4% in our sample), an exaggerated report of recidivism is unlikely to be the

case.

7.2 Reconciliation with US findings

The question arises why our results are so different from the US evidence on ju-
veniles transferred to criminal courts. A possible way to reconcile the different

findings is the assumption of a non-monotonic relationship between harshness and
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recidivism. In this view, increasing the severeness of punishment can cause differ-
ent reactions depending on its present level. In fact, there is also evidence from the
US which finds reduced juvenile recidivism after stricter sanctions. Hjalmarsson
(2009b) shows that incarceration in juvenile facilities can be an effective measure
in combating juvenile crime as opposed to even milder punishments such as a pro-
bation or a fine. She argues that, in the case of the US American juvenile prisons
she analyzes, the deterrent effect seems to outweigh the drawbacks of incarcera-
tion, in particular its stigma and potential peer effects. A similar argument might
hold for German criminal prisons when compared to juvenile prisons, where the
net effect of a harsher environment seems to be that criminal behavior on the part
of adolescent inmates is discouraged.

Combining the results with the reported effects of tougher US transfer laws
would then suggest, at least for adolescents, a U-shaped pattern of the relation-
ship between harshness of punishment and recidivism. Keeping this picture in
mind, German prisons seem to be to the left of the minimum point - and thus
incarceration in harsher criminal prisons results in reduced recidivism. US crimi-
nal prisons, on the other hand, seem to be to the right of the minimum already -
and thus more harshness increases recidivism. The results from Chen and Shapiro
(2007) lend further support to this hypothesis by showing that increased harshness
in US criminal prisons is likely to result in increased recidivism. This explanation
would indicate generally stricter sanctions in the US when compared to Germany
(or Europe in general) - a view which seems to find support in the literature. As
Whitman (2003) writes in the introduction to his book on the difference between
the legal systems in the two continents, “criminal punishment in America is harsh
and degrading - more so than anywhere else in the liberal west.” Based on this
assessment, in the US system adolescents are generally punished more severely,
especially after ending up in criminal prison, and therefore might not be able to
reintegrate into society afterwards. In contrast, the German system is rather mild
and sees incarceration as the “ultima ratio”, especially for juveniles.

Second, the observed reactions might also hinge on the age of the individuals
in the sample. While US transfer laws usually refer to 16 or 17-year-old offenders,
we base our analysis on individuals older than 18. The optimal level of harshness

might depend on the age of the offender. Put differently, the relative gains from
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harsh sanctions might increase with age, which could be explained by the limited
deterrent effects for (myopic) adolescents found by Lee and McCrary (2009).
Another potential driver of criminal behavior is peer effects. As reported by
Bayer et al. (2009), incarceration can enforce subsequent criminal behavior, es-
pecially for individuals with similar crime types. The difference in results might
thus be caused by stronger peer effects in German juvenile prisons when compared
to their US counterparts. However, even though the German characterization
of incarceration as “ultima ratio” might lead to a more negative selection of the

“toughest guys”, we do not see why peer pressure should be stronger than in the
US.

8 Conclusion

In this paper, we have analyzed the impact of sanction type on inmates’ expecta-
tions of their subsequent criminal behavior. To overcome the identified bias due to
the selection process into criminal law, we first used a bivariate probit model that
provides an unbiased estimate of the treatment coefficient, given that the model is
correctly specified. In a second step, we exploited the fact that in Germany there
are two potential jumps in the probability of being sentenced under criminal law.
By taking advantage of the discontinuity at the age of 21, we isolated the causal
impact of criminal law on expected recidivism in a regression discontinuity design.
The results from both approaches suggest that being sentenced under criminal
law discourages young people from recidivism. This finding is in stark contrast to
the literature on US transfer laws and shows that the legal framework in Germany
seems to be substantially different from its North American counterpart.
Moreover, our results have implications for juvenile legislation across Europe.
The Committee of Ministers of the Council of Europe is trying to establish Euro-
pean standards of juvenile law and refers to the German rules as a good example
(see memorandum CM(2003)109 to recommendation Rec(2003)20). Specifically,
Rec(2008)11 “European Rules for Juvenile Offenders Subject to Sanctions and
Measures” suggests an extended application of juvenile law for adolescents. Our

results question the optimality of this policy - at least for the case of incarceration.
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Table 6: Biprobit Equation 1: Drivers of expected recidivism (rho=0.5)

(1) (2) 3) (4) (5)
recidivism recidivism recidivism recidivism recidivism
age -2.642%F  3.506%FF  _3.674FFF _3.662FF  -6.791FFF

(0.020)  (0.009)  (0.006)  (0.023)  (0.000)

age2 0.062%%  0.081%FF  0.085%%*  0.085%*  0.154%%*
(0.033)  (0.010)  (0.006)  (0.025)  (0.000)

criminal law -1.316%* -1.417%* -1.477F* -1.128* -1.038
0.025)  (0.020)  (0.017)  (0.091)  (0.202)

job contact 050000 0.523FKF 0 5TQRRE () 89RHHH
(0.000)  (0.000)  (0.001)  (0.000)

criminal family 0.461%%%  0.409%** 0.453* 1.483%*
(0.006)  (0.000)  (0.096)  (0.015)

social contact 0.074 -0.217 -0.730%*
(0.848)  (0.494)  (0.026)

poor social capital 0.387 0.352 0.674*
(0.143) (0.248) (0.088)

prison experience 0.014 1.201
(0.981) (0.130)

prison years 0.254%* 0.304*
(0.018) (0.052)

criminal record 0.0252 0.0187
(0.272) (0.275)

open 0.767*%  1.090%**
(0.025) (0.009)
sentence length 0.075
(0.564)
months in prison -0.011
(0.545)

german 3.103%**
(0.001)

high school -4.632%**
(0.000)

drugs 0.794%**
(0.000)
fraud 0.295
(0.542)

theft -1.158%**
(0.001)
robbery 0.0164
(0.982)
vandalism -0.309
(0.499)

Constant 27.71%* 37.36%%%  39.10%** 38.65%* 70.67H**
(0.028) (0.010) (0.007) (0.025) (0.000)

NObs 90 85 85 81 79

Constraint: rho=0.5
* p < 0.10, ¥* p < 0.05, *** p < 0.01; p-values in parentheses
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Table 7: Biprobit Equation 2: Treatment assignment (rho=0.5)

(1) (2) () (4) (5)
crim.law  crim.law  crim.Jaw  crim.law  crim.law
ageoffense 0.907*%F  0.918%FF 0. 914%FF*  1.253%%F 1 474FFF
(0.000)  (0.000)  (0.000)  (0.000)  (0.003)
criminal family -0.086 -0.342 -0.065 -0.047
(0.827)  (0.343)  (0.818)  (0.934)
social contact 0.562 0.752 1.339
(0.273) (0.213) (0.209)
poor social capital 0.872% 1.123* 1.467
(0.089)  (0.054)  (0.117)
prison experience -6.983%** 5 183%**
(0.000) (0.000)
prison years 0.190%** 0.217
(0.000) (0.329)
criminal record 0.038 -0.003
(0.439)  (0.966)
german -0.752
(0.346)
high school 0.693
(0.433)
drugs -5.784%**
(0.000)
fraud -0.216
(0.665)
theft -0.724
(0.404)
robbery -7.589%**
(0.000)
vandalism -5.096%**
(0.000)
Constant -19.20%F%  -19.39%*F 90, 15%FF  _27.23FF*  _30.90%**
(0.000)  (0.000)  (0.000)  (0.000)  (0.006)
Rho 0.5 0.5 0.5 0.5 0.5
ATE S0.311%F*%  _0.318%**  _(0.323%*F*  _(.252%* -0.178
(0.001)  (0.001)  (0.001)  (0.030)  (0.149)
NObs 90 85 85 81 79

Constraint: rho=0.5

* p < 0.10, ¥* p < 0.05, ¥** p < 0.01; p-values in parentheses
standard errors of ATE computed using delta method
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Table 8: Biprobit Equation 1: Drivers of expected recidivism (rho=0)

(1) (2) 3) (4) (5)
recidivism recidivism recidivism recidivism recidivism
age -3.009%F  -3.864%FF  _3.960%F*  -3.623**F  -6.811*F*

(0.015)  (0.005)  (0.003)  (0.040)  (0.000)

age2 0.069%%  0.089%%F  0.091%*¥*  0,083%*  0.154%**
(0.021)  (0.007)  (0.004)  (0.045)  (0.000)

criminal law -0.614 -0.708 -0.773 -0.523 -0.465
(0.364) (0.312) (0.274) (0.504) (0.612)

job contact -0.526%FF  0.530%F%  _0.630%FF  -0.965%**
(0.000)  (0.000)  (0.000)  (0.000)

criminal family 0.489%%*  (.463*** 0.470% 1.490%*
(0.004)  (0.000)  (0.078)  (0.012)

social contact 0.018 -0.256 -0.740%*
(0.963)  (0.421)  (0.025)

poor social capital 0.270 0.258 0.564
(0.354) (0.431) (0.180)

prison experience 0.106 1.255
(0.857) (0.103)

prison years 0.257%* 0.305%*

(0.016)  (0.035)

criminal record 0.0259 0.0169
(0.278) (0.176)

open 0.790%* 1.139%**
(0.027) (0.004)
sentence length 0.072
(0.576)
months in prison -0.009
(0.605)

german 31324k
(0.000)

high school -4.314%F*
(0.000)

drugs 0.819%**
(0.000)
fraud 0.301
(0.531)

theft _1.142%%%
(0.002)
robbery 0.110
(0.878)
vandalism -0.314
(0.473)

Constant 32.02%* 41.59%%F  42.66**F* 38.56** T1.19%**
(0.012) (0.005) (0.002) (0.041) (0.000)

NObs 90 85 85 81 79

Constraint: rho=0
* p < 0.10, ¥* p < 0.05, *** p < 0.01; p-values in parentheses
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Table 9: Biprobit Equation 2: Treatment assignment

(1) (2) () (4) (5)
crim.law  crim.law  crim.Jaw  crim.law  crim.law
ageoffense 0.937*%%F  0.915%*F  0.916%F*  1.188%**  1.506***
(0.000) (0.000) (0.000) (0.000) (0.005)
criminal family -0.184 -0.379 0.048 -0.313
(0.673)  (0.259)  (0.843)  (0.471)
social contact 0.410 0.484 0.980
(0.467) (0.450) (0.338)
poor social capital 0.880 1.076* 1.344
(0.115)  (0.086)  (0.187)
prison experience -6.593%** 4 722%**
(0.000) (0.000)
prison years 0.160*** 0.155
(0.000)  (0.479)
criminal record 0.012 -0.014
(0.817)  (0.838)
german -0.701
(0.412)
high school 0.414
(0.641)
drugs -5.809***
(0.000)
fraud -0.445
(0.400)
theft -0.971
(0.315)
robbery -7.588%**
(0.000)
vandalism -4.691%**
(0.000)
Constant -19.80%F%  -19.34%*F  20.09%*F  _25.61FFF  -31.04%**
(0.000) (0.000) (0.000) (0.000) (0.009)
Rho 0 0 0 0 0
ATE -0.177 -0.192 -0.204 -0.136 -0.090
(0.274)  (0.218)  (0.175)  (0.456)  (0.601)
NObs 90 85 85 81 79

Constraint: rho=0

* p < 0.10, ¥* p < 0.05, ¥** p < 0.01; p-values in parentheses
standard errors of ATE computed using delta method
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Table 10: Discontinuities at 21

and 18

disc. 21

disc. 18

recidivism
criminal law

age

german

high school
social contact
poor social capital
criminal family
prison experience
prison years
criminal record
job contact

open

sentence length
months in prison
drugs

fraud

theft

robbery
vandalism

-0.197
0.630%***
2.534%H*

-0.184

0.133

-0.190

0.016
-0.171%*
-0.032
0.943
0.898
-0.004
0.081

2.871*
31.993**

-0.048

0.107
-0.383%*

-0.075

-0.234%*

0.141
0.000
-0.090
-0.045
0.047
0.210
-0.373%*
-0.120
-0.163
-0.311
-4.001°*+*
-0.153
0.188*
-0.430
-1.352
0.292°%*
0.112
-0.427**
-0.023
-0.186

standard errors in parentheses

* p < 0.10, ** p < 0.05, *** p < 0.01
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Table 11: Placebo estimates (1)

(1) (2) (3) 4) (5) (6) (7) (8) )
17 0109 0.091 -0.045 -0.096 -0.208 -0.040 -0.175 -0.148 -0.515%
(0.636) (0.647) (0.814) (0.631) (0.267) (0.818) (0.335) (0.381) (0.061)
NObs | 43 80 89 85 84 83 74 83 74
175 | 0119 0125 0162 0204 0212 0146 0091 0133  0.117
(0.746) (0.577) (0.413) (0.349) (0.252) (0.483) (0.635) (0.514) (0.551)
NObs | 50 85 101 97 96 95 85 95 85
18 0.136 0175 0.141 0.162 0.181 0117 0210 0.161  0.231
(0.613) (0.396) (0.449) (0.410) (0.371) (0.546) (0.233) (0.435) (0.239)
NObs | 53 93 107 103 102 101 91 101 01
185 | 0.241 0073 0053 0137 0130 0154 -0.079 0.059  -0.094
(0.449) (0.719) (0.777) (0.450) (0.486) (0.377) (0.583) (0.671) (0.540)
NObs | 49 96 122 118 117 116 104 116 104
19 0.157 -0.071 -0.092 -0.107 -0.091 -0.205 -0.212 -0.230 -0.212
(0.626) (0.730) (0.614) (0.578) (0.643) (0.237) (0.128) (0.173) (0.177)
NObs | 50 103 126 122 121 119 107 119 107

RD estimates of diffER, columns represent model specifications as in table 5

p-values in parentheses
*p<0.10, ¥* p < 0.05, ¥** p < 0.01
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Table 12:

Placebo estimates (2)

(1) (2) (3) (4) (5) (6) (7) (8) (9)
195 | -0.056 0.026 -0.002  0.010 0.016  -0.043 -0.027 -0.075  -0.024
(0.810) (0.890) (0.991) (0.964)  (0.945)  (0.843) (0.883) (0.734) (0.902)
NObs | 46 101 129 126 125 123 112 123 112
20 0.463 0305 0.265  0.181 0203  0.182 0100  0.173  0.107
(0.102) (0.110) (0.122) (0.220)  (0.172)  (0.187) (0.688) (0.210) (0.671)
NObs | 50 105 130 127 126 124 113 124 113
205 | -0.288 -0.179 -0.144 -0.333%% -0.417FFF _0.307F -0.793% -0.304%F -0.725
(0.224) (0.320) (0.374) (0.019)  (0.004)  (0.053) (0.084) (0.045) (0.102)
NObs | 52 105 131 129 128 124 113 124 113
215 |0.322%% 0163 0.144  0.139 0.139  0.145 0128  0.152  0.197*
(0.041) (0.220) (0.239) (0.285)  (0.279)  (0.318) (0.283) (0.259) (0.077)
NObs | 59 107 130 128 126 124 112 124 112
22 0.060 0.154  0.140  0.158 0199  0.168  0.197 0074  0.117
(0.640) (0.274) (0.294) (0.262)  (0.190)  (0.195) (0.157) (0.556) (0.356)
NObs | 52 109 138 136 134 132 119 132 119
225 | 0234 0213 0202  0.218 0231 0181 0265  0.164  0.187
(0.291) (0.216) (0.195) (0.166)  (0.137)  (0.228) (0.128) (0.206) (0.215)
NObs | 55 116 135 133 131 128 116 128 116

RD estimates of diffER, columns represent model specifications as in table 5

p-values in parentheses

*p<0.10, ¥* p < 0.05, ¥** p < 0.01
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