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Tag der mündlichen Prüfung: 22. November 2011





Mild pro-p-groups with trivial
cup-product

Gutachter: Prof. Dr. Kay Wingberg

Prof. Dr. Alexander Schmidt





Abstract

Using results of J. Labute on strongly free sequences in free Lie algebra (cf.
[Lab06]), A. Schmidt proved a sufficient conditions for a finitely presented pro-p-
group G to be mild and hence in particular of cohomological dimension cd G = 2
(cf. [Sch06], [Sch10]). This criterion admits an elegant formulation in terms of

the cup-product H1(G,Z/pZ) × H1(G,Z/pZ)
∪→ H2(G,Z/pZ). In particular,

one requires it to be surjective. In this thesis, we study the complementary
case of finitely presented pro-p-groups G having trivial cup-product. Under
this assumption there exist higher Massey products which are closely related to
the Zassenhaus filtration of G. We give an explicit description of the structure
of the graded Lie algebras associated to (generalized) Zassenhaus filtrations of
free pro-p-groups and establish analogues of Labute’s results for pro-p-groups
which are mild with respect to these filtrations. We formulate and prove a gen-
eralization of Schmidt’s criterion for arbitrary higher Massey products. Further
investigations are pursued in the special case of one-relator pro-p-groups. We
construct a class of mild pro-2-groups having trivial cup-product, which occur
as Galois groups GS(2) of the maximal 2-extensions of Q unramified outside
certain finite sets of places S. To this end, we generalize the description of the
triple Massey product via Rédei symbols given by M. Morishita and D. Vogel
(cf. [Mor02], [Vog04]) to the case of wild ramification. Finally this product is
determined explicitly for Galois groups of the form GTS (2) (i.e. in addition to re-
stricted ramification the corresponding extensions are completely decomposed
above the set of primes T ) and an example of a fab pro-p-group of cohomological
dimension 2 having only 3 generators is constructed.





Zusammenfassung

Aufbauend auf Ergebnisse von J. Labute über stark freie Sequenzen in freien
Lie-Algebren (s. [Lab06]), entwickelte A. Schmidt eine hinreichende Bedingung,
unter welcher eine endlich präsentierte pro-p-Gruppe G mild, also insbeson-
dere von kohomologischer Dimension cd G = 2, ist (s. [Sch06],[Sch10]). Dieses
Kriterium lässt auf elegante Weise durch das gruppenkohomologische Cup-

Produkt H1(G,Z/pZ)×H1(G,Z/pZ)
∪→ H2(G,Z/pZ) ausdrücken und fordert

insbesondere die Surjektivität desselbigen. In der vorliegenden Arbeit betra-
chten wir den komplementären Fall endlich präsentierter pro-p-Gruppen G mit
verschwindendem Cup-Produkt. Unter dieser Voraussetzung existieren höhere
Massey-Produkte, die im engen Zusammenhang mit der Zassenhaus-Filtrierung
von G stehen. Für (verallgemeinerte) Zassenhaus-Filtrierungen auf freien pro-
p-Gruppen geben wir eine explizite Beschreibung der Struktur der assoziierten
graduierten Lie-Algebren an und übertragen Labutes Resultate auf Gruppen,
die bezüglich dieser Filtrierungen mild sind. Wir formulieren und beweisen
eine Verallgemeinerung von Schmidts Kriterium für beliebige höhere Massey-
Produkte. Eine weitere Vertiefung dieser Resultate wird im Falle endlich erzeug-
ter pro-p-Gruppen mit dimFp H

2(G) = 1 erreicht. Wir konstruieren eine Klasse
milder pro-2-Gruppen mit trivialem Cup-Produkt, welche als Galoisgruppen
GS(2) der maximalen außerhalb bestimmter endlicher Stellenmengen S un-
verzweigter 2-Erweiterungen von Q auftreten. Hierzu verallgemeinern wir die
von D. Vogel und M. Morishita (s. [Mor02], [Vog04]) bewiesene Beschreibung
des dreifachen Massey-Produkts mittels Rédei-Symbolen auf den Fall wilder
Verzweigung. Schließlich wird eine explizite Darstellung dieses Produkts für Ga-
loisgruppen der Form GTS (2) (d.h. neben der auf S beschränkten Verzweigung
wird zusätzliche volle Zerlegung über der Stellenmenge T gefordert) gegeben
und wir konstruieren so eine Fab-pro-p-Gruppe der kohomologischen Dimen-
sion 2 mit lediglich 3 Erzeugern.
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Introduction

Mild pro-p-groups and p-extensions with restricted
ramification

The introduction of Galois cohomological techniques is doubtlessly one of the
major landmarks of 20th century algebraic number theory. For example, class
field theory for a local or global field k is nowadays usually formulated via
cohomological duality properties of the absolute Galois group Gk of k together
with a description of the dualizing module in terms of arithmetic data. In this
context, the reciprocity map, which classically has been formulated as a mapping
of generalized ideal class groups, occurs as a special case of a perfect pairing of
certain cohomology groups induced by the cup-product. The question whether
for a given profinite extension of a local or global field k such duality properties
hold is of group theoretical nature and hence makes sense for arbitrary, i.e. not
necessarily arithmetically defined, profinite groups. One central task related
to this abstract class field theory of a given profinite group is to determine its
cohomological dimension. The duality theorems in group cohomology, which
are mainly due to J. Tate, can of course be considered as analogs of classical
duality theorems such as Poincaré duality. As for the dimension of a manifold,
it is the cohomological dimension that indicates the dimension of the (possibly
perfect) cup-product pairing.

The central objects studied in this thesis are mild pro-p-groups. The concept
of mild groups has first been developed by J. Labute in [Lab85] in the case of
discrete groups and since then been studied extensively by J. Labute, D. Anick
et al.∗) They have become of great importance for algebraic number theory
and arithmetic geometry since in [Lab06] J. Labute applied mild pro-p-groups
to study tamely ramified p-extensions of the rationals. This has recently led
to much more far-reaching results due to A. Schmidt (e.g. see [Sch10]). Mild
pro-p-groups constitute examples of finitely presented pro-p-groups which are
of cohomological dimension ≤ 2. This is the main reason for their importance
not only from a group theoretical but also from an arithmetic point of view.
Their definition is based on the existence of strongly free presentations via free
groups. Although the notion of a strongly free presentation might appear rather
technical at first sight, it can be motivated in a plausible way by the following
well-known fact: Let G be a pro-p-group and

1 R F G 1

∗)The term “mild”has been introduced by D. Anick in [Ani87].



12 Introduction

be a minimal presentation, i.e. F is a free pro-p-group and the inflation map
inf : H1(G,Z/pZ) −→ H1(F,Z/pZ) is an isomorphism. The complete group
ring FpJGK operates (from the left) on the Fp-vector space R/Rp[R,R] via con-
jugation and the following equivalence holds: The cohomological dimension
cd G of G satisfies cd G ≤ 2 if and only if R/Rp[R,R] is a free FpJGK-module
of rank m := dimFp H

2(G,Z/pZ). Now assume that G is finitely presented and
r1, . . . , rm is a system of defining relations, i.e. the ri generate R as a closed nor-
mal subgroup of F . Consider the Zassenhaus filtration F = F(1) ⊇ F(2) ⊇ . . .
of F . The associated graded object

grF =
∞⊕
i=1

F(i)/F(i+1)

carries the structure of a Fp-Lie algebra, more precisely it is a graded restricted
Lie algebra over Fp. If the sequence of initial forms ρi ∈ grF of the ri satisfies
a certain condition of being “free in maximum possible way”, one can derive
that R/Rp[R,R] is free as FpJGK-module and hence in particular cd G ≤ 2
holds. Such a sequence ρ1, . . . , ρm is called strongly free and in this case we say
that G admits a strongly free presentation. It is one advantage of this approach
that no complete knowledge of the generating relations of G is required. This
can be crucial for arithmetic situations, where for example a description of
appropriately chosen relations modulo the third step of the Zassenhaus filtration
is possible via class field theory. Furthermore, since grF is a locally finite
graded Fp-vector space, one can use computations of Poincaré series to derive
sufficient criteria for a given sequence to be strongly free. One should note
that one can define mild pro-p-groups in an analogous way with respect to
different types of filtrations. In fact, in [Lab06] J. Labute studies strongly free
sequences with respect to (generalized) descending p-central series. Basically
this amounts to the same strategy, however the structure of grF as Fp-Lie
algebra is slightly different in these cases. As will be made more precise below,
with a view towards relating mild pro-p-groups to higher Massey products we
have to consider Zassenhaus filtrations instead.

These sufficient (though in general not necessary) criteria for which a given
pro-p-group is of cohomological dimension ≤ 2 apply to many arithmetically
defined groups. In particular, one is interested in studying the maximal pro-p-
quotient

GS∪S∞(p) = πet1 (Xk,S)(p)

of the étale fundamental group of the arithmetic curve Xk,S := Spec(Ok) \ S
where k is a number field, Ok denotes its ring of integers and S is a finite set
of finite primes. In other words, GS∪S∞(p) is the Galois group of the maximal
p-extension kS∪S∞(p) of k unramified outside S and the set of infinite primes
S∞.∗) If S contains the set Sp of primes of k lying above p and k is totally
imaginary if p = 2, it is well-known that cd GS(p) ≤ 2 (cf. [NSW08], Ch.

∗)Of course, the assumption that S is a finite set is a priori not necessary. However, we focus
on this case, since on the one hand GS∪S∞(p) is finitely generated then. On the other
hand, “large” sets of primes having Dirichlet density δ(S) = 1 are well understood.
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X).∗) Furthermore, it is often a duality group (cf. [Win89]) and there is an
arithmetic version of Riemann’s existence theorem stating that the Galois group
Gal(kS(p)|kSp(p)) admits a free product decomposition by local inertia groups.
Under some further assumptions, similar results have been obtained for the
mixed case, i.e. if ∅ ( S ∩ Sp ( Sp (e.g. see [Win86] and [Mai05]). On the
contrary, in the tame case, i.e. if Sp ∩ S = ∅, until recently there have been no
results about the cohomological dimension of GS∪S∞(p) except if p = 2 and k
has a real prime ramifying in kS∪S∞(2) (in which case obviously cd GS∪S∞(p) =
∞). Among the comparatively few facts that have been known are the following
(henceforth S denotes an arbitrary finite set of primes of k disjoint from Sp,
i.e. S may also contain infinite primes): GS(p) is a finitely presented fab pro-p-
group (i.e. the abelianization Hab is finite for any open subgroup H ⊆ GS(p))
and by the Golod-Šafarevič theorem it can be infinite. Furthermore, by results
of I.R. Šafarevič and H. Koch (cf. [Koc02], Ch.11.4), under certain conditions a
minimal presentation of these groups can be given explicitly with the relations
generated by local relations, which can be determined explicitly modulo the
third step of the p-central series. Using the latter presentations, in his 2006
article [Lab06], J. Labute came up with the first examples of finite sets S of
primes of Q such that S ∩ Sp = ∅ for an odd prime p and cd GS(p) = 2 by
showing that under certain conditions these groups are mild, cf. [Lab06]. For
instance, this holds if the linking diagram associated to S is a non-singular
circuit, cf. [Lab06], Th.1.6. Moreover, an elegant application of the Čebotarev
density theorem shows that for any given set S one can always find a finite set
S0 disjoint from S ∪ Sp such that GS∪S0(p) is mild.∗∗)

Under the additional condition that the natural homomorphism

H2(GS(p),Fp) −→ H2
et(XQ,S ,Fp)

is surjective (which for instance is always satisfied in the examples given in
[Lab06]), A. Schmidt showed that cd GS(p) ≤ 2 implies the following geometric
formulation, see [Sch06]: The scheme XS is a K(π, 1) for p, i.e. for any discrete
p-primary module M of GS(p), the Galois cohomology H i(GS(p),M) coincides
with the étale cohomology H i

et(XS ,M)(p) (of the locally constant étale sheaf
M). Using arithmetic arguments, Schmidt weakened Labute’s condition on the
set S in order to obtain cd GS(p) ≤ 2 and proved that in these cases GS(p) is a
duality group of strict cohomological dimension scd GS(p) = 3 and the dualizing
module can be described in terms of idèle classes (cf. [Sch06]). Furthermore,
he showed that for any prime l ∈ S the extension QS(p) realizes the maximal
p-extension of Ql

∗ ∗ ∗) and that an arithmetic form of Riemann’s existence
theorem holds. There has been much effort in transferring these results to
more general situations, such as to the mixed case, to number fields different

∗)In fact, for p = 2 this is also true for an arbitrary number field k if S contains no real prime,
cf. [Sch02], Th.1.

∗∗)It is not hard to show that this can always be achieved by adding at most 2 primes, see
[FG09].

∗ ∗ ∗)This is the tame case analogue of Kuz’min’s theorem, cf. [NSW08], Th.10.8.4.
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from Q and to more general classes of arithmetically defined pro-p-groups, e.g.
see [Sch06], [Vog06], [Vog07], [Win07].

In [Sch10], Th.1.1, A. Schmidt obtained the following remarkable result on
the existence of K(π, 1)′s over an arbitrary number field k:

Theorem (Schmidt). Let p be an odd prime different from char(k). Let S be
a finite set of primes and M an arbitrary set of primes with Dirichlet density
δ(M) = 0. Then there exists a finite set of primes S0 disjoint from S∪M such
that Spec(Ok) \ (S ∪ S0) is a K(π, 1) for p.

The precise statement of Schmidt’s theorem is actually even stronger: Firstly
the theorem deals with the more general groups GTS (p), i.e. the Galois group
of the maximal pro-p-extension of k unramified outside S and completely de-
composed at the primes in T . This generalization is also crucial for avoiding
restrictions on the p-th roots of unity and the p-part of the ideal class group
of k. Moreover analogous results to the case k = Q hold, i.e. for the primes
in S ∪ S0 the complete maximal pro-p-extensions of the associated local fields
are realized, an arithmetic version of Riemann’s existence theorem holds and
under additional assumptions duality properties are obtained. One important
ingredient in the proof is the following [Sch10], Th.6.2:

Theorem (Schmidt). Let p be an odd prime number and G be a finitely
presented pro-p-group such that H2(G) 6= 0.∗) Assume that H1(G) admits a
decomposition H1(G) = U⊕V as Fp-vector space, such that the following holds:

(i) The cup-product V ⊗ V ∪−→ H2(G) is trivial.

(ii) The cup-product U ⊗ V ∪−→ H2(G) is surjective.

Then cd G = 2.

This result is a cohomological reformulation of [Sch06], Th.5.5, where, using
Labute’s results on strongly free sequences in Lie algebras, it is shown that such
pro-p-groups are mild. The same statement is true for pro-2-groups, which has
been proven by J. Labute and J. Mináč [LM11] and later independently by
P. Forré [For10]. Obviously the assumptions of the above criterion imply the

surjectivity of the cup-product H1(G) ⊗ H1(G)
∪−→ H2(G). Equivalently, if

G = F/R is a minimal presentation of G and r1, . . . , rm ∈ R∩F(2) is a minimal
system of defining relations, then the ri are linearly independent modulo F(3).
If this is not the case, e.g. if R ⊆ F(3), then G can still be mild, but the cup-
product doesn’t contain enough information. If the cup-product vanishes, there
exist well-defined higher Massey products. It has been shown independently by
M. Morishita [Mor04] and D. Vogel [Vog04], that in analogy to a well-known
result on the cup-product (cf. [NSW08], Th.3.9.13), the defining relations can
be determined modulo higher filtration steps of the Zassenhaus filtration via
these products. In this thesis we investigate the notion of mild pro-p-groups
with respect to (generalized) Zassenhaus filtrations and prove a generalization

∗)For a pro-p-group G we set Hi(G) := Hi(G,Z/pZ), i ≥ 0.
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of Schmidt’s theorem to arbitrary Massey products (and arbitrary p). Further-
more, we give arithmetic examples of these groups in terms of Galois groups of
the form GTS (2) over the rationals.

Structure of this thesis and main results

As we have already remarked, there is a close link between Massey products and
the Zassenhaus filtration of finitely presented pro-p-groups. In the first chapter,
we investigate the structure of the associated Lie algebras of certain p-restricted
filtrations of free pro-p-groups and study the notion of mild pro-p-groups with
respect to these filtrations.

If (Gi)i∈N is a p-restricted filtration of the (pro-p-group) G, i.e.

[Gi, Gj ] ⊆ Gi+j , Gpi ⊆ Gpi,

the associated graded object grG =
⊕∞

i=1Gi/Gi+1 is a graded restricted Lie
algebra over Fp. A special class of these filtrations is given by the Zassenhaus
(x, τ)-filtrations (F(τ,i))i∈N of a finitely generated free pro-p-group F on gen-
erators x = {x1, . . . , xd} with weights τ = (τ1, . . . , τd), which are induced by
natural filtrations of the complete group ring FpJF K. Concerning the structure
of grF , we prove the following

Theorem (1.3.8). Let F be the free pro-p-group on the set x = {x1, . . . , xd}
and let τ1, . . . , τd ∈ N. Then grτ F = F(τ,i)/F(τ,i+1) is a free restricted Lie
algebra over Fp on the images of the xi in grF .

This result might seem classical, but according to the author’s knowledge it
cannot be found in the standard literature. For the proof we can make use
of techniques similar to those used in [Laz65], where the lower p-central series
is considered instead of the Zassenhaus filtration. In this case the associated
graded Lie algebra is a free Lie algebra over the polynomial ring Fp[π]. However,
this only holds in the case p > 2. If p = 2, one has to deal with mixed Lie
algebras instead (cf. [Laz65], Ch.II, §3). Apart from the fact that the Zassenhaus
filtration is the “natural” filtration when studying higher Massey products, it
is another advantage that the above theorem holds for arbitrary p.

We investigate the notion of strongly free sequences of homogeneous polyno-
mials in the non-commutative polynomial ring Fp〈X1, . . . , Xn〉. We give equiv-
alent characterizations and recall criteria due to J. Labute (for polynomials of
Lie type) and D. Anick ([Ani82]). Anick’s criterion is a powerful tool which
applies to arbitrary polynomials. It is based on the notion of a combinatorially
free sequence of monomials. We introduce a special multiplicative monomial
order, which will later be crucial in the proof of the Massey product criterion,
cf. (2.3.2). The last section is devoted to the study of finitely presented pro-
p-groups which are mild with respect to the Zassenhaus (x, τ)-filtration. The
main result is the following
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Theorem (1.5.10). Let F be the free pro-p-group on x = {x1, . . . , xd} endowed
with the (x, τ)-filtration for some τ = (τ1, . . . , τd). Let G be a mild pro-p-group
such that G = F/R = 〈x1, . . . , xd | r1, . . . , rm〉 is a strongly free presentation
with respect to the Zassenhaus (x, τ)-filtration where R ⊆ F(τ,2) denotes the
closed normal subgroup generated by ri, i = 1, . . . ,m. Set σi := degτ ri, i =
1, . . . ,m. Then the following holds:

(i) We have cd G = 2 and the relation rank h2(G) of G is equal to m.

(ii) The FpJGK-module R/Rp[R,R] is free over the images of r1, . . . , rm.

(iii) We have grτ (G) = grτ (F )/(ρ1, . . . , ρm) where (ρ1, . . . , ρm) denotes the
ideal of the restricted Lie algebra grτ (F ) generated by the initial forms ρi
of ri.

(iv) The universal enveloping algebra Ugrτ (G) of grτ (G) is the graded algebra
associated to the filtration on FpJGK induced by the (x, τ)-filtration on
FpJF K and its Poincaré series satisfies

Ugrτ (G)(t) =
1

1− (tτ1 + . . .+ tτd) + (tσ1 + . . .+ tσm)
.

This generalizes previous results due to J. Labute ([Lab06], Th.5.1) and
P. Forré ([For10], Th.3.7); here we don’t have to assume that the initial forms
ρi are Lie polynomials and we obtain an explicit description of the restricted
Lie algebra grG.

In the second chapter we state and prove a criterion analogous to Schmidt’s
cup-product criterion involving higher Massey products. In the first section we
do this for finitely presented pro-p-groups with relations of degree 3, since in
this case we can apply Labute’s technique based on the elimination theorem
for free Lie algebras. For relations of higher degree, the structure of the basic
commutators becomes unhandy. However, using Massey products we can apply
Anick’s criterion with respect to the monomial order introduced in the first
chapter. After recalling the definition of higher Massey products and its basic
properties, we cite a theorem due to D. Vogel relating these products to the
Zassenhaus filtration. In order to state the main result, we suggest the follow-
ing notation: For a finitely presented pro-p-group G we define the Zassenhaus
invariant z(G) as the supremum of all natural numbers n ∈ N such that in a
minimal presentation G = F/R we have R ⊆ F(n).

Theorem (2.3.2). Let G be a finitely presented pro-p-group with Zassenhaus
invariant z(G) = n <∞. Assume that H1(G) admits a decomposition H1(G) =
U⊕V as Fp-vector space such that for some natural number e with 1 ≤ e ≤ n−1
the n-fold Massey product 〈·, . . . , ·〉 : H1(G)n −→ H2(G) satisfies the following
conditions:

(a) We have 〈ξ1, . . . , ξn〉 = 0 for all tuples (ξ1, . . . , ξn) ∈ H1(G)n such that
#{i | ξi ∈ V } ≥ n− e+ 1.
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(b) 〈·, . . . , ·〉 maps

U⊗e ⊗ V ⊗n−e

surjectively onto H2(G).

Then G is mild with respect to the Zassenhaus filtration. In particular, G is of
cohomological dimension cd G = 2.

Important examples of finitely presented pro-p-groups are constituted by one-
relator pro-p-groups, which for instance occur as the maximal pro-p-quotient of
the absolute Galois group of a local field containing the p-th roots of unity. If
the cup-product pairing H1(G) × H1(G) → H2(G) of the one-relator pro-p-
group G is non-degenerate, then G is a duality group of dimension 2.∗) More
generally, it has been known by a result by J. Labute [Lab67a], that G = F/(r)
is of cohomological dimension 2 if the generating relation r is not “too close” to
being a p-th power. Using the results on bases of free restricted Lie algebras,
we obtain the following more general statement:

Theorem (2.4.6). Let G be a one-relator pro-p-group such that the Zassenhaus
invariant z(G) is prime to p. Then G is mild with respect to the Zassenhaus
filtration.

Finally we discuss an open question due to Serre and show that if G = F/(r)
is a one-relator pro-p-group with z(G) = p and cd G > 2, then r is congruent
to a p-th power modulo F(p+1).

Having developed a criterion for a pro-p-group with trivial cup-product to be
mild, the question arises whether such groups occur as arithmetic groups. Let
S = {l1, . . . , ln,∞} where the li are prime numbers ≡ 1 mod 4 and ∞ denotes

the infinite prime of Q. If all Legendre symbols
(
li
lj

)
2

for i 6= j are trivial, the

Zassenhaus invariant of the Galois group GS(2) of the maximal 2-extension of
Q unramified outside S is at least 3. A description of the generating relations
modulo the fourth step of the Zassenhaus filtration has been given in [Mor02]
and [Vog05]. However, in these cases GS(2) is never mild, since the real prime
becomes complex in QS(2) and hence cd GS(2) =∞.∗∗) Hence, if one wants to
obtain arithmetic examples of mild pro-2-groups over Q, the infinite prime has
to be removed from S. On the other hand, in order to have a trivial Kummer
group VS(Q) (which by [Koc02] is an obstruction for the relations of GS(2) being
generated by local relations), one has to add the prime 2 or primes ≡ 3 mod 4
to the set S. If S contains more than one prime ≡ 3 mod 4, then GS(2) has
Zassenhaus invariant z(GS(2)) = 2. If S contains only one prime ≡ 3 mod 4,
then the relations of GS(2) satisfy certain symmetries and yield sequences which
are not strongly free. Consequently, we have to consider 2-extensions with wild
ramification (i.e. 2 ∈ S) but without ramification at the infinite prime (i.e.
∞ 6∈ S).

∗)These Poincaré groups of dimension 2 are called Demuškin groups.
∗∗)In fact, the same holds for any extension of the of the form GS(2) over an arbitrary number

field k if S contains a real prime of k, cf. [Sch02], Th.4.
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Vogel and Morishita calculate the triple Massey product of GS(2) in the tame
case using a number theoretical symbol introduced be L. Rédei (cf. [Réd38]).
This symbol can be seen as a higher analogue of the Legendre symbol and is
defined in terms of the ramification behavior of primes in certain dihedral ex-
tensions of Q. We transfer these results to the wild case and give a complete
description of the triple Massey product of GS(2) for 2 ∈ S,∞ 6∈ S. This
requires a careful investigation of the question in which cases the dihedral ex-
tensions determining the Rédei symbols are totally real. Explicit examples can
be calculated using the computational algebra system [MAGMA]. It turns out
that one obtains a large supply of mild pro-2-groups having trivial cup-product.
As a general result, we prove the following:

Theorem (3.4.12). Let S = {l0, l1, . . . , ln} for some n ≥ 1 and prime numbers
l0 = 2, li ≡ 9 mod 16, i = 1, . . . , n, such that the Legendre symbols satisfy(

li
lj

)
2

= 1, 1 ≤ i, j ≤ n, i 6= j.

Then GS(2) is a mild pro-2-group with generator rank n + 1, relation rank n
and trivial cup-product

H1(GS(2))×H1(GS(2))
∪→ H2(GS(2)).

As we have already remarked, in the tame case the groups GS(p) are fab pro-
p-groups. Since fab groups are duality groups if their cohomological dimension
is equal to 2, we are interested in finding examples of mild fab groups with
trivial cup-product. The groups given in the above theorem are clearly not fab,
since QS(2) contains the maximal real subfield of the cyclotomic Z2-extension.
However, fab groups occur as Galois groups of the form GTS (2) (here we have
to assume the Leopoldt conjecture for certain totally real extensions of Q and
the prime 2). We compute the triple Massey product of these groups in the
case #T = 1 and using computations with [MAGMA] we construct a fab pro-2
duality group with trivial cup-product:

Example (3.5.4). Let S = {2, 17, 7489, 15809}, T = {5}. Then the group
GTS (2) is mild and admits a minimal presentation G = F/R where F is the free
pro-2-group on x1, . . . , x3 and R is generated by r1, r2, r3 as a normal subgroup
of F , such that

r1 ≡ [[x1, x3], x1] [[x1, x3], x3] [[x2, x3], x1] mod F(4)

r2 ≡ [[x1, x3], x2] mod F(4),

r3 ≡ [[x1, x3], x1] [[x1, x3], x2] [[x2, x3], x1] mod F(4).

Furthermore, GTS (2) is a fab duality group of dimension 2.

One should remark that the existence of fab pro-p-groups is a rather mys-
terious phenomenon: On the one hand, many finitely presented pro-p-Galois
groups can be shown to be fab using arithmetic arguments, since this reduces
to the question whether the associated extension contains a Zp-extension. On
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the other hand, so far we do not have an explicit description of a single infinite
fab group in terms of generators and relations, i.e. we cannot give an “alge-
braic” proof of the fab-property (see also [Lab08]). However, such an algebraic
criterion could itself provide new insight into arithmetic questions related to
Zp-extensions.
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1 Restricted Lie algebras and strongly
free sequences

1.1 p-restricted filtrations of pro-p-groups

Let p denote an arbitrary prime number. The following definition is due to
M. Lazard, cf. [Laz65].

(1.1.1) Definition. Let G be a pro-p-group. A decreasing sequence ω =
(Gn)n∈N of subgroups G = G1 ⊇ G2 ⊇ . . . is called p-restricted filtration of
G if

[Gi, Gj ] ⊆ Gi+j , Gpi ⊆ Gpi

for all i, j ∈ N. The pair (G,ω) will be called p-filtered group. We say that
ω is separated if in addition ⋂

n∈N
Gn = {1}

holds.

Let G be a pro-p-group and ω = (Gn)n∈N a p-restricted filtration of G. Note
that the condition [Gn, G] ⊆ Gn+1 implies that the Gn are normal subgroups
of G. By abuse of notation we denote the function

ω : G N ∪ {+∞},

x ω(x) = sup
n: x∈Gn

n

also by ω. For x, y ∈ G it satisfies the following properties:

(1) ω(xy−1) ≥ min(ω(x), ω(y)),

(2) ω([x, y]) ≥ ω(x) + ω(y),

(3) ω(xp) ≥ pω(x).

Note that (2) implies ω(1) = ∞. Furthermore, ω is separated if and only if
ω(x) = ∞ implies x = 1. On the other hand, if ω̃ : G −→ N ∪ {+∞} is
an arbitrary function satisfying the properties (1)-(3), we can associate to ω a
p-restricted filtration of G by setting

G̃n = {x ∈ G | ω̃(x) ≥ n}.
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These transformations are inverse to each other, hence the datum (G,ω) where
ω = (Gn)n∈N is a p-restricted filtration of G is equivalent to specifying a func-
tion satisfying the properties (1)-(3) and we will make use of both descriptions
concurrently.

(1.1.2) Definition.

(i) Let (G,ωG), (H,ωH) be p-filtered groups. A homomorphism of p-
filtered groups

f : (G,ωG) −→ (H,ωH)

is a homomorphism f : G −→ H, such that ωH(f(x)) ≥ ωG(x) for all
x ∈ G. Furthermore, we say that f is an isometry if it is injective and
ωH(f(x)) = ωG(x) for all x ∈ G.

(ii) Let G be a pro-p-group and ω, ω̃ be p-restricted filtrations of G. We say
that ω is finer than ω̃ if ω(x) ≤ ω̃(x) for all x ∈ G, or equivalently, if
the identity on G yields a homomorphism of p-filtered groups (G,ω) −→
(G, ω̃).

(1.1.3) Remarks.

(i) So far we didn’t need the assumption that G is a profinite (or even pro-p-)
group. The notion of a p-restricted filtration can be defined for any (dis-
crete) group.

(ii) In our applications, the subgroups Gn ⊆ G will be closed (and even open)
subgroups of G, but note that in definition (1.1.1) there are no topological
conditions involved.

(iii) A more general definition of p-restricted filtrations on G is possible by
considering functions ω satisfying the properties (1)-(3) as above but tak-
ing values in R×>0 (cf. [Laz65]). In this context, filtrations as defined in
(1.1.1) are called discrete.

A well-known example of a p-restricted filtration for a pro-p-group G is the
Zassenhaus filtration. It is defined via a natural filtration on the complete
group algebra FpJGK. In order to deal with a more general class of filtrations
later, we start with the following general definition:

(1.1.4) Definition. Let Ω be a ring with unit. A filtration ν of Ω is a
function ν : Ω −→ N0 ∪ {+∞} such that for x, y ∈ Ω the following holds:

(1) ν(x− y) ≥ min(ν(x), ν(y)),

(2) ν(xy) ≥ ν(x) + ν(y),

(3) ν(1) = 0.

If ν is a filtration of Ω, we define two-sided ideals Ωn by setting

Ωn = {x ∈ Ω | ν(x) ≥ n}.

We have ΩnΩm ⊆ Ωn+m for all n,m ∈ N0.
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(1.1.5) Lemma. Let Ω be a ring of characteristic p > 0 and ν a filtration of
Ω. Furthermore, assume that the pro-p-group G ⊆ Ω× is a subgroup of the
multiplicative group of Ω such that ν(g − 1) > 0 for all g ∈ G. Then by setting

ω(g) = ν(g − 1),

the pair (G,ω) is a p-filtered group. We say that ω is the p-restricted filtra-
tion of G induced by ν.

Proof. This follows by straightforward computation using the identity

gh− 1 = (g − 1)(h− 1) + (g − 1) + (h− 1), g, h ∈ G.

We now consider the case where Ω is the complete group algebra FpJGK. We
quickly recall the following

(1.1.6) Definition. Let G be a pro-p-group and O denote a complete commu-
tative local ring. The complete group algebra of G over O is defined as
the projective limit

OJGK := lim←−
U

O[G/U ]

where U runs through the open normal subgroups of G. By I(G) ⊆ OJGK we
denote the augmentation ideal of G, i.e. the kernel of the canonical aug-
mentation map

OJGK O.

Note that I(G) is the closed left (right) ideal generated by g − 1, g ∈ G.

(1.1.7) Definition. Let G be a pro-p-group. Let In(G) denote the n-th power of
the augmentation ideal of the complete group algebra FpJGK and ν the filtration
of FpJGK given by the descending chain of ideals (In(G))n∈N0, i.e.

ν(x) = sup
n: x∈In(G)

n.

The filtration ω = (G(n))n∈N of G induced by ν is called the Zassenhaus
filtration of G, i.e.

G(n) = {g ∈ G | g − 1 ∈ In(G)}.

If G is finitely generated, then G(n) is an open subgroup of G for any n ∈ N.

(1.1.8) Proposition. If G is a finitely generated pro-p-group, the subgroups
G(n) are open and form a neighbourhood basis for 1 ∈ G. In particular, the
Zassenhaus filtration is separated.

Proof. See [Koc02], Th.7.11. The proof uses the fact that the powers In(G)
form a neighbourhood basis for 0 ∈ FpJGK. We will also obtain a more general
statement for free pro-p-groups in (1.3.4).
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By the following theorem of Jennings, one can give a handy recursive descrip-
tion of the groups G(n). For a proof using the theory of restricted Lie algebras
(which we will define in section (1.2)), we refer to [DdSMS99], Th.12.9.

(1.1.9) Theorem. The subgroups G(n) can be described recursively by the for-
mula

G(n) = Gp(dn/pe)

∏
i+j=n

[G(i), G(j)], n ∈ N

where dn/pe denotes the least integer ≥ n/p.∗)

As an immediate consequence of Jennings’ theorem, we see that the Zassen-
haus filtration is the finest p-restricted filtration of G by closed subgroups G(n).

Another class of filtrations frequently occuring in the theory of pro-p-groups
is given by the descending q-central series (G(n,q))n∈N. If G is a pro-p-group
and q is a power of p, the subgroups G(n,q) ⊆ G are recursively defined by

G(1,q) = G, G(n+1,q) = (G(n,q))q[G(n,q), G], n ≥ 1.

For q = p we set G(n) = G(n,p). Furthermore we denote by (Gn)n∈N the usual
descending central series of G defined by

G1 = G, Gn+1 = [Gn, G], n ≥ 1.

Clearly, the descending p-central series is a subfiltration of the Zassenhaus fil-
tration. By (1.1.9), we obtain more precisely the following

(1.1.10) Corollary. For n ≥ 1 we have

G(n) ⊆ G(n).

Equality holds if

(i) n ≤ 2 or

(ii) p = 2, n = 3.

Finally we’d like to state a theorem due to Lazard giving an explicit descrip-
tion of the Zassenhaus filtration in terms of the descending central series. For
a proof see [DdSMS99], Th.11.2.

(1.1.11) Theorem. For n ≥ 1, we have

G(n) =
∏
ipj≥n

(Gi)
pj .

∗)By definition, the groups Gp(i) and [G(i), G(j)] are the closed subgroups generated by p-th

powers xp, x ∈ Gp(i) and commutators [x, y], x ∈ G(i), y ∈ G(j) respectively.
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Although the descending p-central series has many nice properties, for some
purposes the Zassenhaus filtration may appear to be more natural and convient.
For instance, it occurs in the proof (and formulation) of the (generalized) Golod-
Šafarevič inequality (cf. [NSW08], Th.3.9.7 and the following remarks) and in
the study of Massey products, which we will introduce in the next chapter.
Therefore - with a view towards our applications - we will focus on these filtra-
tions and the corresponding restricted Lie algebras when introducing the notion
of mild pro-p-groups. Analogous definitions exist for the descending p-central
series and the corresponding (mixed) Lie algebras, cf. [Lab06] or [LM11].

Now we come back to arbitrary p-restricted filtrations. As usual, we define
the associated graded objects:

(1.1.12) Definition. Let G be a pro-p-group and ω = (Gn)n∈N a p-restricted
filtration of G.

(i) For any i ≥ 1 we set

grωi (G) = Gi/Gi+1.

In a natural way, these quotients are Fp-vector spaces. Furthermore, we
set

grω(G) =
⊕
i≥1

grωi (G)

(ii) The maps G×G −→ G, (x, y) 7−→ [x, y] and G −→ G, x 7−→ xp induce
well-defined maps

[·, ·] : grωi (G)× grωj (G) −→ grωi+j(G),

·[p] : grωi (G) −→ grωpi(G).

Furthermore, we extend these maps lineraly to [·, ·] : grω(G)× grω(G) −→
grω(G) and ·[p] : grω(G) −→ grω(G) respectively.

(iii) If ω is the Zassenhaus filtration, we set gri(G) = grωi (G) and gr(G) =
grω(G).

(1.1.13) Remarks.

(i) It is easily checked that [·, ·] : grω(G) × grω(G) −→ grω(G) is Fp-bilinear
and endowes grω(G) with a Lie algebra structure over Fp. As we will see
in the next section, together with the map ·[p] (which is not Fp-linear in
general), grω(G) is a restricted Lie algebra over Fp.

(ii) In the situation of (1.1.5), the filtration ν of Ω also gives rise to a graded
Fp-vector space grν Ω (or more precisely a graded restricted Lie algebra
over Fp) and the injective map G ↪→ Ω, g 7−→ g − 1 induces an inclusion

grω G ↪→ grν Ω,

cf. [Laz65], App.2.
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1.2 Restricted Lie algebras

If (Gn)n∈N is a p-restricted filtration of a pro-p-group G, we are interested in
the associated graded object

gr(G) =
⊕
n≥1

Gn/Gn+1,

which is a restricted Lie algebra over Fp in the sense of Jacobson, cf. [Jac62].

Unless stated otherwise, if L is a Lie algebra (over an arbitrary commutative
ring), we denote by [·, ·] : L × L −→ L its Lie bracket and for x ∈ L by
ad(x) : L −→ L, y 7−→ [x, y] the adjoint endomorphism. Throughout this
section, let k denote a field of characteristic p > 0.∗)

(1.2.1) Definition. A restricted Lie algebra over k is a Lie algebra L over
k together with a mapping

(·)[p] : L L,

a a[p]

satisfying the following properties:

(i) (αa)[p] = αpa[p], α ∈ k, a ∈ L,

(ii) (a+ b)[p] = a[p] + b[p] +
∑p−1

i=1 si(a, b)/i, a, b ∈ L where si(a, b) denotes the
coefficient of λi−1 in the formal expression ad(λa+ b)p−1(a),

(iii) ad(a[p]) = ad(a)p, a ∈ L.

An ideal r of a restricted Lie algebra L is an ideal of the underlying Lie
algebra of L which is also closed under (·)[p]. In a natural way the quotient
L/r is again a restricted Lie algebra over k. A homomorphism of restricted
Lie algebras is a homomorphism of Lie algebras that commutes with the addi-
tional (·)[p]-maps. In order to avoid confusion, we make the following notational
convention: By Fres we denote the forgetful functor

Fres : {restricted Lie algebras over k} −→ {Lie algebras over k}.

(1.2.2) Example. If A is an associative k-algebra, then A can be considered
as restricted Lie algebra over k setting

[a, b] = ab− ba, a[p] = ap

for a, b ∈ A.∗∗)

∗)In our later applications, we will only have to deal with the case k = Fp.
∗∗)This standard example makes clear why condition (ii) in (1.2.1), which might look rather

technical at first sight, is the natural one.
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More precisely, the construction made in the example yields a covariant func-
tor

Lres : {algebras over k} −→ {restricted Lie algebras over k}.

Furthermore, by L we denote the natural functor

L : {algebras over k} −→ {Lie algebras over k},

sending a k-algebra A to the Lie algebra L(A) having A as underlying k-vector
space and Lie bracket [a, b] = ab− ba. Obviously L = Fres ◦Lres. Similar to L,
the functor Lres also has a left adjoint functor

Ures : {restricted Lie algebras over k} −→ {algebras over k},

given by the so-called (restricted) universal enveloping algebra:

(1.2.3) Definition. Let L be a restricted Lie algebra over k. An (associative)
algebra Ures(L) over k together with a homomorphism of restricted Lie algebras
ψL : L −→ Lres(Ures(L)) is called universal enveloping algebra of L, if for
every algebra A over k the map

Hom(Ures(L), A) Hom(L,Lres(A))

φ φ ◦ ψL,

∼

where Hom(Ures(L), ·) and Hom(L, ·) denote morphisms in the categories of
algebras and restricted Lie algebras over k respectively, is an isomorphism.

(1.2.4) Proposition. For every restricted Lie algebra L over k, there exists a
universal enveloping algebra Ures(L), which is unique up to isomorphism.

Proof. See also [Jac62], Ch.V, Th.12. The uniqueness follows immediately from
the universal property. To construct Ures(L), denote by U the universal en-
veloping algebra of the Lie algebra Fres(L) and let ψ be the canonical mor-
phism ψ : Fres(L) −→ L(U). Let I ⊆ U be the two-sided ideal generated by
ψ(a)p − ψ(a[p]), a ∈ Fres(L) and U = U/I. Now let A be a k-algebra and
σ : L −→ Lres(A) a homomorphism of restricted Lie algebras. By the universal
property of U , σ factors over U via a unique homomorphism φ : U → A. We
have I ⊆ kerϕ and therefore we get the commutative diagram

L U U

A

ψ

σ
∃!ϕ

∃!ϕ

of Lie algebras where we have identified L with Fres(L) etc. Noting that the

map L
ψ // U // U is even a homomorphism of restricted Lie algebras, U

satisfies the desired universal property.
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The above proof shows that we have the commutative diagram

Fres(L) L(Ures(L))

L(U)

ψL

of Lie algebra homomorphisms. Note that since k is a field, Fres(L) is free as
k-module and by the Poincaré-Birkhoff-Witt theorem it follows that the
natural map from Fres(L) to its universal enveloping algebra U is injective. For
the universal enveloping algebras of restricted Lie algebras we have the following
analogue, stating that the map ψL in the above diagram is also an injection.
For a proof see [Jac62], Ch.V, Th.12.

(1.2.5) Proposition. Let L be a restricted Lie algebra over k. Then L is em-
bedded into its universal enveloping algebra, i.e. the homomorphism of restricted
Lie algebras

ψL : L Lres(Ures(L))

is injective.

Furthermore, we will need the following fact: If L′ is a quotient of the re-
stricted Lie algebra L, then Ures(L′) is a quotient of Ures(L) in a natural way.
This is exactly the statement of the following

(1.2.6) Proposition. Let L be a restricted Lie algebra over k and let r ⊆ L
be an ideal. Let R denote the left ideal of Ures(L) generated by the image of r
under the embedding ψL : L ↪→ Lres(Ures(L)). Then R is a two-sided ideal and

the canonical surjection L // // L/r induces an exact sequence

0 R Ures(L) Ures(L/r) 0.

Proof. For the analogous statement for (ordinary) Lie algebras, see [Bou75],
Ch.I, §1.3, Th.1. Since the universal enveloping algebra of a restricted Lie
algebra satisfy the analogous universal property as for an (ordinary) Lie algebra,
the proof carries over.

After having established the basic properties of universal enveloping algebras
for restricted Lie algebras, in the following it will always be clear from the con-
text which category is considered. Therefore, we make the following notational
convention: We omit the functors Fres,L,Lres and for the sake of brevity we
set

UL := Ures(L)

for any restricted Lie algebra L over k.

We are particularly interested in the structure of free restricted Lie algebras
which are defined via the usual universal property. We can construct them as
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follows: Let X be a set and k〈X〉 be the free associative algebra on X over k
with free generating set X. Let L be the restricted subalgebra of Lres(k〈X〉)
generated by X. Then L is the free restricted Lie algebra with free gener-
ating set X over k, denoted by Lres(X).

(1.2.7) Proposition. Let Lres(X) be the free restricted Lie algebra on X over k

and ψ : Lres(X) � � // k〈X〉 the embedding into the free associative algebra on

X over k. Then k〈X〉 is the restricted universal enveloping algebra of Lres(X)
via ψ.

Proof. This is an immediate consequence from the construction of the universal
enveloping algebra ULres(X) as given in the proof of (1.2.4).

In the following, we consider Lres(X) as a restricted Lie subalgebra of
Lres(k〈X〉). Moreover, by L(X) we denote the free Lie algebra on X over
k, which is a Lie subalgebra of L(k〈X〉), i.e. we have inclusions

L(X) ⊆ Lres(X) ⊆ k〈X〉

and via these inclusions k〈X〉 is the universal enveloping algebra for both L(X)
and Lres(X). We say that f ∈ k〈X〉 is of Lie type or of restricted Lie type,
if f ∈ L(X) or f ∈ Lres(X) respectively. Elements of restricted Lie type are
characterized by the following

(1.2.8) Theorem. Let X be a non-empty set. By δ we denote the homomor-
phism of k-algebras defined by

δ : k〈X〉 k〈X〉 ⊗k k〈X〉,

x x⊗ 1 + 1⊗ x, x ∈ X.

For f ∈ k〈X〉 the following statements are equivalent:

(i) f is of restricted Lie type.

(ii) δ(f) = f ⊗ 1 + 1⊗ f .

Furthermore, let Ad be the homomorphism of k-algebras given by

Ad : k〈X〉 End(k〈X〉),

x ad(x) = (y 7→ xy − yx), x ∈ X.

If #X ≥ 2, then (i) and (ii) are equivalent to

(iii) The constant term of f is zero and ad(f) = Ad(f).
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For a proof see [Reu93], Th.1.4 and the remarks at the end of section 2.5.2.

For the sake of simplicity and with a view towards our applications, we
will now assume that X = {X1, . . . , Xd} is finite. In a natural way, k〈X〉 =⊕

n≥0 k〈X〉n is a graded k-algebra via the usual degree function. In order to
give explicit k-bases for the subspaces L(X)n ⊂ L(X) and Lres(X)n ⊂ Lres(X)
of homogeneous elements of degree n, we recall the notion of the set of Hall
commutators.

(1.2.9) Definition. The set Cn ⊆ L(X) of Hall commutators of weight n
together with a total order < is inductively defined as follows:

(i) C1 = {X1, . . . , Xd} with the ordering X1 > . . . > Xd.

(ii) Cn is the set of all commutators [c1, c2] where c1 ∈ Cn1 , c2 ∈ Cn2 such
that n1 + n2 = n, c1 > c2 and if n1 6= 1, c1 = [c3, c4] we have c2 ≥ c4.
The set Cn is ordered lexicographically, i.e. [c1, c2] < [c′1, c

′
2] if and only if

c1 < c′1 or c1 = c′1 and c2 < c′2. Finally for c ∈ Cn we set d < c for any
d ∈ Ci, i < n.

We set C =
⋃
n∈NCn.

(1.2.10) Example. For weights ≤ 3 the Hall commutators are given by

C1 = {Xi | 1 ≤ i ≤ d} (#C1 = d),

C2 = {[Xi, Xj ] | 1 ≤ i < j ≤ d} (#C2 =
(
d
2

)
),

C3 = {[[Xi, Xj ], Xk] | 1 ≤ i < j ≤ d, k ≤ j} (#C3 = 2
(
d+1

3

)
).

Obviously the Hall commutators of weight k are homogeneous polynomials
(of Lie type) of degree k (with respect to the natural grading). Their importance
lies in the following

(1.2.11) Theorem. Let L(X) and Lres(X) be endowed with the natural grad-
ing.

(i) The sets Cn are k-vector space bases of L(X)n. In particular, C =⋃
n∈N Cn is a k-basis of L(X).

(ii) The sets

Cn =
⋃̇

ipj=n
(Ci)

pj

are k-bases of Lres(X)n. In particular, C =
⋃
n∈NCn is a k-basis of

Lres(X).

Proof. The fact that C is a k-basis of L(X) is well-known, cf. [Bou75], Ch.II,
§2.11, Th.1 or [Reu93], Th.4.9 (i). The bases for the subspaces L(X)n are easily
obtained by comparing degrees. Now we show (ii): Let L ⊆ k〈X〉 denote the
k-span of C. Taking into account that the sets Cn generate L(X) and using the
identity (iii) in (1.2.1), it follows that L is closed under taking commutators
and p-th powers, i.e. L is a restricted Lie subalgebra of Lres(k〈X〉) containing
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X and therefore Lres(X) ⊆ L. On the other hand, we clearly have L ⊆ Lres(X)
and hence equality holds. It remains to show that C is linearly independent.
This follows as a direct consequence of the Poincaré-Birkhoff-Witt theorem, cf.
[Bou75], Ch.I, §2.7, Cor.3, stating that the set of all elements of the form

ci1ci2 · · · cik

where cij ∈ C, ci1 ≤ . . . ≤ cik is a k-basis of the enveloping algebra k〈X〉.
In particular, the union Cn =

⋃̇
ipj=n(Ci)

pj is indeed disjoint. Now again the
statement for Lres(X)n follows immediately.

Using weights we define a general class of gradings:

(1.2.12) Definition. Let τ = (τ1, . . . , τd) be a sequence of integers τi > 0. For
a monomial Xi1 · · ·Xid we set

degτ (Xi1 · · ·Xik) = τi1 + . . .+ τik .

We define the (X, τ )-grading on k〈X〉 by

k〈X〉 =
⊕
n≥0

k〈X〉τn

where k〈X〉τn denotes the k-subspace generated by all monomials f satisfying
degτ (f) = n. By (1.2.11), both L(X) and Lres(X) possess k-bases of (x, τ)-
homogeneous polynomials, hence the grading on k〈X〉 induces gradings on L(X)
and Lres(X)

L(X) =
⊕
n≥0

L(X)τn, Lres(X) =
⊕
n≥0

Lres(X)τn.

This makes L(X) a graded Lie algebra, i.e. [L(X)τi , L(X)τj ] ⊆ L(X)τi+j
and Lres(X) a graded restricted Lie algebra, i.e. [Lres(X)τi , Lres(X)τj ] ⊆
Lres(X)τi+j and (Lres(X)τi )p ⊆ Lres(X)τpi. We call the above grading the
(X, τ )-grading of L(X) and Lres(X) respectively. The (X, τ)-grading where
τi = 1 for all i = 1, . . . , d will also be called natural grading.

(1.2.13) Remark. Noting that the Hall commutators are homogeneous with
respect to the (X, τ)-grading for any τ , we deduce that the set

C
τ
n = {c ∈ C | c ∈ Lres(X)τn} ⊆ C

is a Fp-basis for Lres(X)n for all n ∈ N.

Now we come back to p-restricted filtrations of pro-p-groups. As already
remarked, they are closely linked to restricted Lie algebras by the following

(1.2.14) Proposition.

(i) Let (G,ω) be a p-filtered group. Via the maps

[·, ·] : grω(G)× grω(G) −→ grω(G), ·[p] : grω(G) −→ grω(G),

defined as in (1.1.12), grω(G) is a restricted Lie algebra over Fp.
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(ii) Let f : G −→ H be a homomorphism of p-filtered groups (G,ωG),
(H,ωH). Then f induces a canonical homomorphism of restricted Lie
algebras

gr(f) : grωG(G) −→ grωH (H).

Proof. This is straightforward. See [Laz65], App.2, Th.2.3 and Cor.2.4.

1.3 Zassenhaus (x, τ )-filtrations of free pro-p-groups

If F is a finitely generated free pro-p-group, the complete group algebra FpJF K
can be described in terms of formal power series over Fp. This identifica-
tion allows us to define a more general class of p-restricted filtrations. For
X = {X1, . . . , Xd}, by Fp〈〈X〉〉 = Fp〈〈X1, . . . , Xd〉〉 we denote the Magnus alge-
bra on X over Fp, i.e. the algebra of formal power series in the non-commuting
indeterminates X1, . . . , Xd over Fp. It is endowed by the natural degree valu-
ation

deg(
∑
i1,...,ik

ai1,...,ikXi1 · · ·Xik) = inf
i1,...,ik

ai1,...,ik
6= 0

(k),

making it a compact topological Fp-algebra.

(1.3.1) Proposition. Let F be the free pro-p-group over x = {x1, . . . , xd}.
Furthermore, set X = {X1, . . . , Xd}. Then we have a topological isomorphism

FpJF K Fp〈〈X〉〉,

xi 1 +Xi,

∼

mapping the augmentation ideal I(F ) onto the (two-sided) ideal

I(X) = 〈X1, . . . , Xd〉 =
d⊕
i=1

Fp〈〈X〉〉 ·Xi.

Proof. Clearly, assigning to xi ∈ FpJF K the element 1 + Xi ∈ Fp〈〈X〉〉 extends
to a homomorphism ψ : FpJF K −→ Fp〈〈X〉〉 with inverse given by Xi 7−→ xi− 1,
mapping I(F ) onto I(X). Therefore, both ψ and its inverse are continuous,
since the powers of I(F ) and I(X) form full systems of neighbourhoods of
the zero elements in FpJF K and Fp〈〈X〉〉 respectively (cf. also [Laz54], Ch.I,
Th.6.11).

We keep the notation of the above proposition, i.e. F denotes the free pro-
p-group on x = {x1, . . . , xd} and X = {X1, . . . , Xd}. Furthermore, we set
A = Fp〈〈X〉〉. By assigning different weights to the variables Xi, we define a
more general class of valuations on A inducing various p-restricted filtrations
on F .
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(1.3.2) Definition. Let τ = (τ1, . . . , τd) be a sequence of integers τi > 0. We
define the filtration ντ of A by

ντ (
∑
i1,...,ik

ai1,...,ikXi1 · · ·Xik) = inf
i1,...,ik

ai1,...,ik
6= 0

(τi1 + . . .+ τik)

and set Aτ,n = {h ∈ A | ντ (h) ≥ n}, n ≥ 0. The p-restricted filtration ωτ =
(F(τ,n))n≥1 of F induced by ντ , i.e. the filtration given by the normal open
subgroups

F(τ,n) = {f ∈ F |f − 1 ∈ Aτ,n}, n ≥ 1

where we make the identification FpJF K ∼= A as in (1.3.1), is called Zassenhaus
(x, τ )-filtration of F .∗) We write grτi (F ) and grτ (F ) for the associated graded
objects.

Note that if τi = 1 for all i, then F(τ,n) = F(n) is just the usual Zassenhaus
filtration. Since ⋂

n∈N
Aτ,n = {0},

the filtration ωτ is separated.

(1.3.3) Lemma. With the notations of (1.3.2), let the graded Fp-algebra grτ A
be defined as

grτ A =
⊕
n≥0

grτnA where grτn = Aτ,n/Aτ,n+1, n ≥ 0.

By ξi ∈ grττi A we denote the initial forms of Xi, i = 1, . . . , d. Then there is an
isomorphism of graded Fp-algebras

grτ A Fp〈X〉

ξi Xi,

∼

where Fp〈X〉 is endowed with the (X, τ )-grading, associating to Xi the degree
τi.

Proof. This is obvious.

(1.3.4) Proposition. Making the identifications FpJF K ∼= A, grτ A ∼= Fp〈X〉,
the map F ↪→ A induces an embedding

grτ (F ) Fp〈X〉

of graded restricted Lie algebras. In particular, the Fp-vector spaces grτi (F ) are
of finite dimension. It follows that the subgroups Fτ,i are of finite index and
hence open in F and form a neighbourhood basis at 1 ∈ F .

∗)It is not hard to see that these subgroups are closed. The fact that they are of finite index
will be shown in (1.3.4).
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Proof. By (1.1.13) (ii), we get a canonical embedding of grτ (F ) into the graded
Fp-algebra grτ A ∼= Fp〈X〉. By (1.2.14), gr(F ) is a restricted Lie algebra over
Fp in a natural way and one checks immediately that the above embedding is
a homomorphism of restricted Lie algebras.

As the central result of this section, we will show that under the above embed-
ding grτ (F ) identifies with the free restricted Lie algebra Lres(X) over X. This
amounts to proving that grτ (F ) is generated by the initial forms of x1, . . . , xd.
This fact might seem obvious at first sight, but its proof requires some pre-
liminary work. We start by giving a simple equivalent characterization of the
Zassenhaus (X, τ)-filtration. Throughout the rest of this section F denotes the
free pro-p-group over x = {x1, . . . , xd} endowed with the Zassenhaus (x, τ)-
filtration for some fixed τ = (τ1, . . . , τd).

(1.3.5) Lemma. The Zassenhaus (x, τ)-filtration ωτ of F is the finest among
all p-restricted filtrations ω satisfying the following two properties:

(i) ω(xi) ≥ τi, i = 1, . . . , d.

(ii) The subgroups {y ∈ F | ω(y) ≥ n} are closed.

Proof. We keep the notation as in (1.3.2). It is not hard to see that the filtration
ντ is the finest filtration of A in the sense of (1.1.4) satisfying ντ (Xi) ≥ τi, i =
1, . . . d. Now suppose that ω is an arbitrary p-restricted filtration of G satisfying
the conditions (i) and (ii). We have to show that ωτ is finer than ω. To this
end we define ν to be the finest filtration of A satisfying ν(f − 1) ≥ ω(f) for
all f ∈ F , i.e. ν is given by

ν(a) = inf
ν′

(ν ′(a)), a ∈ A

where ν ′ runs over all filtrations of A satisfying ν(f − 1) ≥ ω(f), f ∈ F . By
(1.1.5), ν induces itself a filtration ω̃ on F . We have

ω̃(f) = ν(f − 1) ≥ ω(f), f ∈ F

i.e. ω is finer than ω̃ and we have a homomorphism of restricted Lie algebras

gr(f) : grω F −→ grω̃ F

induced by the identity on F . We claim that ω = ω̃. In fact, by (1.1.13), we
have the inclusion (of restricted Lie algebras) grω̃ F ↪→ grν A. Considering the
induced homomorphisms on the universal enveloping algebras we obtain the
commutative diagram

grω F grω̃ F

Ugrω F Ugrω̃ F Ugrν A

gr(f)

ψ
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where the vertical arrows are injective by (1.2.5). By [Laz65], App.2, Th.2.6,
the composition ψ of the lower horizontal maps is an isomorphism.∗) It follows
that gr(f) is injective which implies that ω̃ is finer than ω and hence ω = ω̃.
Now it is not hard anymore to complete the proof: Since ν(Xi) ≥ ω(xi) ≥ τi
for all i = 1, . . . , d, it follows that ντ is finer than ν and hence the same holds
for the induced filtrations on F , i.e. ωτ is finer than ω̃ = ω.

For the next two statements we closely follow the proofs of [Laz65], Ch.II,
Lemma 3.3.1 and Prop.3.3.2 respectively, where analogous results are treated
in the case of so-called (x, τ, p)-filtrations, which generalize the descending p-
central series.

(1.3.6) Lemma. Fix some natural number n ∈ N. Let G be the closed subgroup
of F generated by the following elements:

(i) The subset of all generators xi where ωτ (xi) = τi > n.

(ii) The p-th powers yp such that pωτ (y) > n.

(iii) The commutators [y, z] where ωτ (y) + ωτ (z) > n.

Then G = F(τ,n+1).

Proof. Clearly, we have the inclusion G ⊆ F(τ,n+1). Now we define a family
(Fi)i∈N of subgroups of F by setting

Fi =

{
F(τ,i), if i ≤ n,
F(τ,i) ∩G, if i > n.

Using the definition of G one checks immediately that [Fi, Fj ] ⊆ Fi+j and
F pi ⊆ Fpi, i.e. these subgroups define a p-restricted filtration of F which we
denote by ω. Furthermore, the Fi are closed and we have ω(xi) ≥ τi for all
i = 1, . . . , d. Now (1.3.5) applies and it follows that ωτ is finer than ω and
therefore Fi = F(τ,i) for all i ∈ N. In particular, Fn+1 = F(τ,n+1) ∩G = F(τ,n+1)

and hence F(τ,n+1) ⊆ G.

Now we give the proof of the announced fact on generators of grτ F :

(1.3.7) Proposition. Let ξi ∈ grττi(F ), i = 1, . . . , d, denote the initial form of
xi. Then grτ (F ) is generated by ξ1, . . . , ξd as restricted Lie algebra over Fp.

Proof. Again we stick closely to the proof of the analogous statement for
(x, τ, p)-filtrations given in [Laz65], Ch.II, Prop.3.3.2. Let I ⊆ N denote the set
of values of ωτ . In other words, I is the smallest subset of N containing τ1, . . . , τd
and being closed under addition and p-th powers. We write I = {i1, i2, . . .}
∗)Theorem 2.6 in [Laz65], App.2 is actually stated in a slightly different way. It involves the

ordinary group ring Fp[G] of some arbitrary (not necessarily free pro-p) p-filtered group
(G,ω) instead of FpJGK. By considering finite groups first and then passing to the limit,
by condition (ii) the statement remains true when considering complete group rings and
filtrations given by closed subgroups.



36 1 Restricted Lie algebras and strongly free sequences

where i1 < i2 < . . .. Let L denote the restricted Lie subalgebra of grτ F gen-
erated by ξ1, . . . , ξd and for i ∈ N let Li denote its homogeneous component of
degree i. By definition of I we have Li = 0 for all i 6∈ I. By induction on n we
prove that

Li = grτi F for all i ≤ in.

First let n = 1. Since i1 is the smallest element in I, we have that F = F(τ,1) =
F(τ,2) = . . . = F(τ,i1) and hence

grτi F = Li = 0 for all i < i1.

Furthermore, since F is topologically generated by x1, . . . , xd and F(τ,i+1) is
an open subgroup of F , grτi1(F ) is generated by the initial forms ξi of the
generators satisfying τi = i1, i.e. grτi1(F ) = Li1 , which completes the initial step
of the induction. Now assume that the hypothesis holds for some n ∈ N. We
have that F(τ,in+1) = F(τ,in+2) = . . . = F(τ,in+1) and therefore

grτi F = Li = 0 for all in < i < in+1.

Now we can apply (1.3.6): Noting that F(τ,in+1+1) is an open subgroup of
F(τ,in+1), it follows that the quotient F(τ,in+1)/F(τ,in+1+1) is generated by genera-
tors xi such that τi = in+1 and by commutators [y, z] and p-th powers yp where
ωτ (y), ωτ (z) ≤ in. By the induction hypothesis, this implies that grτin+1

(F ) is
contained in L and hence grτin+1

(F ) = Lin+1 .

We are finally able to deduce the identification grτ (F ) ∼= Lres(X):

(1.3.8) Theorem. We have an isomorphism of graded restricted Lie algebras

grτ (F ) Lres(X)

ξi Xi,

∼

where ξi ∈ grττi(F ) denotes the initial form of xi, i = 1, . . . , d and Lres(X) is
endowed with the (X, τ)-graduation defined in (1.2.12).

Proof. By (1.3.4) we have the injective homomorphism of restricted Lie algebras

grτ (F ) Fp〈X〉,

sending ξi to Xi. (1.3.7) shows that this yields an isomorphism of grτ (F ) onto
the restricted Lie subalgebra of Fp〈X〉 generated by Xi, i = 1, . . . , d, which is
the free restricted Lie algebra Lres(X). By definition of the (X, τ)-grading on
Lres(X) this isomorphism also respects the gradings.

We can sum up the identifications we have made in the following commutative
diagram of restricted Lie algebras:
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grτ (F ) grFpJF K Fp〈X〉

Lres(X) ULres(X)

∼

∼

∼

(1.3.9) Remark. The notion of Zassenhaus (x, τ)-filtrations extends to arbi-
trary (not necessarily free) finitely generated pro-p-groups: Let G be a pro-p-
group with minimal set of generators y = {y1, . . . , yd} and

1 R F G 1,

xi yi

π

be a minimal presentation of G where F denotes the free pro-p-group on x =
{x1, . . . , xd}. Then the Zassenhaus (x, τ)-filtration on F induces a p-restricted
filtration on G by setting

G(τ,n) = π(Fτ,n).

We denote this filtration also by ωτ . It is the finest p-restricted filtration of G
such that π : (F, ωτ ) −→ (G,ωτ ) is a homomorphism of p-restricted groups. By
grτ (G) we denote the associated graded restricted Lie algebra. We have seen
in (1.3.8) that if G is freely generated by the yi, grτ (G) is the free restricted
Lie algebra on the initial forms of the yi if G is free. The converse also holds:
If grτ (G) is free on the initial forms of the yi, it follows that the induced
homomorphism of restricted Lie algebras

grτ (F ) grτ (G)

is injective, which implies that π : F −→ G is an isomorphism. In fact, suppose
that 1 6= f ∈ R, then, since ωτ is separated, f ∈ F(τ,n) \ F(τ,n+1) for some n,
which contradicts the injectivity of grτn(F ) −→ grτn(G).

As an application of (1.3.8) we are able to give explicit bases for the quotients
F(τ,i)/F(τ,i+1). In analogy to the set of Hall commutators in the free Lie algebra
L(X) we introduce the notion of basic commutators in the free pro-p-group
F , cf. [Vog04]:∗)

(1.3.10) Definition. Let F be the free pro-p-group on the set x = {x1, . . . , xd}.
The set Bn ⊆ L(X) of basic commutators of weight n together with a total
order < is inductively defined as follows:

(i) B1 = {x1, . . . , xd} with the ordering x1 > . . . > xd.

∗)The definition of basic commutators in the free pro-p-group F is exactly the same as for
Hall commutators in free Lie algebras. We only have to replace Lie brackets by taking
commutators in F .
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(ii) Bn is the set of all commutators [b1, b2] where b1 ∈ Bn1 , b2 ∈ Bn2 such
that n1 + n2 = n, b1 > b2 and if n1 6= 1, b1 = [b3, b4] we have b2 ≥ b4.
The set Bn is ordered lexicographically, i.e. [b1, b2] < [b′1, b

′
2] if and only if

b1 < b′1 or b1 = b′1 and b2 < b′2. Finally for b ∈ Bn we set c < b for any
c ∈ Bi, i < n.

Furthermore, we set

Bn =
⋃̇

ipj=n
(Bi)

pj

and B =
⋃
n∈NBn, B =

⋃
n∈NBn.

We obtain the following corollary to (1.3.8).

(1.3.11) Corollary. Let F be the free pro-p-group on x = (x1, . . . , xd) endowed
with the (x, τ)-filtration for some τ = (τ1, . . . , τd). Then the set

B
τ
n = {b ∈ B | b ∈ F(τ,n)} ⊆ B

defines a Fp-basis of grτn(F ) = F(τ,n)/F(τ,n+1).

Proof. By (1.3.8) we have the isomorphism of graded restricted Lie algebras

grτ (F )
∼ // Lres(X) sending the initial form of xi to Xi, i = 1, . . . , d where

Lres(X) is endowed with the (X, τ)-filtration. By definition of the restricted Lie
algebra structure on grτ (F ), it follows that the image of the set B

τ
n in grτn(F )

is mapped bijectively onto the set C
τ
n ⊆ Lres(X) defined in (1.2.13). Since C

τ
n

is a Fp-basis for Lres(X)n, the claim follows.

The correlation to the descending p-central series stated in (1.1.10) remains
true if we replace the Zassenhaus filtration (of the free pro-p-group F ) by the
Zassenhaus (x, τ)-filtation. More precisely, we have the following

(1.3.12) Corollary. For any n ≥ 1 we have

F (n) ⊆ F(τ,n).

Equality holds if

(i) n ≤ 2 or

(ii) p = 2, n = 3, τ = (1, . . . , 1).

Proof. The inclusion F (n) ⊆ F(τ,n) is trivial. It remains to show that F(τ,2) =

F (2). By (1.3.11) we have

[F : F(τ,2)] = p#B
τ
1 = pd = [F : F (2)]

and hence the claim follows.

(1.3.13) Example. We give some explicit examples in the case where τi = 1 for
i = 1, . . . , d, i.e. the free pro-p-group F is endowed with the usual Zassenhaus
filtration. For small n the following sets are explicit bases for the Fp-vector
spaces grn(F ) = F(n)/F(n+1) (cf. [Vog04], Ex.1.1.21; note that in (1.3.11) we
have shown that these generating sets are actually bases):
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n=1:

B1 = B1 = x = {x1, . . . , xd}.

n=2:

B2 =

{
B2, if p 6= 2,
B2 ∪B2

1 , if p = 2

where B2 = {[xi, xj ] | 1 ≤ i < j ≤ d}.

n=3:

B3 =

{
B3, if p 6= 3,
B3 ∪B3

1 , if p = 3

where B3 = {[[xi, xj ], xk] | 1 ≤ i < j ≤ d, 1 ≤ k ≤ j}.

n=4:

B4 =

{
B4, if p 6= 2,
B4 ∪B2

2 ∪B4
1 , if p = 2.

1.4 Strongly free sequences in Fp〈X〉
Throughout this section let X = {X1, . . . , Xd} and A = Fp〈X〉 be endowed with
the (X, τ)-grading for some fixed τ = (τ1, . . . , τd). In particular, homogeneous
will always mean homogeneous with respect to this grading. For f ∈ Fp〈X〉 we
denote by degτ (f) the degree of f with respect to this grading. Furthermore,
we define the augmentation ideal IA of A by

IA = {f ∈ Fp〈X〉 | degτ (f) > 0} = 〈X1, . . . , Xd〉.

(1.4.1) Definition. Let H be a locally finite graded algebra (Lie algebra) over
an arbitrary field k, i.e. H = ⊕∞n=0Hn is a graded k-algebra (Lie algebra) such
that Hn is of finite dimension as k-vector space for all n. Then the Poincaré
series H(t) ∈ ZJtK of H is the formal power series∗)

H(t) =
∞∑
n=0

(dimkHn)tn.

It is additive in exact sequences, i.e. if

0 H ′ H H ′′ 0

is an exact sequence of graded algebras (Lie algebras) over k, then

H(t) = H ′(t) +H ′′(t).

∗)The series H(t) is sometimes also called Hilbert series of H.
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We define a total ordering on ZJtK by setting f(t) > g(t) if the first non-zero
coefficient of f(t) − g(t) is positive. This ordering satisfies the usual compati-
bility properties with respect to addition and multiplication.

(1.4.2) Lemma. Let ρ1, . . . , ρm ∈ IA be homogeneous elements of degree σi =
degτ ρi, i = 1, . . . ,m,

R = 〈ρ1, . . . , ρm〉

be the two-sided ideal of A generated by the ρi and B = A/R be the quotient
algebra. We endow B with the natural induced grading. Then the Poincaré
series B(t) satisfies

B(t) ≥ A(t)

1 +A(t)(tσ1 + . . .+ tσm)
=

1

1− (tτ1 + . . .+ tτd) + (tσ1 + . . .+ tσm)
.

Proof. We follow the arguments given by J. Labute in [Lab06], Prop.3.2. Since
R ⊆ IA, the augmentation sequence

0 IA A Fp 0

gives rise to the exact sequence

0 R/RIA IA/RIA B Fp 0.

By left multiplication, the quotient algebra IA/RIA is a free B-module over
the images of X1, . . . , Xd. Furthermore, R/RIA is a left B-module generated
by ρ1, . . . , ρm using the fact that RA = R(Fp ⊕ IA) = RFp ⊕ RIA where R
denotes the Fp-span of ρ1, . . . , ρm in A. Hence one has a surjective map of
graded Fp-vector spaces ⊕m

i=1B[σi] R/RIA

where for l ∈ N0 by B[l] we denote the Fp-vector space B with grading shifted
by l, i.e. B[l](t) = tlB(t). Summing up, we get an exact sequence of graded
Fp-vector spaces⊕m

i=1B[σi]
⊕d

i=1B[τi] B Fp 0.

Taking Poincaré series, we obtain

−(tσ1 + . . .+ tσm)B(t) + (tτ1 + . . .+ tτd)B(t)−B(t) + 1 ≤ 0

and solving for B(t), this gives the desired inequality.

(1.4.3) Definition. Keeping the notation of (1.4.2), the sequence of homoge-
neous elements ρ = {ρ1, . . . , ρm} ⊂ IA is called strongly free if the inequality
of Poincaré series given in (1.4.2) is an equality, i.e. if

B(t) =
1

1− (tτ1 + . . .+ tτd) + (tσ1 + . . .+ tσm)
. (1.1)
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Furthermore, we also say that the empty sequence ρ = ∅ is strongly free, in
which case B = A and hence

B(t) =
1

1− (tτ1 + . . .+ tτd)
.

(1.4.4) Remark. Note that in the above definition, by a slight abuse of no-
tation, ρ = {ρ1, . . . , ρm} is considered as the sequence (and not just as the
subset) consisting of ρ1, . . . , ρm. For example the sequence ρ = {X1} is strongly
free, whereas the sequence ρ = {X1, X1} is not. However, obviously the strong
freeness of ρ does not depend on the ordering of the ρi.

In general the series on the right hand side of the equation (1.1) is not positive,
which is of course a necessary condition for the existence of a strongly free
sequence with given degrees.∗) In the case where τ = (1, . . . , 1) and σi = σ is
constant, we have the following

(1.4.5) Proposition. Let τ = (1, . . . , 1) and ρ1, . . . , ρm be a strongly free se-
quence of homogeneous elements of constant degree σ = degτ ρi ≥ 2, i =
1, . . . ,m. Then

m ≤ dσ(σ − 1)σ−1

σσ
<

dσ

(σ − 1)e

where e = 2.718 . . ..

A proof of this statement can be found in [Ani82], Lemma 3.5.

By definition, strongly free sequences minimize the Poincaré series of the quo-
tient algebra B. They were first introduced by D. Anick (cf. [Ani82]), gener-
alizing the notion of a regular sequence in the commutative case. Note that
in [Ani82], an equivalent definition is used not involving the Poincaré series.
Since the Poincaré series proves useful to compare these equivalent conditions
with further characterizations made in terms of Lie algebras (cf. (1.4.21)), we
prefer this definition. The original definition due to Anick is condition (iii) in
the following proposition.

Following Anick, by CGA we denote the category of (non-commutative)
connected, locally finite graded algebras over Fp, i.e. the category of graded
Fp-algebras H = ⊕∞n=0Hn such that H0 = Fp and dimFp Hi <∞.

(1.4.6) Proposition. Let ρ1, . . . , ρm ⊂ IA be homogeneous elements. Then the
following statements are equivalent:

(i) ρ1, . . . , ρm is a strongly free sequence.

(ii) The left B-module R/RIA is free over the images of ρ1, . . . , ρm.

(iii) The subalgebra R ⊆ A generated by ρ1, . . . , ρm is free over ρ1, . . . , ρm and
there is an isomorphism of graded Fp-vector spaces

Rq (A/R) A∼

∗)A power series f =
∑∞
i=0 ait

i ∈ ZJtK is called positive if ai ≥ 0 for all i.
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where q denotes the coproduct (or free product) in the category CGA.

Proof. The equivalence (i)⇔(ii) follows directly from the proof of (1.4.2), cf.
also [For10], Lemma 1.3. For the equivalence (i)⇔(iii) see [Ani82], Th.2.6.

(1.4.7) Corollary. Strong freeness is independent of the choice of the grading:
If ρ1, . . . , ρm are also homogeneous with respect to the (X, τ ′)-grading of A for
some τ ′, then ρ1, . . . , ρm is strongly free with respect to the (X, τ)-grading if
and only if it is strongly free with respect to the (X, τ ′)-grading.

Strongly free sequences satisfy the following permanence properties:

(1.4.8) Proposition.

(i) Any subsequence of a strongly free sequence is strongly free.

(ii) Let ρ = {ρ1, . . . , ρm} ⊂ IA, ρ̃ = {ρ̃1, . . . , ρ̃n} ⊂ IÃ be homogeneous ele-

ments where A = Fp〈X1, . . . , Xd〉 and Ã = Fp〈X̃1, . . . , X̃e〉. Then ρ∪ ρ̃ is
a strongly free sequence in Fp〈X1, . . . , Xd, X̃1 . . . , X̃e〉 if and only if ρ and
ρ̃ are strongly free sequences in A and Ã respectively.

Proof. A proof of (i) is given in [Ani82], Lemma 2.7. For the sake of complete-
ness, we give a sketch of the arguments: Let ρ = {ρ1, . . . , ρm, ρm+1, . . . , ρn} be
a strongly free sequence of homogeneous elements in IA, A = Fp〈X〉 of degrees
σi = degτ ρi. Let R denote the two-sided ideal generated by ρ and R̃ be the
ideal generated by the subsequence ρ1, . . . , ρm. Setting B = A/R, B̃ = A/R̃,
we have B = B̃/〈ρm+1, . . . , ρn〉, i.e. B is the quotient of B̃ by the two-sided
ideal generated by the images of ρm+1, . . . , ρn. A similar argument as in (1.4.2)
shows that

B(t) ≥ B̃(t)

1 + B̃(t)(tσm+1 + . . .+ tσn)
,

or equivalently

B̃(t) ≤ B(t)

1−B(t)(tσm+1 + . . .+ tσn)
.

By assumption we have

B(t) =
A(t)

1 +A(t)(tσ1 + . . .+ tσn)
,

from which it follows that

B̃(t) ≤ 1

B(t)−1 − (tσm+1 + . . .+ tσn)

=
1

A(t)−1 + (tσ1 + . . .+ tσn)− (tσm+1 + . . .+ tσn)

=
1

A(t)−1 + (tσ1 + . . .+ tσm)
=

A(t)

1 +A(t)(tσ1 + . . .+ tσm)
.

Hence also the sequence ρ1, . . . , ρm is strongly free.
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For the proof of statement (ii) set A = Fp〈X1, . . . , Xd, X̃1 . . . , X̃e〉 and note
that A q Ã ∼= A. Let R, R̃,R denote the two-sided ideals of A, Ã,A generated
by ρ, ρ̃, ρ = ρ ∪ ρ̃, respectively. Let σi = degτ ρi and σ̃i = degτ̃ ρ̃i denote
the degrees of the ρi, ρ̃i (with respect to the chosen gradings given by τ =

(τ1, . . . , τd), τ̃ = (τ̃1, . . . , τ̃e)). The canonical surjection A // // A/R factors

via the commutative diagram (of graded homomorphisms)

A A/R

Aq Ã A/Rq Ã/R̃.

∼

As a general fact, for C,D ∈ Ob(CGA) we have

(C qD)(t)−1 = C(t)−1 +D(t)−1 − 1

(cf. [Lem74], 5.1.10). Supposing that ρ and ρ̃ are strongly free in A and Ã
respectively, we conclude that

(A/R)(t) ≤
(

(A/R)(t)−1 + (Ã/R̃)(t)−1 − 1
)−1

=
(
A(t)−1 + (tσ1 + . . .+ tσm) + Ã(t)−1 + (tσ̃1 + . . .+ tσ̃n

)
− 1)−1

=
(
A(t)−1 + Ã(t)−1 − 1 + (tσ1 + . . .+ tσm) + (tσ̃1 + . . .+ tσ̃n)

)−1

=
(
A(t)−1 + (tσ1 + . . .+ tσm) + (tσ̃1 + . . .+ tσ̃n)

)−1

and hence ρ is strongly free in A.
It remains to show the converse implication. Assume that ρ = ρ∪ρ̃ is strongly

free in A. The natural projection idq 0 : A = Aq Ã // // A gives rise to the
commutative diagram

A A A/R

A/R′

idq 0

where R′ denotes the ideal of A generated by ρ∪{X̃1, . . . X̃e}. By (i) it follows
that the subsequence ρ of ρ is strongly free in A and, using the opposite state-
ment of (ii) which we have shown above, we conclude that ρ ∪ {X̃1, . . . , X̃e} is
strongly free in A. Hence taking Poincaré series, we have

(A/R)(t) ≤ A(t)

1 +A(t)(tσ1 + . . .+ tσm + tτ̃1 + . . .+ tτ̃e)

=
1

1− (tτ1 + . . .+ tτd + tτ̃1 + . . .+ tτ̃e) + (tσ1 + . . .+ tσm + tτ̃1 + . . .+ tτ̃e)

=
1

1− (tτ1 + . . .+ tτd) + (tσ1 + . . .+ tσm)
.
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This shows that ρ is a strongly free sequence in A. By symmetry, it follows
that also ρ̃ is a strongly free sequence in Ã.

(1.4.9) Remark. Applying (1.4.8) (ii) to ρ̃ = ∅, we see that a sequence of ho-
mogeneous polynomials ρ1, . . . , ρm ∈ IA is strongly free in A = Fp〈X1, . . . , Xd〉
if and only if it is strongly free in A = Fp〈X1, . . . , Xd, Xd+1, . . . , Xd′〉 for any
d′ ≥ d.

Before proceeding, we give two examples of sequences of homogeneous poly-
nomials of Lie type of degree 2 (τ = (1, . . . , 1)), one of which is strongly free.

(1.4.10) Example.

(i) Let d ≥ 4, τ = (1, . . . , 1) and

ρ1 = [X1, X2], ρ2 = [X2, X3], ρ3 = [X3, X4], ρ4 = [X4, X1].

We claim that ρ1, . . . , ρ4 is strongly free. By (1.4.9) we may assume d = 4.
As above we denote by R the two-sided ideal of A generated by ρ1, . . . , ρ4

and set B = A/R. Furthermore, let Ri ⊆ R, Bi ⊆ B, i ≥ 0 denote the
Fp-subspaces of homogeneous elements of degree i and

ri = dimFp Ri, bi = dimFp Bi.

By definition, the sequence ρ1, . . . , ρ4 is strongly free if and only if

B(t) =
1

1− 4t+ 4t2
.

An easy calculation shows that this is equivalent to the recursive formula

b0 = 1, b1 = 4, bi ≤ 2i+1 + 4bi−2, i ≥ 2,

or equivalently

r0 = r1 = 0, ri = 4 · (4i−2 − ri−2) + 4ri−1, i ≥ 2.

LetM := {XiXi+1, i = 1, . . . , 4}. We define the sets Ci, i ≥ 0 inductively
as follows:

C0 = {1},
C1 = {X1, . . . , X4},
Ci = {Xj1Xj2 · · ·Xji | j1 ≡ j2 ≡ . . . ≡ ji mod 2} ∪ MCi−2, i ≥ 2.

Obviously Ci ⊆ Ai and for ci = #Ci we have the recursion formula c0 =
1, c1 = 4 und ci = 2i+1 + 4ci−2, i ≥ 2. Let Ci ⊆ Ai denote the Fp-span of
Ci. By a straightforward inductive argument one shows that Ai = Ri+Ci.
By reason of dimension, this implies the claim, since by (1.4.2) we have
the upper bound ri ≤ 4 · (4i−2 − ri−2) + 4ri−1, i ≥ 2.
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(ii) Now let d ≥ 3 and as above let τ = (1, . . . , 1). We claim that the sequence

ρ1 = [X1, X2], ρ2 = [X2, X3], ρ3 = [X3, X1]

is not strongly free. Again we may assume that d = 3. The Jacobi identity

0 = [X3, ρ1] + [X1, ρ2] + [X2, ρ3]

≡ X3ρ1 +X1ρ2 +X2ρ3 mod RIA

shows thatR/RIA is not free as B-left module over the images of ρ1, ρ2, ρ3

and hence by (1.4.6) the sequence is not strongly free. In fact, there can
be no strongly free sequence of 3 homogeneous polynomials of degree 2 in
3 variables, since the series

1

1− 3t+ 3t2
= 1 + 3t+ 6t2 + 9t3 + 9t4 + 0t5 − 27t6 − . . .

is not positive. A calculation of the first terms of the Poincaré series of
B = A/R using the computational algebra system [MAGMA] in the case
p = 2 yields

B(t) = 1 + 3t+ 6t2 + 10t3 + 15t4 + 21t5 + 28t6 + . . . .

In general one cannot expect that a given sequence of homogeneous poly-
nomials is amenable to computations ’by hand’ as shown in the first example,
even if more sophisticated methods such as Gröbner bases are used. However,
it would be desirable to have some sufficient criteria for strong freeness which
can be checked without much effort for a given sequence. In the following, we
will give a collection of criteria which will later prove useful. We start by a
criterion due to D. Anick for which we need the notion of a combinatorially
free sequence of monomials.

(1.4.11) Definition. Let ρ = {ρ1, . . . , ρm} be a sequence of monomials in IA
(i.e. ρi 6= 1, i = 1, . . . ,m). Then ρ is called combinatorially free if the
following conditions are satisfied:

(i) For any i, j ∈ {1, . . . ,m}, i 6= j, ρi is not a submonomial of ρj.

(ii) For any i, j ∈ {1, . . . ,m} (where not necessarily i 6= j) and any factoriza-
tion ρi = xiyi, ρj = xjyj into monomials xi, yi, xj , yj 6= 1, we have

xi 6= yj .

In other words, the beginning of ρi is not the ending of ρj for any i, j.

The importance of this definition is given by the following

(1.4.12) Theorem. Let ρ = {ρ1, . . . , ρm} ∈ IA be a sequence of monomials.
Then ρ is strongly free if and only if it is combinatorially free.
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For a proof we refer to [Ani82], Th.3.1.

The above theorem yields a necessary and sufficient condition for the strong
freeness of a sequence of monomials, which - for a given sequence - is not hard
to check. For arbitrary homogeneous polynomials, this can be used to derive
powerful criteria.

(1.4.13) Definition. Let < be an arbitrary total ordering on the set X =
{X1, . . . , Xd}. Then < induces a total order on the set of all monomials of
Fp〈X〉 which we also denote by < as follows: For two monomials α, β we have
α < β if and only if

(i) degτ α < degτ β or

(ii) degτ α = degτ β and α <′ β where <′ denotes the lexicographic odering
induced by <.

For an arbitrary polynomial 0 6= f =
∑

α fαα ∈ Fp〈X〉, fα ∈ Fp, where the sum
runs over all monomials, the high term of f (with respect to <) is the highest
monomial α (with respect to <) such that fα 6= 0, i.e. α > β for all β, fβ 6= 0.

(1.4.14) Theorem. Let ρ1, . . . , ρm ∈ IA be a sequence of homogeneous poly-
nomials. Let ρ̃i denote the high term of ρi, i = 1, . . . ,m with respect to <
for some fixed ordering < on X = {X1, . . . , Xd}. If the sequence ρ̃1, . . . , ρ̃m is
combinatorially free, then ρ1, . . . , ρm is strongly free.

For a proof see [Ani82], Th.3.2.

(1.4.15) Example. Let ρ1, . . . , ρ4 be as in example (1.4.10) (i). With respect
to the ordering X2 < X4 < X3 < X1 the high terms are given by the combina-
torially free sequence

ρ̃1 = X1X2, ρ̃2 = X3X2, ρ̃3 = X3X4, ρ̃4 = X1X4.

Hence (1.4.14) applies and this gives an alternative proof for the strong freeness
of the sequence ρ1, . . . , ρ4.

It was noticed by P. Forré that the proof of (1.4.14) remains valid for a more
general class of total orders on the set of all monomials (cf. [For10], Th.2.6).
In particular, in definition (1.4.13) we may replace the grading by any other
grading induced by τ ′ = (τ ′1, . . . , τ

′
d) for arbitrary integers τ ′i ≥ 1. All that is

needed is a total order on the set of monomials which is multiplicative in the
following sense:

(1.4.16) Definition. By M we denote denote the set of all monomials (in-
cluding 1) in Fp〈X〉. A total order < on M is said to be multiplicative if the
following holds:

(i) 1 < α for all 1 6= α ∈M,

(ii) if α < α′, then βαγ < βα′γ for all β, γ ∈M.
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(1.4.17) Remark. In the same way as in (1.4.13), we define the high term
of a polynomial with respect to a given multiplicative order <. Then (1.4.14)
remains true for <, cf. [For10], Th.2.6.

We will now construct a special class of multiplicative orders which might
appear to be rather technical, but which will prove useful in order to deduce
Theorem (2.3.2) in the next chapter.

(1.4.18) Definition. Let U ⊆ X = {X1, . . . , Xd} be a subset and < a total
ordering on X = {X1, . . . , Xd}. We define a total order <U on M as follows:
For a monomial α = Xi1 · · ·Xinα let lUα denote the number of Xi’s in α such
that Xi 6∈ U , i.e. lα := #{k = 1, . . . , nα | Xik 6∈ U}. If β = Xj1 · · ·Xjnβ

is
another monomial, we set α <U β if and only if

(i) degτ α < degτ β or

(ii) degτ α = degτ β and lUα < lUβ or

(iii) degτ α = degτ β and lUα = lUβ and

kUα :=
∑

1≤k≤nα,
Xik

6∈ U

degτ (Xi1 · · ·Xik) < kUβ :=
∑

1≤k≤nβ,
Xjk

6∈ U

degτ (Xi1 · · ·Xik)

or

(iv) degτ α = degτ β and lUα = lUβ and kUα = kUβ and α <′ β with respect to the
lexicographic ordering <′ induced by <.

Very roughly speaking, the more Xi 6∈ U are contained in a given monomial
α and the more right they occur, the higher α is with respect to <U . It is not
hard to check that <U is indeed a multiplicative order on M. Note that for
U = ∅ and U = X it agrees with the order induced by < as defined in (1.4.13).
The following example illustrates that applying Anick’s criterion with respect
to various multiplicative orders is a powerful tool to prove the strong freeness
of a given sequence.

(1.4.19) Example. Let d ≥ 4, τ = (1, . . . , 1). We claim that the sequence

ρ1 = X2
1 + [X1, X2], ρ2 = X2

2 + [X2, X3], ρ3 = [X3, X4], ρ4 = [X4, X1].

is strongly free. It is not hard to see that with respect to any lexicographic
monomial ordering defined as in (1.4.13) the sequence of high terms is never
combinatorially free. However, we can apply Anick’s criterion (1.4.14) with
respect to an ordering of the form <U as in (1.4.18). In fact, fixing the total
ordering X1 < X2 < X3 < X4 and setting U = {X1, X2}, the high terms of the
ρi with respect to <U are given by the combinatorially free sequence

X2X1, X2X3, X4X3, X4X1.
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We cite a result due to P. Forré on how strongly free sequences can be modified
by dealing with different (X, τ)-gradings at the same time. This also provides
greater flexibility in applying Anick’s criterion. The exact statement is the
following (cf. [For10], Cor.3.10):

(1.4.20) Theorem. Let ρ1, . . . , ρm ∈ IA be homegeneous with respect to the
(X, τ)-grading. Suppose that for some τ ′ = (τ ′1, . . . , τ

′
d), τ

′
i ≥ 1 we have

ρi = κi + λi, i = 1, . . . ,m

where κ1, . . . , κm is a strongly free sequence of elements being homogeneous with
respect to the (X, τ ′)-grading and degτ

′
λi > degτ

′
κi for all i = 1, . . . ,m. Then

ρ1, . . . , ρm is also strongly free.

For homogeneous polynomials of Lie type, we have a description of strong
freeness due to J. Labute (cf. [Lab06]), which coincides with the previous defini-
tion. This enables us to make use of a powerful criterion using the elimination
theorem for free Lie algebras.

Let ρ = {ρ1, . . . , ρm} ∈ L(X) be homogeneous polynomials of Lie type. By
r ⊆ L(X) denote the Lie ideal generated by ρ1, . . . , ρm and g = L(X) the
quotient Lie algebra. Then r/[r, r] is a module over the enveloping algebra Ug

of g via the adjoint representation, i.e. the operation is induced by

g× r/[r, r] r/[r, r],

(xmod r, y) ad(x)(y) mod r = [x, y] mod r.

Now we have the following

(1.4.21) Proposition. The sequence ρ is strongly free if and only if r/[r, r] is
a free Ug-module over the images of ρ1, . . . , ρm.∗)

Proof. Let σi = degτ ρi, i = 1, . . . ,m. By [Lab06], Prop.3.2, r/[r, r] is a free
Ug-module over ρ1, . . . , ρm if and only if the Poincaré series of Ug satisfies

Ug(t) =
1

1− (tτ1 + . . .+ tτd) + (tσ1 + . . .+ tσm)
. (1.2)

By [Bou75], Ch.I, §2.3, Prop.1, we have a canonical exact sequence

1 R UL(X) Ug 1

where R denotes the ideal of the enveloping algebra UL(X) of L(X) generated
by r. By definition of r it follows that R = 〈ρ1, . . . , ρm〉 is the ideal generated
by the ρi. Hence we have the identification UL(X)/〈ρ1, . . . , ρm〉 ∼= Ug, which
by definition implies that the equality (1.2) is equivalent to ρ being strongly
free.

∗)This is exactly Def.3.1 in [Lab06]. Note that in our situation k = Fp is a field, so the
condition on Ug being free as k-module is redundant.
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By the elimination theorem for free Lie algebras is formulated as follows
(cf. [Bou75], Ch.II, §2.9, Prop.10): Let S ⊆ X be a subset and R denote set of
all sequences

(s1, . . . , sn, x), n ≥ 0, s1, . . . , sn ∈ S, x ∈ X \ S.

Let a be the (Lie) ideal of L(X) generated by X \ S. Then a can be identified
with the free Lie algebra over R, more precisely one has the natural isomorphism

L(R) a,

(s1, . . . , sn, x) (ad(s1) ◦ · · · ◦ ad(sn)(x).

∼

Using this general fact, one can prove the following

(1.4.22) Proposition. Let S ⊆ X and a ⊆ L(X) the ideal generated by X \S.
Let U denote the enveloping algebra of L(X)/a = L(S). Furthermore, con-
sider a subset T = {a1, . . . , at} ⊂ a whose elements are homogeneous and U -
independent modulo [a, a]. If ρ1, . . . , ρm are homogeneous elements of a which
lie in the Fp-span of T modulo [a, a] and which are linearly independent over Fp
modulo [a, a], then the sequence ρ1, . . . , ρm is strongly free.

This is shown in [Lab06], Th.3.3, noting that by (1.4.21) for Lie polynomials
Labute’s definition of strongly free sequences coincides with our definition.

(1.4.23) Example. We make use of Labute’s criterion to give a third proof of
the strong freeness of the sequence ρ1, . . . , ρ4 given as in (1.4.10) by

ρ1 = [X1, X2], ρ2 = [X2, X3], ρ3 = [X3, X4], ρ4 = [X4, X1].

Then (1.4.22) applies setting

S = {X1, X3} ⊂ X, T = {[X1, X2], [X1, X4], [X3, X2], [X3, X4]}.

This sequence is an example for non-singular circuits which will be defined
in the next section.

1.5 Mild pro-p-groups with respect to Zassenhaus
(x, τ )-filtrations

In this section we introduce so-called mild pro-p-groups. This notion has been
originally introduced by D. Anick in the case of finitely presented (discrete)
groups (cf. [Ani87]). In [Lab06], J. Labute gave a similar definition for finitely
presented pro-p-groups. The main purpose for the study of these groups lies on
the fact that they are of cohomological dimension ≤ 2.

For a pro-p-group G we set

H i(G) := H i(G,Z/pZ) and hi(G) := dimFp H
i(G), i ≥ 0
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(1.5.1) Definition. Let G be a pro-p-group. A presentation

1 R F G 1

of G by a free pro-p-group F is called minimal if the inflation map

inf : H1(G) H1(F )

is an isomorphism.

(1.5.2) Lemma. Let F be the free pro-p-group on x = {x1, . . . , xd} endowed
with the Zassenhaus (x, τ)-filtration for some τ = (τ1, . . . , τd). Then a presen-
tation

1 R F G 1

of a pro-p-group G is minimal if and only if R ⊆ F(τ,2).

Proof. The presentation is minimal if and only if the induced map H1(G) =
(G/G(2))∨ −→ H1(F ) = (F/F (2))∨ is surjective, which is equivalent to R ⊆
F (2) (recall that F (n) denotes the descending p-central series of F ). By (1.3.12),
F (2) = F(τ,2) and hence the claim follows.

If F is the free pro-p-group on x = {x1, . . . , xd} endowed with the Zassenhaus
(x, τ)-filtration for some τ = (τ1, . . . , τd) and R is the closed normal subgroup
generated by r1, . . . , rm ∈ F(τ,2), then

1 R F G 1

is a minimal presentation for G = F/R and we also write

G = 〈x1, . . . , xd | r1, . . . , rm〉.

(1.5.3) Definition.

(i) Let F be the free pro-p-group on x = {x1, . . . , xd} endowed (x, τ)-filtration
for some τ = (τ1, . . . , τd) and r1, . . . , rm ∈ F(τ,2) = F (2). Let X =
{X1, . . . , Xd} and suppose that the sequence of the initial forms ρi of ri

ρ1, . . . , ρm ∈ grτ (F ) ∼= Lres(X) ⊂ Fp〈X〉

is strongly free. Then G = 〈x1, . . . , xd | r1, . . . , rm〉 is called strongly
free presentation with respect to the Zassenhaus (x, τ )-filtration
of the pro-p-group G.

(ii) A finitely generated pro-p-group G with d = h1(G) is called mild (with
respect to the Zassenhaus (x, τ ) − filtration) if it possesses a
strongly free presentation with respect to the Zassenhaus (x, τ)-filtration.
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(1.5.4) Remark. There exist a similar notion of strongly free presentations
(and hence of mild pro-p-groups) with respect to the descending p-central se-
ries (cf. [Lab06]), i.e. where the free pro-p-group F in a minimal presentation
is endowed with the descending p-central series (or more generally a (x, τ)-
filtration). In order to give this definition, one has to transfer the notion of a
strongly free sequence in the associated graded object⊕

i≥1

F (i)/F (i+1),

which carries the structure of a free Lie algebra over the polynomial ring Fp[π].∗)

However, the latter is true only in the case p > 2. If p = 2, one has to deal
with mixed Lie algebras introduced by Lazard, which has been worked out by
J. Labute and J. Mináč (cf. [LM11]). It can be seen as an advantage of the
Zassenhaus (x, τ)-filtration that grτ (F ) ∼= Lres(X) for all p.

For pro-p-groups being mild with respect to the Zassenhaus filtration (i.e.
τ = (1, . . . , 1)) and having relations of constant degree, one can deduce the
following statement immediately from the definition:

(1.5.5) Proposition. Let G be a finitely presented pro-p-group and assume
that G = 〈x1, . . . , xd | r1, . . . , rm〉 is a strongly free presentation with respect to
the Zassenhaus filtration, such that the ri are of constant degree n = deg r1 =
. . . = deg rm. Then we have

h2(G) ≤ h1(G)n(n− 1)n−1

nn
.

Furthermore, unless G ∼= Zp or h1(G) = 2, h2(G) = 1, n = 2, G is not p-adic
analytic.

Proof. Noting that h2(G) ≤ m,∗∗) the first statement follows immediately from
the upper bound for the length of strongly free sequences given in (1.4.5). Using
a generalization of the Golod-Šafarevič inequality, this implies that G is not p-
adic analytic unless G ∼= Zp (i.e. h1(G) = 1, h2(G) = 0) or h1(G) = 2, h2(G) =
1, n = 2, see [Koc69], Satz 3 or [Lub83], Prop.1.3 and Rem.1.4.

In (1.5.10)(v), we will show in greater generality that mild pro-p-groups are
usually not p-adic analytic. This is also interesting from an arithmetic point of
view: If G is the Galois group GS(p) of the maximal p-extension of a number
field k unramified outside the set S not containing the primes above p, this
should hold as a consequence of the famous Fontaine-Mazur Conjecture (cf.
[NSW08], 10.10.12). On the other hand, these groups are often mild, e.g. see
the results of J. Labute [Lab06]. In [Sch10], A. Schmidt has shown in a general
setting, that GS(p) can be “made” mild (and hence it is not p-adic analytic)

∗)Here the multiplication by π can be seen as the analogue of the p-power map in a restricted
Lie algebra. For details see [Lab06].

∗∗)As we will see in (1.5.10)(i), the strong freeness of the presentation implies the equality
h2(G) = m.
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by enlarging the set S, see also (2.3.5) for details. In the third chapter, we will
give a construction of arithmetic examples of mild pro-p-groups with defining
relations of degree n = 3.

(1.5.6) Definition. Let A be a ring with unit and let M be a (left-) A-module.
The projective dimension pdAM of M is the infimum of all n such that
there exists a projective resolution

0 Pn Pn−1 . . . P0 M 0

for M of length n. If no such n exists, we set pdOM = ∞. Furthermore, for
the trivial module we set pdOM = 0.

The following result goes back to A. Brumer ([Bru66]), for a proof see
[NSW08], Cor.5.2.13.

(1.5.7) Theorem. Let G be a profinite group and O a complete commutative
local ring with maximal ideal m, such that O/mn is finite for all n (in particular,
O is compact). We consider O as (left) module over the complete group ring
OJGK via the trivial action of G on O.∗) Then

pdOJGKO = cdpG

where p denotes the characteristic of the residue field O/m.

We will apply this result in the case O = Fp:

(1.5.8) Corollary. Let G be a pro-p-group. Then

pdFpJGKFp = cd G

The following lemma is well-known. However, part of the argumentation will
be reused to prove the main theorem on mild pro-p-groups (see (1.5.10)), so we
have included a proof here.

(1.5.9) Lemma. Let G be a finitely generated pro-p-group, d = h1(G) and

1 R F G 1

a minimal presentation where F denotes the free pro-p-group on x1, . . . xd. Then
there is an exact sequence of FpJGK-modules

0 R/Rp[R,R] FpJGKd FpJGK Fp 0

where the FpJGK-action on R/Rp[R,R] is induced by conjugation.∗∗)

∗)In the following, all modules will be left modules. However, the inversion σ 7−→ σ−1 induces
an equivalence between the categories of left and right OJGK-modules, hence all statements
remain true if we consider right OJGK-modules instead.

∗∗)Precisely, the action of FpJGK on R/Rp[R,R] is induced by the left action (g, r) 7−→ g̃rg̃−1

where g ∈ G and g̃ ∈ F is an arbitrary lift.



1.5 Mild pro-p-groups with respect to Zassenhaus (x, τ)-filtrations 53

Proof. Let IR denote the closed left (right) ideal of FpJF K generated by r−1, r ∈
R. Then we have the commutative exact diagram of Fp-algebras

0 0

0 IRI(F ) IR IR/IRI(F ) 0

0 I(F ) FpJF K Fp 0

I(F )/IRI(F ) FpJGK Fp 0

0 0

0

and hence we obtain the exact sequence of FpJGK-modules

0 IR/IRI(F ) I(F )/IRI(F ) FpJGK Fp 0.

Since I(F ) is free as FpJF K-module over x1 − 1, . . . , xd − 1, it follows that
I(F )/IRI(F ) is free as FpJGK-module over x1−1, . . . , xd−1, i.e. I(F )/IRI(F ) ∼=
FpJGKd. Furthermore, the mapping R −→ IR, r 7−→ r−1 induces a well-defined
homomorphism of Fp-vector spaces

φ : R/Rp[R,R] −→ IR/IRI(F ).

Since R = FpJF Kr = (Fp⊕I(F ))r where r denotes the Fp-span of {r−1, r ∈ R},
we see that φ is surjective. In fact, φ is an isomorphism (see [Bru66], proof of
Th.5.2). Finally the identity

grg−1 − 1

= (g − 1)(r − 1)(g−1 − 1) + (g − 1)(r − 1) + (r − 1)(g−1 − 1) + (r − 1)

≡ g(r − 1) mod IRI(F ), g ∈ F, r ∈ R

shows that φ is compatible with the FpJGK-action which concludes the proof.

Together with theorem (1.5.7), the above lemma is the key step to show that
mild pro-p-groups are of cohomological dimension ≤ 2. This fact is the main
reason for our interest in mild pro-p-groups. However, they have some further
useful properties being summed up in the following theorem:

(1.5.10) Theorem. Let F be the free pro-p-group on x = {x1, . . . , xd} endowed
with the (x, τ)-filtration for some τ = (τ1, . . . , τd). Let G be a mild pro-p-group
such that G = F/R = 〈x1, . . . , xd | r1, . . . , rm〉 is a strongly free presentation
with respect to the Zassenhaus (x, τ)-filtration where R ⊆ F(τ,2) denotes the
closed normal subgroup generated by ri, i = 1, . . . ,m. Set σi := degτ ri, i =
1, . . . ,m. Then the following holds:
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(i) We have cd G = 2 and the relation rank h2(G) of G is equal to m.

(ii) The FpJGK-module R/Rp[R,R] is free over the images of r1, . . . , rm.

(iii) We have grτ (G) = grτ (F )/(ρ1, . . . , ρm) where (ρ1, . . . , ρm) denotes the
ideal of the restricted Lie algebra grτ (F ) generated by the initial forms ρi
of ri.

(iv) The universal enveloping algebra Ugrτ (G) of grτ (G) is the graded algebra
associated to the filtration on FpJGK induced by the (x, τ)-filtration on
FpJF K and its Poincaré series satisfies

Ugrτ (G)(t) =
1

1− (tτ1 + . . .+ tτd) + (tσ1 + . . .+ tσm)
.

(v) If m 6= d− 1, then G is not p-adic analytic.

(1.5.11) Remarks.

(i) If the initial forms ρ1, . . . , ρm are of Lie type, the above statements are
contained in [Lab06], Th.5.1, noting that by (1.4.21) the different no-
tions of strongly free sequences coincide. However, note that dealing with
general strongly free sequences of restricted Lie type yields an important
generalization and is crucial for the application to arithmetically defined
pro-p-groups. A different proof of the fact mild pro-p-groups are of co-
homological dimension ≤ 2 involving (associative) Fp-algebras is given in
[For10].

(ii) The fact that one can check mildness with respect to various Zassenhaus
(x, τ)-filtrations is an obvious but useful property. For example, consider
the pro-p-group

G = 〈x1, x2 | x2
1x

4
2〉,

which is not mild with respect to the Zassenhaus filtration.∗) However, it
is mild with respect to the Zassenhaus (x, τ)-filtration where τ1 = 2, τ2 =
1.

In the following proof we can adopt the main ideas of the proof of [Lab06],
Th.4.1. There similar results are obtained in the case of strongly free sequences
with respect to (generalized) p-central series. The main difference lies in the fact
that we have to deal with graded (associative) Fp-algebras, whereas Labute’s
notion of strong freeness is in terms of free Lie algebras over the polynomial
ring Fp[π].

∗)In general checking that a pro-p-group is not mild with respect to some Zassenhaus (x, τ)-
filtration needs some careful argumentation, since it is not sufficient to show that a given
presentation is not strongly free. However, if the defining relations in a given minimal
presentation are of the same degree and the initial forms are linearly independent over Fp,
then this presentation is strongly free if and only if G possesses a strongly free presentation.
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Proof of (1.5.10). For the sake of simplicity and ignoring our notational con-
ventions, we omit the indices τ during the proof, hence we set F(n) = F(τ,n),
grn(F ) = grτn(F ) etc. By (R(n))n∈N we denote the induced filtration on R, i.e.
R(n) = F(n) ∩R. Furthermore, we set M = R/Rp[R,R] and set M(n) = π(R(n))
where π is the canonical surjection π : R −→ M . In the proof of (1.5.9) we
have seen that we have a canonical isomorphism of graded FpJGK-modules

φ : M R̂/R̂IÂ
∼

(1.3)

induced by R −→ R̂, r 7−→ r − 1 where IÂ = I(F ) is the augmentation ideal

of Â = FpJF K and R̂ = IR denotes the closed two-sided ideal generated by r −
1, r ∈ R. Let R denote the two-sided ideal of A = gr(FpJF K) ∼= Fp〈X1, . . . , Xd〉
generated by the initial forms of ρi of ri, i = 1, . . . ,m. By definition, we have
the inclusion R ↪→ gr R̂. We endow the ideals R̂ and R̂IÂ with the filtrations
induced by the filtration on FpJF K. We obtain a homomorphism

ψ : R/RIA −→ gr R̂/ gr(R̂IÂ) = gr(R̂/R̂IÂ)

of graded Fp-algebras. We claim that ψ is an isomorphism. Noting that the
isomorphism φ (1.3) respects the filtrations on M and R̂IÂ respectively, this is
equivalent to showing that the composite

ξ : R/RIA gr(R̂/R̂IÂ) grM∼

of ψ with the isomorphism grφ−1 is again an isomorphism. We prove this by
induction on degrees. Let k ∈ N and assume that ξ is an isomorphism in degrees
< k (if k = 1, this is clearly fulfilled, since the degree zero subspaces are trivial).

Injectivity of ξ in degree k: First deduce that Rn = grn R̂ for all n < k. In
fact, this follows immediately by induction on degrees from the surjectivity of ξ
(and hence of ψ) in degrees < k. Let χ ∈ grn(R̂IÂ). Then χ is the initial form

of some element
∑l

i=1 xiyi, xi ∈ R̂, yi ∈ IÂ such that deg xi+deg yi = k for all

i. In particular, deg xi,deg yi < k. Using Rn = grn R̂, IA = grn IÂ, n < k, we

conclude that (RIA)k = grk(R̂IÂ) and consequently ψ (and hence ξ) is injective
in degree k.

Surjectivity of ξ in degree k: Let β be a non-zero element in grk(M) and
choose b ∈ Mk = (R/Rp[R,R])k whose inital form is β. Denoting by ri the
image of ri in M , then r1, . . . , rm generate M as FpJGK-module and we may
therefore write

b = g1r1 + . . .+ gmrm

with some gi ∈ FpJGK. Set ωi = deg gi, i = 1, . . . ,m (where we endow FpJGK
with the filtration induced by the (x, τ)-filtration on FpJF K). By definition of
the operation of FpJGK on M , we have (FpJGK)iMj ⊆Mi+j and hence we may
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assume that in the above sum we have gi = 0 or ωi+σi ≤ k for all i = 1, . . . ,m.
Let

k′ := min
i=1,...,m,
gi 6= 0

(ωi + σi).

We claim that k′ = k. To this end, assume k′ < k and let I = {i =
1, . . . ,m | ωi + σi = k′}. Let ρi denote the image of ρi in R/RIA and set

% :=
∑
i∈I

uiρi ∈ R/RIA

where ui ∈ A/R is a preimage of the inital form gi of gi under the canonical
projection

A/R gr(FpJGK) = A/ gr R̂.

By definition % is mapped via ξ to the image of
∑

i∈I giri in grk′M =
Mk′/Mk′+1. Since by assumption deg b = k > k′, we have ξ(%) = 0. By
the induction hypothesis, this implies % = 0 and by (1.4.6) the strong freeness
of the sequence ρ1, . . . , ρm implies ui = 0 for all i ∈ I which yields a condra-
diction, since gi 6= 0, i ∈ I. Hence we have k′ = k, i.e. ωi + σi = k for all i
such that gi 6= 0 and consequently β lies in the image of ξ. This finishes the
induction, i.e. ξ and hence ψ are isomorphisms.

By the definition of the filtrations on R andG, grR is an ideal of the restricted
Lie algebra grF and we have grG = grF/ grR. Let R′ denote the (two-sided)
ideal of A generated by the image of grR under the inclusion grF ↪→ A =
gr(FpJF K) = UgrF . Then we have the inclusions

R ⊆ R′ ⊆ gr R̂ ⊆ A.

But as we have already remarked, the surjectivity of ψ implies R = gr R̂ and
consequently R′ = gr R̂. By (1.2.6) the universal enveloping algebra of grG is
given by

UgrG = UgrF /R′ = A/R = A/ gr R̂ = gr(FpJGK).

From this, it follows immediately that

UgrG(t) = (A/R)(t) =
1

1− (tτ1 + . . .+ tτd) + (tσ1 + . . .+ tσm)
,

since the sequence ρ1, . . . , ρm is strongly free. This shows (iv). In order to prove
statement (iii), let r := (ρ1, . . . , ρm) ⊆ grF denote the ideal of the restricted
Lie algebra grF generated by ρ1, . . . , ρm and consider the exact sequence

0 grR/r grF/r grG 0.

Passing to the universal enveloping algebras and using (1.2.6), we obtain the
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commutative exact diagram

0 0

R gr R̂

UgrF grFpJF K

0 〈grR/r〉 UgrF/r UgrG 0

0 0

where 〈grR/r〉 ⊆ UgrF/r denotes the (two-sided) ideal generated by the image
of grR/r. However, since UgrF/r −→ UgrG is an isomorphism, it follows that
〈grR/r〉 = 0 and since by (1.2.5) grF/r is mapped injectively into its enveloping
algebra, it follows that grR = r, showing (iii).

Under the identification A/R = gr(FpJGK), the isomorphism R/RIA ∼= grM
is an isomorphism of A/R-modules. Therefore, using the equivalent character-
izations of strongly free sequences given in (1.4.6), the gr(FpJGK)-module grM
is free over the initial forms of the images of the ri. Therefore, M is a free
FpJGK-module over the images of the ri, cf. [Laz65], Ch.V, Cor.2.1.1.3. This
proves (ii). Applying this to the standard sequence given in (1.5.9), by (1.5.8)
we conclude that cd G = 2. Furthermore,

h2(G) = dimFp H
2(G) = dimFp H

1(R)F = dimFp Hom(M,Fp)F = m,

which yields (i).
Finally, since the sequence ρ1, . . . , ρm is strongly free, by [Ani82], Lemma 3.4

it follows that the polynomial

gr(FpJGK)(t)−1 = A/R(t)−1 = 1− (tτ1 + . . .+ tτd) + (tσ1 + . . .+ tσm)

has a root in the intervall (0, 1]. If m 6= d−1, there is a root in the open intervall
(0, 1). By a result of M. Lazard (cf. [Laz65], App.3, Cor.3.12) it follows that G
is not p-adic analytic, which shows (v) and concludes the proof.

We want to investigate the question of inheritance of mildness. It is obivous
that quotients of mild pro-p-groups are in general not mild anymore. Also in
general subgroups of mild pro-p-groups need not be mild.

However, we can show that mild pro-p-groups are closed under taking free
products. More precisely we have the following

(1.5.12) Proposition. Let Gi, i = 1, . . . , n be finitely generated pro-p-groups
and set di = h1(Gi). Suppose that for all i ∈ I, Gi is mild with respect to
the Zassenhaus (x, τ i)-filtration where τ i = (τ i1, . . . , τ

i
di

). Then the free pro-p-
product

G =
n∗
i=1
Gi
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is mild with respect to the Zassenhaus (x, τ)-filtration where

τ = (τ1
1 , . . . , τ

1
d1 , τ

2
1 , . . . , τ

2
d2 , . . . , τ

n
1 , . . . , τ

n
dn).

Proof. Set mi = h2(Gi), i = 1, . . . , n. First note that by [NSW08], Th.4.1.4
and Th.4.1.5 the restriction maps res : Hj(G) −→ Hj(Gi) induce isomorphisms

Hj(G) ∼=
n⊕
i=1

Hj(Gi), j ≥ 0.

In particular, it follows that h1(G) =
∑n

i=1 di, h
2(G) =

∑n
i=1mi and cd G ≤ 2.

For i = 1, . . . , n let

1 Ri Fi Gi 1

be a minimal presentation of Gi where Fi denotes the free pro-p-group on the set
xi = (xi1, . . . , x

i
di

) endowed with the Zassenhaus (x, τ i)-filtration. Furthermore,

by assumption Ri is generated by some elements ri1, . . . , r
i
mi ∈ (Fi)(τ i,2) such

that the sequence of initial forms

ρi1, . . . , ρ
i
mi ∈ grτ

i
(Fi) ∼= Lres(X

i) ⊂ Fp〈Xi〉

is strongly free where Xi = {Xi
1, . . . , X

i
di
}. Let F ∼=

n∗
i=1
Fi be the free pro-p-

group on x1
1, . . . , x

1
d1
, x2

1, . . . , x
2
d2
, . . . , xn1 , . . . , x

n
dn

endowed with the Zassenhaus
(x, τ)-filtration where τ = (τ1

1 , . . . , τ
1
d1
, τ2

1 , . . . , τ
2
d2
, . . . , τn1 , . . . , τ

n
dn

). Then G =
n∗
i=1
Gi possesses a minimal presentation

1 R F G 1

where R denotes the closed normal subgroup of F generated by the images
of r1

1, . . . , r
1
m1
, r2

1, . . . , r
2
m2
, . . . , rn1 , . . . , r

n
mn . Now by (1.4.8) it follows that the

sequence of initial forms

n⋃
i=1

{ρi1, . . . , ρimi} ⊂ grτ (F ) ∼= Lres(X) ⊂ Fp〈X〉

is strongly free where X =
⋃n
i=1X

i. Therefore, by definition G is mild with
respect to the Zassenhaus (x, τ)-filtration.

(1.5.13) Remark. With a view towards our applications involving higher
Massey products, we consider finitely presented pro-p-groups only. However, the
notion of strong freeness is neither restricted to finitely generated Fp-algebras
nor to finite sequences, whereas it is of course a crucial assumption to work
with graded algebras that are locally finite. For instance, if A is the free asso-
ciative graded algebra on the countable set X = {X1, . . . , Xn, . . .} with weights
τn → ∞ and ρ = {ρ1, . . . , ρn, . . .} is a sequence of homogeneous polynomials
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of degrees σn → ∞, it makes sense to ask whether the Poincaré series of the
quotient algebra satisfies the condition (1.4.3) for strong freeness and the main
results such as Anick’s criterion (1.4.14) carry over, cf. [Ani82]. This makes
it possible to extend the notion of mildness to pro-p-groups of countably infi-
nite generator rank with respect to p-restricted filtrations with weights tending
to infinity and as in the case of finitely generated groups these groups are of
cohomological dimension 2.





2 Mild pro-p-groups and Massey
products

2.1 Pro-p-groups with relations of degree 3

We want to consider finitely presented pro-p-groups G that admit a minimal
presentation

1 R F G 1

such that R ⊆ F(3). Before giving a sufficient criterion for such groups to be
mild, we deduce the following fact from the results obtained in the first chapter:

(2.1.1) Lemma. Let F be the free pro-p-group on x = {x1, . . . , xd}. Then the
following holds:

(i) Every element f ∈ F(3) may be uniquely written in the form

f ≡



∏
1≤i<j≤d,
1 ≤ k ≤ j

[[xi, xj ], xk]
aijk mod F(4), if p 6= 3,

∏
1≤i≤d

x3ai
i ·

∏
1≤i<j≤d,
1 ≤ k ≤ j

[[xi, xj ], xk]
aijk mod F(4), if p = 3

with ai, aijk ∈ Fp.

(ii) Let f ∈ F(3) \ F(4) and the coefficients ai, aijk ∈ Fp be given as in (i).

Then the initial form f ∈ gr(F ) ∼= Lres(X1, . . . , Xd) of f is given by

f =



∑
1≤i<j≤d,
1 ≤ k ≤ j

aijk[[Xi, Xj ], Xk], if p 6= 3,

∑
1≤i≤d

aiX
3
i +

∑
1≤i<j≤d,
1 ≤ k ≤ j

aijk[[Xi, Xj ], Xk], if p = 3.

Proof. Statement (i) follows directly from (1.3.11). In fact, a basis of F(3)/F(4)

is given by

B3 =

{
B3, if p 6= 3,
B3 ∪B3

1 , if p = 3

where B3 = {[[xi, xj ], xk] | 1 ≤ i < j ≤ d, 1 ≤ k ≤ j},

see also example (1.3.13). If f ∈ F(3) \F(4), we have f ∈ gr3(F ) and we deduce
(ii) immediately by recalling the definition of the restricted Lie algebra structure
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on gr(F ) (cf. (1.2.14)) and the isomorphism of graded restricted Lie algebras
gr(F ) ∼= Lres(X) where Lres(X1, . . . , Xd) ⊂ Fp〈X1, . . . , Xd〉 is endowed with
natural grading (cf. (1.3.8)).

The following result is an analogue of a theorem obtained by A. Schmidt (cf.
[Sch06], Th.5.5), where relations of degree 2 are considered. As for Schmidt’s
theorem, in the following proof we can make use of Labute’s criterion for
strongly free sequences of Lie type (at least if p 6= 3). For relations of de-
grees > 3 applying the same method would be a lot more involved, since the
structure of the basic commutators becomes quite unhandy. We will prove a
generalization for relations of arbitrary constant degree in the third section of
this chapter by applying a different method based on Anick’s criterion.

(2.1.2) Theorem. Let F be the free pro-p-group on generators x1, . . . , xd. Let
r1, . . . , rm ∈ F(3) and let ani , a

n
ijk ∈ Fp be defined by

rn ≡



∏
1≤i<j≤d,
1 ≤ k ≤ j

[[xi, xj ], xk]
anijk mod F(4), if p 6= 3,

∏
1≤i≤d

x
3ani
i ·

∏
1≤i<j≤d,
1 ≤ k ≤ j

[[xi, xj ], xk]
anijk mod F(4), if p = 3.

(2.1)

Suppose that there exists a natural number c, 1 ≤ c < d such that the following
conditions hold:

(i) anijk = 0 if c < i < j, c < k ≤ j and 1 ≤ n ≤ m,

(ii) The m× c
(
d− c+ 1

2

)
-matrix

(anijk)n,(ijk), 1 ≤ n ≤ m, 1 ≤ i ≤ c < k ≤ j

has rank m.

(iii) If p = 3, then ani = 0 if c < i and 1 ≤ n ≤ m.

Then G := F/R is a mild pro-p-group with respect to the Zassenhaus filtration
where R denotes the normal subgroup of F generated by the ri. In particular,
it holds that h1(G) = d, h2(G) = m and cd G = 2.

Proof. Let X = {X1, . . . , Xd} and let ρn ∈ gr(F ) ∼= Lres(X) ⊂ Fp〈X〉 denote
the initial form of rn, i = 1, . . . , n. We show that ρ1, . . . , ρm is a strongly free
sequence. First note that by condition (ii) for all n we have anijk 6= 0 for at least
one triple (i, j, k) satisfying 1 ≤ i ≤ c < k ≤ j. In particular, ρn ∈ gr3(F ) and
therefore

ρn =



∑
1≤i<j≤d,
1 ≤ k ≤ j

anijk[[Xi, Xj ], Xk], if p 6= 3,

∑
1≤i≤d

ani X
3
i +

∑
1≤i<j≤d,
1 ≤ k ≤ j

anijk[[Xi, Xj ], Xk], if p = 3,
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n = 1, . . . ,m.
First suppose p 6= 3. Since the ρn lie in the free Lie subalgebra L(X) of

Lres(X), we can make use of Labute’s criterion (1.4.22) to show that ρ1, . . . , ρm
is a strongly free sequence in L. Let S = {Xc+1, . . . , Xd}, a ⊆ L be the
ideal generated by {X1, . . . , Xc} and B the enveloping algebra of L/a = L(S).
Furthermore, let

T = {[[Xi, Xj ], Xk]
∣∣ 1 ≤ i ≤ c, c < k ≤ j ≤ d} ⊆ a.

Since a/[a, a] is a free B-module with a basis consisting of the images of
ξ1, . . . , ξc, it follows that T is B-linearly independent modulo [a, a]. Now by
condition (i) and since [[ξi, ξj ], ξk] ∈ [a, a] if i ≤ j ≤ c or i ≤ c < j, k ≤ c,
the elements ρi lie in the Fp-span of T modulo [a, a] and by condition (ii) are
Fp-linearly independent modulo [a, a]. Hence (1.4.22) applies and we conclude
that ρ1, . . . , ρm is a strongly free sequence.

In order to deal with the slightly more difficult case p = 3, we apply Forré’s
theorem (1.4.20) by endowing Lres(X) with the (X, τ ′)-grading where

τ ′i =

{
2, if i ≤ c,
1, if i > c.

Then ρn decomposes as

ρn = ρn,1 + ρn,2 + ρn,3

where

ρn,1 =
∑
c<i≤d

ani X
3
i +

∑
c<i<j≤d
1 ≤ k ≤ j

anijk[[Xi, Xj ], Xk],

ρn,2 =
∑

1≤i≤c
ani X

3
i +

∑
1≤i≤c<j≤d
1 ≤ k ≤ c

anijk[[Xi, Xj ], Xk]

+
∑

1≤i<j≤c≤d
1 ≤ k ≤ j

anijk[[Xi, Xj ], Xk],

ρn,3 =
∑

1≤i≤c<k≤j≤d
anijk[[Xi, Xj ], Xk].

By conditions (i) and (iii) we have ρn,1 = 0 for all n. Furthermore, degτ
′
(ρn,2) ≥

5 and degτ
′
(ρn,3) = 4, noting that condition (iii) implies ρn,3 6= 0. Hence by

(1.4.20) it is sufficient to show that the sequence ρ1,3, . . . , ρm,3 is strongly free.
This follows as in the case p 6= 3, which concludes the proof.

(2.1.3) Remarks.

(i) Note that condition (ii) implies that the relations r1, . . . , rm are linearly
independent modulo F(4). If this is not the case, G can still be mild. How-
ever, in order to give criteria for mildness in these cases, more information
about the relations is required, e.g. some conditions on ri modF(5).
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(ii) It can be easily checked that the conditions (i)-(iii) in (2.1.2) are actu-
ally independent of the choice of a minimal system of defining relations.
However, a priori they depend on the choice of the system {x1, . . . , xd}
of free generators of F . In the third section of this chapter we will give
a purely cohomological (and even slightly stronger) formulation of the
above theorem, i.e. we formulate analogous conditions only involving the
cohomology groups H i(G,Z/pZ), i = 1, 2 (cf. (2.3.2)).

(2.1.4) Example. Let p be arbitrary. Let F be the free pro-p-group on
x1, x2, x3 and R be the normal subgroup of F generated by r1, r2, r3 where

r1 = xp1 · [[x1, x3], x2],

r2 = xp1 · [[x1, x2], x2],

r3 = xp1 · [[x1, x3], x3].

We claim that G = F/R is mild. If p > 2, (2.1.2) applies with c = 1 and hence
G = F/R is mild with respect to the Zassenhaus filtration. In the case p = 2,
G cannot be mild with respect to the Zassenhaus filtration, since there is no
mild pro-p-group G with respect to the Zassenhaus filtration satisfying h1(G) =
h2(G) = 3 where the generating relations in a minimal presentation of G are
of degree 2, cf. (1.4.10). Instead we consider the (x, τ)-filtration on F where
τ1 = 3, τ2 = τ3 = 1. Then the sequence of initial forms ρi ∈ grτ (F ) ∼= Lres(X)
of the ri is given by the strongly free sequence

ρ1 = [[X1, X3], X2] ∈ grτ5(F ),

ρ2 = [[X1, X2], X2] ∈ grτ5(F ),

ρ3 = [[X1, X3], X3] ∈ grτ5(F ).

Hence G is mild with respect to the Zassenhaus (x, τ)-filtration.

2.2 Massey products and applications to the
cohomology of pro-p-groups

In this section we recall the notion of Massey products, which have been
introduced by W.S. Massey as higher analogues of the cup product in algebraic
topology (cf. [Mas58]). After quickly recalling the basic definitions and proper-
ties, we cite an important application to the cohomology of finitely presented
pro-p-groups: As noticed by H. Koch, there is a close relation between higher
Massey products and relations lying in higher Zassenhaus filtration steps, cf.
the remark in [Koc78], p.109. The exact results we use here have been proven
independently by D. Vogel and M. Morishita ([Vog04] and [Mor04]). This con-
nection will enable us to prove a much more general version of (2.1.2) in the
next section.

Massey products can be studied in a context as general as the cohomology
of complexes, i.e. they can be defined for various cohomology theories (e.g.
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see [Kra66], [May69] and [Den95]). For the applications we have in mind, we
introduce them for group cohomology with trivial modules as coefficients.

Let G be a profinite group, A be a trivial discrete G-module and denote by
C∗(G,A) the standard inhomogeneous cochain complex (e.g. see [NSW08], Ch.I,
§2).∗)

(2.2.1) Definition. Let n ≥ 2 and α1, . . . , αn ∈ H1(G,A). We say that the
n-th Massey product 〈α1, . . . , αn〉 is defined if there is a collection

A = {aij ∈ C1(G,A) | 1 ≤ i, j ≤ n, (i, j) 6= (1, n)}

(called a defining system for 〈α1, . . . , αn〉), such that the following conditions
hold:

(i) aii is a representative of the cohomology class αi, 1 ≤ i ≤ n.

(ii) For 1 ≤ i < j ≤ n, (i, j) 6= (1, n) it holds that

δ2(aij) =

j−1∑
l=i

ail ∪ a(l+1)j .
∗∗)

If A is a defining system for 〈α1, . . . , αn〉, we consider the 2-cocycle

bA =
n−1∑
l=1

a1l ∪ a(l+1)n

and denote its class in H2(G,A) by 〈α1, . . . , αn〉A. We set

〈α1, . . . , αn〉 =
⋃
A
〈α1, . . . , αn〉A

where A runs over all defining systems. The Massey product 〈α1, . . . , αn〉 is
called uniquely defined if #〈α1, . . . , αn〉 = 1. The n-th Massey product
is uniquely defined for (G,A) if 〈α1, . . . , αn〉 is uniquely defined for all
α1, . . . , αn ∈ H1(G,A).

It can be shown that the n-th Massey product is uniquely defined if the
Massey products of lower order are uniquely defined and identically zero, i.e.
we have the following

(2.2.2) Proposition. Let n ≥ 2 and α1, . . . , αn ∈ H1(G,A).

(i) For n = 2 the Massey product 〈α1, α2〉 is uniquely defined and given by
the cup-product, i.e.

〈α1, α2〉 = α1 ∪ α2.

∗)We will be mainly interested in the case where G is a pro-p-group and A = Z/pZ.
∗∗)As usual δ2 denotes the coboundary operator δ2 : C1(G,A) −→ C2(G,A).
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(ii) Let n ≥ 2. Assume that for all 2 ≤ l < n and all α1, . . . , αl the l-th
Massey product 〈α1, . . . , αl〉 = 0 is uniquely defined and given by the zero
class in H2(G,A). Then for all β1, . . . , βn ∈ H1(G,A) the n-th Massey
product 〈β1, . . . , βn〉 is also uniquely defined and yields a multilinear map
(of Z-modules)

〈·, . . . , ·〉 : H1(G,A)n −→ H2(G,A).

Proof. Statement (i) follows immediately from the definition. For a proof of
(ii) see [Kra66], Lemma 20 and [Fen83], Lemma 6.2.4.

It is not surprising that higher Massey products satisfy the same functoriality
properties as the cup-product, provided they are uniquely defined.

(2.2.3) Proposition. Suppose that G is a profinite group, G′ ⊆ G is a closed
subgroup and G′′ is a quotient of G. Let A be a trivial G-module and n ≥ 2.
Then the following holds:

(i) If the n-th Massey product is uniquely defined for (G,A) and (G′′, A),
then

inf 〈α1, . . . , αn〉 = 〈inf α1, . . . , inf αn〉
for α1, . . . , αn ∈ H1(G′′, A).

(ii) If the n-th Massey products is uniquely defined for (G,A) and (G′, A),
then

res 〈α1, . . . , αn〉 = 〈res α1, . . . , res αn〉
for α1, . . . , αn ∈ H1(G,A).

(iii) If the n-th Massey products is uniquely defined for (G,A) and (G′, A),
then

cor 〈α1, . . . , αn〉 = 〈cor α1, . . . , cor αn〉
for α1, . . . , αn ∈ H1(G′, A).

Proof. This follows almost immediately from the definitions. We sketch the
argument of the first statement, the other statements can be shown in the same
way. Let

A′′ = {aij ∈ C1(G′′, A) | 1 ≤ i, j ≤ n, (i, j) 6= (1, n)}
be a defining system for 〈α1, . . . , αn〉. Since the inflation maps commute with
the cup-product and the δ-homomorphisms on the level of cochains, it follows
that the set

A := {(inf aij) ∈ C1(G,A) | 1 ≤ i, j ≤ n, (i, j) 6= (1, n)}

is a defining system for 〈inf α1, . . . , inf αn〉. For the same reason we have

bA =
n−1∑
l=1

inf a1l ∪ inf a(l+1)n

= inf
( n−1∑
l=1

a1l ∪ a(l+1)n

)
= inf bA′′ .
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Since the n-th Massey product is uniquely defined for both (G,A) and (G′′, A),
this yields

inf 〈α1, . . . , αn〉 = 〈inf α1, . . . , inf αn〉.

Now assume that G is a finitely presented pro-p-group. Let d = h1(G) and

1 R F G 1

be a minimal presentation of G where F is a free pro-p-group on generators
x1, . . . , xd. Let χ1, . . . , χd ∈ H1(F ) = H1(G) be the dual basis corresponding
to x1, . . . , xd.

∗) The five term exact sequence yields the isomorphism

tg : H1(R)G H2(G).∼

Hence every element r ∈ R gives rise to the trace map

trr : H2(G) Fp,

ϕ (tg−1ϕ)(r).

Clearly, if r1, . . . , rm is a minimal system of defining relations, i.e. a minimal
system of generators of R as closed normal subgroup of F , then trr1 , . . . , trrm
is a basis of H2(G)∨.

Recall that we have the topological isomorphism

FpJF K Fp〈〈X〉〉, xi 1 +Xi.
∼

By ψ : F ↪→ Fp〈〈X〉〉 we denote the composite of the map

F FpJF K, f f − 1,

with the above isomorphism, mapping F into the augmentation ideal of Fp〈〈X〉〉.
We need the following notation:

(2.2.4) Definition.

(i) A multi-index I of height d and length |I| = k is a tuple of elements
I = (i1, . . . , ik) ∈ Nk where k is a natural number and 1 ≤ ij ≤ d for
1 ≤ j ≤ k. We denote by Mk

d the set of all multi-indices of height d and
length k.

(ii) For any multi-index I we define the continuous map εI,p : F → Fp by

ψ(f) =
∑
I

εI,p(f)XI

where I runs over all multi-indices of height d and XI denotes the mono-
mial XI = Xi1 · · ·Xil for any I = (i1, . . . , il).

∗∗)

∗)Recall that for a pro-p-group G we set Hi(G) := Hi(G,Z/pZ).
∗∗)The sum

∑
I εI(f)XI is also called Magnus expansion of f .
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By definition we have f ∈ F(n), n ≥ 1 if and only if εI,p(f) = 0 for all
multi-indices I of length |I| < n. We can now state the important

(2.2.5) Theorem. Let G be a finitely presented pro-p-group and

1 R F G 1

be a minimal presentation. Assume that R ⊆ F(n) for some n ≥ 2. Then for
all k ≤ n the k-th Massey product

〈·, . . . , ·〉 : H1(G)k −→ H2(G), 1 < k ≤ n

is uniquely defined. Furthermore, for all multi-indices I of height d and length
1 < |I| ≤ n we have the equality

εI,p(r) = (−1)|I|−1trr〈χI〉

for all r ∈ R where for I = (i1, . . . , ik) we have set χI = (χi1 , . . . , χik) ∈
H1(G)k. In particular, for 1 < k < n the k-th Massey product on H1(G) is
identically zero.

For a proof we refer to [Vog04], Prop.1.2.6.

As a special case we obtain the well-known result:

(2.2.6) Corollary. For a finitely presented pro-p-group G the following asser-
tions are equivalent:

(i) For any minimal presentation 1 → R → F → G → 1 of G, we have
R ⊆ F(3).

(ii) The cup-product H1(G)×H1(G)
∪→ H2(G) is identically zero.

By (2.2.5), the n-fold Massey product is uniquely determined by the Magnus
expansions of a minimal system of defining relations if R ⊆ F(n). The maps
εI,p(·) satisfy certain symmetry properties which immediately carry over to the
Massey products. To make this fact more precise, we need the notion of so-
called shuffles of multi-indices.

(2.2.7) Definition. Let I = (i1, . . . , ik) and J = (j1, . . . , jl) be multi-indices
of lengths k and l respectively. A multi-index S = (s1, . . . , sl+k) of length l + k
is called proper shuffle of I and J if there is a partition of 1, . . . , k + l into
sequences

1 ≤ α1 ≤ α2 ≤ . . . ≤ αl ≤ l + k, 1 ≤ β1 ≤ β2 ≤ . . . ≤ βk ≤ l + k

satisfying αn 6= βm for all m,n such that sαn = in, n = 1, . . . , l and sβm =
jm, m = 1, . . . , k. We denote by S(I, J) the set of all proper shuffles of I, J .

Keeping the assumptions of (2.2.5) (in particular, R ⊆ F(n)), the n-fold
Massey product satisfies the following shuffle relations:
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(2.2.8) Proposition. Let I = (i1, . . . , ik) and J = (j1, . . . , jl) be multi-indices
of height d and lengths k, l > 1 respectively such that l + k = n. Furthermore,
let ξi1 , . . . , ξik , ξj1 , . . . ξjl ∈ H1(G). Then we have∑

S∈S(I,J)

〈ξS〉 = 0

where for S = (s1, . . . , sn) ∈ S(I, J) we have set ξS = (ξs1 , . . . , ξsn) ∈ H1(G)n.

Proof. This follows from analogous relations of the maps εI,p(·), see [Vog04],
Prop.1.1.29 and Cor.1.2.10 for details.

Note that if I = (1), J = (2), we have S(I, J) = {(1, 2), (2, 1)}. Hence for
n = 2 the shuffle relation yields 〈ξ1, ξ2〉 + 〈ξ2, ξ1〉 = 0, which is just the skew-
commutativity of the cup product. If n = 3, the shuffle relations of the triple
Massey product are generated by the two relations

〈ξ1, ξ2, ξ3〉+ 〈ξ2, ξ3, ξ1〉+ 〈ξ3, ξ1, ξ2〉 = 0, 〈ξ1, ξ2, ξ3〉 = 〈ξ3, ξ2, ξ1〉 (2.2)

for all ξ1, ξ2, ξ3 ∈ H1(G) (cf. [Vog04], Ex.1.2.11).

We conclude this section by investigating the link between the basis of
F(3)/F(4) and the triple Massey product.

(2.2.9) Corollary.
Let G = F/R be a finitely presented pro-p-group such that R ⊆ F(3). Let R be

generated by r1, . . . , rm as a normal subgroup of F where

rn ≡



∏
1≤i<j≤d,
1 ≤ k ≤ j

[[xi, xj ], xk]
anijk mod F(4), if p 6= 3,

∏
1≤i≤d

x
3ani
i ·

∏
1≤i<j≤d,
1 ≤ k ≤ j

[[xi, xj ], xk]
anijk mod F(4), if p = 3

for n = 1, . . . ,m with ani , a
n
ijk ∈ Fp. Then we have the identities

trrn〈χj , χi, χk〉 =


−anijk, if i < j, k < j,

ankjj , if k < j, i = j,

0, if i = j = k, p 6= 3
ani , if i = j = k, p = 3.

Proof. This follows by evaluating the maps εI,p(·) at the basic commutators
and applying (2.2.5). For a more detailed proof see [Vog04], Prop.1.3.3.

Note that via formula (2.2) it follows that the triple Massey product is com-
pletely determined by the coefficients ani , a

n
ijk, n = 1, . . . ,m. The above corol-

lary is therefore an analogue of [NSW08], Th.3.9.13, where it is shown that the
cup product is determined by the exponents of the basic commutators [xi, xj ]
and the squares x2

i (if p = 2) in the relations rn.∗) It is clear that if R ⊆ F(n), by

∗)This well-known fact is usually formulated in terms of the lower q-central series for some
power q of p, but it immediately carries over to the Zassenhaus filtration.
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(2.2.5) analogous results can be stated relating the basis of F(n)/F(n+1) given
in (1.3.11) with the n-th Massey product. However, for higher degrees the rela-
tion between Massey products and basic commutators becomes quite unhandy.
Fortunately we don’t have do calculations with basic commutators in order to
prove a criterion for mildness using higher Massey products.

2.3 A cohomological criterion for mildness

We introduce the following invariant of a finitely presented pro-p-group G:

(2.3.1) Definition. Let G be a finitely presented pro-p-group. We define the
Zassenhaus invariant z(G) ∈ N ∪ {∞} to be the supremum of all natural
numbers n ∈ N satisfying one (and hence all) of the following equivalent condi-
tions:

(i) If 1→ R→ F → G→ 1 is a minimal presentation of G, then R ⊆ F(n).

(ii) If 1 → R → F → G → 1 is a minimal presentation of G, then the
induced homomorphism of graded restricted Lie algebras grG // // grF
is injective in degrees < n.

(iii) The k-fold Massey product H1(G)k → H2(G) is uniquely defined and
identically zero for 2 ≤ k < n.

The equivalence (i)⇔(ii) is clear from the definition and (i)⇔(iii) is a direct
consequence of (2.2.5). Obviously by definition we have z(G) ≥ 2. Furthermore,
z(G) = ∞ if and only if G is free. The following theorem generalizes the cup-
product criterion for mildness by A. Schmidt (cf. [Sch10], Th.6.2):

(2.3.2) Theorem. Let p be a prime number and G a finitely presented pro-p-
group with Zassenhaus invariant z(G) = n <∞. Assume that H1(G) admits a
decomposition H1(G) = U ⊕ V as Fp-vector space such that for some natural
number e with 1 ≤ e ≤ n− 1 the n-fold Massey product 〈·, . . . , ·〉 : H1(G)n −→
H2(G) satisfies the following conditions:

(a) We have 〈ξ1, . . . , ξn〉 = 0 for all tuples (ξ1, . . . , ξn) ∈ H1(G)n such that
#{i | ξi ∈ V } ≥ n− e+ 1.

(b) 〈·, . . . , ·〉 maps
U⊗e ⊗ V ⊗n−e

surjectively onto H2(G).

Then G is mild with respect to the Zassenhaus filtration. In particular, G is of
cohomological dimension cd G = 2.

Proof. We set d = h1(G), m = h2(G) and c = dimFp U . Furthermore, we choose
bases χ1, . . . , χc and χc+1, . . . , χd of U and V respectively. Let x1, . . . , xd ∈ G
be arbitrary lifts of the dual basis of χ1, . . . , χd in H1(G) = G/Gp[G,G]. Then
G admits a minimal presentation

1 R F G 1
π
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where F is the free pro-p-group on generators x1, . . . , xd and π maps xi to xi.
As usual, we make the identification grF ∼= Lres(X) ⊂ Fp〈X〉 where X =
{X1, . . . , Xd}, mapping the initial form of xi to Xi. Let < denote the natural
order on X, i.e. X1 < X2 < . . .Xd. We order the set of monomials by the
multiplicative order <U introduced in (1.4.18) where by abuse of notation we
denote the subset {X1, . . . , Xc} ⊂ X also by U . Consider the following subset
of the set Mn

d of multi-indices of height d and length n:

B = {(i1, . . . , in) ∈Mn
d | i1, . . . , ie ≤ c and ie+1, . . . , in > c}.

Note that b := #B = dimFp(U
⊗e ⊗ V ⊗n−e) = ce(d− c)n−e. Since by condition

(b) the homomorphism ϕ : U⊗e ⊗ V ⊗n−e −→ H2(G) is surjective, there exists
a basis C = {y1, . . . , ym} of H2(G), such that the transformation matrix of ϕ
with respect to the bases

B = {χi1 ⊗ · · · ⊗ χin | (i1, . . . , in) ∈ B}

(which we order via <U ) and C is of the form

M =


0 · · · 0 1 ∗ · · · ∗ ∗ ∗ · · · ∗ · · · ∗ ∗ · · · ∗
0 · · · 0 0 0 · · · 0 1 ∗ · · · ∗ · · · ∗ ∗ · · · ∗
...

...
...

...
...

...
...

...
...

...
...

. . .
...

...
...

...
0 · · · 0 0 0 · · · 0 0 0 · · · 0 · · · 1 ∗ · · · ∗

 . (2.3)

In fact, first choose an arbitrary basis ofH2(G) and transform the corresponding
matrix M ′ of ϕ into row echelon form by applying elementary row operations,
noting that rankM ′ = m. For 1 ≤ j ≤ m and I ∈ B we denote by mj,I the
coefficient in the j-th row and the column corresponding to I of M . We choose
r1, . . . , rm ∈ R such that for 1 ≤ j ≤ m the image rj of rj in R/Rp[F,R] is dual
to tg−1(yi) ∈ H1(R)G = (R/Rp[F,R])∨ where again tg denotes the transgression
isomorphism

tg : H1(R)G H2(G).∼

Hence, r1, . . . , rm is a minimal system of defining relations of G and the trace
map trrj ∈ H2(G)∨ is the linear form dual to yj . Let ρj ∈ grF be the initial
form of rj . We claim that the sequence ρ1, . . . , ρm is strongly free. Since
z(G) = n, by (2.2.5) and the definition of the matrix M = (mj,I), we have

εI,p(rj) = (−1)|I|−1trrj 〈χI〉 = (−1)|I|−1mj,I , for all 1 ≤ j ≤ m, I ∈ B.

First note that since every row of M is non-zero, this implies ρj ∈ grnF , i.e.
the ρj are homogeneous polynomials of degree n. By condition (a) it follows
that

εI,p(rj) = (−1)|I|−1trrj 〈χI〉 = 0

for 1 ≤ j ≤ m and any multi-index I = (i1, . . . , in) such that #{k | ik >
c} ≥ n − e + 1 which is equivalent to #{k | ik ≤ c} ≤ e − 1. That is, every
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monomial of ρj contains at least e factors Xi, i ≤ c.∗) Since the monomials
in XI , I ∈ B have the property that the Xi, i > c are on the right end, by
definition of the ordering <U (cf. (1.4.18)) we conclude that the high terms mj

of the ρj with respect to <U are monomials of the form mj = XIj for some Ij
in B. Furthermore, taking into account that the matrix M is in row echelon
form (2.3), we see that the mj are pairwise distinct. In particular, no mj is
contained in an mk for 1 ≤ j, k ≤ m, j 6= k and since they begin (from the left)
with e variables Xi, i ≤ c and end with n− e variables Xi, i > c, the beginning
of mj is never the ending of mk for 1 ≤ j, k ≤ m. In other words, the sequence
m1, . . . ,mj is combinatorially free and by Anick’s criterion (1.4.14) we conclude
that ρ1, . . . , ρj is strongly free, noting that (1.4.14) remains valid for <U (cf.
(1.4.17)). This concludes the proof.

(2.3.3) Example.

(i) If z(G) = 2, the above statement is the following: Assume that H1(G) =

U ⊕V and the cup-product H1(G)⊗H1(G)
∪→ H2(G) is trivial on V ⊗V

and maps U ⊗ V surjectively onto H2(G). Then G is mild. For odd p
this result has been obtained by A. Schmidt (cf. [Sch10], Th.6.2) as a
reformulation of Th.5.5 in [Sch07]. The proof is based on the work of J.
Labute, more precisely on the criterion for strongly free sequences via the
elimination theorem for free Lie algebras, cf. (1.4.22). In the case p = 2
this has been proven by J. Labute and J. Mináč (cf. [LM11]) using mixed
Lie algebras and later independently by P. Forré (cf. [For10]).

(ii) Next consider the case z(G) = 3 and apply (2.3.2) for e = 1. We obtain
that G is mild if H1(G) = U⊕V and the triple Massey product is trivial on
V ⊗V ⊗V and maps U⊗V ⊗V surjectively onto H2(G). A straightforward
application of (2.2.9) shows that these conditions are equivalent to the fol-
lowing: G possesses a minimal presentation G = 〈x1, . . . , xd | r1, . . . , rm〉
where

rn ≡



∏
1≤i<j≤d,
1 ≤ k ≤ j

[[xi, xj ], xk]
anijk mod F(4), if p 6= 3,

∏
1≤i≤d

x
3ani
i ·

∏
1≤i<j≤d,
1 ≤ k ≤ j

[[xi, xj ], xk]
anijk mod F(4), if p = 3

for n = 1, . . . ,m with ani , a
n
ijk ∈ Fp, such that for some 1 ≤ c < d:

(I) anijk = 0 if c < i < j, c < k ≤ j and 1 ≤ n ≤ m,

(II) The m× c(d− c)2-matrix

(anijk)n,(ijk), 1 ≤ n ≤ m, 1 ≤ i ≤ c < k ≤ j or 1 ≤ k ≤ c < i < j

has rank m.

(III) If p = 3, then ani = 0 if c < i and 1 ≤ n ≤ m.

∗)Note that the initial form ρj is obtained by leaving out all monomials of degree > n in the
Magnus expansion of rj .
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This resembles very much the prerequisites made in (2.1.2), but comparing
the matrices in conditions (II) and (ii) of (2.1.2) respectively, we see that
(2.3.2) yields a stronger criterion, i.e. it applies to a bigger class of pro-p-
groups with Zassenhaus invariant 3.

Applying (2.3.2) for e = 2, we find that G is mild if H1(G) = U ⊕ V , the
triple Massey product is trivial on the subspaces

H1(G)⊗ V ⊗ V, V ⊗H1(G)⊗ V, V ⊗ V ⊗H1(G)

and maps U ⊗ U ⊗ V surjectively onto H2(G). It is an easy exercise to
give a translation of these conditions in terms of basic commutators as in
the case e = 1.

(2.3.4) Remark. In order to apply (2.3.2) for a finitely presented pro-p-group
G with n = z(G), it is necessary that the n-fold Massey product is surjective
onto H2(G). If this is not the case, then G possesses a minimal presentation
G = F/R such that at least one of the defining relations lies in F(n+1). Such a
group can of course still be mild, but the n-fold Massey product does not carry
enough information to determine the initial forms of the defining relations.

Using (2.3.2), one can construct a large supply of mild pro-p-groups with given
Zassenhaus invariant. On the other hand, the assertions are not necessary for
mildness, even if the n-fold Massey product is surjective. Since being strongly
free depends on the (infinite) Poincaré series of a given sequence of homogeneous
polynomials, in general only sufficient (but not necessary) conditions can be
expected. However, these criteria apply to many arithmetically defined pro-
p-groups, e.g. the maximal pro-p-quotient GS(p) = πet1 (XS)(p) of the étale
fundamental group of the arithmetic curve XS = Spec(Ok) \S where Ok is the
ring of integers of some global field k and S is a finite set of primes. A. Schmidt
has shown that if cd GS(p) ≤ 2 and the natural homomorphism

H2(GS(p),Fp) −→ H2
et(XS ,Fp)

is surjective, then XS is a K(π, 1) for p, i.e. for any discrete p-torsion module
M of GS(p) the Galois cohomology H i(GS(p),M) coincides with the étale coho-
mology H i

et(XS ,M) (of the constant sheaf M). Moreover in this case GS(p) is
often a pro-p duality group (cf. [Sch10], Cor.3.7 and Th.9.6). The cup-product
criterion as in (2.3.3) is one key ingredient in the proof of the following remark-
able theorem also due to A. Schmidt (cf. [Sch10], Th.1.1):

(2.3.5) Theorem. Let k be a global field and p be an odd prime different from
char(k). Let S be a finite set of primes and M an arbitrary set of primes with
Dirichlet density δ(M) = 0. Then there exists a finite set of primes S0 disjoint
from S ∪M such that Spec(Ok) \ (S ∪ S0) is a K(π, 1) for p.∗)

∗)The precise statement of Schmidt’s theorem is actually even stronger: Firstly the theorem
deals with the more general groups GTS (p), i.e. the Galois group of the maximal pro-
p-extension of k unramified outside S and completely decomposed at the primes in T .
Moreover by enlarging the set S via S0 it can be assured that for the primes in S ∪S0 the
complete maximal pro-p-extensions of the associated local fields are realized and that an
arithmetic version of Riemann’s existence theorem holds.
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In particular, we can take M as the set of primes Sp of k above p and hence
the set S0 can be chosen to be disjoint from Sp. This shows the crucial impact of
mild pro-p-groups on the theory of restricted ramification, since until the work
of J. Labute ([Lab06]) nothing was known about the cohomological dimension
of GS(p) in the tame case (i.e. S ∩ Sp = ∅), apart from examples where GS(p)
is not torsion-free and therefore cd GS(p) =∞.

We finish this section by giving some heuristic results on the effectiveness of
the criteria obtained in (2.3.2). As already mentioned they are not necessary
for mildness. However, for a fixed generator rank d = h1(G), relation rank
r = h2(G) and Zassenhaus invariant n = z(G) one has only finitely many pos-
sible sequences of initial forms. Assuming that the n-fold Massey product is
surjective, the sequence of initial forms ρ1, . . . , ρm in a given minimal presenta-
tion G = 〈x1, . . . , xd | r1, . . . , rm〉 is strongly free if and only if this holds for any
minimal presentation. Hence one is led to the classification of the (finite set of)
equivalence classes of sequences of homogeneous polynomials of restricted Lie
type ρ1, . . . , ρm.

To make this more precise, let Q(d,m, n) denote the set of all sequences
(ρ1, . . . , ρm) ∈ Lres(X), X = {X1, . . . , Xd} such that

(i) ρi is homogeneous of degree n for all i = 1, . . . ,m and

(ii) the set {ρ1, . . . , ρm} is Fp-linearly independent.

We have a left action of the group GLm(Fp) × GLd(Fp) on Q(d,m, n) where
GLm(Fp) acts on the natural way and the action of GLd(Fp) is given by the
composite of

GLd(Fp) ∼= Aut(Lres(X)1) Aut(Lres(X)) Aut(Lres(X)n)

where the first map lifts the automorphisms of the degree-1 subspace of Lres(X)
noting that Lres(X) is freely generated by X1, . . . , Xd and the second map
denotes restriction. We consider the set of orbits ofQ(d,m, n) under this action.
An orbit is called mild if it can be represented by a strongly free sequence, which
is equivalent to all the representing sequences being strongly free. For p odd,
d = m = 4 and n = 2, it has been shown by M. Bush and J. Labute that there
are exactly four orbits two of which are mild. The mild orbits are amenable to
the criterion given in (2.3.2) for n = 2 (cf. [BL07]). In [BGLV11] a complete
classification is given for arbitrary generator rank d in the case of two quadratic
relations, i.e. m = n = 2 (including the case p = 2). For instance, if d = 4, p = 2
there are 54 orbits; 45 of these orbits are mild.

Using the computational algebra system [MAGMA], we can give analogous
calculations for p = 2 and the case of relators of degree 3, i.e. n = 3. If
d = 3,m = 2, then Q(3, 2, 3) decomposes into a total number of 93 orbits as
follows:

• number of mild orbits satisfying the conditions in (2.3.2): 92
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• number of mild orbits not satisfying the conditions in (2.3.2): 1

• number of non-mild orbits: 0

The only orbit for which our criterion fails can still shown to be mild using
Anick’s criterion. In particular, we see that for any 3-generator, 2-relator pro-
2-group with with trivial cup-product and surjective triple Massey product, it
holds that cd G = 2.

If d = m = 3, we have a decomposition of Q(3, 3, 3) into 658 orbits as follows:

• number of mild orbits satisfying the conditions in (2.3.2): 91

• number of mild orbits not satisfying the conditions in (2.3.2): 381

• number of non-mild orbits: 48

The non-mild orbits have Poincaré series differing in degree 6 from the series

1

1− 3t+ 3t3
= 1 + 3t+ 9t2 + 24t3 + 63t4 + 162t5 + 414t6 + . . . .

For the remaining 138 orbits the first terms of their Poincaré series indicate
that the representing sequences are strongly free. However, we are not able to
give a proof using any of the criteria we have at hand.

2.4 One-relator pro-p-groups

We will now focus on the case where G is a ·finitely generated pro-p-group with
a single defining relation. If the cup-product pairing H1(G)×H1(G)→ H2(G)
is non-degenerate, then G is a Poincaré group of dimension 2 provided it is
infinite (which is always the case except if p = 2 and G = Z/2Z). After quickly
recalling some well-known results we will show that one-relator pro-p-groups
are mild provided their Zassenhaus invariant is coprime to p. This generalizes
results by J. Labute already obtained in [Lab67a]. Furthermore, there is a close
connection to an open question asked by D. Gildenhuys.

(2.4.1) Definition. A one-relator pro-p-group is a pro-p-group G satisfying
h1(G) < ∞ and h2(G) = 1. For a one-relator pro-p-group G we define the
invariant q as follows: For the abelianization Gab of G it holds that

Gab ∼= Znp or Gab ∼= Z/qZ× Zn−1
p

where q 6= 1 is a p-th power and we set q = 0 in the first case.

An important example of one-relator pro-p-groups are the Demuškin
groups, i.e. pro-p-groups G with h1(G) < ∞, h2(G) = 1 and non-degenerate
cup-product pairing. Demuškin groups are of great interest in arithmetic as well
as in geometry, since they occur as Galois groups of the maximal p-extension
of local fields containing the p-th roots of unity or as pro-p-completions of fun-
damental groups of compact Riemann surfaces. Their main algebraic property
is stated in the following
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(2.4.2) Theorem.

(i) An infinite Demuškin pro-p-group G is a Poincaré group of dimension
2, i.e. G is a duality group of dimension 2 and with dualizing module
Dp(G) ∼= Qp/Zp.

(ii) The group G = Z/2Z is the only finite Demuškin group.

For a proof we refer to [NSW08]: (i) follows as a special case of Prop.3.7.6
loc. cit., for a proof of statement (ii) see Prop.3.9.10 loc. cit.

In [Dem61], S.P. Demuškin has shown that these groups can be classified by
the explicit form of their defining relation:

(2.4.3) Theorem. Let G be a one-relator pro-p-group with n = h1(G) such
that the invariant q of G is different from 2. Then G is a Demuškin group if
and only if it admits a presentation G = F/(r) where F is the free pro-p-group
on generators x1, . . . , xn and

r = xq1[x1, x2][x3, x4] · · · [xn−1, xn].

For a proof we refer to [NSW08], Th.3.9.11.

J. Labute generalized this result to the case where q = 2 (cf. [Lab67b]).
Further characterizations of Demuškin groups are given by D. Dummit and
J. Labute in [DL83], where it is shown that a one-relator pro-p-group G with
h1(G) > 1 is a Demuškin group if and only if every open subgroup of G is a
one-relator group.

If we drop the assumption on the cup-product being non-degenerate, a one-
relator pro-p-group can still to be shown to be of cohomological dimension 2 in
many cases. J. Labute showed that if the generating relation of a one-relator
pro-p-group is ’not too close’ to being a p-th power, then the group is mild (cf.
[Lab67a], Th.4). One key ingredient in his proof is the following theorem, cf.
[Lab67a], Th.1.

(2.4.4) Theorem. Let k be an arbitrary field and Lk(X) be the free Lie algebra
over k on the set X = {X1, . . . , Xd} endowed with the (X, τ)-filtration for some
τ = (τ1, . . . , τd). Let ρ ∈ Lk(X) be a homogeneous element of degree n. Let
r = (ρ) denote the ideal of Lk(X) generated by ρ and set g = Lk(X)/r. Then
the Poincaré series of the enveloping algebra Ug of g satisfies

Ug(t) =
1

1− (tτ1 + . . .+ tτd) + tn
.

In the following we are working over the field k = Fp again.

(2.4.5) Corollary. Let X = {X1, . . . , Xd} and ρ ∈ L(X) ⊂ Fp〈X〉 be a non-
zero homogeneous element with respect to the (X, τ)-filtration for some τ =
(τ1, . . . , τd) of Lie type. Then the sequence {ρ} is strongly free.
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Proof. Let R denote the two-sided ideal of Fp〈X〉 generated by ρ. We have
seen in the proof of (1.4.21) that there is an isomorphism

Fp〈X〉/R ∼= Ug

where as above Ug denotes the enveloping algebra of L(X)/(ρ). Hence the claim
follows immediately from (2.4.4).

We can now show the following theorem stating that one-relator pro-p-groups
are ’often’ mild:

(2.4.6) Theorem.

(i) Let F be the free pro-p-group on x1, . . . , xd. Let r ∈ F(2) such that for
some τ = (τ1, . . . , τd), the initial form ρ of r is of Lie Type, i.e. ρ ∈
L(X) ⊂ Lres(X) ∼= grτ F, X = {X1, . . . , Xd}. Then G = F/(r) is mild
with respect to the Zassenhaus (x, τ)-filtration.

(ii) Let G be a one-relator pro-p-group such that the Zassenhaus invariant
z(G) is prime to p. Then G is mild with respect to the Zassenhaus filtra-
tion.

Proof. The first statement is a direct consequence of (2.4.5). Hence it remains to
show (ii): Assume that G = F/(r) is a one-relator pro-p-group with Zassenhaus
invariant n = z(G). Then r ∈ F(n) \ F(n+1) and hence for the initial form ρ
of r we have ρ ∈ grn F = Lres(X)n. Since n is coprime to p, by (1.2.11) the
set Cn of Hall commutators of degree n is a basis of Lres(X)n and therefore
Lres(X)n = L(X)n. In particular, ρ ∈ L(X) is of Lie type. Now the claim
follows from (i).

The above theorem generalizes the results obtained by J. Labute in [Lab67a].
In fact, (i) can be considered to be a reformulation of Th.4’ loc. cit. whereas
statement (ii) is a more general version of Th.4 loc. cit. There for a finitely
generated free pro-p-group F Labute defines a function N : F → Q+ ∪ {∞}
measuring how ’far’ an element is from being a p-th power∗) and proves that
N(r) < p implies cd F/(r) ≤ 2. However, one can find elements r ∈ F with
Zassenhaus degree prime to p (i.e. (2.4.6)(ii) applies forG = F/(r)), butN(r) ≥
p. In our proof it was essential to combine Labute’s results on quotients of free
Lie algebras generated by one element with the fact that we have a complete
description of the (graded) structure of grF in terms of a free restricted Lie
algebra.

In particular, if p 6= 2 and the cup-product H1(G)2 −→ H2(G) is non-trivial
for the one-relator pro-p-group G, then cd G ≤ 2. The same holds if p 6= 3, the
cup-product is the zero map but the triple Massey product H1(G)3 −→ H2(G)
has non-trivial image.

Now assume that G is a one-relator pro-p-group with cd G > 2. By (2.4.6)
we have p | n. This observation is related to the following question:

∗)An element r ∈ F is a p-th power if and only if N(r) =∞.
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“Let G be a one-relator pro-p-group satisfying cd G > 2. Does G admit a
presentation of the form G = F/(up), i.e. is G the quotient of a free pro-p-group
by a p-th power?”

This question has been originally posed by Serre in [Ser63], the above for-
mulation is due to Gildenhuys.∗) An affirmative answer would imply that for a
one-relator pro-p-group G one has cd G = 2 if and only if cd G <∞. According
to the author’s knowledge, this is still open (see also [RZ10], Open Question
7.10.4).

We will now focus on one-relator pro-p-groups with Zassenhaus invariant
equal to p. We start with the following lemma:

(2.4.7) Lemma. Assume that G is a finitely generated pro-p-group with
Zassenhaus invariant z(G) ≥ p. Then the p-fold Massey product

〈·, . . . , ·〉 : H1(G)p −→ H2(G)

induces a linear map

Bp : H1(G) −→ H2(G), χ 7−→ 〈χ, χ, . . . , χ〉.

Proof. This follows from the shuffle relations of the Massey product, see [Vog04],
Lemma 1.2.14 for details.

In fact, Bp equals −B where B denotes the Bockstein homomorphism
B : H1(G) −→ H2(G), i.e. the connecting homomorphism associated to the
exact sequence

0 Z/pZ Z/p2Z Z/pZ 0,
p

(see [NSW08], Prop.3.9.14 for p = 2 and [Vog04], Prop.1.2.15 for the general
case). Of course, if z(G) is strictly bigger than p, then the p-fold Massey product
is trivial and hence Bp is the zero map.

(2.4.8) Proposition. Let G be a one-relator pro-p-group with generator rank
d = h1(G) and Zassenhaus invariant z(G) = p and G = F/(r) be a minimal
presentation of G. Assume that cd G > 2. Then there exists a free basis
x1, . . . , xd of F and y ∈ F such that

r ≡ xp1 modF(p+1).

∗)Actually, Serre asked the following: “If cd F/(r) > 2, is r a p-th power in F?” This is the
pro-p-analogue of a result for discrete groups due to Lyndon (cf. [Lyn50]). However, in
[Gil68] Gildenhuys gave a negative answer to this question by showing that the group G =
〈x1, x2 | xp1[x2, x

p
1]〉 is a counterexample for arbitrary p, since cd G =∞, but xp1[x2, x

p
1] is

not a p-th power. Consequently, he came up with the above (slightly corrected) formulation
of the question.
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Proof. Since z(G) = p, we have r ∈ F(p) \ F(p+1). Let ρ ∈ grp F denote the
initial form of r. First choose an arbitrary basis x̃ = {x̃1, . . . , x̃d} of F and
denote by X̃ = {X̃1, . . . , X̃d} ∈ grF the corresponding initial forms. Suppose
that the homomorphism H1(G) −→ H2(G) is zero, then by (2.2.5)

εI,p(r) = 0

for any multi-index of length p of the form I = (i, i, . . . , i), i = 1, . . . d (where
the map εI,p is defined with respect to the basis x̃) and hence ρ contains no
summand of the form X̃p

i , i = 1, . . . , d. Since a basis of grp F is given by

{X̃p
i | i = 1, . . . , d} ∪ Cp,

where Cp are the basic commutators of degree p, cf. (1.2.11), this implies that
ρ is of Lie type and consequently by (2.4.6) (i) we have cd G = 2 contradicting
the assumption. Therefore, Bp is not the zero map (and hence surjective). We
choose a basis χ1, . . . , χd of H1(G) such that χ2, . . . , χd is a basis of kerBp.
Let x = {x1, . . . , xd} be a basis of F lifting the corresponding dual basis of
H1(G)∨ = H1(F )∨ = F/F(2) and denote by X1, . . . , Xd ∈ grF the correspond-
ing initial forms. Since Bp(χ1) 6= 0, it follows that trr(Bp(χ1)) 6= 0 and after
replacing x1 by xa1 for some a ∈ F×p we may assume that

εI,p(r) = 1, I = (1, 1, . . . , 1)

and εI,p(r) = 0 for the multi-indices I = (i, i, . . . , i), i = 2, . . . , d (where εI,p is
now defined with respect to x). Hence, using (1.3.11), we can write

r = xp1 c r
′

where c is a (possibly empty) product of basic commutators on x of weight p
and r′ ∈ F(p+1). We claim that c = 1. To this end, we consider a different
filtration on F , namely the Zassenhaus (x, τ)-filtration ωτ of F where

τi =

{
a, if i = 1,
b, else

for arbitrary natural numbers a, b satisfying a > b, a < bp
p−1 . Suppose c 6= 1.

Since every basic commutator in c contains the generator x1 at most p−1 times,
we have

ωτ (c) ≤ a(p− 1) + b.

Furthermore, ωτ (xp1) = pa > a(p − 1) + b and ωτ (r′) ≥ (p + 1) min(a, b) =
(p + 1)b > a(p − 1) + b. Hence the initial form ρ̃ ∈ grτ F of r is a (non-zero)
sum of Hall commutators, in particular ρ̃ is of Lie type. Hence G is mild with
respect to the Zassenhaus (x, τ)-filtration by (2.4.6) (i), which again yields a
contradiction to the assumption cd > 2. Therefore, c = 1 and hence r ≡ xp1
mod F(p+1).
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Unfortunately, we cannot give an answer to Gildenhuys’ question. However,
the above proposition shows that the generating relation of a one-relator pro-
p-group of cohomological dimension > 2 is ’not far’ from being a p-th power,
at least if the Zassenhaus invariant equals p.

We end this chapter by studying the associated graded restricted Lie algebra
grτ G of the one-relator pro-p-group G = F/(xp1) with defining relation xp1 = 1.
An explicit description of grτ G, or equivalently of the kernel of the natural map
grτ F → grτ G, shows which “commutator relations” are implied by the above
“power relation”, see also [MKS76], Section 5.11 for related questions in the case
of discrete groups. An analogous description has been obtained for the lower
central series by J. Labute, cf. [Lab77]. As we will see, considering p-restricted
filtrations, one obtains a particularly simple description of grτ G. The author is
indebted to Prof. Labute for kindly pointing out that the following statement
can be obtained using the results of the first chapter.

(2.4.9) Proposition. Let G = F/R where F is the free pro-p-group on x =
{x1, . . . , xd} and R = (xp1) is the closed normal subgroup of F generated by
xp1. Let F,G be endowed with the Zassenhaus (x, τ)-filtration for some τ =
(τ1, . . . , τd). Then

grτ G = grτ F/(Xp
1 )

where (Xp
1 ) denotes the ideal of the free restricted Lie algebra grτ F generated

by the initial form Xp
1 of xp1.

Proof. Set r := grτ R ⊆ grτ F . Note that we have the exact sequence

0 r grτ F grτ G 0

of graded restricted Lie algebras and that clearly (Xp
1 ) ⊆ r. We have to show

that equality holds. Let S ⊆ R denote the closed normal subgroup generated
by r2, . . . , rd where ri = [xi, x

p
1], i = 2, . . . , d. Set s = grτ S ⊆ grτ F . Since the

elements

xp1, [f, xp1], 1 6= f ∈ F

generate R as a closed subgroup of F , it follows that as an ideal r is generated
by Xp

1 and s. Let ρ2, . . . , ρd ∈ s denote the initial forms of r2, . . . , rd. Making
the usual identification grτ F ∼= Lres(X) ⊂ Fp〈X〉, X = {X1, . . . , Xd}, the
leading monomials of the ρi with respect to the lexicographic ordering induced
by X1 < X2 < . . . < Xd are given by the combinatorially free sequence

XiX
p
1 , i = 2, . . . , d.

Hence by Anick’s criterion (1.4.14) the sequence ρ2, . . . , ρm is strongly free. By
(1.5.10)(iii) it follows that s = (ρ2, . . . , ρd) is the ideal of grτ F generated by the
ρi. In particular, we have s ⊆ (Xp

1 ) and consequently r ⊆ (Xp
1 ) which concludes

the proof.
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(2.4.10) Corollary. Let G = F/(xp1) be given as in (2.4.9). Then the universal
enveloping algebra Ugrτ G of grτ G is given by

Ugrτ G = Fp〈X〉/(Xp
1 ).

In particular, we have

Ugrτ G(t) =
1− tpτ1

1− tτ1 − (tτ2 + . . .+ tτd)(1− tpτ1)
.

Proof. Using (2.4.9), by (1.2.6) we find that Ugrτ G is the quotient of the en-
veloping algebra UgrF by the two-sided ideal generated by Xp

1 , i.e.

Ugrτ G = Ugrτ F /(X
p
1 ) ∼= Fp〈X〉/(Xp

1 ).

In order to calculate its Poincaré series, set A = Fp〈X〉, R = (Xp
1 ), B =

A/R ∼= Ugrτ G and consider the standard exact sequence

0 R/RIA IA/RIA B Fp 0
(2.4)

where IA denotes the augmentation ideal of A (cf. also the proof of (1.4.2)).
Recall that IA/RIA ∼=

⊕d
i=1B[τi] as graded Fp-vector space and hence

(IA/RIA)(t) =

d∑
i=1

tτiB(t).

A basis of R/RIA as Fp-vector space is given by the images of the monomials

{Xp
1} ∪ {Xi1Xi2 · · ·XikX

p
1 | k ≥ 1, ik 6= 1, Xi1 · · ·Xik−1

6∈ R}.

Therefore, we have the isomorphism

(
Fp ⊕

d⊕
i=2

B[τi]
)
[pτ1] ∼= R/RIA

of graded Fp-vector spaces. In particular, we obtain

(R/RIA)(t) = tpτ1 +
d∑
i=2

tpτ1+τiB(t).

Adding up the Poincaré series in the exact sequence (2.4) and solving for B(t),
we obtain the desired equality.





3 Pro-2-extensions of Q with wild
ramification

3.1 First remarks on arithmetic examples

Having developed a criterion for a pro-p-group with vanishing cup-product to
be mild, the question arises whether such groups occur as arithmetic Galois
groups, in particular as Galois groups of the maximal p-extension with given
ramification over a number field k. By results of I.R. Šafarevič and H. Koch
(cf. [Koc02], Ch.11.4), a minimal presentation of these groups can be given
explicitly with the relations determined modulo the third step of the p-central
series (or the Zassenhaus filtration respectively). A description of the relations
modulo the fourth step of the Zassenhaus filtration has been given in [Mor02]
and [Vog05] in the special case where k = Q, p = 2 and S is a set containing
the infinite prime and prime numbers ≡ 1 mod 4. In this section we give a short
overview of the main results in these cases. It turns out that the pro-2-groups
which occur are never mild.

Let S = {l1, . . . , ln,∞}, n ≥ 3 where l1, . . . , ln are prime numbers ≡ 1 mod 4
and ∞ denotes the infinite prime of Q. Let GS(2) be the Galois group of the
maximal pro-2-extension of Q unramified outside S. If the Legendre symbols(
li
lj

)
2

satisfy (
li
lj

)
2

= 1, 1 ≤ i, j ≤ n, i 6= j,

then the cup-product H1(GS(2)) ×H1(GS(2))
∪→ H2(GS(2)) is trivial. Thus,

the triple Massey product of GS(2) exists. In [Mor02], M. Morishita gives
a description of this product in terms of the Rédei symbols [·, ·, ·]. This
description has has been generalized by D. Vogel ([Vog05]). We give a definition
and a detailed description of this symbol in the following chapter. We mention
that it is invariant under permutations, i.e.

[pγ(1), pγ(2), pγ(3)] = [p1, p2, p3]

for any γ ∈ S3 (cf. [Réd38], Th.2 and Th.4). Furthermore, the following theorem
describes an interesting relation between the Rédei symbols and the presenta-
tion of the group GS(2).

(3.1.1) Theorem. Let S = {l1, . . . , ln,∞} where li are distinct prime numbers
≡ 1 mod 4 satisfying (

li
lj

)
2

= 1, 1 ≤ i, j ≤ n, i 6= j.
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Then we have h1(GS(2)) = h2(GS(2)) = n and GS(2) admits a minimal pre-
sentation

1→ R→ F → GS(2)→ 1

where F is the free pro-p-group on generators x1, . . . , xn and R is generated
by r1, . . . , rn as a normal subgroup of F , such that for the basis χ1, . . . , χn of
H1(F ) = H1(GS(2)) dual to x1, . . . , xn the identities

(−1)trrm 〈χi,χj ,χk〉 =


[li, lj , lk], if m = i and m 6= k,
[li, lj , lk], if m 6= i and m = k,
1, otherwise,

hold for m = 1, . . . , n.

This follows from [Vog05], Th.3.12.

Keeping the assumptions of (3.1.1), the initial forms ρ1, . . . , ρn ∈ grF ∼=
Lres(X1, . . . , Xn) of r1, . . . , rn are homogeneous polynomials of Lie type. More
precisely, by (2.2.9) they are given by

ρm =
∑

1≤i<j≤d,
1 ≤ k ≤ j

amijk[[Xi, Xj ], Xk], m = 1, . . . , n,

such that for 1 ≤ i, k < j ≤ n we have (−1)a
m
ijk = [li, lj , lk] if and only if

m = j or m = k, for 1 ≤ i < k we have (−1)a
m
ikk = [li, lk, lk] if and only if

m = i or m = k and otherwise amijk = 0. Thus, if 1 ≤ i < k ≤ n, 1 ≤ j ≤ k
and [li, lj , lk] = −1, the commutator [[Xi, Xj ], Xk] occurs exactly twice in the
ρm, m = 1, . . . , n. Consequently setting {li, lj , lk} := 1 if [li, lj , lk] = −1 and
{li, lj , lk} := 0 otherwise we have

n∑
m=1

ρm =
n∑

m=1

∑
1≤i<j≤d,
1 ≤ k ≤ j

amijk[[Xi, Xj ], Xk] =
∑

1≤i<j≤d,
1 ≤ k ≤ j

2{li, lj , lk}[[Xi, Xj ], Xk] = 0,

which means that the ρi generate a subspace Lres(X1, . . . , Xn) of dimension
≤ n− 1. In other words, the triple Massey product H1(GS(2))×H1(GS(2))×
H1(GS(2)) is not surjective. So there is no chance of applying our criteria
(2.1.2) and (2.3.2) respectively.

In fact, the groupGS(2) cannot be mild by the following arithmetic argument:
Let S = {l1, . . . , ln,∞} where l1, . . . , ln are odd prime numbers. Let e :=
v2(l1 − 1) and let K denote the unique subfield of Q(ζl1) of degree 2e over Q.
Then we have K ⊆ QS(2) and K is totally imaginary, i.e. complex conjugation
induces a non-trivial involution in GS(2) and hence cd GS(2) =∞.∗)

This also shows the following: If one wants to obtain arithmetic examples
of mild pro-2-groups over Q, the infinite prime has to be removed from S. On

∗)By a result due to A. Schmidt, the same holds in the following general setting: If k is a
number field and S is a set of primes containing all primes above 2, then any real prime
contained in S becomes complex in kS(2), cf. [Sch02], Th.1
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the other hand, in order to have a trivial Kummer group VS(Q) (which by
[Koc02] is an obstruction for the relations of GS(2) being generated by local
relations), one has to add the prime 2 or primes ≡ 3 mod 4 to the set S. If
S contains more than one prime ≡ 3 mod 4, then in a minimal presentation
1 → R → F → GS(2) → 1 we always have R 6⊂ F(3). If S contains only one
prime ≡ 3 mod 4, then the relations of GS(2) will satisfy symmetries similar
to those shown above. Thus, in the next section we will restrict ourselves to
the case 2 ∈ S and show that in special cases an analogue of (3.1.1) holds. This
also requires further investigation of the infinite prime, since the extensions
occurring in the definition of the Rédei symbols are usually ramified at ∞.

If p is an odd prime, it is not hard to construct examples of groups of the
form GS(p) having trivial cup-product. For instance, this holds for k = Q and
S = {l1, . . . , ln} with primes li ≡ 1 mod p, such that li is a p-th power modulo
lj for any i, j.∗) However, we don’t have a convenient analogue of the Rédei
symbols permitting a calculation of the higher Massey products in these cases.
This is why we focus on p = 2, which in other contexts often needs to be
considered as a rather exceptional case.

3.2 A presentation of GS(2) in the case 2 ∈ S, ∞ 6∈ S
Contrary to the previous section, we will now consider 2-extensions of Q where
we allow wild ramification, i.e. we study the Galois group GS(2) of the maximal
2-extension QS(2) of Q unramified outside S where 2 ∈ S. Recall that for a
pro-2-group G we put H i(G) := H i(G,Z/2Z) and hi(G) := dimF2 H

i(G). We
start with the following

(3.2.1) Proposition. Let S = {2, l1, . . . , ln} for some n ≥ 1 and odd prime
numbers l1, . . . , ln. The pro-2-group GS(2) has cohomological dimension
cd GS(2) = 2 and satisfies

h1(GS(2)) = 1 + n,

h2(GS(2)) = n.

The abelianization GS(2)ab is infinite.

Proof. Since by assumption 2 ∈ S,∞ 6∈ S, [NSW08] Th.10.6.1 yields cd GS(2) ≤
2 and χ2(GS(2)) = 0 where χ2(GS(2)) =

∑
i≥0(−1)ihi(GS(2)) denotes the

Euler-Poincaré characteristic of GS(2). Since BS(Q) := (VS(Q))∨ is trivial, the
general formula [NSW08], Th.10.7.12 yields h1(GS(2)) = 1 + n and thus also
the second formula h2(GS(2)) = n holds. In particular, we have h2(GS(2)) <
h1(GS(2)) which implies the infiniteness of GS(2)ab (of course this also follows
from the fact that QS(2) contains the cyclotomic Z2-extension of Q).

We will now give an explicit description of GS(2) in terms of generators and
relators using local Galois groups. Therefore, we will quickly recall some basic
facts on local pro-2 Galois groups:

∗)By Čebotarev’s density theorem, one can construct infinitely many sets S with this property,
cf. [Lab06], Prop.6.1. For p = 3 an example is given by S = {7, 181, 673, 3037}.
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(3.2.2) Proposition. Let l be a prime number and Gl(2) be the Galois group
of the maximal 2-extension Ql(2) of Ql. Let Tl(2) ⊆ Gl(2) denote the inertia
group of Gl(2).

(i) If l 6= 2, then Tl(2) ∼= Z2 and Gl(2) is a pro-2-group with two generators
σ, τ satisfying the relation

τ l−1[τ−1, σ−1] = 1

where σ denotes an arbitrary lift of the Frobenius automorphism of the
maximal unramified 2-extension of Ql and τ is an arbitrary generator of
Tl.

(ii) If l = 2, let σ, τ, τ̃ be arbitrary elements of G2(2) such that

σ ≡ (2,Q2(2)ab|Q2) mod [G2(2), G2(2)],

τ ≡ (5,Q2(2)ab|Q2) mod [G2(2), G2(2)],

τ̃ ≡ (−1,Q2(2)ab|Q2) mod [G2(2), G2(2)]

where ( · ,Q2(2)ab|Q2) denotes the local norm residue symbol. Then σ is a
lift of the Frobenius automorphism of the maximal unramified 2-extension
of Q2, τ, τ̃ ∈ T2(2) and {σ, τ, τ̃} form a minimal system of generators of
G2(2). We have h2(G2(2)) = 1 and in a minimal presentation

1 R F G2(2) 1

with preimages s, t, t̃ of σ, τ, τ̃ respectively, the single generating relation
r can be chosen in the form

r ≡ t̃ 2[t, s] mod F(3).

Furthermore, τ and τ̃ generate T2(2) as a normal subgroup of G2(2).

Proof. The first statement is a special case of [Koc02], Th.10.2. For the second
statement note that for π := 2, α0 := 5, α1 := −1 the set {π, α0, α1} is a basis
of Q×2 /Q

×2
2 satisfying the conditions of [Koc02], Lemma 10.10.∗) Then [Koc02],

Th.10.12 yields the statement (ii). In fact, in order to see that τ, τ̃ generate
T2(2) as a normal subgroup of G2(2), let Γ2(2) = G2(2)/T2(2) and consider the
exact sequence

0 H1(Γ2(2)) H1(G2(2)) H1(T2(2))Γ2(2) H2(Γ2(2)),

which yields dimF2 H
1(T2(2))Γ2(2) = 2, since h1(Γ2(2)) = 1, h2(Γ2(2)) = 0.

The elements τ, τ̃ ∈ T2(2) are contained in a minimal system of generators of
G2(2), hence they are linearly independent modulo T2(2)2[G2(2), T2(2)]. Now
the claim follows by reason of dimension.

∗)As D. Vogel pointed out to me, with a view to the correctness of the following theorem 10.12,
this lemma contains a sign error in (iv); the condition (α1, π) = −1 has to be replaced by
(α1, π) = 1, which holds in our case.
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(3.2.3) Remark. By a classical result of K. Iwasawa, in the case of tame
ramification (i.e. l 6= 2) one can describe the elements σ, τ explicitly (cf. [Iwa55],
[Koc02]). For our purposes the description given in (3.2.2) is sufficient.

We return to the global situation and fix the following notations:

• Let GS(2) denote the Galois group of the maximal 2-extension QS(2) of
Q unramified outside the set S = {l0, . . . , ln} where l0 = 2 and l1, . . . , ln
are odd prime numbers.

• For each 0 ≤ i ≤ n let li denote a fixed prime of QS(2) above li.

• For 1 ≤ i ≤ n let l̂i denote the idèle of Q whose li-component equals li and
all other components are 1 and let ĝi denote the idèle whose li-component
equals gi for a primitive root gi modulo li and all other components are
1.

• For i = 0 let l̂0, ĝ0, ĝ
′
0 denote the idèles of Q whose 2-components are

2, 5 and −1 respectively and all other components are 1.

For 0 ≤ i ≤ n we choose an element σi ∈ GS(2) with the following properties:

(i) σi is a lift of the Frobenius automorphism of li with respect to the maximal
subextension of QS(2)|Q in which li is unramified;

(ii) the restriction of σi to the maximal abelian subextension QS(2)ab|Q of
QS(2)|Q equals (l̂i,QS(2)ab|Q) where ( · ,QS(2)ab|Q) denotes the norm
residue symbol.

For 1 ≤ i ≤ n we denote by Tli ⊆ GS(2) the inertia subgroup of li and choose
an element τi ∈ Tli , such that

(i) τi generates Tli ;

(ii) the restriction of τi to QS(2)ab|Q equals (ĝi,QS(2)ab|Q).

Finally, let τ0, τ̃0 denote two elements of the inertia subgroup Tl0 ⊆ GS(2) of
l0 such that

(i) τ0, τ̃0 generate Tl0 as a normal subgroup of the decomposition group Gl0 ⊆
GS(2) of l0;

(ii) the restriction of τ0 to QS(2)ab|Q equals (ĝ0,QS(2)ab|Q) and the restric-
tion of τ̃0 to QS(2)ab|Q equals (ĝ′0,QS(2)ab|Q).

(3.2.4) Remark. The existence of elements satisfying the above properties
follows from class field theory. The fact that τi can be chosen as a generator
of Tli , 1 ≤ i ≤ n and τ0, τ̃0 can be chosen as generators of Tl0 as a normal
subgroup of Gl0 follows from the corresponding local statements (3.2.2). This
will turn out to be crucial for the correspondence between Rédei symbols and
the group GS(2).
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For 1 ≤ i, j ≤ n, i 6= j we define the linking number ai,j ∈ F2 by

ai,j :=

{
1, if

(
li
lj

)
2

= −1,

0, else.

Furthermore, for 1 ≤ i ≤ n we define the numbers ai,0, ãi,0 ∈ F2 by

ai,0 :=

{
1, if li ≡ 3, 5 mod 8,
0, else

and

ãi,0 :=

{
1, if li ≡ 3, 7 mod 8,
0, else.

We can now give the desired description of the group GS(2) in terms of
generators and relators which goes back to A. Fröhlich and H. Koch.

(3.2.5) Theorem. Let S = {l0, . . . , ln} where l0 = 2 and l1, . . . , ln are odd
prime numbers. Furthermore, let F be the free pro-2-group on the n+ 1 gener-
ators x0, . . . , xn. Then GS(2) admits a minimal presentation

1 R F GS(2) 1
π

where π maps xi to τi for 0 ≤ i ≤ n. Let yi denote a preimage of σi under π,
then a minimal generating set of R as a normal subgroup of F is given by

ri = xli−1
i [x−1

i , y−1
i ], i = 1, . . . , n

and we have

ri ≡ xli−1
i

∏
0≤j≤n
j 6= i

[xi, xj ]
a′i,j mod F(3) (3.1)

where the numbers a′ij ∈ F2 are given by

a′i,j =

{
ai,j + ãi,0, if lj ≡ 3 mod 4,
ai,j , else.

Proof. This is a special case of [Koc02], Th.11.10. In fact, by class field theory
it follows that the set {τ0, τ̃0, τ1, . . . , τn} is a system of generators of GS(2) and
one of the generators τ̃0 and τi, li ≡ 3 mod 4 can be omitted. We choose to
omit τ̃0. Then by (3.2.1) the generating set {τ0, τ1, . . . , τn} is minimal. Since
2 ∈ S, we have BS(Q) = 0 and a system of defining relations is given by the
local relations

r0 = x̃2
0[x0, y0]r′0,

ri = xli−1
i [x−1

i , y−1
i ], i = 1, . . . , n,

for some r′0 ∈ F(2) where x̃0 denotes a preimage of τ̃0 under π. Any of these
relations may be omitted and we decide to ignore r0. According to the choices
we have made and by definition of the numbers ai,j the elements yi satisfy

yi ≡ x
ai,0
0 x̃

ãi,0
0

∏
1≤j≤n
j 6= i

x
ai,j
j mod F(2).
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Class field theory implies

x̃0 ≡
∏

1≤j≤n,
lj ≡ 3mod 4

xj mod F(2),

and hence equation (3.1) follows.

The above minimal presentation for GS(2) is said to be of Koch type. As
a consequence, we obtain the following

(3.2.6) Corollary. The cup-product H1(GS(2))×H1(GS(2))
∪→ H2(GS(2)) is

trivial if and only if li ≡ 1 mod 8, i = 1, . . . , n and the Legendre symbols satisfy(
li
lj

)
2

= 1, 1 ≤ i, j ≤ n, i 6= j.

Proof. Keeping the notation of (3.2.5), the cup-product vanishes if and only if
R ⊆ F(3), i.e. ri ∈ F(3) for 1 ≤ i ≤ n. The latter is equivalent to xli−1

i ∈ F(3)

and a′i,j = 0 for 1 ≤ i ≤ n, 0 ≤ j ≤ n, i 6= j. Noting that for 1 ≤ i ≤ n we have

xli−1
i ∈ F(3) if and only if li ≡ 1 mod 4, the claim follows immediately from the

definition of the numbers ai,j .

3.3 Milnor invariants

In order to obtain a more detailed description of the relation structure, we will
define so-called Milnor invariants of the group GS(2). Using analogies to
link theory, these invariants have been introduced in [Mor02] and [Vog05] in
the case of p-extensions over Q with tame ramification.

Let F be the free pro-2-group on generators x0, . . . , xn and as in (3.2.5) let

1 R F GS(2) 1
π

be a minimal presentation of GS(2) where S = {l0, . . . , ln} with l0 = 2 and
odd prime numbers l1, . . . , ln. Recall that we have the topological isomorphism

ψ : F2JF K ∼ // Fnc2 JXK and that for any multi-index I = (i1, . . . , ir) with 0 ≤
ik ≤ n for 1 ≤ k ≤ r we have a continuous map εI,2 : F → F2 defined by

ψ(f) = 1 +
∑
I

εI,2(f)XI .

We define a set Mn of multi-indices of height n+ 1 by

Mn :=
{

(i1, . . . , ir) ∈ Nr0 | r ∈ N, 0 ≤ ik ≤ n for 1 ≤ k ≤ r − 1, 1 ≤ ir ≤ n
}

and for some I = (i1, . . . , ir) ∈Mn of length r ≥ 2 we set I ′ := (i1, . . . , ir−1).
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(3.3.1) Definition. Let I = (i1, . . . , ir) ∈ Mn. We define the Milnor µ2-
invariant of GS(2) corresponding to I by

µ2(I) :=

{
εI′,2(yir), if r ≥ 2,
0, if r = 1

where we keep the notation of (3.2.5), i.e. yi ∈ F denotes a fixed lift of the

Frobenius element σi ∈ GS(2) under π : F // // GS(2) for 1 ≤ i 6= n.

A priori, the definition of µ2(I) depends on the chosen presentation for GS(2),
in particular on the elements y1, . . . , yn. However, for multi-indices I having
minimal length among all multi-indices with non-zero Milnor µ2-invariant, we
will show that µ2(I) is actually independent of these choices.∗) We need the
following

(3.3.2) Lemma. Let e = min1≤i≤n{v2(li − 1)} where v2(·) denotes the 2-adic
valuation. Let r be an integer with 2 ≤ r ≤ 2e and assume that µ2(J) = 0 for
all multi-indices J ∈Mn of length ≤ r− 1. Then, for any I ∈Mn of length r,
µ2(I) is invariant under the following operations:

(1) xj is replaced by a conjugate for any 0 ≤ j ≤ n;

(2) xj is multiplied by an element in [F, F ] for any 0 ≤ j ≤ n;

(3) yi is replaced by a conjugate for any 1 ≤ i ≤ n;

(4) yi is multiplied by a product of conjugates of x
lj−1
j for any 1 ≤ i, j ≤ n;

(5) yi is multiplied by a product of conjugates of [x−1
j , y−1

j ] for any 1 ≤ i, j ≤
n.

Proof. For the claims (1), (3), (4) and (5) the proof of [Mor02], Th.3.1.5 carries
over immediately and we will only give the proof of the remaining statement
(2). Suppose xj is replaced by x′j = xj [f1, f2] for some 0 ≤ j ≤ n, f1, f2 ∈ F .
Let X ′j , ω1, ω2 be defined by

ψ(x′j) = 1 +X ′j , , ψ(f−1
i ) = 1 + ωi, i = 1, 2.

The equation ψ(f−1
2 f−1

1 )− ψ(f−1
1 f−1

2 ) = ω2ω1 − ω1ω2 implies

ψ([f2, f1]) = 1 +
(
ψ(f−1

2 f−1
1 )− ψ(f−1

1 f−1
2 )
)
ψ(f2f1)

= 1 + (ω2ω1 − ω1ω2)ψ(f2f1)

and hence

1 +Xj = ψ(xj) = ψ(x′j)ψ([f2, f1])

= (1 +X ′j)(1 + (ω2ω1 − ω1ω2)ψ(f2f1)).

This implies Xj = X ′j + R where R is of degree ≥ 2 in the system of variables
X0, . . . , Xj−1, X

′
j , Xj+1, . . . , Xn. For 1 ≤ i ≤ n, we obtain the new Magnus

∗)This justifies the term “invariant”.
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expansion of yi (i.e. the expansion with respect to this new system of variables)
if we replace the factor Xj by X ′j + R each time it occurs in ψ(yi). Since by
assumption ψ(yi)− 1 has degree at least r − 1, R gives rise to terms of degree
≥ r in the new Magnus expansion of yi and the new expansion has the same
coefficients in degree r− 1 as the old. Since [F, F ] is topologically generated by
commutators [f1, f2], this proves (2).

The following proposition is crucial for the correspondence between the group
GS(2) and Rédei symbols:

(3.3.3) Proposition. Let e, r be given as in (3.3.2). Then, for any multi-
index I ∈Mn of length r, the Milnor number µ2(I) is an invariant of the group
GS(2), i.e. it is independent of the choices of the primes li over li for 0 ≤ i ≤ n,
the elements τi ∈ GS(2), 0 ≤ i ≤ n, the elements σi ∈ GS(2), 1 ≤ i ≤ n and
their lifts yi ∈ F .

Proof. Since the decomposition groups of any two primes in GS(2) over li are
conjugate, (3.3.2), (1) and (3) show that the Milnor numbers don’t depend
on the choice of the li. For any 0 ≤ i ≤ n, suppose τ ′i is any other element
of GS(2) satisfying the conditions we made for τi in the previous chapter. In
particular, τi and τ ′i agree on QS(2)ab, i.e. τ ′i ≡ τi mod [GS(2), GS(2)]. This
corresponds to multiplying xi by an element in [F, F ], which by (3.3.2), (2)
leaves µ2(I) invariant. Next suppose that yi is replaced by another lift y′i ∈ F
of σi for some 1 ≤ i ≤ n. Then y′i ≡ yi mod R and since R is topologically

generated by conjugates of yj = x
lj−1
j [x−1

j , y−1
j ], 1 ≤ j ≤ n, by (3.3.2), (4)

and (5) this doesn’t affect µ2(I). Finally assume that for 1 ≤ i ≤ n, σ′i is
any element in GS(2) satisfying the conditions on σi. Then σi and σ′i are
both lifts of the Frobenius and agree on QS(2)ab and hence σ′i = σiϑ for some
ϑ ∈ Tli ∩ [GS(2), GS(2)]. The latter group is the closed subgroup generated
by τ li−1

i and hence this corresponds to multiplying yi by an element in 〈xli−1
i 〉,

which again by (3.3.2), (4) doesn’t change µ2(I).

(3.3.4) Remark. Comparing (3.3.2) to Morishita’s result ([Mor02], Th.3.1.5),
we had to prove a slightly stronger algebraic statement. This is due to the fact
that, being restricted to the case of tame ramification, Morishita uses a more
explicit description of the elements τi, σi (cf. the remark (3.2.3)).

As an application of (2.2.5) we obtain the following

(3.3.5) Theorem. Let S = {l0, . . . , ln} where l0 = 2 and l1, . . . , ln are odd
prime numbers. Assume that µ2(J) = 0 for all multi-indices J ∈Mn of length
≤ r− 1 for some integer r satisfying 2 ≤ r ≤ 2e with e = min1≤i≤n{v2(li− 1)}.
Then there exists a well-defined r-fold Massey product

〈·, . . . , ·〉 : H1(GS(2))r −→ H2(GS(2)).

For all multi-indices I = (i1, . . . , ir), 0 ≤ ik ≤ n of length r and all 1 ≤ j ≤ n
we have

trrj 〈χI〉 = δir,jµ2(I) + δi1,jµ2(i2, . . . , ir, i1) +

(
lj − 1

r

)
δI=(j,...,j)
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where χ0, . . . , χn ∈ H1(GS(2)) denotes the basis dual to the system of generators
τ0, . . . , τn of GS(2) chosen as in (3.2.5).

Proof. By assumption, εJ ′,2(yj) = 0 for all 1 ≤ j ≤ r and all multi-indices
J of length 1 ≤ |J ′| ≤ r − 2. By definition of the Zassenhaus filtration, we

obtain yj ∈ F(r−1) and hence rj = x
lj−1
j [x−1

j , y−1
j ] ∈ F(r), since xj ∈ F(r) by

assumption. Consequently, we have R ⊆ F(r) and we may apply (2.2.5) for
p = 2. It follows that

trrj 〈χI〉 = εI,2(rj)

= εI,2(x
lj−1
j ) + εI,2([x−1

j , y−1
j ])

=

(
lj − 1

r

)
δI=(j,...,j) + ε(i1),2(x−1

j )ε(i2,...,ir),2(y−1
j )

−ε(ir),2(x−1
j )ε(i1,...,ir−1),2(y−1

j )

=

(
lj − 1

r

)
δI=(j,...,j) + δi1,jµ2(i2, . . . , ir, i1) + δir,jµ2(I).

Here we have made use of some general properties of the maps εI,2 for which
we refer to [Vog04], Prop.1.1.22.

It can easily be seen in the minimal presentation GS(2) = F/R (see (3.2.5))
R ⊆ F(r) holds if and only if yj ∈ F(r−1), 1 ≤ j ≤ n. In the following we are
particularly interested in the case where R ⊆ F(3). In this regard we have the
following

(3.3.6) Corollary. Assume that in the minimal presentation GS(2) = F/R as
in (3.2.5) the inclusion R ⊆ F(3) holds. Then for any multi-index I = (i1, i2, i3)
and for all 1 ≤ j ≤ n we have

trrj 〈χi1 , χi2 , χi3〉 =


µ2(i1, i2, i3), if j = i3, j 6= i1,
µ2(i2, i3, i1), if j = i1, j 6= i3,
0, otherwise.

Proof. This follows immediately from (3.3.5) noting that R ⊆ F(3) implies e ≥ 2

and hence for all 1 ≤ j ≤ n the binomial coefficient
(lj−1

3

)
vanishes mod 2.

3.4 Rédei symbols

We make the following notational convention: If k is a number field, we denote
its ring of integers by Ok. By D we denote the set of all discriminants of real
quadratic number fields

D := {Dk|Q| k real quadratic}.

The next proposition follows immediately from the classical Hasse-Minkowski
theorem:



3.4 Rédei symbols 93

(3.4.1) Proposition. Let a1, a2 ∈ D, then the diophantine equation

x2 − a1y
2 − a2z

2 = 0,

x, y, z ∈ Z, (x, y, z) = 1, 2 | y, x+ y
√
a1 ≡ 1 mod 4OQ(

√
a1)

(3.2)

admits a solution if the following holds:

(i) a1 and a2 are not both negative,

(ii)
(
ai
p

)
2

= 1 for all prime numbers p | a1a2, p - ai, i = 1, 2,

(iii)
(
−a′1a′2
p

)
2

= 1 for all prime numbers p | (a1, a2) where a′i := ai/p, i = 1, 2,

(iv) 2 - a2.

For the definition of the Rédei symbol [·, ·, ·] we need the following notation:

(3.4.2) Definition. Let k be a number field, α ∈ k and let p be a prime ideal
in Ok. Then we set

(
α|k
p

)
:=


1, if p splits in k(

√
α),

0, if p ramified in k(
√
α),

−1, if p inert in k(
√
α).

(3.4.3) Proposition. Let a1, a2 ∈ D satisfying the conditions (i) to (iii) of
proposition (3.4.1) and assume that furthermore we have the condition

(iv’) 2 - a1 or 2 - a2.

Then there exists an element α2 ∈ k1 := Q(
√
a1) satisfying the following prop-

erties:

(1) Nk1|Q(α2) = a2z
2 for some z ∈ Z,

(2) Nk1|Q(Dk12|k1) = a2 where k12 := k1(
√
α2) and Dk12|k1 denotes the dis-

criminant of the extension k12|k1.

In addition assume that a3 > 1 is a prime number such that (a1, a2, a3) = 1
and for any prime number p | a1a2a3 the following properties are satisfied:

(ii)’
(
ai
p

)
2

= 1 if p - ai, i = 1, 2, 3 except in the case i = 3, p = 2,

(iii)’
(−a′ia′j

p

)
2

= 1 if p | (ai, aj), 1 ≤ i < j ≤ 3 where a′i := ai/p, i = 1, 2, 3

except in the case j = 3, p = 2.

Then there exists a prime ideal a3 in k1 above a3 such that a3 is unramified in

k12. Furthermore, for all such choices of α2 and a3, the symbol
(
α2|k1
a3

)
yields

the same (non-zero) value.
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Proof. First suppose 2 - a2 and let (x, y, z) be a solution of the Diophantine
equation (3.2) as given in (3.4.1). Then α2 := x+y

√
a1 ∈ k1 satisfies conditions

(1) and (2) (whereas the first condition is obvious, the second one requires
a thorough examination of the discriminant for which we refer the reader to
[Réd38]). Now assume that 2 - a1 and α1 ∈ k2 := Q(

√
a2) satisfies conditions

(1) and (2) after replacing a2 by a1. Then again by [Réd38] the element

α2 := Trk2|Q(α1) + 2
√
Nk2|Q(α1) = (

√
α1 +

√
α1)2 ∈ k1

satisfies conditions (1) and (2).
For the second part of the proposition, i.e. the existence of the ideal a3 and

the independence of the symbol
(
α2|k1
a3

)
, we refer to [Réd38], Satz 1.

(3.4.4) Definition. Keeping the notations and assumptions of (3.4.3), we de-
fine the Rédei symbol [a1, a2, a3] ∈ {±1} by

[a1, a2, a3] :=

(
α2|k1

a3

)
.

We remark that compared to [Vog05] and [Mor02] we use a slightly more
general notation of the symbol [a1, a2, a3], which will allow us to involve the
prime 2. In the original work [Réd38] even a more general definition is given
where the third entry a3 is not necessarily a prime number. For the applications
we have in mind however, the above definition is sufficient.

We define Ka1,a2 to be the Galois closure of k1(
√
α2) over Q. If a1 6= a2, we

have the diagram of fields

Ka1,a2

k2(
√
α1) k2(

√
α1) k1k2 k1(

√
α2) k1(

√
α2)

k2 Q(
√
a1a2) k1

Q

where αi denotes the conjugate of αi, i = 1, 2. Clearly, Ka1,a2 is a Galois
extension of degree 8 over Q. More precisely, we have the following

(3.4.5) Proposition. Keeping the notations and assumptions of (3.4.3), the
following holds:

(i) If a1 6= a2, then the Galois group G(Ka1,a2 |Q) of Ka1,a2 |Q is the dihe-
dral group of order 8. Let s, t be generators of G(Ka1,a2 |k1(

√
α2)) and

G(Ka1,a2 |k2(
√
α1)) respectively, i.e.

s :
√
a2 7→ −

√
a2, t :

√
a1 7→ −

√
a1.
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Then G(Ka1,a2 |Q) admits the presentation

G(Ka1,a2 |Q) = 〈s, t | s2 = t2 = (st)4 = 1〉.

If a1 = a2, then Ka1,a2 is a cyclic extension of degree 4 over Q.

(ii) The discriminant of Ka1,a2 is given by

DKa1,a2 |Q =

{
a4

1a
4
2, if a1 6= a2,

a3
1, if a1 = a2.

In particular, Ka1,a2 |Q is unramified outside the set of prime divisors of
a1a2 and the infinite prime.

(iii) Suppose 2 - a2. Then Ka1,a2 is totally real if and only if the chosen solution
(x, y, z) of the diophantine equation (3.2) satisfies x > 0. If 2 - a1, then
the same holds by interchanging a1 and a2 in (3.2).

Proof. Under the assumption a1 6= a2, one sees that the extension k1(
√
α2) is

not Galois over Q, hence it follows that G(Ka1,a2 |Q) is a non-abelian group
of order 8. Therefore, it is isomorphic to the dihedral group D4 of order 8,
noting that the only other non-abelian group of order 8, the quaternion group,
only possesses four non-trivial subgroups all of which are normal. This also
yields the presentation of G(Ka1,a2 |Q) in this case. If a1 = a2, then we have√
α2 =

√
a1/α2 ∈ k1(

√
α2) and hence k1(

√
a2) is Galois over Q with Galois

group isomorphic to Z/4Z.
The equalities for the discriminant given in (ii) follow from condition (2) in
(3.4.3) and an application of the conductor discriminant formula (cf. [Neu99],
Ch.VII).

For the proof of (iii) assume 2 - a2 and Ka1,a2 is constructed with respect
to the solution (x, y, z) of (3.2). Then Ka1,a2 is the decomposition field of the
polynomial X4 − 2xX2 + x2 − y2a1 over Q and it is totally real if and only if
x + y

√
a1, x − y

√
a1 > 0 (where we have chosen a fixed embedding k1 ↪→ R).

Since x2 − a1y
2 = a2z

2 > 0, it follows that |x| > |y√a1| and hence Ka1,a2 is
totally real if and only if x > 0. Clearly, Ka1,a2 is also the normal closure of
k2(
√
α1) over Q and if 2 - a1 the same condition holds after interchanging the

variables a1 and a2.

After having given the definition of Rédei symbols, we will study their relation
to the group GS(2). In all what follows, let S = {l0, l1, . . . , ln} such that

• l0 = 2 and li ≡ 1 mod 8, i = 1, . . . , n,

•
(
li
lj

)
2

= 1 for all 1 ≤ i, j ≤ n, i 6= j.

Recall that by (3.2.6), it follows that the cup-product

H1(GS(2))×H1(GS(2))
∪→ H2(GS(2))

vanishes. In other words, the Zassenhaus invariant z(GS(2)) is at least 3, cf.
(2.3.1). Verifying conditions (i),(ii’),(iii’),(iv’) of (3.4.1) and (3.4.3), the follow-
ing symbols [·, ·, ·] are defined:
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• [li, lj , lk], if 1 ≤ i, j ≤ n, 0 ≤ k ≤ n except in the case i = j = k;

• [8, li, lj ], if 1 ≤ i ≤ n, 0 ≤ j ≤ n;

• [li, 8, lj ], if 1 ≤ i ≤ n, 0 ≤ j ≤ n.

(3.4.6) Definition. For 1 ≤ i, j ≤ n we say that the pair (li, lj) is totally
real if the equation

x2 − liy2 − ljz2 = 0,

x, y, z ∈ Z, (x, y, z) = 1, 2 | y, x+ y
√
li ≡ 1 mod 4OQ(

√
li)

(3.3)

admits a solution (x, y, z) with x > 0. For 1 ≤ i ≤ n we say that (l0, li) and
(li, l0) are totally real if the equation

x2 − 8y2 − ljz2 = 0,

x, y, z ∈ Z, (x, y, z) = 1, 2 | y, x+ 2y
√

2 ≡ 1 mod 4OQ(
√

2)

admits a solution (x, y, z) with x > 0.

We introduce the following short notation:

l̃i :=

{
8, if i = 0,
li, if 1 ≤ i ≤ n.

(3.4.7) Corollary. Suppose that (li, lj) is totally real for 0 ≤ i, j ≤ n (where
not both i and j are 0). Then the field Kl̃i,l̃j

defined as above (and chosen with

respect to a solution (x, y, z), x > 0 of the equation (3.3)) is contained in QS(2).

Proof. This follows directly from (3.4.5) (ii),(iii).

The property of (li, lj) being totally real is a crucial assumption for the re-
lation between Rédei symbols and Milnor invariants, since in our case ∞ 6∈ S,
i.e. we do not allow ramification at the infinite prime (together with the fact
that our calculations also involve the prime 2, this is an important difference
compared to the results of Morishita and Vogel). Thus, one is led to the ques-
tion under which conditions this property holds for given primes li, lj . Noting
that for 1 ≤ i ≤ n the prime li can be written as a sum li = y2 + z2 with y ≡ 0
mod 4, we see that (li, y, z) is a solution of (3.3) and hence the tuple (li, li)
is always totally real. More generally, for 1 ≤ i, j ≤ n, i 6= j the field Kli,lj

admits a purely arithmetic characterization, which provides useful equivalent
conditions to (li, lj) being totally real:

(3.4.8) Proposition. For 1 ≤ i ≤ j ≤ n, i 6= j the field Kli,lj is the maximal

abelian extension of exponent 2 of the biquadratic field Q(
√
li,
√
lj) unramified

outside the infinite primes. In particular, it is independent of the particular
choice of the triple (x, y, z) solving the equation (3.3). Furthermore, the follow-
ing assertions are equivalent:

(i) The pair (li, lj) is totally real.
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(ii) The class number of Q(
√
li,
√
lj) is even.

(iii) The class number of Q(
√
lilj) is divisible by four.

(iv) For the fourth power residue symbol
( ·
·
)

4
it holds that(

li
lj

)
4

=

(
lj
li

)
4

.

This can be proven using results on the parity of class numbers of totally
real biquadratic fields, see [CH88]. Since we will not need this proposition for
our application to the group GS(2), we omit the proof. We can now state and
prove the main result of this section relating the Milnor µ2-invariants of the
group GS(2) to the Rédei symbols of the primes in S.

(3.4.9) Theorem. Let S = {l0, . . . , ln} where l0 = 2 and l1, . . . , ln are prime

numbers ≡ 1 mod 8 satisfying
(
li
lj

)
2

= 1, 1 ≤ i, j ≤ n, i 6= j.

(i) Suppose 0 ≤ i, j ≤ n, 1 ≤ k ≤ n such that i 6= j and (li, lj) is totally real.
Then

(−1)µ2(i,j,k) = [l̃i, l̃j , lk] =


[li, lj , lk], if i, j 6= 0,
[8, lj , lk], if i = 0,
[li, 8, lk], if j = 0.

(ii) For 1 ≤ i, j ≤ n we have

(−1)µ2(i,i,j) =

{
[li, li, lj ], if i 6= j,
1, if i = j.

Furthermore, for 1 ≤ j ≤ n

(−1)µ2(0,0,j) =

(
α|Q(

√
2)

p

)

where α := 2 +
√

2 and p denotes a prime above 2 in OQ(
√

2).

Proof. The proof follows the main ideas of [Vog04], Prop.2.1.13-2.1.15. Assume
that i 6= j and (li, lj) is totally real. By (3.4.7) we may choose the field Kl̃i,l̃j

as

a subfield of QS(2). Furthermore, the triple a1 := l̃i, a2 := l̃j , a3 := lj satisfies
all conditions of (3.4.3) and it follows that there exists a prime pj in k1 = Q(

√
li)

over lj which is unramified in k1(
√
α2). Let

G(Kl̃i,l̃j
|Q) = 〈s, t | s2 = t2 = (st)4 = 1〉

where s, t are chosen as in (3.4.5)(i). Since by (3.4.5)(ii) lj ramifies in Kl̃i,l̃j
, it

follows that there is a prime Pj in Kl̃i,l̃j
above lj such that the inertia group

TPj is generated by s. By symmetry, it also follows that there is a prime Pi

in Kl̃i,l̃j
above li such that the inertia group TPi is generated by t. We choose

primes li, lj in QS(2) lying above Pi,Pj . For all 0 ≤ k ≤ n, k 6= i, j, we choose
an arbitrary prime in QS(2) above lk.
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As in (3.2.5) we have a minimal presentation 1 → R → F → GS(2) → 1
where F is the free pro-2-group on x0, . . . , xn and xk maps to τk ∈ Tlk for all
0 ≤ k ≤ n. We consider the projection

π : F → GS(2)→ G(Kl̃i,l̃j
|Q).

Since by (3.4.5) Kl̃i,l̃j
is unramified outside {li, lj}, we have π(xk) = 1, k 6= i, j.

Furthermore, π(xi) = t (where we keep the notation of (3.4.5), since π(xi) is
contained in TPi and must be non-trivial. In fact, if 1 ≤ i ≤ n, this follows
immediately from the observation that τi is a generator of the inertia subgroup
Tli ⊆ GS(2) of li. For i = 0 this is no longer the case (the elements τ0, τ̃0

generate Tl0 as a normal subgroup of GS(2), cf. (3.2.4)). Suppose π(x0) = 1,
then in particular the restriction of τ0 to k1 = Q(

√
2) would be trivial. On

the other hand the restriction of τ0 to QS(2)ab equals (ĝ0,QS(2)ab|Q) where ĝ0

denotes the idèle whose 2-component is 5 and whose other components are 1.
Since (ĝ0,Q(

√
2)|Q) is the non-trivial element in Gal(Q(

√
2)|Q), this contradicts

the assumption π(x0) = 1. By symmetry we conclude that

π(xk) =


t, if k = i,
s, if k = j,
1, if k 6= i, j.

Assume that k 6= i, j and let pk denote a prime ideal in k1 above a3 = lk
unramified in k1(

√
α2). Furthermore, let Pk denote a prime ideal in k1k2 above

pk. By our assumptions the prime lk is completely decomposed in k1k2 and
hence pk splits in k1(

√
α2) if and only if Pk splits in k1k2(

√
α2) = Kl̃i,l̃j

, i.e. we

have (
α2|k1

pk

)
=

(
α2|k1k2

Pk

)
.

Noting that Gal(Kl̃i,l̃j
|k1k2) is generated by (st)2 and by definition of the ele-

ment yk ∈ F , it follows that

π(yk) =

{
(st)2, if [l̃i, l̃j , lk] = −1,

1, if [l̃i, l̃j , lk] = 1.

By (3.4.5)(i) the kernel R̃ of π : F // // G(Kl̃i,l̃j
|Q) is generated by x2

i , x
2
j , (xjxi)

4

and xk, k 6= i, j as a normal subgroup of F . Noting that the Magnus expansions
of these elements are given by

ψ(x2
i ) = 1 +X2

i ,

ψ(x2
j ) = 1 +X2

j ,

ψ((xjxi)
4) ≡ 1 mod deg ≥ 4

ψ(xk) = 1 +Xk

where as in (2.2.4) ψ denotes the isomorphism FpJF K ∼ // Fp〈〈X〉〉 , we see that

the maps ε(i),2, ε(j),2, ε(i,j),2 vanish identically on R̃. Therefore, if [l̃i, l̃j , lk] = 1,
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we have π(yk) = 1, i.e. y ∈ R̃ and consequently µ2(i, j, k) = ε(i,j),2(yk) = 0.

If [l̃i, l̃j , lk] = −1, then π(yk) = (st)2, i.e. yk = (xjxi)
2r for some r ∈ R̃. This

yields

µ2(i, j, k) = ε(i,j),2(yk) = ε(i,j),2((xixj)
2) + ε(i,j),2(r) + ε(i),2((xixj)

2)ε(j),2(r)

= 1

where we have used [Vog04], Prop.1.1.22 and the equality

ψ((xjxi)
2) ≡ 1 +X2

i +X2
j +XiXj +XjXi mod deg ≥ 3.

Next we consider the case k = j, so in particular j 6= 0. By definition of the
Rédei symbol, if [l̃i, lj , lj ] = 1, we have the decomposition

ljOk1(
√
α2) = q1q2q

2
3

with pairwise different prime ideals qi. By choice of the prime Pj of Kl̃i,lj
,

we have Pj | q1 or Pj | q2. The Frobenius automorphism of lj maps to the
trivial element of Gal(k1(

√
α2)|Q), i.e. π(yj) = 1 or π(yj) = s. We recall

that the restriction of the image σj of yj in GS(2) to QS(2)ab is given by

(l̂j ,QS(2)ab|Q) where l̂j denotes the idèle whose lj-component equals lj and all
other components are 1, i.e. by class field theory the restriction of σj to k2 =
Q(
√
lj) is trivial. Since s maps

√
lj to −

√
lj , the case π(yj) = s cannot occur

and in particular µ2(i, j, j) = 0 holds. If [l̃i, lj , lj ] = −1, then lj decomposes as

ljOk1(
√
α2) = q1q2

3

where Pj | q1. In this case the Frobenius automorphism of lj maps to the non-
trivial automorphism of k1(

√
α2)|k1 and we have π(yj) = (st)2 or π(yj) = s(st)2

where again the latter case cannot occur, since s(st)2 maps
√
lj to −

√
lj . As

in the case k 6= j we conclude that µ2(i, j, j) = ε(i,j),2(yj) = 1.

By reason of symmetry also (−1)µ2(i,j,i) = [li, l̃j , li] holds for i ≥ 1, i 6= j
which concludes the proof of (i).

In order to determine the Milnor invariant µ2(i, i, j), 1 ≤ i, j ≤ n, i 6= j, first
note that by (3.4.5) Kli,li |Q is a cyclic extension of degree 4 and that by (3.4.7)
we may assume Kli,li ⊆ QS(2). More precisely, Kli,li is unramified outside
li and totally ramified at li. As in the proof of (i) we can choose a minimal
presentation 1→ R→ F → GS(2)→ 1, such that the projection

π : F → GS(2)→ G(Kli,li |Q).

maps xk to 1 for k 6= i and xi to s where s is a generator of G(Kli,li |Q). By
definition it holds that

π(yj) =

{
s2, if [li, li, lj ] = −1,
1, if [li, li, lj ] = 1.
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Again let R̃ be the kernel of π : F // // G(Kl̃i,l̃j
|Q) , i.e. R̃ is the closed normal

subgroup of F generated by x4
i , xk, k 6= i. Since

ψ(x4
i ) = 1 +X4

i ,

we see that in particular ε(i,i),2, εi,2 vanish on R̃. Hence if π(yj) = 1, we have

µ2(i, i, j) = ε(i,i),2(yj) = 0. If π(yj) = s2, then yj = x2
i r for some r ∈ R̃ which

implies that

µ2(i, i, j) = ε(i,i),2(yj) = ε(i,i),2(x2
i ) + ε(i,i),2(r) + ε(i),2(x2

i )ε(i),2(r)

= 1.

Since π(yi) = 1, by the same argument we obtain µ2(i, i, i) = 0, showing the
first part of (ii).

Finally let k := Q(
√

2) and K := k(
√
α) where α = 2+

√
2. Then K is totally

real and cyclic of degree 4 over Q. Furthermore, we have DK|Q = 2048 = 211,
so K|Q is unramified outside 2 and totally ramified at 0. If s is a generator of
G(K|Q), as above we have a projection π : F → GS(2) → G(K|Q), such that
for all 1 ≤ j ≤ n we have

π(yj) =

 s2, if
(
α|k
p

)
= −1,

1, if
(
α|k
p

)
= 1

where p denotes a prime above 2 in Ok. Now the the proof of the first part of
(ii) carries over immediately.

We calculated the Milnor invariants µ2(0, 0, j) by studying the decomposition

behavior of lj in Q(
√

2 +
√

2). Observing that Q(
√

2 +
√

2) = Q(ζ16 + ζ16) is
the maximal real subfield of Q(ζ16) where ζ16 denotes a primitive 16th root of
unity, it follows that for 1 ≤ j ≤ n we have

µ2(0, 0, j) =

{
0, if lj ≡ 1 mod 16,
1, if lj ≡ 9 mod 16.

Thus, we have the following

(3.4.10) Corollary. Let S = {l0, . . . , ln} where l0 = 2 and l1, . . . , ln are prime

numbers ≡ 1 mod 8 satisfying
(
li
lj

)
2

= 1, 1 ≤ i, j ≤ n, i 6= j. Then the group

GS(2) has Zassenhaus invariant z(GS(2)) ≥ 3 and the triple Massey product

〈·, ·, ·〉 : H1(GS(2))×H1(GS(2))×H1(GS(2)) −→ H2(GS(2))

is given by

(−1)trrm 〈χi,χj ,χk〉 =


[l̃i, l̃j , lk], if m = k,m 6= i,

[l̃j , l̃k, li], if m = i,m 6= k,
1, otherwise
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for all 1 ≤ m ≤ n and provided that (li, lj) and (lj , lk) are totally real where by
abuse of notation we set

[l̃0, l̃0, lk] :=

{
1, if lk ≡ 1 mod 16,
−1, if lk ≡ 9 mod 16

and χ0, . . . , χn ∈ H1(GS(2)) denotes the basis dual to the system of generators
τ0, . . . , τn of GS(2) chosen as in (3.2.5).

Proof. This is an immediate consequence of (3.3.6) and (3.4.9).

(3.4.11) Remark. Having developed a link between triple Massey products
and Rédei symbols, the shuffle property of the Massey product also implies
certain symmetry relations of the Rédei symbols. This fact, which can also be
shown in a direct way, is actually one of the central results in Rédei’s original
work, cf. [Réd38], §2.

Together with (2.2.9), the above result yields a complete description of the
relations of GS(2) modulo the 4-th step of the Zassenhaus filtration, provided
all pairs of primes in S are totally real. This will finally provide arithmetic
examples of mild pro-2-groups with trivial cup-product.

(3.4.12) Theorem. Let S = {l0, l1, . . . , ln} for some n ≥ 1 and prime numbers
l0 = 2, li ≡ 9 mod 16, i = 1, . . . , n, such that the Legendre symbols satisfy(

li
lj

)
2

= 1, 1 ≤ i, j ≤ n, i 6= j.

Then GS(2) is a mild pro-2-group with h1(GS(2)) = n+ 1, h2(GS(2)) = n and
Zassenhaus invariant z(GS(2)) = 3.

Proof. We have already seen that z(GS(2)) ≥ 3. Consider the basis χ0, . . . , χn ∈
H1(GS(2)) as given in (3.4.10). Since by assumption l1 ≡ . . . ≡ ln ≡ 9 mod 16,
by (3.4.10) we obtain

trrm〈χ0, χ0, χk〉 = trrm〈χk, χ0, χ0〉 = δmk =

{
1, if m = k,
0, if m 6= k

for m = 1, . . . , n.∗) In particular, the triple Massey product is non-zero and
therefore z(GS(2)) = 3. We apply (2.3.2) with respect to the subspaces

U = 〈χ1, . . . , χn〉, V = 〈χ0〉

and e = 1. Noting that trr1 , . . . , trrn is a basis of H2(GS(2))∨, the above obser-
vation implies that the F2-linear map U ⊗ V ⊗ V −→ H2(GS(2)) is surjective
(even an isomorphism by reason of dimensions), i.e. condition (b) of (2.3.2) is
satisfied. Furthermore 〈χ0, χ0, χ0〉 = 0, hence condition (a) also holds and we
conclude that GS(2) is mild with respect to the Zassenhaus filtration.

∗)Here we have used the shuffle property of the triple Massey product, see (2.2.8).
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Note that in the above theorem we didn’t have to assume the total realness
of the pairs (li, lj), 1 ≤ i, j ≤ n, since in order to prove the mildness of GS(2)
we only had to calculate the Massey products 〈χ0, χ0, χk〉 which are determined
by the ramification behaviour in the totally real extension Q(ζ16 + ζ16). In the
following example, we determine the triple Massey product completely.

(3.4.13) Example. Let S = {l0, . . . , l4} where

l0 = 2, l1 = 313, l2 = 457, l3 = 521.

We have (
313

457

)
2

=

(
313

521

)
2

=

(
457

521

)
2

= 1

and a calculation of solutions of the diophantine equation (3.3) shows that all
pairs (li, lj) are totally real. Using the computational algebra system [MAGMA]
we find that the symbol [li, lj , lk] is −1 for all permutations of the triples

(i, j, k) = (1, 1, 3), (1, 2, 3), (1, 3, 3),

furthermore [l̃i, l̃j , lk] is −1 for all triples

(i, j, k) = (0, 0, 1), (0, 0, 2), (0, 0, 3), (0, 1, 1),

(0, 2, 2), (0, 3, 3), (0, 2, 3), (0, 3, 2)

and [l̃i, l̃j , lk] = 1 in all other cases. Combining (3.4.10) with (2.2.9), we see
that GS(2) admits a minimal presentation 1→ R→ F → GS(2)→ 1 where F
is the free pro-2-group on x0, . . . , x3 and the generating relations r1, . . . , r3 ∈ R
satisfy

r1 ≡ [[x0, x1], x0] [[x0, x1], x1] [[x1, x3], x1] [[x1, x3], x3]

[[x2, x3], x1] mod F(4),

r2 ≡ [[x0, x2], x0] [[x0, x2], x2] [[x0, x3], x2] [[x1, x3], x2] mod F(4),

r3 ≡ [[x0, x3], x0] [[x0, x3], x2] [[x0, x3], x3] [[x1, x3], x1]

[[x1, x3], x2] [[x1, x3], x3] [[x2, x3], x0] [[x2, x3], x1] mod F(4).

By (3.4.12), GS(2) is mild.

We conclude by giving an example of a groupGS(2) with Zassenhaus invariant
z(GS(2)) ≥ 4.

(3.4.14) Example. Let S = {l0, l1, l2} where

l0 = 2, l1 = 113, l2 = 593.

Computations using [MAGMA] show that all pairs of primes in S satisfy are
totally real and that all Rédei symbols are equal to 1. By (3.4.10) and the
shuffle property it follows that the triple Massey product of GS(2) is identically
zero, i.e. we have z(GS(2)) ≥ 4.
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3.5 The group GT
S(2) - Fabulous pro-p-groups with

trivial cup-product

The groupsGS(2) considered in the previous section are always of cohomological
dimension 2 and have infinite abelianization (cf. (3.2.1)). However, it would be
of great interest to give examples of (mild) pro-p-groups having trivial cup-
product and finite abelianization. More precisely, we are looking for so-called
fab groups, which are defined as follows:

(3.5.1) Definition. A pro-p-group G is fab if for every open subgroup H ⊆ G
the abelianization Hab = H/[H,H] is finite. We call G fabulous if it is mild
and fab.

Note that our definition of a fabulous group is a slight generalization of the
notion suggested by J. Labute (cf. [Lab08]). Trivial examples of fab groups
are finite pro-p-groups. Fabulous groups occur as groups of the form GS(p) in
the tame and mixed case and as Galois groups of the form GTS (p) (cf. [Sch07],
[Sch06], [Sch10], [Vog06], [Vog07], [Win07]). A nice feature of fabulous groups
is the fact that they are duality groups. This follows from the following well-
known result, e.g. see [Win07], Prop.1.3:

(3.5.2) Proposition. Let G be a fab pro-p-group of cohomological dimension 2.
Then G is a duality group and the strict cohomological dimension is scd G = 3.

Let k be a number field and S, T disjoint sets of primes of k. We denote
by GTS (p) the Galois group of the maximal p-extension kTS (p) of k which is
unramified outside S and completely decomposed at the primes above T . These
groups carry important arithmetic information. For example, dealing with the
more general groups GTS (p) instead of GS(p) only is crucial for the proof of
(2.3.5) by A. Schmidt (cf. [Sch10], Th.1.1) in the general case (i.e. without
restriction on roots of unity and p-divisibility of class numbers).

In [Win07], K. Wingberg has shown that one can construct many examples
of fabulous groups of the form GTS (p) over totally real number fields for an odd
prime p, such that GTS (p) is a pro-p Schur group, i.e. h1(GTS (p)) = h2(GTS (p)).
More precisely, S must be a finite set of primes containing the primes Sp lying
above p and the order of T must equal the number of independent Zp-extensions
of k. Furthermore, one has to assume Leopoldt’s conjecture for p and all finite
extensions of k lying inside kTS (p) (for the exact statement see [Win07], Cor.2.6).

We return to the case k = Q, p = 2. We will construct an example of a
fabulous group of the form GTS (2) having trivial cup product and being a pro-p
Schur group with h1(GTS (2)) = h2(GTS (2)) = 3. As in the previous section,
suppose S = {l0, l1, . . . , ln} for some n ≥ 1 and prime numbers l0 = 2, li ≡ 1
mod 8, i = 1, . . . , n, such that the Legendre symbols satisfy(

li
lj

)
2

= 1, 1 ≤ i, j ≤ n, i 6= j.

(3.5.3) Theorem. Let T = {q} where q 6∈ S is a prime number ≡ 5 mod 8,
such that the following conditions are satisfied:
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•
(
q
li

)
2

= 1 for all i = 1, . . . , n− 1,

•
(
q
ln

)
2

= −1.

Then for the pro-2-group GTS (2) the following holds:

(i) GTS (2) has generator rank h1(GTS (2)) = n and relator rank h2(GTS (2)) ≤ n
and the cup-product

H1(GTS (2))×H1(GTS (2))
∪→ H2(GTS (2))

vanishes, i.e. z(GTS (2)) ≥ 3.

(ii) Assume that the pair (li, lj) is totally real for all 0 ≤ i, j ≤ n, i 6= j.
Then GTS (2) possesses a presentation GTS (2) = 〈x1, . . . , xn | r1, . . . , rn〉
such that the triple Massey product

〈·, ·, ·〉 : H1(GTS (2))×H1(GTS (2))×H1(GTS (2)) −→ H2(GTS (2))

is given by

(−1)trrm 〈χi,χj ,χk〉 =



[li, lj , lk], if m = k, m 6= i, i, j 6= n,
[li, lj , lk] · [8, lj , lk], if m = k, i = n, j 6= n,
[li, lj , lk] · [8, lj , lk], if m = k, m 6= i, i 6= n = j,
[li, lj , lk] · [8, lj , lk], if m = k, i = j = n,
[lj , lk, li], if m = k, m 6= i, i, j 6= n,
[lj , lk, li] · [8, lj , lk], if m = i, k = n, j 6= n,
[lj , lk, li] · [8, lk, li], if m = i, m 6= k, k 6= n = j,
[lj , lk, li] · [8, 8, li], if m = i, k = j = n,
1, otherwise

for m = 1, . . . , n− 1 and

(−1)trrn 〈χi,χj ,χk〉 =


[li, lj , ln], if k = n, i, j 6= n,
[li, lj , ln] · [li, 8, ln], if k = j = n, i 6= n,
[lj , lk, ln], if i = n, k, j 6= n,
[lj , lk, ln] · [8, lk, ln], if i = j = n, k 6= n
1, otherwise

where {χ1, . . . , χn} denotes the basis of H1(GTS (2)) dual to x1, . . . , xn.

Assuming in addition that the Leopoldt conjecture holds for all number fields k
contained in QT

S (2) and the prime 2, we have:

(iii) GTS (2) is a fab pro-2-group and h2(GTS (2)) = n.

Proof. Keeping the notation and choices of the elements τ0, . . . , τn ∈ GS(2) as
in the previous sections, by (3.2.5) the group GS(2) has a minimal presentation

1 R F GS(2) 1
π
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where F is the free pro-p-group on x0, . . . , xn, π maps xi to τi and R is gener-
ated by ri = xli−1

i [x−1
i , y−1

i ], i = 1, . . . , n as closed normal subgroup of F . We
fix a prime Q of QS(2) lying above q and denote by GQ ⊆ GS(2) the decom-
position group of Q, which is generated as closed subgroup by the Frobenius
automorphism σQ of Q. Furthermore we choose an arbitrary lift rQ ∈ π−1(σQ).
We obtain a commutative exact diagram

1

(GQ)

1 R F GS(2) 1

1 R̃ F GTS (2) 1

1

π

π̃

(3.4)

where R̃ denotes the closed normal subgroup of F generated by r1, . . . , rn, rQ
and (GQ) ⊆ GS(2) is the (closed) normal subgroup generated by GQ. Let
q̂ ∈ I = IQ denote the idèle of Q whose q-th component equals q and all other
components are 1. Then the restriction of σQ to QS [2], the maximal abelian
subextension of exponent 2 in QS(2)|Q, is given by (q̂,QS [2]|Q). By choice of
q, we have the idèlic congruence

q̂ = (1, . . . , 1, q, 1, . . .)

≡ (
1

q
, . . . ,

1

q
, 1,

1

q
, . . .)

≡ ĝ0ĝn mod ISI
2Q×

where

IS :=
∏
l∈S
{1} ×

∏
l 6∈S

Ul

and ĝi are the idèles as constructed in the definition of the generators τi of GS(2)
(cf. (3.2.5)). Since by class field theory Gal(QS [2]|Q) = GS(2)/(GS(2))(2)

∼=
I/ISI

2Q×, it follows that

σQ ≡ τ0τn mod (GS(2))(2), rQ ≡ x0xn mod F(2).

In particular, we see that rQ 6∈ F(2) and therefore the presentation of GTS (2)
given by the bottom horizontal line of diagram (3.4) is not minimal. In order
to obtain a minimal presentation, let F be the free pro-p-group on n generators
x1, . . . , xn. Noting that rQ, x1, . . . , xn is a basis of F , the mapping rQ 7−→
1, xi 7−→ xi, i = 1, . . . , n yields a well-defined surjective homomorphism ψ :
F −→ F . Let s be the section of ψ mapping xi to xi, i = 1, . . . , n and set
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R := ψ(R̃). We obtain the commutative exact diagram

1 R̃ F GTS (2) 1

1 R F

π̃

sψ

where the composition π̃◦s is surjective, since x0 ≡ xn mod R̃F(2) and therefore

GTS (2) is generated by the images of τ1, . . . , τn. Clearly, R is generated by
ri := ψ(ri), i = 1, . . . , n. By the assumptions made for the primes in S, we
have ri ∈ F(3) and therefore also R ⊆ F (3). In particular, we obtain the minimal
presentation

GTS (2) = F/R = 〈x1, . . . , xn | r1, . . . , rn〉

for GTS (2). This yields h1(GTS (2)) = n, h2(GTS (2)) ≤ n and the cup-product

H1(GTS (2))×H1(GTS (2))
∪→ H2(GTS (2)) is trivial, i.e. we have proven (i).∗)

Next we calculate the triple Massey product of GTS (2). Let χ0, . . . , χn ∈
H1(GS(2)) = H1(F ) and χ1, . . . , χn denote the bases dual to x0, . . . , xn and
x1, . . . , xn respectively. Since ψ(x0) ≡ ψ(xn) = xn mod F(2), the inflation map

inf : H1(GTS (2)) −→ H1(GS(2)) is given by

χi 7−→ χi, i = 1, . . . , n− 1, χn 7−→ χ0 + χn.

Furthermore we have the surjective homomorphism

inf ∨ : H2(GS(2))∨ H2(GTS (2))∨,

trri trri , i = 1, . . . , n.

Since by (2.2.3) (i) the 3-fold Massey product commutes with the inflation
maps, for any 1 ≤ i, j, k,m ≤ n we have

trrm〈χi, χj , χk〉 = inf ∨(trrm)〈χi, χj , χk〉
= trrminf 〈χi, χj , χk〉
= trrm〈inf χi, inf χj , inf χk〉.

We can now deduce (ii) by a direct calculation using (3.4.10) and the shuffle
property of the triple Massey product.

Let H ⊆ GTS (2) be an open subgroup and k ⊆ QT
S (2) the corresponding fixed

field. Assume that Hab is infinite. Since it is a finitely generated, it has a

∗)Comparing our results to the general formula for the generator and relation ranks of the
groups GTS (p) given in [NSW08], Th.10.7.10, we have shown that the Kummer group
B
S∪T
S is trivial in our case. This can be alternatively justified as follows: By the assumption

on the Legendre symbols
(
q
li

)
2

we have made, the prime q is not completely decomposed

in the extension QS [2]|Q, hence h1(GTS (2)) < h1(GS(2)) and since #T = 1, it follows that
h1(GTS (2)) = h1(GS(2))− 1 (see also [Gä08], Th.7.1.1).
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quotient isomorphic to Z2. Assuming that the Leopoldt conjecture holds for
k and 2, this must be the cyclotomic Z2-extension, since k is totally real (e.g.
see [NSW08], Th.10.3.6). However, the primes above q cannot be completely
decomposed in the cyclotomic Z2-extension of k which yields a contradiction.
Hence Hab is finite showing that GTS (2) is a fab group. In particular, (GTS (2))ab

is finite. Consequently h2(GTS (2)) ≥ h1(GTS (2)) and hence equality holds.

(3.5.4) Example. The sets S = {2, 17, 7489, 15809}, T = {5} satisfy the as-
sumptions made in (3.5.3). Choosing xi, ri, χi as in (3.5.3), computations of
the Rédei symbols with [MAGMA] show that

trr1〈χi, χj , χk〉 6= 0 ⇔ (i, j, k) ∈ {(1, 1, 3), (1, 2, 3), (1, 3, 2), (1, 3, 3), (2, 3, 1),

(3, 1, 1), (3, 2, 1), (3, 3, 1)},
trr2〈χi, χj , χk〉 6= 0 ⇔ (i, j, k) ∈ {(1, 3, 2), (2, 1, 3), (2, 3, 1), (3, 1, 2)},
trr3〈χi, χj , χk〉 6= 0 ⇔ (i, j, k) ∈ {(1, 1, 3), (1, 2, 3), (2, 1, 3), (3, 1, 1),

(3, 1, 2), (3, 2, 1)}.

Hence in the minimal presentation 1 → R → F → GTS (2) → 1 the generating
relations r1, r2, r3 ∈ R satisfy

r1 ≡ [[x1, x3], x1] [[x1, x3], x3] [[x2, x3], x1] mod F(4)

r2 ≡ [[x1, x3], x2] mod F(4),

r3 ≡ [[x1, x3], x1] [[x1, x3], x2] [[x2, x3], x1] mod F(4).

We claim that GTS (2) is mild. To this end let U := 〈χ1〉, V = 〈χ2, χ3〉. By the
above calculations the triple Massey product 〈·, ·, ·〉 is trivial on V ×V ×V and
maps U × V × V surjectively onto H2(GTS (2)). Hence the mildness of GTS (2)
follows by (2.3.2). Assuming the Leopoldt conjecture, GTS (2) is a fabulous pro-
2-group. To the author’s knowledge, this yields the first known example of a
fabulous pro-p-group with trivial cup-product and also the first example of a
fabulous pro-p-group with generator rank ≤ 3. Finally, since h1(G) = h2(G),
by (1.5.10) (v) we see that GTS (2) is not 2-adic analytic.

The existence of fab pro-p-groups is a rather mysterious phenomenon: As
we have seen, many finitely presented pro-p-Galois groups can be shown to
be fab (or even fabulous) using arithmetic arguments. These methods usually
lead to the question whether the associated Galois extensions can contain Zp-
extensions. On the other hand, the fab property is far from being completely
understood from a purely group theoretic point of view. In [Lab08], J. Labute
has shown that a pro-p-group G is fab if the Lie algebra L(G) associated to the
central series of G is “fab”. However, to date we don’t know a single example of
a fabulous pro-p-group with the relations in a minimal presentations completely
described. An algebraic characterization of fab pro-p-groups could itself provide
new insight into arithmetic questions related to Zp-extensions.





Notation

k〈X〉 free associative algebra on the set X over k
k〈〈X〉〉 ring of formal power series in the non-commuting indeterminates X over k
OJGK complete group algebra of the pro-p-group G over O
L(X) free Lie algebra (over a field) on the set X
Lres(X) free restricted Lie algebra (over a field of characteristic p > 0) on the set X
UL universal enveloping algebra Ures(L) of the restricted Lie algebra L
grω(G) restricted Lie algebra associated to the p-filtered group (G,ω)
Cn set of Hall commutators of weight n

C Hall basis for the free restricted Lie algebra Lres(X)
Bn set of basic commutators of weight n
〈χ1, . . . , χk〉 k-fold Massey product
GS(p) Galois group of the maximal p-extension unramified outside S
[l1, l2, l3] Rédei symbol
µ2(I) Milnor invariant corresponding to the multi-index I
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groups, Invent. Math. 73 (1983), 413–418.

[Fen83] R.A. Fenn, Techniques of geometric topology, London Math. Soc.
Lecture Notes 57, Cambridge University Press, 1983.
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