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Zusammenfassung

In dieser Arbeit werden gekoppelte Systeme aus Flüstergallerieresonatoren, Atomen und
Fasern untersucht. Es wird gezeigt, wie aus einer solchen Kavität und einem Mehrni-
veauatom ein kontrollierbares Photonendrehkreuz hergestellt werden kann, indem die
Eigenschaften der Photonenstatistik ausgenutzt werden. Des weiteren wird eine Kette
von gekoppelten Atom-Resonator-Systemen betrachtet, die über eine Faser miteinan-
der verbunden sind. Durch den Energiefluss zwischen benachbarten Untersystemen in
beide Richtungen bilden sich sogenannte Supermoden mit stark erhöhter Transmission
verglichen mit einer Kette unabhängiger Systeme aus. Interferenzeffekte zwischen ver-
schiedenen Wegen, die Licht durch ein solches System nehmen kann, bringen diese spe-
ziellen Moden hervor. Darüber hinaus werden in einer Anordnung von Mikroresonatoren
solche Interferenzerscheinungen verschiedener Lichtwege untersucht. Es wird beobach-
tet, dass die Phasen der komplexen Kopplungskonstanten, mittels derer die Wechselwir-
kung zwischen benachbarten Resonatoren beschrieben wird, enormen Einfluss auf das
Transmissions- und Reflexionsverhalten der Resonatoranordnung haben. Es wird gezeigt,
dass dies zur Präzisionsmessung des Brechungsindexes einer dünnen Scheibe oder der Po-
sitions eines Teilchens ausgenutzt werden kann. Eine quantitative Analyse mittels FDTD
Simulationen zur Sensitivität des Aufbaus wird durchgeführt. Die Lichtpropagation durch
Scheibenresonatoren mit einem Loch als Lichtstreuer im Terahertz Regime wird studiert.
Die Ergebnisse werden mit experimentellen Daten verglichen und stimmen mit diesen
sehr gut überein.

Abstract

In this thesis, coupled systems of whispering gallery resonators, atoms and fibers are in-
vestigated. A setup for a controllable photon turnstile consisting of a multilevel atom and
a cavity by exploiting the properties of the photon statistics is suggested. Furthermore, a
chain of atom-cavity systems connected via a fiber is considered. Due to the energy flux
between the subsystems in both directions so-called supermodes with vastly enhanced
transmission compared to a chain of independent subsystems develop. Interference ef-
fects between pathways on which light can propagate through the system cause these
special modes. Moreover, pathway interference effects in an array of microcavities are
studied. It is observed that the phase angles of the complex coupling constants describing
the interaction of neighboring cavities influence crucially the transmission and reflection
behavior of the array. We show that this can be exploited for precision measurements of
the refractive index of a thin slab or determining the position of a nearby particle on a
sub-wavelength scale. A quantitative analysis of the sensitivity of the setup is performed
via FDTD simulations. Light propagation through a disk resonator with a hole as light
scatterer in the terahertz regime is studied. The results are compared to experimental
data and a very good agreement is observed.
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Introduction

Whispering galleries form an intriguing feature of many famous works of architecture
such as the dome of St. Peter’s Basilica in Rome, the Echo Wall in the Temple of
Heaven in Beijing, and the Alhambra in Granada. Due to reflections at the walls, such
round shaped buildings can guide sound waves along their walls and thus the voice of
a whispering person can be heard clearly by another person standing at distinct distant
positions. This interesting behavior of sound waves has been fascinating people for several
centuries. In 1892, The New York Times reported on this curious echo phenomenon in
the Statuary Hall of the United States Capitol [1]. These special sound waves did not
only find their way into famous works of literature such as Jules Verne’s Journey to the
Center of the Earth [2], but also played a central role during the scientific investigation
of this wave dynamics. Probably the most famous realization of acoustic whispering
gallery modes occurred in the dome of St. Paul’s Cathedral in London [3]. It was in this
church where the physics of acoustic whispering gallery modes was first studied by the
later Nobel Prize Laureats Lord Rayleigh [4] and Raman [5] at the beginning of the last
century.

Since the discovery of these special modes in acoustics, research on electromagnetic
whispering gallery mode phenomena has been performed for many different wavelength
regimes. In 1919, the propagation of electromagnetic waves around the earth was an-
alyzed by the mathematician George N. Watson [6]. Resonant modes with extremely
low frequencies (ELF) on the order of 1-300 Hz supported by the ionospheric whispering
gallery were studied by the physicist W. O. Schumann and are referred to as Schumann
Resonances [7–9]. In [10] it was shown, that the ionosphere forms a whispering gallery
for radio waves with very low frequencies (VLF) of the order of 20-30 kHz. James R.
Wait studied in detail the propagation of these radio waves around our planet in the
1960s [11, 12].

In recent decades, whispering galleries for light waves became very popular in optical
sciences and photonics. With the evolution of modern fabrication techniques on smaller
and smaller length scales, such as lithography, the field of whispering galleries for electro-
magnetic waves in the optical regime became accessible. These tiny so-called whispering
gallery resonators with radii at the micrometer scale typically have very low loss rates and
can trap light due to total reflections at the sidewalls of the resonators [13–15]. Typically,
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these cavities have the form of rings, disks, toroids, or spheres. However, even tunable
bottle shaped resonators have been developed [16, 17]. Since light can be stored in their
very small volumes for many circulations which results in a long optical path, whispering
gallery cavities became interesting for nonlinear optics where a crucial enhancement of
nonlinear effects, occurring, e.g., in photorefractive materials such as lithium niobate,
can already be achieved in small resonators [18, 19].

The outstanding properties of whispering gallery resonators promise numerous remark-
able applications [20, 21]. The extremely long confinement times of light in these cavities
cause very low threshold powers for nonlinear effects. Therefore, they are perfectly suited
for microlasing applications [22–26]. Moreover, the sharp resonances of such microcavi-
ties make them interesting for selective wavelength filtering and ultrafast switching [27]
needed for advanced telecommunication networks. In the simplest form, such an optical
switch or filter consists of a ring or disk resonator sandwiched between two waveg-
uides [28, 29].

Light in a whispering gallery cavity is not completely confined to the resonator’s volume.
Especially at the points of internal reflections the electromagnetic field leaks out of the
cavity and exponentially decreases with the distance from the resonator. This so-called
evanescent field allows the cavity to interact with external objects such as fibers, further
resonators or particles in the surrounding environment. Additionally, this enables one to
use microcavities as precision measurement devices for detecting slight changes, e.g., of
the refractive index, in their environment. Due to the extremely low loss rates, which cor-
respond to very high sensitivities, whispering gallery cavities are promising candidates for
ultra sensitive biosensors [30–34]. Such sensors are of significant interest for life sciences
and medical diagnostics where real-time label-free detection mechanisms for bacteria,
molecules, viruses or proteins are necessary. How to accurately measure the size of a
single nanoparticle down to 30 nm radius, which is located close to a whispering gallery
cavity, by mode splitting is shown in [35]. Single molecule detection using microtoroid
cavities has been demonstrated in [36]. For the purpose of biosensing, methods have
been presented to detect single molecules, proteins or viruses coupling to the evanescent
fields of a spherical whispering gallery cavity [37–42].

Furthermore, whispering gallery cavities are unique candidates for the development of a
new generation of frequency combs for high precision frequency metrology. In contrast
to conventional frequency combs [43], here, no external pump laser is required but the
laser light is distributed to the comb peaks directly inside the microcavity due to nonlin-
earities, e.g., Kerr nonlinearities in the microtoroid’s material [44]. Since light in high Q
whispering gallery resonators is confined within a very small volume for many circulations,
the threshold optical power for parametric oscillation is dramatically reduced [45]. Apart
from the low initial power necessary for parametric frequency conversion, the advantages
of these microcavity combs are their small size, very sharp resonance lines as well as
the comparably large distance of the comb’s spectral lines. Due to the high power per
frequency line, they also promise various applications in modern highspeed telecommuni-
cations. Optical frequency combs have been experimentally realized using microcavities
in the optical regime [46–48]. A fully stabilized frequency comb is presented in [49]. How
to use a combination of an optical frequency comb with a tunable cavity diode laser for
broadband spectroscopy is shown in [50].

Light forces which are caused by photons confined for long lifetimes in cavity modes of
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high finesse resonators can be so high that they can measurably modify the motion of
macroscopic objects such as microtoroids or mirrors. The long storage times of photons
inside a whispering gallery cavity, which are comparable to a mechanical oscillation pe-
riod, make these resonators to ideal tools for studying radiation force induced effects.
The radiation pressure induced dynamical backaction between the resonator’s small mass
and the light field leads to a coupling of the system’s optical and mechanical degrees
of freedom and thus paves the way for a new research field called cavity optomechan-
ics [51–58]. This coupling of optical and mechanical modes was theoretically proposed
by V. B. Braginsky in 1977 [59]. More recently, optical control of mechanical motion
of single nanocavities [60] or double-disk resonator structures [61, 62] has been studied.
One goal is groundstate cooling of mechanical oscillators by using radiation pressure to
damp the Brownian motion of whispering gallery cavities, similar to the routinely achieved
atomic laser cooling. This is a prerequisite for investigations such as ultra sensitive mea-
surements of forces or displacements as well as the observation of quantum phenomena
of macroscopic objects. Here, the thermal oscillation modes of a cavity are damped
due to the light forces which results in laser cooling of macroscopic whispering gallery
cavities [63]. The mechanical motion modifies the optical path length and thus causes
the excitation of sidebands. It was reported on sideband cooling of toroidal microcavities
in theory [64] and experiment [65]. Moreover, exploiting this radiation pressure induced
coupling of optical and mechanical modes, optomechanically induced transparency, anal-
ogous to electromagnetic induced transparency (EIT) in atoms or molecules, has been
achieved [66].

Besides single cavity systems, arrays of coupled microcavities have received great at-
tention. These coupled systems often allow for even sharper resonances and higher
quality factors as compared to a single resonator. The arrangement of whispering gallery
resonators to arrays thus allows to advance optical filtering and switching devices as com-
pared to single cavity setups [67–80]. In these systems, ring or disk cavities are coupled
to different constellations of waveguides, e.g., cross shaped setups, in order to optimize
the array’s properties. Additionally, loop arrangements have been considered [68, 69].
Photonic crystals can be used for the experimental design of such coupled cavity arrays
[81, 82]. In optimized cavity arrays, switching times are of the order of picoseconds [83–
87]. Furthermore, such cavity arrangements can be exploited for achieving slow light. A
realization of ultraslow light pulse propagation with a group velocity below one hundredth
of the vacuum light velocity was achieved in arrays of photonic crystal nanocavities [88].

Another similar approach to improve the functionality of microcavities as wavelength-
selective filters and switches or as microlasers is combining them to photonic molecules
by coupling several disk or ring cavities [89–92]. Similar to chemical molecules, these
are clusters of closely located microcavities, the “photonic atoms”, interacting via their
evanescent fields. Here, in particular so-called supermodes are considered, which are
collective multicavity modes describing the whole coupled system, similar to dressed states
of an atom interacting with an external field or coupled atoms in a chemical molecule.
Often very symmetric clusters of microcavities are investigated, where supermodes occur
with strong enhanced quality factors as compared to modes of a single resonator. Since
these supermodes can lead to directional radiation characteristics with narrow beams even
in the far field, photonic molecules can serve as microlasers [93–96]. The narrow resonant
linewidth and wide mode spacing additionally enhance their sensitivity to changes of, e.g.,
the refractive index in the cavity’s environment. Hence, they are especially interesting
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for label-free sensing applications [97, 98].

In recent years, coupled systems of cavities and atoms or quantum dots have drawn
tremendous interest [99–102]. Couplings between cavities and atoms are achieved via
the evanescent field surrounding the resonator. These coupled systems offer a variety of
fascinating applications. For example, a photon transistor built of a microcavity coupled
to a nearby three-level atom is suggested in [103, 104]. How a simple two-level atom
coupled to a toroidal cavity can be used as a single photon turnstile is presented in [105].
Moreover, such systems are promising candidates for building quantum networks and
quantum information devices [106–112].

Experimentally, such couplings are often realized using a falling cloud of cold atoms, since
trapping an atom in the vicinity of the resonator can be difficult [99, 100, 105]. In order
to achieve strong interaction between an atom and a microcavity, the atom has to be
located within a distance smaller than the optical wavelength, where the evanescent field
surrounding the cavity is not negligible. This is experimentally challenging, in particular
since the trapping laser beams could heat and even melt the resonator, depending on its
material. In order to avoid these problems, a typical experimental setup consists of a
tapered fiber coupled to a toroid or ring resonator and an ensemble of atoms is cooled
in a trap above the cavity. After cooling, the cloud of cold atoms is released and falls
down close to the resonator’s surface, such that a few atoms pass the evanescent field.
Therefore, they interact via the evanescent field with the photonic cavity modes on their
way falling down [99, 100, 105]. Another setup where atom-cavity coupling is achieved
by an atomic fountain is presented in [113]. Here, a bottle whispering gallery resonator is
mounted above a magneto-optical trap. The atomic cloud is launched upwards and passes
the resonator’s evanescent field at the turning point of the atomic fountain. However, in
recent experiments a localization of single cesium atoms has been achieved as well [114,
115]. Here, the evanescent field itself is used to trap the atoms. This opens up a route
to directly integrate cooled atomic ensembles into atom-microcavity networks.

In this Ph.D. thesis, different coupled systems of microcavities, nearby atoms of different
inner structure, and fibers are studied. Especially, their applications as sensing and pho-
ton turnstile devices, optical switches and filters as well as microlasers are considered.
Transmission and reflection spectra as well as higher order photon correlations and cross
correlations between different photonic modes in a coupled multilevel-atom-cavity system
are investigated. We show how to exploit the special properties of the resulting photon
statistics as a controllable, bimodal photon turnstile. Furthermore, so-called supermodes
occurring in a chain of atom-cavity systems and leading to a strong transmission en-
hancement are studied. Arrays of microcavities in special loop arrangements which lead
to very sharp resonance lines in the transmission and reflection spectra are considered.
Light pathway interference is analyzed in terms of a coupled mode theory. Precision
measurement devices are suggested and their sensitivity is quantitatively analyzed via
numerical FDTD (finite-difference time-domain) simulations. Moreover, a disk resonator
with hole which functions as a finite light scatterer is found to exhibit anisotropic, direc-
tional radiation characteristics which could be exploited for microlasing as well as sensing
purposes.

This thesis is divided into five parts. In part I, a mathematical model is presented for a
very general form of a coupled chain of subsystems connected by a waveguide. Each of
these subsystems consists of a multilevel atom as well as a coupled array of an arbitrary
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number of whispering gallery mode cavities. Most of the setups considered in the later
parts are reductions of the general model regarded in this introductory part. Since a
theoretical description of such systems including all relevant coupling mechanisms is not
part of standard literature yet, we here derive the Hamiltonian and the equations of motion
describing the general system. We explain the different coupling mechanisms in detail
and derive their contributions to the system’s Hamiltonian. These coupling mechanisms
as well as their energy contributions are relevant for the systems investigated in the later
parts of this thesis. Additionally, the time evolution of the density operator and the
equations of motion for the system operators are presented.

In part II, we consider a microcavity interacting with a nearby three-level atom in the
Λ configuration, i.e., the atom has an internal structure with one upper and two lower
states. The resonator is additionally coupled to a tapered fiber which allows to apply
an input laser field. In many previous works, the atom coupling to the cavity modes
has been modeled with two internal energy levels [99, 100, 102, 105]. To date, less
research has been performed on multilevel atoms interacting with microresonators [103,
104]. Since coupling of several atomic transitions to the mode pairs within a resonator
could enable more advanced control schemes, we here consider a whispering gallery
resonator interacting with both transition dipoles of a nearby three-level atom in the Λ
configuration. We assume two different pairs of whispering gallery modes to be supported
by the cavity. Due to the choice of the polarization and the frequency, each pair can couple
to one of the atomic transitions, respectively. Two fundamentally different parameter
regimes are studied. Firstly, the strong coupling regime is considered, where the coupling
of the cavity to the atom is much stronger than the coupling to the fiber and the scattering
between different photon modes. Secondly, calculations are performed in the so-called
bad cavity regime, where the coupling to the atom is assumed to be weak, which means
that further coupling, scattering, and dissipative processes govern the system’s dynamics.
Different calculation methods for the two regimes are explained and discussed in detail.
The first is based on a Fock mode truncation, where photonic Fock states up to a certain
number of photons are taken into account and the respective equations of motion are
solved numerically. For the bad-cavity regime additionally a method to adiabatically
eliminate the cavity modes is explained. We study the impact of the atom on the
transmission and reflection intensity of the different photon output modes for both the
parameter regimes of interest. Furthermore, we consider higher order correlation functions
and cross correlations between different photon modes. Exploiting the special properties
of the photon statistics, a method to build a controllable photon turnstile for different
output fluxes is found. Motivated by a previous publication [105], in which was reported
on an experimental realization of a photon turnstile using a single mode pair and a nearby
two-level atom, we further develop this model and propose a control method via the input
fields. In addition, optical switching, single photon sources and the detection of particles
close to the resonator surface are discussed as potential applications.

In part III, we investigate a chain of microcavities connected by a common waveguide to
which weak input fields are applied for probing the system. Each microresonator addition-
ally couples to a nearby two-level atom. Between the cavities, fluxes in both directions are
possible. We are particularly interested in properties which differ from a chain of indepen-
dent cavities. Here, independent means that backcoupling fluxes between the resonators
are suppressed. The transmission and reflection behavior is studied in dependence on
the chain length, the distance between neighboring subsystems as well as the different
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coupling strengths. Two different calculation methods are applied. On the one hand, we
numerically solve the equations of motion for this system in a semiclassical description.
This calculation is very time consuming, especially for long chains. Therefore, on the
other hand, a more efficient calculation method using a coupling matrix, which describes
the system in the limit of weak input fields, is presented. The advantages and drawbacks
of both these calculation methods are discussed. Light entering such a complex coupled
system can take various different pathways before leaving the system and contributing to
one of the output fluxes. Interference of such pathways plays an important role for the
transmission and reflection behavior. The intercavity distances as well as the different
coupling constants describing the various interaction mechanisms influence strongly the
system’s dynamics. Due to constructive interference of light pathways the formation of
so-called supermodes becomes possible. These are collective modes of the whole coupled
system, which can lead to crucially enhanced transmission. Configurations are studied
in detail, where supermodes establish and therefore the transmission is considerably en-
hanced compared to the case of independent cavities. We find, that for long chains the
influence on the system’s dynamics increases with increasing chain length. The origin
of these resonance supermodes is analyzed in terms of pathway interference. The trans-
mission signal provides information about occurring supermodes, whereas the reflection
signal could be used to detect which cavities of the chain couple to nearby atoms. This
information cannot be obtained from the transmission signal, since the order of the chain
elements has no influence on the transmission. Our setup could serve as a detector for
measuring which of the subsystems possess a nearby coupling atom. This is relevant for
experiments where it can be difficult to achieve simultaneous coupling of single atoms
to all resonators of the chain, e.g., if a falling cloud of cold atoms is used to achieve
atom-cavity coupling, see [99, 100, 105]. Furthermore, the position of single subsystems
can be measured with high precision. We show that shifts of only one twentieth of the
light wavelength already result in vastly different transmission intensities.

In part IV, we study an array of three cavities arranged in a loop configuration. In
this arrangement, every resonator is coupled to both the other elements of the array.
One of the resonators is additionally coupled to a waveguide. An input probe field is
applied from one direction. The coupling between the cavities is described by complex
coupling constants. There are cases, where the phases are not important and thus the
coupling parameters can be taken as real numbers, neglecting the phase information [68,
69]. In our work, however, particular interest lies on the impact of these phase factors
on the transmission and reflection behavior. A roundtrip process, where light moves
on a pathway which leads through all three cavities is found to play a special role in
the dynamics of this coupled array and gives rise to very sharp resonance lines in the
transmission and reflection signal. The phases of the coupling constants and scattering
rates can be manipulated by placing a small particle near one of the cavities or by changing
the refractive index in the coupling region between the cavities, e.g., by placing a thin
slab there or embedding the system into a liquid. This effect can be exploited for precisely
measuring the refractive index of a thin slab, the concentration of a dissolved substance
in a liquid, or for detecting the position of a nearby particle on a sub-wavelength scale.

In part V, the propagation of the electromagnetic field through different photonic systems
is investigated by numerical FDTD simulations. Firstly, the array of three microcavities
in a loop configuration as introduced in the preceding part is studied. A quantitative
analysis of the suggested applications of the setup as precision measurement devices and
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their sensitivity is performed. Secondly, a disk resonator with a hole which functions as a
finite scatterer is simulated. We consider different sizes and positions of the disk and the
hole. Our observables are the transmission spectrum as well as the radiation behavior in
the near field. The results are compared to experimental data for the transmission spectra
and the far field radiation measured at the Max Planck Institute for the Science of Light
in Erlangen. We explain the main features of the radiation characteristics measured in
the far field by simulations of the near field radiation and our results are found to be in
very good agreement with the experimental findings.

Finally, our results are summarized and an outlook for future research is provided.

7
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The Mathematical Model





I.1. Introduction

I The Mathematical Model

In this part, a general mathematical model is introduced to describe coupled systems
consisting of microcavities, atoms and fibers. Most of the systems investigated in the
following parts are reductions of this general setup. The dynamics of such a system
is governed by various coupling mechanisms. These different coupling mechanisms and
their contributions to the Hamiltonian are discussed. A general master equation for such
systems is derived. Eventually, we present the equations of motion for this general setup.

I.1. Introduction

Throughout this Ph.D. thesis, coupled systems consisting of microcavities, fibers and
atoms are analyzed. During the last years, a lot of research was carried out in this field.
However, in most works either coupled arrays of cavities without atoms [68, 69, 116] or
single cavities coupled to a nearby atom [55, 99, 101–103, 105, 117, 118] are studied.
We take both these different coupling mechanisms into account and consider coupled
arrays containing both microcavities and atoms. In this section we derive a general
master equation taking into account contributions from both inter-cavity coupling terms
and cavity-atom coupling terms.

Since we consider systems consisting of whispering gallery modes (WGM), we first explain
the physics of these special modes. As shown in Fig. I.1.(a), light can be totally reflected
on a boundary of two media with different refractive indices. In the language of ray optics,
due to the different light velocities, light propagating from a medium with refractive index
n1 towards a medium with refractive index n2 changes its propagation direction by an
angle ∆α = α − β. For the refracted light, the refractive angle β can be calculated via
Snell’s law

sin α

sin β
=

n2

n1
. (I.1.1)

However, if the upper medium in Fig. I.1.(a) is of lower optical density than the lower
medium, i.e., n2 < n1, also total reflection can take place if the incident angle α exceeds
a certain maximum angle αmax, which leads to an output angle of β = 90◦. For the
output angle β = 90◦, the incident angle is

αmax = arcsin

(
n2

n1

)
. (I.1.2)

Further increasing the angle α leads to total reflection of the incident light as shown
in Fig. I.1.(a). This effect which can take place at a boundary between a medium of
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(a) (b)

cw ccw

αα

β

n1

n2

Figure I.1.: (a) Snell’s law and (b) propagation of whispering gallery modes.

higher refractive index to another medium of smaller refractive index, is exploited for
WGM resonators. Usually, these cavities have the shape of a disk, ring or toroid. Due to
total reflection at the resonator’s boundaries, entering light can propagate on a polygonal
pathway in the cavity. For modes concentrated at the circumference of such a resonator,
the number of edges of these polygons is very high and thus these light pathways can be
approximated as circles.

At the points of the resonator boundary, where the total reflection occurs, light can
leak out of the resonator. This so-called evanescent light field surrounds the cavity and
exponentially decays with the radial distance from the cavity. Other objects can couple
to the cavity modes and influence the system’s dynamics if they are located within this
short distance, where the evanescent field is not negligible. On the one hand, if another
cavity is placed close to such a resonator and additionally their resonance frequencies
are similar, photonic coupling between these two neighboring resonators can occur. On
the other hand, atoms or molecules whose transition frequencies match the cavity modes
can couple to the WGM resonator. In the next section, we study these different types
of coupling mechanisms in detail and derive their contributions to the Hamiltonian H of
our system and to the time evolution of the density operator ρ.

I.2. Theoretical description of the system

In this section we introduce a general form of the coupled systems studied in this thesis.
Our general model system consists of a chain of subsystems connected by a common fiber.
Each subsystem is composed of several microcavities and a nearby quantum system, e.g.,
a quantum dot or an atom. For simplicity, we write “atom” in stead of “quantum system”
in the following. We describe the possible coupling mechanisms and their contribution to
the master equation of the density operator as well as to the equations of motion for the
quantum mechanical operators relevant for our system. An example of such a general
system is shown in Fig. I.2. We consider a chain of N coupled subsystems, each of which
consists of a number of Dn coupled cavities and one nearby atom, which is coupled to
the first cavity of the respective subsystem n, here n ∈ {1, .., N}. In our mathematical
theory, each cavity can be coupled to every other cavity of the respective subsystem but
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Figure I.2.: Our general coupled system consisting of N subsystems arranged in a chain.
Each subsystem n consists of Dn coupled cavities and a nearby atom. In each

cavity X different whispering gallery mode pairs {a
(d)
x,n, b

(d)
x,n} can propagate.

only cavity 1 of each subsystem couples to the fiber. However, in an experiment, many
of these inter-cavity couplings vanish just due to geometrical reasons. For the atom we
assume an inner structure as shown in Fig. I.3.(d) with one upper state |en〉 and X lower
states |gx,n〉 and X possible transitions, x ∈ {1, .., X}. The frequency differences of the
lower levels ωgx,n − ωgy,n are assumed to be much smaller than each of the transition
frequencies ωx,n = ωe,n − ωgx,n with x, y ∈ {1, .., X}. The atom couples only to cavity
1 of each subsystem which is also coupled to the fiber. We consider so-called whispering
gallery mode (WGM) resonators. Whispering gallery modes always occur in pairs and two
modes belonging to the same pair only differ by their propagation direction but have the
same frequency. One of them propagates clockwise whereas the other one on a counter-
clockwise circle. We assume that X possible mode pairs can propagate in our cavities
and the pair with index x can couple to the transition |gx,n〉 ↔ |en〉 of the atom close
to cavity 1 of the respective subsystem. Such a selective coupling can be achieved by
choosing different atomic transition frequencies or orthogonal transition dipole moments.
The photonic operators describing these whispering gallery mode pairs are denoted by

{a
(d)
x,n, b

(d)
x,n} with d ∈ {1, .., Dn}. We assume weak input probe fields applied from both

directions with photonic operators ax,in and bx,in, respectively, and laser frequencies ωLx.
The different detunings are defined as

∆x,n = ωx,n − ωLx ,

δ
(d)
x,n = ω(d)

cav,x,n − ωLx ,

ǫ
(µν)
xy,n = ω(µ)

cav,x,n − ω(ν)
cav,y,n , (I.2.3)

where ∆x,n is the detuning between the transition frequency of transitions x of the atom
at subsystem n and the field probe fields. The detunings between the input probe fields

and the cavities’ resonance modes of frequency ω
(d)
cav,x,n are described by δ

(d)
x,n and ǫ

(µν)
xy,n

is the frequency difference between two cavity resonance mode pairs {a
(µ)
x,n, b

(µ)
x,n} and

{a
(ν)
y,n, b

(ν)
y,n} where x, y ∈ {1, .., X} and µ, ν ∈ {1, .., Dn}.

In principle, four fundamentally different coupling mechanisms are of importance for our
system. Firstly, the coupling of the waveguide to the first cavity of each subsystem as
depicted in Fig. I.3.(a) governs the input flux of the subsystem. By varying the distance
between this cavity and the fiber the coupling strength can be controlled. Of course, by
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Figure I.3.: The different coupling mechanisms. (a) coupling between a microresonator
and a fiber, (b) coupling between two nearby cavities, (c) coupling between
a nearby atom and a resonator, and (d) internal structure of the atoms.

increasing this distance lwg,n such that the evanescent field of the fiber does no longer
overlap with the cavity, the coupling strength is zero. Secondly, scattering between
counterpropagating modes within one resonator can take place, e.g., due to material
imperfections or the cavity’s surface roughness. Thirdly, two neighboring cavities can
exchange photons, if their mutual distance is such small that their evanescent fields over-
lap, see Fig. I.3.(b). Finally, the atom-cavity coupling shown in Fig. I.3.(c) is important
for our system, if the atom is close enough to cavity 1.

These interaction mechanisms as well as their respective contributions to the Hamiltonian
and the master equation are discussed in more detail in the next section.

I.3. The Hamiltonian

In this section, we derive the Hamiltonian describing our general coupled system. We
start by considering the energy contributions of the atoms to the Hamiltonian. We
define the atomic transition operators S +

x,n = |en〉〈gx,n| and S −
x,n = |gx,n〉〈en|. Here,

n is the index for the subsystem and x the index for the internal transition of atom n
and n ∈ {1, .., N} whereas x ∈ {1, .., X}. In our description, all energies are considered
relative to the upper atomic level, whose energy is set to zero. Then, the part of the
Hamiltonian which governs the free time evolution of the atoms of the N subsystems
reads [119]

Hat =
N∑

n=1

X∑

x=1

−~ωx,n S −
x,nS +

x,n . (I.3.4)

Similarly, we obtain the contribution for each photon mode, which can propagate in our

system. The Hamiltonian of the free photon field including all pairs of WGMs {a
(d)
x,n, b

(d)
x,n}
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reads

Hphot =
N∑

n=1

X∑

x=1

Dn∑

d=1

~ω(d)
cav,x,n a(d)†

x,n a(d)
x,n + ~ω(d)

cav,x,n b(d)†
x,n b(d)

x,n . (I.3.5)

Here, d ∈ {1, .., Dn} is the index for the cavity number within subsystem n.

The Hamiltonian of the free input laser field reads

Hlaser =
X∑

x=1

~ωLx (a†
x,inax,in + b†

x,inbx,in) . (I.3.6)

After introducing the terms of the Hamiltonian that govern the free time evolution of the
atoms and the light field, we now turn to the contributions which describe interaction
processes and the different coupling mechanisms. We start with the coupling of cavity
1 to the fiber, see Fig. I.3.(a). If this cavity is close enough to the fiber, light can
couple via the evanescent field of the fiber into the nearby cavity. For a pair of input
modes with annihilation operators {ax,n,in, bx,n,in} this coupling mechanism is described
by the pair of coupling constants {κex,ax,n, κex,bx,n} for cavity 1 belonging to subsystem
n. However, since modes a and b of the same WGM pair have the same frequency, we
assume their coupling strengths from the fiber into the cavity to be identical. This allows
us to define the external coupling parameter κex,x,n = κex,ax,n = κex,bx,n. Including all
N subsystems and each of the X different input mode pairs the term of the Hamiltonian
originating from the coupling between the fiber and the N subsystems reads [120]

Hext =
N∑

n=1

X∑

x=1

~

√
2κex,x,n · a†

x,n,in a(1)
x,n +

√
2κex,x,n · b†

x,n,in b(1)
x,n + H.c. . (I.3.7)

Another possible coupling mechanism is photonic coupling between two neighboring cav-
ities with very small inter-cavity distance, see Fig. I.3.(b). If the inter-cavity distance is
such small that the evanescent fields of the neighboring cavities are overlapping, a photon
exchange is possible. This photonic coupling between two nearby cavities is described
by the constants ξµν,n where µ, ν ∈ {1, .., Dn} are the indices for the cavity numbers
in subsystem n. At the position where the distance of two nearby cavities µ and ν is

smallest, the tangential vectors of the propagation direction of a
(µ)
x,n and b

(ν)
x,n point in the

same direction. For the reason of momentum conservation, we only take into account
interaction processes, where a bx photon of cavity ν is annihilated and an ax photon
of cavity µ is created or the other way around rather than couplings of ax photons of
the two cavities which are considered as second order processes. A coupling, where a bx

photon of cavity ν is annihilated and an ax photon of cavity µ is created can be described
by terms as [121]

~ξµν,n · a†
µ,nbν,n . (I.3.8)

However, such interaction processes take place not only between modes of neighboring
cavities but also within the same cavity. For example, an ax photon can be scattered
into mode bx of the same WGM pair in the same cavity. These scattering processes
within one cavity can be caused, e.g., by the surface roughness or imperfections of the
resonator’s material or by nearby particles.

Until now, we considered interactions between mode pairs of the same number x. In
principle, also scattering processes between different mode pairs are possible. However,
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for the reason of energy conservation couplings of modes of different frequencies are
less probable in the experiment. Since the frequencies of different mode pairs typically
are not the same, in a suitable interaction picture, the contribution describing this type

of scattering is time dependent and oscillates with the frequency difference ǫ
(µν)
xy,n =

ω
(µ)
cav,x,n − ω

(ν)
cav,y,n defined in Eq. (I.2.3). Since this oscillation becomes faster with

increasing ǫ
(µν)
xy,n, the coupling of mode pairs with large frequency differences can be

neglected.

The total contribution to the Hamiltonian describing the different kinds of couplings
among the photon modes reads

Hcs =
N∑

n=1

X∑

x,y=1

Dn∑

µ,ν=1

~ξ(µν)
xy,na†(µ)

x,n b(ν)
y,n + H.c. . (I.3.9)

This term includes scattering between modes of neighboring cavities as well as scatter-
ing between modes within a WGM pair in the same cavity or between different pairs.
Note that the frequency difference, which determines whether the contribution in the

appropriate interaction picture is time dependent or not ǫ
(µν)
xy,n is zero for x = y, i.e.,

for interactions within one mode pair or for pairs of equal frequency but, e.g., different
polarization. Only for the process of scattering into another WGM pair this dependence
on time arises in case of different frequencies of the respective mode pairs.

Next, we consider the coupling of an atom to a microcavity depicted in Fig. I.3.(c). If the
atom is located within the evanescent field of the cavity, it can interact with the cavity
modes. In case of cavity modes with polarizations matching the orientations of the atomic
transition dipoles and frequencies similar to the atomic transition frequencies, the atom
can be excited by absorbing a cavity photon or de-excited by emitting a photon into the
cavity. Such interaction processes in subsystem n are described by the coherent coupling
strength gax,n and gbx,n where x is the index for the mode pair as well as for the respective
coupling atomic transition. Since the atom always couples to cavity 1 of the respective
subsystem, we do not need an index d for this coupling constant. For modes within the
same WGM pair, for the atomic coupling constants the relation gax,n = g∗

bx,n = gx,n

holds. The coupling strength crucially depends on the position of the nearby atom and,
particularly for modes whose intensity is centered on the cavity’s circumference, can be
written as gx,n = g0

x,n · f(r, z) eikx,nl where kx,n denotes the wavenumber, l the position
along the resonator circumference, r the radial position relative to the cavity’s center,
and z is the vertical coordinate. The corresponding contribution to the Hamiltonian reads

Hac =
N∑

n=1

X∑

x=1

gx,nS +
x,na(1)

x,n + g∗
x,nS +

x,nb(1)
x,n + H.c. . (I.3.10)

Here, we assume that each atomic transition can couple to only one WGM pair. This
selective coupling also occurs in many real systems. For example, if X = 2 and the
atomic transition dipoles are orthogonal or the frequency spacing is sufficiently large.
Such a system could be realized by tuning the Zeeman splitting of two atomic magnetic
sublevels to the frequency spacing of the two WGM pairs in the resonator.

Using the above contributions, the total Hamiltonian of our general coupled system reads

H = Hat + Hphot + Hlaser + Hac + Hcs + Hext .

(I.3.11)
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In the next step, we derive a master equation for the density operator ρ of our coupled
system. The basis for the coherent part is the Hamiltonian H. Yet, in order to describe
our system adequately, we additionally take the incoherent contributions into account.

I.4. The master equation

In this section, a master equation is derived for the density operator ρ of our general
coupled system shown in Fig. I.2. For the coherent part we use the Hamiltonian H
derived in the previous section I.3., see Eq. (I.3.11). With the help of this Hamiltonian,
the coherent part of the time evolution of the quantum state ρ of the chain of N coupled
cavity-atom subsystems can be calculated from the Liouville superoperator obtained from
the Von-Neumann Equation [122]

Lcohρ = − i

~
[H, ρ] . (I.4.12)

Next, we consider the different incoherent decay channels. On the one hand, the atom
can spontaneously emit a photon into the surrounding vacuum by decaying from the
excited state |en〉 into one of the ground states |gx,n〉. For subsystem n this decay is
described by the decay rate γx,n. The contribution to the time evolution of the density
operator ρ can be written in terms of a Liouville superoperator Latom in the so-called
Lindblad form [123] which is defined as

Lat,x,nρ =
γx,n

2

(
2S −

x,nρS +
x,n − S +

x,nS −
x,nρ − ρS +

x,nS −
x,n

)
. (I.4.13)

On the other hand, the cavity modes can decay spontaneously. For two modes {a
(d)
x,n, b

(d)
x,n}

this spontaneous decay is described by the decay rate κ
(d)
int,ax,n = κ

(d)
int,bx,n, respectively.

Since modes forming a WGM pair have the same frequency but only differ by their
propagation direction, we assume their loss rates to be equal. Therefore, we define

κ
(d)
int,x,n = κ

(d)
int,ax,n = κ

(d)
int,bx,n. The total decay is given by the cavities’ total loss rates

κ
(d)
x,n = κ

(d)
ex,x,n + κ

(d)
int,x,n. This total loss rates include both the decay originating from

the coupling κ
(d)
ex,x,n and the internal loss rate κ

(d)
int,x,n, which is the loss occurring due

to decay into the surrounding vacuum. The Liouville superoperators which describe this
incoherent loss can be written in the Lindblad form as

L(d)
ax,n

ρ = κ(d)
x,n

(
2a(d)

x,nρa(d)†
x,n − a(d)†

x,n a(d)
x,nρ − ρa(d)†

x,n a(d)
x,n

)
,

L(d)
bx,n

ρ = κ(d)
x,n

(
2b(d)

x,nρb(d)†
x,n − b(d)†

x,n b(d)
x,nρ − ρb(d)†

x,n b(d)
x,n

)
. (I.4.14)

Using these Liouville superoperators we can write the master equation describing the
complete system as

∂tρ = − i

~
[H, ρ] +

X∑

x=1

N∑

n=1

(
Lat,x,nρ +

Dn∑

d=1

(
L(d)

ax,n
+ L(d)

bx,n

)
ρ

)
. (I.4.15)
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I.5. The equations of motion

For the calculations, it is often useful to consider the respective system operators in an
appropriate interaction picture. If, e.g., classical input laser fields Ex(t) = Ex eiωLx t

with field amplitudes Ex are considered, transforming to a frame rotating with one of
the input laser frequencies ωLx can be useful. Here, we derive the equations of motion
for our general system’s operators in an interaction picture. We denote the transformed

operators by Õ where O ∈ {a
(d)
x,n, b

(d)
x,n, S −

x,n}. Then, the coherent part of the time

evolution of a system operator Õ is given by the Heisenberg equation [119, 124]

(
∂tÕ

)
coh

= − i

~

[
Õ, H̃

]
, (I.5.16)

if H̃ is the Hamiltonian in the respective interaction picture.

We obtain the incoherent part of the time evolution by applying the trace on the respective
Liouville operators of Eqs. (I.4.13) and (I.4.14) contributing to the density operator ρ and
changing from the Schrödinger to the interaction picture. These incoherent contributions
to the time evolution of the respective operator can be written as

DÕ = −γÕÕ , (I.5.17)

where the decay rates are given by

γ
ã

(d)
x,n

= γ
b̃

(d)
x,n

= κ
ã

(d)
x,n

= κ
b̃

(d)
x,n

= κ(d)
x,n

γS̃ −
x,n

=
γx,n

2
. (I.5.18)

Adding these incoherent terms, the time evolution of the operator Õ reads

∂tÕ = − i

~

[
Õ, H̃

]
− γÕÕ . (I.5.19)
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A microcavity coupled to a Λ atom





II.1. Introduction

II A microcavity coupled to a
Λ atom

In this part, a three-level atom in the Λ-configuration coupled to a microcavity is studied.
The two transitions of the atom are assumed to couple to different counterpropagating
mode pairs in the cavity. We analyze the dynamics both in the strong-coupling and in the
bad cavity limit. We find that compared to a two-level setup, the third atomic state and
the additional control field modes crucially modify the system dynamics and enable more
advanced control schemes. All results are explained using appropriate dressed state and
eigenmode representations. As potential applications, we discuss optical switching and
turnstile operations as well as the detection of particles close to the resonator surface.

II.1. Introduction

Whispering gallery microcavities are an attractive implementation for quantum optical
setups, often motivated by the very low loss rate that can be achieved. This has led to
a multitude of applications [20, 21], such as switches [68, 78, 84, 116, 125], transistors
[103, 104], quantum networks [106, 108], photonic entanglement [126], or optomechan-
ics [66, 127–130].

The light is confined to the resonator by total internal reflection, which leads to an
exponentially damped evanescent field around the cavity. On the one hand this allows
to couple the cavity, e.g., to an external fiber. But on the other hand, the evanescent
field also allows the resonator field to interact with nearby particles. Since the cavity
volume and the resonator linewidth can be small, even the near-resonant coupling of a
single atom can have a substantial effect on the resonator dynamics [131] and modify the
photon statistics of transmitted photons [132]. In [105], a photon turnstile was created by
coupling a two level atom to the cavity. The sensitivity of the resonator to nearby atoms
can also be used to measure the presence of nearby particles, their optical properties, or
their concentration [33, 35–39]. The evanescent field can also be used to trap atoms, as
has been demonstrated for atoms coupled to a tapered fiber [114, 115, 133].

In most cases, the particle interacting with the resonator is treated as a two-level atom,
but there is some related previous work on more complex level schemes. For example,
in [104] a three level atom in Λ configuration coupled to a nearby microcavity was con-
sidered. There, however, the atom only couples to the cavity with one of its transitions,
while the other one is coupled to an external laser field in order to control the atom-
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Figure II.1.: In the upper subfigure our setup with the glass fiber, the microcavity and
the atom is shown. The lower subfigure shows the internal structure of the
Λ-atom.

resonator interaction. In [134], a three level V system inside a cavity was considered to
create entangled photon pairs. In [135], a three-level atom in V configuration coupled
to a resonator was studied, focusing on the effect of the scattering between the different
cavity modes on the optical spectra. Transmission and reflection amplitudes for single
photon wave packets interacting with a resonator coupled to a three-level atom were
considered in [136]. Finally, in a related work [137], photon scattering from a three-level
atom coupled to a 1D wave guide was studied. These works are not least motivated by
the fact that a setup in which several transitions of the particle are coupled to respective
modes of a single resonator, potentially could be more flexible and thus enable more
advanced control schemes.

To demonstrate this, here, we study a three-level atom in the Λ configuration coupled to
a microcavity, see Fig. II.1. We consider the case in which each atomic transition couples
to a pair of counterpropagating cavity modes, respectively. In addition, the resonator
is coupled to a fiber which allows to probe the atom-cavity setup. We analyze the
dynamics and the optical properties of the system in dependence on the fields applied via
the fiber using two different approximations with complementary validity ranges. First,
we assume weak input fields, and restrict the Hilbert space to low excitations. Second, we
adiabatically eliminate the cavity and derive an effective master equation for the atomic
degrees of freedom alone. We find that the existence of two coupling mode pairs and
two atomic ground states crucially changes the system’s dynamics as compared to the
two-level case and opens up new possibilities to control the coupled system. For this, we
typically treat one of the fields as probe field, and the other as control field. As potential
applications, we discuss controllable optical switching and photon turnstile operations,
as well as the measurement of the position of particles close to the resonator. All results
are interpreted based on the system’s dressed states or eigenmodes.

Our system could be realized, for example, by tuning the Zeeman splitting of two atomic
magnetic sublevels to the frequency spacing of two mode pairs in the resonator. Al-
ternatively, different polarizations could be used to selectively couple the transitions to
different modes, but the leakage pattern of evanescent fields with different polarizations
around the resonator surface is not uniform. Finally, also a setup with two nearby res-
onators as shown in Fig. II.2 could be considered in which the resonators do not interact
in the absence of the atom as they are not in resonance with each other. The atom could
then act as a quantum link between the resonators, with each transition coupling to one
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Figure II.2.: Model setup for cavity mode pairs of different frequencies.

of the resonators, respectively.

This part is organized as follows. In Sec. II.2.1., we introduce our model system and
derive the equations of motion. In Sec. II.2.2., we describe the two calculation methods
used throughout the analysis in detail. The first is based on a truncation of the Hilbert
space (II.2.2.2) whereas the second relies on an adiabatic elimination of the resonator
(II.2.2.3). Our observables, the transmission and reflection intensities as well as second
order correlations are introduced in Sec. II.3. The following Sec. II.4. discusses our
results. We present our findings for the strong coupling regime in Sec. II.4.1. and explain
them via a dressed state atomic level scheme. Afterwards we show how our setup in this
parameter regime could be used as a precision measurement device for the position of a
nearby atom. In Sec. II.4.2. we show our results for the bad cavity regime. We present
transmission and reflection intensities as well as our studies on the photon statistics.
Finally, in Sec. II.4.2.3. we show how our coupled system can be used as a tunable
bimodal photon turnstile in the bad cavity regime.

II.2. Theoretical considerations

II.2.1. Model system

The system we investigate is shown in Fig. II.1. It consists of a toroidal microresonator,
which is driven by a fiber, and coupled to an atom placed within the evanescent field
surrounding the resonator. The atom is modeled with three states in Λ configuration with
a energy difference δ of the two ground states. The resonator is modeled with two pairs
of counterpropagating whispering gallery modes, with one pair coupling to each transition
in the atom, respectively. This selective coupling could be achieved either via different
mode frequencies, or via different polarizations. This means, in this part we consider a
reduction of the general system introduced in part I by choosing N = 1, D1 = 1 and
X = 2. An alternative possible realization is shown in Fig. II.2., and will be discussed
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in more detail in Sec. II.5. In our system a number of different coupling mechanisms
are of importance. First, within the resonator, each pair of counterpropagating modes
with photon destruction operators ai, bi is coupled via the scattering rate hi (i ∈ {1, 2}).
In principle, also photons from one mode pair could be scattered into the other pair of
modes. This coupling is described by the parameters p and q. But in particular if the two
mode pairs have different frequencies or polarizations, p and q will be negligible. Next,
the fiber couples via the evanescent field to the cavity such that photons of the two probe
fields with coupling strength E1 and E2 can enter the cavity. This coupling is described
by the constants κmi,ex, where m ∈ {a, b} and i ∈ {1, 2}. The incoherent decay of the
cavity modes into the vacuum we include by the internal decay rate κmi,in. Then, the
overall loss rate for the cavity modes is

κmi
= κmi,in + κmi,ex . (II.2.1)

Finally, the coupling of the atom to the resonator is described by the constants gmi
. The

respective coupling strength depends on the position of the atom characterized by the
radial position r and the azimuthal position x along the resonator circumference, and is
of the form

gai
= gi

0f(r, z)eikix , (II.2.2a)

gbi
= g∗

ai
. (II.2.2b)

Here, ki is the wave number of the mode pair i and z is the vertical coordinate. The first
mode pair i = 1 couples to the first atomic transition |1〉 ↔ |3〉, whereas the second pair
i = 2 couples to the second transition |2〉 ↔ |3〉. We further define the atomic transition
operators

S +
i = |3〉〈i| , (II.2.3a)

S −
i = |i〉〈3| . (II.2.3b)

Since in general the frequencies of the driving fields, the resonator modes, and the atomic
transition frequencies may be different, we introduce the detunings

ǫ = ω1
c − ω2

c , (II.2.4a)

δi = ωi
c − ωi

p , (II.2.4b)

∆i = (ω3 − ωi) − ωi
p , (II.2.4c)

where ωi
c are the two cavity mode pair resonance frequencies, ωi

p the laser frequencies of
the probe fields in the fiber, and ω3 − ωi = ωi

a the atomic transition frequencies. The
index a stands for atom whereas c labels cavity quantities.

With these definitions, the Hamiltonian Hab for our system can be written as

Hab = H0
ab + Hs

ab + Hc
ab , (II.2.5a)

H0
ab = −~

2∑

i=1

∆i S−
i S+

i + ~

2∑

i=1

∑

m∈a,b

δim
†
imi , (II.2.5b)

Hs
ab = ~p(a†

1a2 + b†
1b2)eiǫt + ~q(a†

1b2 + b†
1a2)eiǫt + ~

2∑

i=1

hia
†
i bi + H.c. , (II.2.5c)

Hc
ab = ~

2∑

i=1

E∗
i ai + ~

2∑

i=1

∑

m∈a,b

g∗
mi

m†
iS−

i + H.c. , (II.2.5d)
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where H0
ab contains the free energies of the atom and the cavity, Hs

ab the scattering
between the different modes within the resonator, and Hc

ab the coupling between fiber
and resonator as well as from resonator to the atom. The subindex ab indicates that
the Hamiltonian is written in terms of the resonator modes ai and bi. Including the
incoherent processes leads to the master equation

∂tρ = − i

~
[Hab, ρ] + Lκρ + Lγρ , (II.2.6)

Lκρ =
2∑

i=1

∑

m∈{a,b}
κmi

(
2miρm†

i − m†
i miρ − ρm†

imi

)
, (II.2.7)

Lγρ =
2∑

i=1

γi

2

(
2S−

i ρS+
i − S+

i S−
i ρ − ρS+

i S−
i

)
, (II.2.8)

where Lκρ describes cavity decay, and Lγρ the atomic spontaneous emission.

We next introduce the normal modes [99, 105]

Ai =
ai + bi√

2
, (II.2.9a)

Bi =
ai − bi√

2
, (II.2.9b)

which leads to a partial diagonalization of the Hamiltonian Eqs. (II.2.5) and we obtain

HAB = H0
AB + Hc

AB + Ha
AB + Hs

AB , (II.2.10a)

H0
AB = −~

2∑

i=1

∆iS −
i S +

i + ~

2∑

i=1

(δi + hi)A†
i Ai + ~

2∑

i=1

(δi − hi)B†
i Bi , (II.2.10b)

Hc
AB =

~√
2

2∑

i=1

(E∗
i Ai + E∗

i Bi) + H.c. , (II.2.10c)

Ha
AB = ~

2∑

i=1

(
gAi

A†
i S −

i − igBi
B†

i S −
i

)
+ H.c. , (II.2.10d)

Hs
AB = ~(p − q)eiǫtB†

1B2 + ~(q + p)eiǫtA†
1A2 + H.c. , (II.2.10e)

where gAi
= g

(i)
0 cos(kix) and gBi

= g
(i)
0 sin(kix).

Transforming also the incoherent parts to the new basis, we obtain the equations of
motion for the normal modes as

∂tAi(t) = − i

~
[Ai(t), HAB] − κAi

Ai

= − i(δi + hi)Ai − i
Ei√

2
− igAi

S −
i − i(q + p)eiǫtA¬i − κAi

Ai , (II.2.11a)

∂tBi(t) = − i

~
[Bi(t), HAB] − κBi

Bi

= − i(δi − hi)Bi − i
Ei√

2
− gBi

S −
i − i(p − q)eiǫtB¬i − κBi

Bi , (II.2.11b)

where the two mode pairs are labeled by i ∈ {1, 2}, and ¬i is 1 for i = 2 and vice
versa. Since modes of one pair {ai, bi} are of the same frequency, it is reasonable to
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Part II: A microcavity coupled to a Λ atom

assume κai
= κbi

= κi holds. The incoherent part remains diagonal also after the basis
transformation, and we can write κAi

= κBi
= κi and analogously for the internal and

external decay rates κAi,ex = κBi,ex = κi,ex and κAi,in = κBi,in = κi,in, respectively.
As expected, it can be seen from Eqs. (II.2.11) that for p = 0 = q, the different normal
modes Ai and Bi become independent apart from the coupling via the atom.

II.2.2. Two calculation methods

In this section, we outline the approaches used in the following to solve the given sys-
tem. We start by characterizing the two parameter regimes studied throughout the later
analysis. Then, we describe two different methods to obtain the steady state solution
for our model system. In the first method, we assume weak input fields. This allows us
to approximate the infinite series of Fock states of each photon mode by the lowest few
photon number states. This truncation of the Hilbert space renders the system finite,
and thus allows us to numerically calculate a steady state density matrix. We call this
method the truncated Hilbert space (TH) method, and discuss it in Sec. II.2.2.2. In the
second model, we assume the bad cavity regime for the resonator, such that the loss
and photon scattering channels of the resonator dominate the system dynamics. Then,
the cavity modes can be adiabatically eliminated. This method will be termed adiabatic
elimination (AE) method, and is analyzed in Sec. II.2.2.3. Finally, in Sec. II.2.2.4. we
compare the two methods and discuss their respective validity ranges.

II.2.2.1. Parameter regimes of interest

We consider two fundamentally different parameter regimes [138]. On the one hand, we
study the strong coupling case, in which the coupling between the atom and the cavity
dominates the dynamics compared to the loss dynamics of the cavity modes. Thus, the
conditions κi ≪ gmi

are fulfilled. For the resonator-fiber part of the system, we assume
critical coupling characterized by

κi,ex =
√

h2
i + κ2

i,in . (II.2.12)

As the rates κi contain the coherent scattering rates hi via κi,ex as well as the incoherent
photon decay rates κi,in, in the strong coupling regime, we also have hi < κi ≪ gmi

.
On the other hand, we consider the bad cavity regime. Here, the incoherent dynamics of
the cavity modes dominates the dynamics, and the condition gmi

≪ κi holds. As before,
then also gmi

≪ hi is fulfilled.

II.2.2.2. Fock mode truncation - TH method

The general state of our system is determined by the state of the atom, as well as the
state of the four different cavity modes. The dynamics can thus be described using basis
states of the form

|atom, n(A1), n(B1), n(A2), n(B2)〉 , (II.2.13)

where n(M) denotes the number of photons in mode M. If the parameter are chosen
such that the mean occupation number of a cavity mode remains low, then it is possible to
restrict the corresponding state space to low Fock number states. Taking into account
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states with at most l photons in each mode would lead to a state space reduced to
dimension 3 × (l + 1)4, since also the state without photons has to be considered for
each mode. In the following, we assume the case in which at most one photon can be in
each of the cavity modes. The number of basis states then reduces to 3 × 24 = 48, and
the corresponding reduced density matrix ρF ock has 482 = 2304 elements. Note that
taking into account up to two excitations per mode would already lead to 59049 density
matrix elements, which is impractically large even though the number can be considerably
reduced due to symmetries of the density matrix.

We arrange all elements of ρF ock in a vector and eliminate the last element using the
trace condition T r(ρF ock) = 1. The resulting vector ~ρF ock has 482 − 1 elements, and
we can rewrite the equations of motion for the density matrix elements as

∂t~ρF ock = G · ~ρF ock + ~K . (II.2.14)

The steady state ~ρF ock,stst can then be obtained by solving the system of linear equations
to give

~ρF ock,stst = −G−1 · ~K . (II.2.15)

II.2.2.3. Adiabatic elimination of the cavity modes - AE method

In this approach, we assume that the dissipative dynamics of the cavity dominates the
system dynamics, such that the degrees of freedom of the cavity can be adiabatically
eliminated from the system [139]. In particular, we assume the bad cavity condition
gmi

≪ κi to be fulfilled. After the elimination, we obtain an effective master equation
for the atomic degrees of freedom only. This significantly reduces the system dimension
and thus simplifies the solution.

We apply standard techniques to eliminate the resonator modes [139]. Details on the
calculation can be found in Appendix II.A. After the basis transformation Eqs. (II.2.9),
we can treat the two normal mode pairs Ai and Bi separately. For each mode pair, first,
we assume low occupation of the resonator modes due to the large dissipative dynamics,
and expand the total density matrix in the photon occupation number. In the resulting
density matrix equations, we assume

|Latom|
κi

≪ 1 , (II.2.16)

where |Latom| represents the magnitude of terms corresponding to the coherent dynamics
of the system, with | · | a suitable norm. Setting furthermore the time derivatives of off-
diagonal elements in the expanded density matrix to zero, and inserting the thereby
obtained expressions for the off-diagonal elements into the diagonal elements, we finally
obtain an effective master equation for the atomic dynamics alone given by

∂t̺atom = − i

~
[Hatom, ̺atom] + LΓ̺atom , (II.2.17a)

LΓρ =
2∑

i,j=1

Γij

2

(
2S −

j ρS +
i − S +

i S −
j ρ − ρS +

i S −
j

)
, (II.2.17b)

Hatom = ~

2∑

i,j=1

∆ijS +
i S −

j − ~

2∑

i=1

∆iS −
i S +

i + ~ΩiS +
i + ~Ω∗

i S −
i . (II.2.17c)
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The constants ∆ij and Ωi are effective detunings and Rabi frequencies arising from the
cavity elimination, respectively. Their values depend on the various coupling constants
governing our system’s dynamics. Explicit expressions can be found in Appendix II.B.
Note that related results were obtained for a two-level atom coupled to a resonator with
only one mode pair in [105].

II.2.2.4. Comparison of the two calculation methods

The adiabatic elimination method leads to an effective master equation, which can easily
be solved and thus considerably reduces the computational effort. This comes at the
price that the method only applies to the bad cavity limit, in which the dissipative
dynamics dominates the system. In contrast, the Fock state truncation method does not
a priori exclude either the bad cavity or the strong coupling regime, but rather puts a
constraint on the mean occupation number of the cavity modes alone. While potential
resonant enhancement of the cavity occupation for low cavity loss rates must be taken
into account, a weak input field generally suffices to remain within the validity range,
such that this method also allows to access the strong coupling regime. Drawbacks of
this method are the higher computational effort compared to the AE method, and the
fact that by construction higher order correlation functions involving two photons are
not accessible from the results. We further analyzed this point for a two-level atom
coupled to the resonator, for which higher Fock modes can be included while keeping the
total number of equations reasonably low. We found that it is not sufficient to take Fock
states with two photonic excitations in total into account in order to reliably calculate the
second order correlation function. Rather, one has to include two excitations per mode.
As already mentioned, in the three-level atom case, including up to two photons per
mode would increase the state space substantially, effectively rendering the calculations
unfeasible.

Thus in summary, in the bad cavity regime, both methods can be used, and we verified
that the two methods give the same results. Due to the reduced computational effort,
here, the AE method will be used. In contrast, in the strong coupling regime, only the
TH method can be applied.

II.2.3. Input-output relations

In this section, we relate the fields inside the resonator to the fields in the fiber. First, we
derive an expression for the driving terms proportional to Ei in the equations of motion
for the modes (II.2.11). For this, we take the expectation value of Eqs. (II.2.11), and
obtain

〈∂tAi〉 = 〈∂tAi〉sys − iEi√
2

, (II.2.18)

and equivalently for modes Bi. The index sys indicates all internal terms of the atom-
cavity system not related to the external driving. Note that we neglect the fluctuations
of the input field in the driving terms entering the equations of motion for the modes
by equating 〈Ei〉 = Ei. On the other hand, written in terms of an external input field
operator Ai,in, the corresponding equation for 〈∂tAi〉 can be expressed as

〈∂tAi〉 = 〈∂tAi〉sys +
√

κi,ex · 〈Ai,in〉 . (II.2.19)
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From Eq. (II.2.18) and (II.2.19), we can thus conclude

〈Ai,in〉 = − iEi√
2κi,ex

. (II.2.20)

Note that if no input field is applied to the modes bi, then 〈Ai,in〉 =
〈ai,in〉√

2
.

Next, we consider the output from the resonator to the fiber. Using the input-output
formalism [140, 141], we find

ai,out = − ai,in(t) +
√

2κi,exai(t)

= − 〈ai,in〉 − a′
i,in(t) +

√
κi,ex [Ai(t) + Bi(t)] , (II.2.21a)

bi,out = − bi,in(t) +
√

2κi,exbi(t)

= − b′
i,in(t) +

√
κi,ex [Ai(t) − Bi(t)] , (II.2.21b)

where a′
i,in(t) and b′

i,in(t) are fluctuations, such that for example ai,in = 〈ai,in〉+a′
i,in(t).

As long as we consider normal ordered output fields we can substitute the output operators
according to [105]

ai,out = αi0 + αi1S −
1 + αi2S −

2 , (II.2.22a)

bi,out = βi0 + βi1S −
1 + βi2S −

2 . (II.2.22b)

Here, the complex coefficients αi0 and αi1 and αi2 are calculated as follows. We solve
the equations of motion Eq. (II.2.11b) for the normal cavity modes Ai and Bi in the
steady state. For the modes Ai the terms without an atomic operator we call αi0, the
coefficient of S −

1 in the equation for Ai we call αi1 and the terms in front of operator
S −

2 are αi2. Analogously for the modes Bi we define the coefficients as βi0, βi1 and βi2.

II.3. Observables

II.3.1. Transmission and reflection spectra

The transmission spectra can be calculated from the normalized first order correlation
functions as [142]

TFmi
=

〈m†
i, outmi, out〉

〈a†
i, outai, out〉∆i≫κ

=
〈m†

i, outmi, out〉
〈ai, in〉2

(II.3.23)

for modes characterized by m ∈ {a, b} and i ∈ {1, 2}. The output photon operators
can be related via Eqs. (II.2.22) to the solution of equations describing the cavity-atom
system. TFai

can be interpreted as the transmission in dependence of the input field
frequencies, whereas TFbi

is the corresponding reflection. The transmission and reflection
can be calculated by both the AE and the TH methods introduced in Sec. II.2.2., and
are thus accessible in both the strong coupling and the bad cavity regime.
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Part II: A microcavity coupled to a Λ atom

II.3.2. Photon statistics

In order to investigate the photon statistics of the output photons we have to consider
the normalized second order correlation functions at equal times. They can be calculated
as [142]

g
(2)
Fmi,mj

=
〈m†

i, outm
†
j,outmj, outmi, out〉

〈m†
i, outmi, out〉〈m†

j, outmj, out〉
. (II.3.24)

If i = j, the function g
(2)
Fmi,mi

gives the photon statistics of a single mode. If the

correlation function is one, then the photons obey Poissonian statistics. Higher or lower
values indicate super- or sub-Poissonian statistics, respectively. In case i 6= j, the function

g
(2)
Fmi,mj

is a cross correlation function for photons arriving at the detectors at the same

time but in different modes mi and mj. As it was found in [105] for a two-level atom
coupled to a resonator, and as we also find in our analysis, the obtained photon statistics
in the critical coupling regime is predominantly determined by the atom because the
resonator contribution is suppressed by destructive interference in the critical coupling
case. This suggests that sub-Poissonian statistics can be associated with anti-bunching,
whereas super-Poissonian statistics can be connected to bunching. The second order

correlation functions g
(2)
Fmi,mj

can only have positive values ≥ 0. The slope of g
(2)
Fmi,mj

at time delay τ = 0 determines whether the photons exhibit bunching or anti-bunching.

Bunching is indicated by a negative slope of g
(2)
Fmi,mj

whereas anti-bunching occurs for

positive slopes. For g
(2)
Fmi,mj

= 0 the slope can only be non-negative and therefore in

case of g
(2)
Fmi,mj

= 0 we can conclude that we have anti-bunching.

Since for these second order correlation functions two photon processes are crucial, we
can calculate them only by using the AE method introduced in Sec. II.2.2.3., but not
via the TH method including only up to one-photon Fock states. Thus we only present
results in the photon statistics in the bad cavity regime.

II.4. Results

In this section, we present the results obtained numerically for our observables. As the
system has many degrees of freedom, we have to make a number of parameter choices.
Throughout the analysis, we assume that the coupling between different pairs of modes
is weak and set q = p = 0. Furthermore, we consider the natural case that the two
modes belonging to one WGM pair have similar properties, which leads to a number
of parameter choices. First, we set κA1 = κB1 = κ1 and κA2 = κB2 = κ2 where

κi = κi,ex + κi,in and κi,ex =
√

κ2
i,in + h2

i . Similarly, for our calculations we assume

similar properties of the two pairs of modes. We assume the prefactors in the atom-cavity

coupling strengths Eqs. (II.2.2) to be equal, i.e. g
(1)
0 = g

(2)
0 ≡ g0. Note, however, that

the different position-dependence still in general leads to different couplings of mode Ai

and Bi to the two atomic transitions. For the coupling between resonator and fiber we
set κex,1 = κex,2 ≡ κex, for the atomic decay rate γ1 = γ2 ≡ γ and for the scattering
inside the cavity h1 = h2 ≡ h. The internal decay rate of the cavity modes are set
to κi,in = γ, from which follows κ1 = κ2 ≡ κ. Furthermore, if not noted otherwise,
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Figure II.3.: In (a) the normalized output flux TFb1
of mode b1,out in dependence of ∆1

and ∆2 is shown. (b) shows a cut of TFa1
and TFb1

at ∆2 = 149γ, which
is very close to one of the eigenvalues of our system. The parameters are
(g0, h, κi,in)/γ = (100, 15, 1)

we choose kix = π/2 which results in gAi
= 0 and gBi

= g0. Also, we assume that
both the cavity mode pairs are on resonance with the atomic transition they couple to,
respectively. Then, for the detuning δi = ∆i holds. The energy separation between the
two ground states is set to δ = 0.

II.4.1. Strong coupling regime

In this section, we show our results for the transmission and reflection in the strong
coupling regime. For the calculation we use the TH method described in Sec. II.2.2.2.
As parameters we choose g0 = 100γ and h = 15γ. First, we present our results for the
output flux of the different modes. Afterwards, we explain them using a dressed state
model of the coupled atom.
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Eg1 Eg2

Ee

Ee1

Ee2

Ee3

probe field E2

Figure II.4.: Dressed state atomic level splitting for excitation with up to one cavity
mode photon.

II.4.1.1. Transmission and reflection

Fig. II.3. shows the transmission TFa1
and reflection TFb1

in dependence on the two
probe field detunings ∆1 and ∆2 In the following, we analyze different regions in this
figure and interpret the results with the help of the eigenstates of the system and the
populations in the different atomic states. For this, the relevant state space determined
below is shown in Fig. II.4., and the populations of the atomic states in Fig. II.5.

If the absolute value of one of the detunings |∆i| is large, then the corresponding atomic
transition |i〉 → |3〉 essentially decouples from the cavity. This leads to optical pumping
into the atomic state |i〉, such that the corresponding population approaches one. For
example, at ∆1 = −250γ and |∆2| < |∆1| the atom is more likely excited from state |2〉
to state |3〉 than it is from |1〉 to |3〉. Therefore, in the longtime limit the atom moves
into state |1〉. Eventually, the atom can be neglected, and the two mode pairs decouple.
As for large detuning the light passes the resonator unperturbed, the reflection TFb1

is
negligible.

A special situation arises if ∆1 = ∆2. Then, both transitions of the atom are driven
in the same way, and the atom evolves into a dark state [119] with both ground states
equally populated, and no population in the upper level P3, as shown in Fig. II.5. This
suppresses the interaction of the atom with the resonator, and thus the results on the
main diagonal line ∆1 = ∆2 of Fig. II.3. are equal to the case without atom.

The further structures of the atomic populations Pi and the reflection TFb1
can be

understood from an eigenstate analysis of the matrix governing the equations of motion
of our system. For this, we diagonalize the system’s internal Hamiltonian without external
input field and thus calculate the eigenenergies and the dressed eigenstates of the coupled
cavity-atom system. We note that our parameter choice κix = π/2 leads to gAi

= 0 and
thus only the modes Bi can couple to the atom. Then, the relevant basis states reduce
to |atom, n(B1), n(B2)〉. Including up to one photon per cavity mode, five different
eigenvalues and eleven eigenstates are obtained. The eigenvalues for the parameters
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Figure II.5.: In (a) the population of the atomic state |1〉 is shown in dependence of
both the detunings. The parameters are (g0, h, κi,in)/γ = (100, 15, 1). In
(b) the population of state |3〉 is shown.

used in Figs. II.3. and II.5. are

Eg1 = Eg2 = 0 , (II.4.25a)

Ee1 =
1

2

(
−h −

√
8g2

Bi
+ h2

)
= −149γ , (II.4.25b)

Ee2 = −h = −15γ , (II.4.25c)

Ee3 =
1

2

(
−h +

√
8g2

Bi
+ h2

)
= 134γ , (II.4.25d)

Ee4 =
1

2

(
−3h +

√
4g2

Bi
+ h2

)
= 77γ , (II.4.25e)

Ee5 =
1

2

(
−3h −

√
4g2

Bi
+ h2

)
= −122γ , (II.4.25f)

and the corresponding eigenstates read
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|Vg,1〉 = |1, 0, 0〉 , |Vg,2〉 = |2, 0, 0〉 , (II.4.26a)

|Ve1〉 = |1, 1, 0〉 + |2, 0, 1〉 − iEe5

gBi

|3, 0, 0〉 , (II.4.26b)

|Ve2,1〉 = |2, 1, 0〉 , |Ve2,2〉 = |1, 0, 1〉 , (II.4.26c)

|Ve2,3〉 = −|1, 1, 0〉 + |2, 0, 1〉

|Ve3〉 = |1, 1, 0〉 + |2, 0, 1〉 − Ee1

gBi

|3, 0, 0〉 , (II.4.26d)

|Ve4,1〉 =
i(Ee2 + 2h)

gBi

|1, 1, 1〉 + |3, 0, 1〉 , (II.4.26e)

|Ve4,2〉 =
i(Ee2 + 2h)

gBi

|2, 1, 1〉 + |3, 1, 0〉 , (II.4.26f)

|Ve5,1〉 =
i(Ee4 + 2h)

gBi

|1, 1, 1〉 + |3, 0, 1〉〉 , (II.4.26g)

|Ve5,2〉 =
i(Ee4 + 2h)

gBi

|2, 1, 1〉 + |3, 1, 0〉〉 , (II.4.26h)

We can identify three different kinds of eigenstates. The first group contains the ground
states |Vg,1〉 and |Vg,2〉, with the atom in one of its two ground states and no photon
in the cavity. Since we typically apply weak probe fields, our coupled system is mostly
in one of these two states. The second group contains all states containing a single
excitation of the system. The eigenstates belonging to this group are |Ve1〉, |Ve2,1−3〉
and |Ve3〉. These three states |Ve2〉 are the states in which the atom is in one of the
ground states but the cavity is populated by one photon. The states |Ve1〉 and |Ve3〉 are
superpositions including also the state with excited atom and no photon in the cavity
modes. The third group contains states in which the system contains two excitations,
one of mode B1 and one of mode B2. It should be noted that these states cover only a
small part of the doubly excited eigenstate space due to our initial choice of considering
at most one photon per mode. But due to the low excitation considered, the doubly
excited states have only negligible weak influence on the system dynamics and therefore
can be neglected for the interpretation. The states including up to one excitation are
shown in Fig. II.4.

To interpret the system, it is important to note that due to our definition of the detunings,
the probe fields are resonant to an atomic dressed state transition if the detuning has the
opposite sign of the respective eigenenergy shift. First, we focus on the line defined by
∆2 = 149γ, for which the probe field E2 is resonant with the transition |Vg,2〉 → |Ve1〉.
Fig. II.3.(b) shows the transmission TFa1

and the reflection TFb1
at this detuning. For

∆1 = −250γ, the condition |∆2| ≪ |∆1| holds and thus TFb1
≈ 0 and the atom is

almost completely in state |1〉, see Fig. II.5. Scanning ∆1 towards zero detuning, a
resonance structure with increased reflection can be seen at around ∆1 = −134γ. At
this point, the field E1 is near-resonant with the transition |Vg,1〉 → |Ve3〉, which leads to
a scattering of photons in the reflection channel via the atom. This can also be seen by
the increase in the excited state population of the atom, see Fig. II.5. Further increasing
∆1, the reflection becomes minimal at ∆1 ≈ −80γ. In this region, field E1 is relatively
far detuned from the eigenstates of the system, as can be seen from the high population
of the atomic state |1〉. As P3 is relatively small, also the reflection remains low. At
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∆1 = −15γ = −h, a strong resonance is observe in the reflection spectrum. This peak
can be attributed to the non-coupling cavity mode A1. A closer analysis shows that the
structure around ∆1 = −15γ = −h in fact contains two separate peaks, which leads to
the apparent asymmetry. The second peak is located at ∆1 = 15γ = h = −Ee2 and is
due to the coupling to the eigenstates |Ve2〉. At positive detunings ∆1, we first encounter
a region with low reflection, which can be interpreted in the same way as the region around
∆1 = −80γ. At detunings around ∆1 = 149γ, both probe fields couple to the eigenstate
on the transition |Vg,1〉 → |Ve1〉. At exact two-photon resonance ∆1 = ∆2, a narrow dip
in the reflection can be seen, which is due to the above-mentioned dark state. In this
case the system behaves as if the atom was not present. In the vicinity of the dark state,
the population of the excited state is relatively high due to the near-resonant coupling to
the eigenstate |Ve1〉, which leads to the increase in reflection.

Next, we analyze the region around ∆1 ≈ 0 in Fig. II.3.(a), where high reflectivities occur.
It can be seen that this structure has a small residual dependence on ∆2. At detunings
∆2 for which the second field is in resonance with one of the system’s eigenstates, the
reflection resonance is centered around ∆1 = −h = −15γ. For all other values of
∆2, the structure is centered approximately around ∆1 = 0. The reason for this is as
follows. If the second field is detuned from all resonances, then the atom is optically
pumped into state |Vg2〉 by the first field, and the system again acts as if no atom was
present. Without atom, the two cavity mode pairs are symmetrically split due to their
coupling h such that they have resonances at ±h = ±15γ. As these two resonances
are close to each other compared to the line width, they overlap and appear as a single
resonance centered around ∆1 = 0. In contrast, if ∆2 is tuned to resonance with one
of the system’s eigenstates, then the atom contributes to the system’s dynamics. Then,
in the reflection spectrum the non-coupling mode at ∆2 = −15γ dominates, as already
explained for the central resonance of Fig. II.3.(b). Considering the atomic population
of the excited state P3 in Fig. II.5. we observe peaks for ∆1 = 0 at ∆2 = 134γ and
∆2 = −149γ whereas for the third eigenvalue ∆2 = 15γ the population P3 ≈ 0. This is
because the eigenstates Ve2,1−3 do not include any state in which the atom is excited.

II.4.1.2. Dependence on the atom position

In this section, we analyze the dependence of the results on the position of the atom. In
general, the position of the atom determines the coupling constants gAi

and gBi
, which

in turn influence the spectral properties of the total system. A potential realization for
the following analysis could be an atom trapped in a potential created by the evanescent
field of the resonator. This would lead to a trapping in radial direction, but could still
allow for movements of the particle along the azimuthal direction.

In Fig. II.6., we show our results for ∆2 = 0 for different positions of the Λ atom. Here,
the distance to the cavity is constant but the azimuthal position along the resonator
circumference and thus the phase kix is varied. If kix = π/2, the atom couples to
modes Bi only as assumed for the previously shown results. In case of kix = 0, the
atom couples to the Ai modes only. Intermediate values lead to coupling to both modes.
Changing kix from 0 to π/2 corresponds to moving the atom over a distance of λ/4
along the circumference. It can be seen in Fig. II.6. that while the general structure
of the spectrum remains constant, the positions of both sidebands oscillate around their
mean position. Also the height of the sideband peaks changes, with maxima for the two
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cases in which a single mode pair couples to the atom. At kix = π/4, the sideband
peaks vanish. Additionally, the slight asymmetry in the central resonance around ∆1 = 0
changes. For example, in moving from kix = 0 to kix = π/2, the structure becomes
mirrored at the ∆1 = 0 axis. This is because the modes Ai and Bi exchange their roles
as coupled and uncoupled modes. For kix = 0.4π, both mode pairs Ai and Bi couple
to the atom, but with different coupling strengths. For kix = π/4 the atom couples
with equal strength to the Ai and Bi modes. Therefore, the middle peak structure is
symmetric around ∆1 = 0.

The radial dependence is directly governed by the absolute value of the coupling constants
gAi

and gBi
. The peaks in the spectrum lie at the eigenenergies given in Eq. (II.4.25).

For fixed ∆2 they move to higher values of |∆1| when increasing the strength of the
coupling between the atom and the cavity.

This dependence of the spectral properties on the particle position can also be used to
detect the presence of the particle, or to measure its position.

II.4.2. Bad cavity regime

In this Section we analyze the bad cavity regime, and choose g0 = 70γ and h = 250γ,
and all other parameters are chosen as in Sec. II.4.1. Our observables are the output
fluxes and the second order correlation functions. For the calculations we use the AE
method as described in Sec. II.2.2.3.

II.4.2.1. Transmission and reflection

We start by analyzing the transmission into mode a1,out shown in Fig. II.7. As in the
strong coupling case, the transmission approaches one if the first probe field is far detuned,
i.e., for large |∆1|. Negligibly weak interactions with the first laser field lead to a trapping
of the atom in state |1〉 if the second field is less detuned. Decreasing the absolute value
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of ∆1, the transmission reduces and approaches zero almost independently from the
second detuning ∆2. There is a single resonance structure around ∆1 = −19γ and
∆2 = −19γ with increased transmission TFa1

. A cut through Fig. II.7.(a) at ∆2 = −22γ
is shown in Fig. II.7.(b). A closer analysis revealed that both the position and the
amplitude of this peak depend on the atom position via the phase kix. In Fig. II.7.,
kix = π/2 which means that modes Bi couple to the atom whereas modes Ai do
not couple. On the other hand, choosing kix = 0 such that Ai couples and Bi not,
the resonance structure moves to ∆1 = 19γ, ∆2 = 19γ, and has the same intensity
as for kix = π/2. For values of kix between 0 and π/2 the resonance moves along
the diagonal line and has reduced amplitude. For equal coupling of the two modes,
gA = gB, the resonance vanishes. We can thus directly trace the resonance back to
the coupled atom. A similar resonance was also found for a two level atom coupled to
a resonator in the strong coupling regime [105]. Interestingly, however, the resonance
is not located at one of the eigenstates of the system obtained by diagonalizing the
coherent part of the initial interaction Hamiltonian. Rather, the resonance coincides with
maximum population in the atom’s upper state. This can be explained by diagonalizing
the effective Hamiltonian obtained after the adiabatic elimination in Eq. (II.2.17c). The
only nonvanishing eigenvalue of the system after the adiabatic elimination is equal to
the sum of the corrected effective detunings ∆11 + ∆22. For our parameters ∆11 =
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∆22 =
g2

B
h

h2+κ2 . Inserting the parameters yields an expected position of the resonance of
∆1 = ∆2 = −19.5γ. Finally, on the diagonal line ∆1 = ∆2, the atom is in a dark
state such that it decouples from the resonator. Thus the transmission is as in the case
without atom for these parameter values. In the lower subfigure, the dark state leads to
the sharp dip around ∆1 = −22γ.

II.4.2.2. Second order correlation functions

In this section, we analyze the second order correlation functions g
(2)
Fmi,mj

. First, we

consider the case i = j. In Fig. II.8., we show the second order correlation function for
mode a1,out. In the lower subfigure, a cut at ∆2 = −22γ is shown. The dominant feature

is a peak around ∆1 = 130γ and ∆2 = −30γ. Around this position, g
(2)
Fa1,a1

reaches

high values up to 10. Thus, for these detunings the photons obey a super-Poissonian
statistics. This structure is due to small values of TFai

for these detunings. Since the

correlation function g
(2)
Fa1,a1

is normalized to the output flux, see Eq. (II.3.24), small
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intensities lead to an enhancement of g
(2)
Fa1,a1

. Another important feature is the large

area around zero detunings in which the system exhibits sub-Poissonian statistics. This
area coincides with the resonance in the transmission around ∆1 = −19γ, ∆2 = −19γ
found in Fig. II.7. In this parameter regime, non-classical light with sub-Poissonian photon
statistics is generated. Since this second order correlation function has values around zero,
we can conclude from this information that we have anti-bunching. The non-classical
light arises from the interaction with the atom, similar to the turnstile operation reported
in [105]. Without atom, the transmission is negligible due to destructive interference
in forward direction downstream of the resonator. But excess excitations emitted from
the atom can be transmitted in forward directions, and these exhibit sub-Poissonian
statistics and anti-bunching due to the fact that the atom requires a finite time to be
excited. Finally, in the dark state case ∆1 = ∆2, the photon statistics is Poissonian,

g
(2)
Fa1,a1

= 1.

Next, we considered the cross correlation functions. In Fig. II.9., the cross correlation
of mode a1,out and a2,out is presented. This figure shows that also this cross correlation
function is close to zero in the region around ∆1 = −19γ, ∆2 = −19γ which is the
position of the transmission resonance in TFa1

. This extends the turnstile operation to
two distinct modes a1,out and a2,out. Thus a detector placed in the transmission direction
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only detects individual photons in either of the two modes. We also observe two regions

with high second order correlation g
(2)
Fa1,a2

in Fig. II.9.(a). Analogously as for g
(2)
Fa1,a1

,

this can be explained by minima in either of the two output intensities to which the
correlation function is normalized. In the region around (∆1, ∆2) = (130, −30)γ the first
order correlation TFa1

≈ 0. In the second peak region around (∆1, ∆2) = (−30, 130)γ
the transmission of mode a2 almost vanishes.

II.4.2.3. Applications

In this section, we outline possible applications of our setup in the bad cavity regime.
First, we show that the coupled cavity atom system can be used as a single photon source.
Next, we show that it acts as a bi-modal photon turnstile. Finally, we show that our
bimodal photon turnstile is tunable by the input fields and their detunings. This could
be exploited as an optical switch.

Considering Fig. II.8.(a), we see that in a region of the resonance in TFa1
close to

(∆1, ∆2) = (−19, −19)γ (c.f. Fig. II.7.) the second order correlation g
(2)
Fa1,a1

vanishes.

This means that photons of mode a1,out leave the system individually, such that it is
impossible to detect two photons of this mode at the same time. Moreover, the cross

correlation g
(2)
Fa1,a2

also vanishes, see Fig. II.9.(a). This means, the photons of each mode

come out individually and additionally, if an a1 photons is detected no a2 photon can be
detected at the same time. Consequently, whenever an a1,out photon is detected, it is
impossible that an a2,out photons arrives at the detector at the same time. Therefore we
know, that in a direction only individual photons leave the systems. The output intensity
of both transmission modes ai,out is different from zero TFa1

6= 0 and TFa2
6= 0, see

Fig. II.7. Thus our coupled system can be used as bi-modal single photon source in ai

direction.

This can also be used as a photon turnstile, in a direction. Photons come out individually
and turn their propagation direction in case of non vanishing atom cavity interaction,
which means that the atom is not in a kind of dark state. The turnstile can be controlled
by changing the detunings and therewith driving the atom into a dark state. Controllable
here means that we can turn the output flux on or off simply by changing the detuning
of one of the input probe fields. For example, if we choose ∆2 = −19γ and ∆1 ≈ −19γ
but 6= −19γ. Then the transmission intensities TFa1

and TFa2
are almost maximum and

thus 6= 0. However, when slightly tuning the input laser field E1 to ∆1 = ∆2 = −19γ,
the atom is in the dark state and thus does not interact with the cavity any more. Then
the system behaves as if no atom was there and the transmission of both the modes is
almost zero. Thus, whether we have a nonvanishing transmission intensity or not can be
controlled by slightly changing either of the input detunings.

Furthermore, an optical switch for the modes ai,out can be realized by our system in the
bad cavity regime. If the parameters are such that the atom is effectively decoupled from
the resonator, due to the critical coupling condition no incoming ai,in photon can be
transmitted. Thus all incoming photons are reflected back from the cavity. But enabling
the atom-cavity coupling, some photons are transmitted and thus the flux in a direction
becomes non-zero. As an example, we found that for ∆1 ≈ −19γ but ∆1 6= −19γ and
∆2 = −22γ the transmission TFa1

is maximum, see Fig. II.7.(b). But if the input field
E2 is switched off, the atomic population is completely transferred to ground state |2〉
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such that the atom decouples from the resonator. Then, the transmission TFa1
≈ 0, and

all light is reflected.

II.5. Summary and discussion

We presented a system consisting of a tapered glass fiber and a whispering gallery micro-
cavity coupling to a three-level atom in the Λ configuration. Each transition is coupled
to one whispering gallery mode pair, respectively. We considered two different parameter
regimes, the strong coupling regime and the bad cavity regime. For both these regimes
we presented adequate calculation methods in order to solve the equations of motion for
the system’s operators, namely, one based on a truncation of the Hilbert space, and one
based on an adiabatic elimination of the resonator. We compared the respective validity
ranges, and their advantages and drawbacks. Our observables were the transmission and
reflection output fluxes, the atomic populations as well as second order correlation func-
tions and cross correlations between different photonic output modes. In both, the strong
and weak coupling regime, we explained the structures of the transmission and reflection
using respective dressed states or eigenmodes of the system. As potential application,
we found that our system can work as a tunable bimodal photon turnstile which can be
controlled by the detunings of the two input fields or as a photonic switch. Additionally,
we analyzed the dependence of our observables on the position of the nearby atom and
found that our setup could be used for detecting the position of a nearby particle on a
sub-wavelength scale.

In our calculations, we neglected direct interactions between different mode pairs in the
resonator, and assumed selective coupling of the two atomic transitions to one mode pair,
respectively. This could be realized by using the similar frequency, but different polar-
izations for the two mode pairs which, however, is technically challenging. Alternatively,
different frequencies and similar polarizations could be used, and the atom could be tuned
in resonance with both modes by adjusting a Zeeman shift using an external magnetic
field. Finally, our system can also be realized by two cavities coupling to the same Λ
atom. This alternative implementation for the considered setup is shown in Fig. II.2.
In this setup, the atom couples to two resonators, and each mode pair is restricted to
one of the resonators. As the modes in the two resonators have different polarization
or different frequencies, direct coupling between the resonators could be avoided. This
setup at the same time could provide a connection to studies on quantum transport of
electrons through single molecules [143].

II.A. Details on the adiabatic elimination

We start with the Hamiltonian given in Eq. (II.2.10e) and the complete master equation
including all cavity modes and the atomic states

∂tρ = − i

~
[HAB, ρ] + Lκρ + Lγρ (II.A.1)

with the Liouville superoperators

Lκρ =
∑

M∈{Ai,Bi}
κM(2MρM† − M†Mρ − ρM†M) (II.A.2)
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and

Lγρ =
2∑

i=1

γi

2
(2S −

i ρS +
i − S +

i S −
i ρ − ρS +

i S −
i ) . (II.A.3)

Due to the weak input field and the fast decay of the cavity population, we can assume
that the average occupation number is low. Furthermore, after the basis transformation
Eq. (II.2.9), we can treat the two normal mode pairs Ai and Bi separately. We show the
elimination formalism with modes Ai in the following. We start by expanding the density
matrix in the photon number occupation, keeping terms including up to one photon per
mode. The expanded density operator reads [139]

ρexp =ρ00 ⊗ |00〉〈00| + ρ10 ⊗ |10〉〈00| + ρ20 ⊗ |01〉〈00| + ρ01 ⊗ |00〉〈10|
+ ρ02 ⊗ |00〉〈01| + ρ03 ⊗ |00〉〈11| + ρ11 ⊗ |10〉〈10| + ρ12 ⊗ |10〉〈01|
+ ρ21 ⊗ |01〉〈10| + ρ22 ⊗ |01〉〈01| + ρ03 ⊗ |00〉〈11| + ρ30 ⊗ |11〉〈00|
+ ρ31 ⊗ |11〉〈10| + ρ32 ⊗ |11〉〈01| + ρ33 ⊗ |11〉〈11| + ρ23 ⊗ |01〉〈11|
+ ρ13 ⊗ |10〉〈11| , (II.A.4)

where the photon states for the two modes of the Ai pair are defined as |n(A1), n(A2)〉.
The ρij are the residual part of the density matrix.

Substituting the expanded density matrix Eq. (II.A.4) into the master equation II.A.1,
we obtain equations of motion for the elements ρij. The equations corresponding to the
lowest photon number occupation evaluate to

∂tρ00 =Latomρ00 + 2κ1ρ11 + 2κ2ρ22 − i

((
1√
2

E∗
1 + gA1S +

1

)
ρ10

+

(
1√
2

E∗
2 + gA2S +

2

)
ρ20 − ρ01

(
1√
2

E1 + gA1S −
1

)

−ρ02

(
1√
2

E2 + gA2S −
2

))
, (II.A.5a)

∂tρ10 =Latomρ00 − κ1ρ10 − i
(

(δ1 + h1) ρ10

+

(
1√
2

E1 + gA1S −
1

)
ρ00 − ρ11

(
1√
2

E1 + gA1S −
1

)

− ρ12

(
1√
2

E2 + gA2S −
2

)
+

(
gA2S +

2 +
1√
2

E∗
2

)
ρ30 + (m + p)eiǫtρ20

)
,

(II.A.5b)

∂tρ11 =Latomρ11 − 2κ1ρ11 − i

((
1√
2

E1 + gA1S −
1

)
ρ01

−ρ10

(
1√
2

E∗
1 + gA1S +

1

))
. (II.A.5c)

Here, Latomρ is defined as

Latomρ = − i

~
[H0, ρ] + Lγρ , (II.A.6)

H0 = −~

2∑

i=1

∆iS −
i S +

i . (II.A.7)
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In the bad cavity regime, the cavity loss dynamics dominates over the coherent dynamics,
such that

|Latom|
κi

≪ 1 , (II.A.8)

and thus the terms Latom can be neglected in Eqs. (II.A.5). Setting further the time
derivative of the diagonal elements in Eqs. (II.A.5) to zero, we arrive at

ρ10 =
−i

κ1 + i(δ1 + h1)
·
(

(
1√
2

E1 + gA1S −
1 )ρ00

− ρ11(
1√
2

E1 + gA1S −
1 ) − ρ12(

1√
2

E2 + gA2S −
2 )

+(gA2S +
2 +

1√
2

E∗
2 )ρ30 + (m + p)eiǫtρ20

)
. (II.A.9)

Now we calculate the time evolution of the atomic density matrix using the diagonal
elements of ∂tρexp

∂t̺atom = ∂tρ00 + ∂tρ11 + ∂tρ22 . (II.A.10)

Since our cavity is almost always empty, we substitute the terms obtained for the off
diagonal elements ρij only up to ρ00 order.

Therewith we finally arrive at an atomic master equation of the form as shown in
Eq. (II.2.17c).

II.B. Constants for the atomic master equation

The constants used in order to calculate the atomic master equation Eq. (II.2.17c) are
defined as follows:

∆11 =g2
A1

ℜ(λA) + g2
B1

ℜ(λB)

∆22 =g2
A2

ℜ(ξA) + g2
B2

ℜ(ξB)

∆12 =∆21 = 0

Ω1 =ΩA1 + ΩB1

Ω2 =ΩA2 + ΩB2

with

ΩA1 =λ∗
AgA1

E1√
2

+ F∗
AµgA1

E2√
2

ΩA2 =ξ∗
AgA2

E2√
2

+ F∗
Aµ∗gA2

E1√
2

ΩB1 =iλ∗
BgB1

E1√
2

+ iF∗
BνgB1

E2√
2

ΩB2 =iξ∗
BgB2

E2√
2

+ iF∗
Bν∗gB2

E1√
2

Γ11 =2 · (g2
A1

ℑ(λA) + g2
B1

ℑ(λB)) + γ1

Γ22 =2 · (g2
A2

ℑ(ξA) + g2
B2

ℑ(ξB)) + γ2

Γ12 =2 · (gA1gA2µℑ(FA) + gB1gB2νℑ(FB))

Γ21 =Γ∗
12
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µ =(q + p)eiǫt

ν =(p − q)eiǫt

λA =
fA1

1 − fA1fA2µµ∗

λB =
fB1

1 − fB1fB2νν∗

ξA =
fA2

1 − fA1fA2µµ∗

ξB =
fB2

1 − fB1fB2νν∗

FA =
fA1fA2

1 − fA1fA2µµ∗

FB =
fB1fB2

1 − fB1fB2νν∗

fA1 =
i

κA1 − i(δ1 + h1)

fB1 =
i

κB1 − i(δ1 − h1)

fA2 =
i

κA2 − i(δ2 + h2)

fB2 =
i

κB2 − i(δ2 − h2)

(II.B.1)
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III Formation of supermodes
in a chain of coupled atom-cavity
systems

In this part, a chain of atom-microcavity systems is considered which are coupled by a
common fiber. We study the transmission and reflection behavior of this coupled system
probed by a weak input field. We are particularly interested in effects originating from the
energy exchange of neighboring cavities via the connecting waveguide. We analyze the
formation of supermodes that lead to strong enhancement of the transmission, focusing
on the influence of the chain geometry and the number of atom-cavity subsystems on our
observables. We show that the significance of supermodes for the transmission increases
with the number of atom-cavity subsystems. Additionally, we identify spectral ranges in
which the chain geometry decides whether supermodes are formed and ranges which are
insensitive to the geometry. Furthermore, we show that the reflection signal allows to
identify which cavities couple to atoms, which is a crucial information in experimental
realizations of longer atom-cavity chain systems.

III.1. Introduction

Already the simplest case of a single particle coupled to a single microcavity has led
to a number of fascinating proposals and experiments. For example, strong coupling
of a microcavity was demonstrated to atoms [99] and quantum dots [101], a single
photon turnstile was realized in [105], and the complex interplay of counterpropagating
resonator modes already due to a classical particle was observed in [144]. Small chains
of atom-cavity systems have been analyzed as well. For example, in [145], two coupled
atom-cavity systems are considered for applications in quantum networks, see also [108].
But in that study, light can propagate only in one direction through the system, and
backward couplings and thus supermodes between the subsystems are neglected. This
restriction was lifted in [146], where two atom-cavity systems coupled to a fiber are
considered including the scattering between the cavities. However, only a single cavity
mode instead of a pair of modes was considered in each resonator. The non-coupling
eigenmode of the resonator, found, e.g., in [99], which can have strong influence on the
system’s optical properties, is not considered. Furthermore, only the transmission was
analyzed, and cases with more than two atom-cavity systems, the reflection, and the
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Figure III.1.: Chain of N coupled atom-microcavity systems connected by a common
waveguide.

formation of supermodes were not studied. Meanwhile, recent experiments indicate that
a realization of chains of coupled atom-cavity systems is within reach. For example, next
to the single atom-cavity systems [99, 105], it was also shown that atoms can be trapped
by the evanescent field of a tapered fiber [114, 115]. Furthermore, real-time detection
and feedback to monitor single atoms near a microresonator was recently demonstrated,
which is an important step towards larger networks of atom-cavity systems [100].

Motivated by this, in this project, we investigate a chain of N coupled cavity-atom sub-
systems connected via a waveguide and probed by a weak input field as shown in Fig. III.1.
We mainly study the formation of supermodes, which can arise due to the scattering of
light between the different subsystems. To identify and quantify these modes, we define
a “superness” measure, which is given by the difference in transmission for the complete
system relative to the transmission of a corresponding system of independent cavities
without backward coupling. We find that the formation of supermodes crucially depends
on the length of the chain and the relative distances between the subsystems. We also
show that while the overall transmission decreases with increasing number of atom-cavity
subsystems in the chain, the relative contribution of the supermodes increases. Since it
can be difficult to achieve simultaneous coupling of all resonators to individual atoms in
experiments, we also show that the atom-cavity coupling configuration of the chain can
be determined from the reflected light, whereas the transmitted light does not contain
this information. In this sense, the reflection and transmission contain complementary
information.

As described in detail in part I, many different interaction processes can take place in such
coupled systems. If a cavity is located close to a fiber, light propagating in the fiber can
couple into the cavity. Similarly, if a particle is placed within the evanescent field of the
resonator, the atom’s transitions can be driven by the cavity modes, as long as the fre-
quencies are comparable. All these coupling mechanisms crucially influence the dynamics
of our system. In our research we study their respective influence on the transmission and
reflection behavior. We consider a chain of N coupled cavity-atom subsystems connected
via a waveguide. The system is assumed to be probed by weak input fluxes. Since the
atomic transition frequencies are assumed to be similar to the cavities’ resonance fre-
quencies, the cavity modes can coupled to a nearby atom as long as the atom is located
within the evanescent field. Additionally, the N cavity-atom subsystems are coupled via
the connecting fiber. For this reason, output fluxes of each cavity contribute to the input
fluxes of the neighboring subsystems. We assume this energy transfer to be possible
in both the directions. Two fundamentally different calculation methods of solving the
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equations of motion in the steady state are presented. Firstly, we numerically solve the
equation system for the complete coupled chain. Secondly, we calculate our observables
using a coupling matrix. We found, that the presence of backward couplings crucially
influences the dynamics of our system and gives rise to interference effects which lead to
supermodes where a strong enhancement of the transmission is achieved.

This part is organized as follows. In Sec. III.2. we describe the model system with
the equations of motion and introduce the observables. We proceed in Sec. III.3. by
introducing two fundamentally different calculation methods for solving the equations of
motion and discuss their respective advantages and drawbacks. In Sec. III.4. we show
our results. We start by analyzing the dependence of the transmission and reflection
behavior on the length of the chain N for equidistant subsystems. Next, we consider
asymmetric chains. Finally, we suggest how to use our setup to measure which of the
subsystems possess a nearby atom. In Sec. III.4.2.1. we present results for parameters
where a supermode of the coupled system is excited and explain how interference effects
cause a large transmission enhancement of the coupled system.

III.2. Description of the model system

We consider a chain of N subsystems as shown in Fig. III.1. A tapered fiber connects the
N cavities and each resonator is additionally coupled to an atom whose internal structure
has two energy levels, an excited state |2〉 and a ground state |1〉. This means, we consider
a reduction of the general system introduced in part I with N subsystems, Dn = 1 for
n ∈ {1, .., N} and X = 1. A pair of whispering gallery modes (WGMs) can propagate
inside every cavity. The clockwise mode is denoted by a and the counterclockwise mode
by b. The vacuum coupling between two neighboring cavities is neglected which means
that their distances are assumed to be large enough. Probe fields can be applied from
both sides, ain or bin respectively. The interaction between a coupling photonic mode
of microcavity number n and the respective nearby atom is described by the coupling
constant gn. Modes belonging to one pair {an, bn} are coupled via scattering with rate
hn. The coupling of resonator n to the fiber is κex,n. Ln is the distance between cavity
n and n + 1. The transition frequency of the nearby atom at subsystem n is ωat,n and
the respective cavity resonance frequency is called ωcav,n. The detunings are defined as

∆n = ωat,n − ωL ,

δn = ωcav,n − ωL , (III.2.1)

where ωL denotes the input laser frequency.

III.2.1. Hamiltonian and equations of motion

In order to partly diagonalize our Hamiltonian we use normal modes [99, 105] for our
calculations. These normal modes read

An =
an + bn√

2

Bn =
an − bn√

2
. (III.2.2)
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We start with the Hamiltonian using the normal modes An and Bn for one two-level
atom cavity system n

HAB(n) = − ~∆nS −
n S +

n

+ ~(δn + |hn|)A†
nAn + ~(δn − |hn|)B†

nBn

+ i~
√

2κex,n

(
Ain,nA†

n + Bin,nB†
n + H. c.

)

+ ~

(
gAnA†

nS −
n − igBnB†

nS −
n + H. c.

)
. (III.2.3)

S ±
n are the excitation and annihilation operators of the atom close to cavity number n

and Ain,n and Bin,n the respective input field amplitudes. The coupling of the atom
to the normal modes of the respective cavity is described by the parameters gAn and
gBn , respectively. For modes concentrated on the resonator’s circumference, coupling
constants can be written as gAn = gn · f(r, z) cos knx and gBn = gn · f(r, z) sin knx
where kn is the wavenumber, x the position along the resonator’s circumference, r the
radial position to the cavity’s center and z the vertical coordinate. Later, for our numerical
calculations, we assume the atoms to couple to mode Bn only and thus set gAn = 0 and
gBn = gn. For our N cavity system, the Hamiltonian reads

HN =
N∑

n=1

HAB(n) . (III.2.4)

where N is the number of resonators.

The decay of the cavity modes of resonator n is denoted by κn = κi,n + κex,n. The
spontaneous emission rate of the respective nearby atom is γ‖,n and γp,n describes the
dephasing. We can write the incoherent part of the system’s dynamics by the Liouville
operator

LNρ =
N∑

n=1

(LAn + LBn + L‖n + Lp,n)ρ . (III.2.5)

Here,

LAnρ = κAn(2AnρA†
n − A†

nAnρ − ρA†
nAn) ,

LBnρ = κBn(2BnρB†
n − B†

nBnρ − ρB†
nBn) ,

L‖nρ =
γ‖n

2
(2S −

n ρS +
n − S +

n S −
n ρ − ρS +

n S −
n ) ,

Lp,nρ =
γp,n

2
(Sz

nρSz
n − ρ) , (III.2.6)

where we used Sz
n =

[S +
n , S −

n

]
.

Using these definitions, we obtain the following equations of motion for our operators

∂tAn = −i(∆n + |hn|)An − igAnS −
n − κAnAn +

√
2κex,nAin,n ,

∂tBn = −i(∆n − |hn|)Bn − gBnS −
n − κBnBn +

√
2κex,nBin,n ,

∂tS −
n = −i∆nS −

n + ig∗
An

Sz
nAn − g∗

Bn
Sz

nBn −
(

γp,n +
γ‖,n

2

)
S −

n ,

∂tSz
n = 2igAnA†

nS −
n − 2ig∗

An
AnS +

n + 2gBnB†
nS −

n + 2g∗
Bn

BnS +
n − γ‖,n(1 + Sz

n) .

(III.2.7)
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We use a semiclassical treatment for our calculations and neglect fluctuations by assuming
that the expectation values of a product of operators are equal to the product of the
respective expectation values, i.e., replace operators with their respective expectation
values [101].

III.2.2. Recursive calculation of the input field amplitudes

In order to solve the above derived equations of motion of Eq. (III.2.7), we need to know
the input field amplitudes for each of the N cavity-atom systems. Usually only the inputs
of the outer cavities, i.e., cavity 1 and cavity N are known. In this section, we therefore
explain how to recursively calculate the input field amplitudes of the cavities in between.

For a single cavity the input and output modes are connected via the input-output rela-
tion [141]

〈aout,n〉 = −ain,n +
√

2κex,n〈an〉

〈bout,n〉 = −bin,n +
√

2κex,n〈bn〉 . (III.2.8)

The input field amplitudes of cavity n can then be calculated from the outputs of the
neighboring cavities via

ain,n = 〈aout,n−1〉 eikLn−1

bin,n = 〈bout,n+1〉 eikLn . (III.2.9)

Finally, the input field amplitudes of the normal modes are given by

Ain,n =
ain,n + bin,n√

2

Bin,n =
ain,n − bin,n√

2
. (III.2.10)

For an arbitrary n, the terms for the input field amplitudes are very complicated, in
particular if the chain is long, i.e., large N . Therefore, when plugging Eq. (III.2.10) into
our equations of motion Eq. (III.2.7), especially for long chains with large N the equation
system we have to solve becomes very complicated.

III.2.3. Observables

III.2.3.1. Transmission and reflection

As observables we particularly consider the transmission and reflection properties of our
system. Using the input-output relation of Eq. (III.2.8) we can calculate the output flux
of each cavity within our coupled chain. If bin,N = 0 the transmission T and reflection
R can be calculated according to

T =
|〈aout,N 〉|2

|ain,1|2

R =
|〈bout,1〉|2
|ain,1|2 . (III.2.11)
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III.2.3.2. “Superness” of modes ∆T

For our chain of microresonators coupled to atoms we are particularly interested in con-
stellations where the output intensities strongly differ from a chain of uncoupled, i.e.,
independent cavity-atom systems. For a chain of independent cavities the backward
fluxes between cavity n and n + 1 are zero, which means that the total transmission
Tind,N can be calculated as

Tind,N = T1 · T2 · · · TN . (III.2.12)

Here, Tn denotes the transmission of the single subsystem n. As indicator to quantify the
importance of backward fluxes and thus to identify occurring supermodes in our system,
we define a ”superness“ measure, which is given by the difference in transmission for the
complete system relative to the transmission of a corresponding system of independent
cavities without backward coupling

∆T = T − Tind,N . (III.2.13)

III.2.3.3. Atomic populations

The populations of the atomic states |1〉 and |2〉 can be calculated from the operators
Sz

n. Using the trace condition and the definitions of Sz
n for the populations we arrive at

P1,n =
1

2
(1 − 〈Sz

n〉) ,

P2,n =
1

2
(1 + 〈Sz

n〉) . (III.2.14)

Here, P1,n is the population of the ground state |1〉 of the atom close to cavity n whereas
P2,n is the population of the excited state |2〉.

III.3. Two different calculation methods

In the following, we present two different methods for solving the equations of motion
Eq. III.2.7 while using a semiclassical treatment, i.e., replacing the operators by their
expectation values. We calculate a steady state solution of the variables which is inde-
pendent of the initial conditions. In the following, we set the resonance frequencies of
the atoms equal to the resonance frequencies of the cavities, i.e., ωcav,n = ωat,n which
results in ∆n = δn.

III.3.1. Numerical solution of the complete system (NC)

We solve the equations of motion Eq. (III.2.7) for a chain of N subsystems numerically,
where we use the semiclassical approximation and solve these equations by numerical
integration for the expectation values [101]. Since we have to split each operator equation
into its real and imaginary part, our differential equation system consists of 2∗4∗N = 8N
equations. This seems not too much, however, since the equations are nonlinear and
include the complicated terms for the input fluxes resulting from Eq. (III.2.9), their
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solution is not trivial. As solution we obtain the expectation values both for the atomic
operators S ±

n and the photon mode operators An and Bn. With their help we can then
calculate our observables as defined in Sec. III.2.3.

Since the number of equations of motion increases linearly with N , this method is no
longer efficient for long chains. In order to investigate longer chains with more than three
or four cavities, we describe a more efficient way of calculation in the following section. In
Sec. III.3.3. we compare the two methods and discuss their advantages and drawbacks.

III.3.2. Reduction to the solution of N single-cavity problems - Matrix
method (MM)

If we numerically solve the differential system of our equations of motion, the calculation
times quickly become very long when increasing N . Therefore, at least for longer chains
with more than two or three cavities, we need a more efficient way to calculate our ob-
servables. In this section we describe a method which allows us to obtain the observables
by solving the equations of motion only for a single cavity and via matrix multiplication.

In [147] an analytical derivation of such a coupling matrix is given for two coupled cavities
without nearby atom. However, the presence of the atom makes the system much more
complex and therefore such an analytical calculation is no longer performable. Yet, we
found a method to numerically determine such a coupling matrix via solving the equations
of motion for each single subsystem separately. This allows us a much faster calculation
of T and R as compared to the NC method. Even for calculating specific quantities of
one cavity within the chain as, e.g., the atomic population, we can still break our N
cavity problem down to N single cavity problems.

This matrix method (MM), however, has some restrictions on the parameters. We have
to ensure that either no nearby atom is present or the atom is very low excited, i.e.,
the population of the upper state is almost zero. This situation is given if the absolute
values of the input field amplitudes of the modes which can couple to the atoms are
much smaller than hn, κn and the coupling to the atom of the coupling mode(s) gBn

or/and gAn . This restriction is discussed in more detail in Sec. III.3.3.

III.3.2.1. Calculations of transmittivity t and reflectivity r of a single
cavity-atom system

For employing the MM, we first have to calculate the transmittivity t and reflectivity r of
each single cavity-atom system. These parameters are complex numbers which specify
such a subsystem. |t| and |r| are the absolute values and φr and φt the phase angles of
the transmittivity and reflectivity. The parameters t and r depend on the laser detuning
∆n of the probe field but not on the values of the single cavity input field amplitudes
ain,sc and bin,sc as long as they are small enough such that the atom is far from saturation
where P1,n = P2,n = 1

2 . A more detailed discussion of the validity range is provided in
Sec. III.3.3.

By assuming weak input fields, we ensure low excited atoms which allows us to apply
the MM. Firstly, we solve the equations of motion of Eq. (III.2.7) for a single cavity
system (N = 1), for different values of the laser detuning ∆1 = ∆. Using the input
output relation, see Eq. (III.2.8), we obtain 〈aout,sc〉 and 〈bout,sc〉. In order to calculate
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Figure III.2.: Absolute values |t| and |r| and phases φt and φr of the complex transmit-
tivity t(∆) and reflectivity r(∆) for a single subsystem with h = 50γ and
gA = 0. (a) gB = 70γ and atom far from saturation. (b) no nearby atom,
i.e., gB = 0.

the parameters t and r, we solve the following equation system

〈aout,sc〉 = t · ain,sc + r · bin,sc

〈bout,sc〉 = r · ain,sc + t · bin,sc (III.3.15)

for weak input field amplitudes ain,sc 6= bin,sc.

Then, t and r read

t =
ain,sc〈aout,sc〉 − bin,sc〈bout,sc〉

a2
in,sc − b2

in,sc

r =
ain,sc〈bout,sc〉 − 〈aout,sc〉bin,sc

a2
in,sc − b2

in,sc

. (III.3.16)

From these equations we can see, that the denominator becomes zero if a2
in,sc = b2

in,sc

and thus in such a case the system has no well-defined solution. For the special case of
bin,sc = 0 the transmission of a single cavity-atom system is given by

Tsc = |t|2 . (III.3.17)
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The coefficients t and r strongly depend on the probe laser detuning. Consequently, we
have to calculate these parameters for each detuning ∆n separately by solving the single
cavity problem as described above. Using the result of Eq. (III.3.16), we can describe
each cavity-atom system in the chain by two parameters tn and rn with n ∈ {1, .., N}.
Fig. III.2. shows two examples for t(∆) and r(∆) where we choose h = 50γ and
gB = 70γ. For the data of the upper subfigure the atom is only low excited whereas the
lower graph shows the coefficients for the case without atom (gB = 0).

In the following, we are especially interested in the regime, where the atom is far from
saturation and thus the matrix method is applicable. In this parameter regime, we
additionally calculated our results for short chains, e.g., N = 2, using the NC method
and we obtained the same results as for the MM method, see Sec. III.3.3.

III.3.2.2. Coupling matrix Mtotal for the coupled chain of N cavity-atom
systems

We proceed by calculating the transmission T and reflection R for a chain of N cavity-
atom systems using the parameters t and r for each single cavity of the chain.

Therefore, we describe each contributing system by a coupling matrix Mn which connects
the input and output fluxes of a single cavity-atom subsystem. This means, if we know
the input field amplitudes ain,n and bin,n as well as the coupling matrix Mn, we can
calculate the output field amplitudes 〈aout,n〉 and 〈bout,n〉.
Next, we calculate the matrix Mn and afterwards show how to couple the single systems
to a chain and calculate the transmission and reflection of the whole chain. Using
Eq. (III.3.15), we obtain Mn as follows

Mn =

(
t2
n−r2

n

tn

rn

tn

− rn

tn

1
tn

)
. (III.3.18)

With the matrix Mn the dependence of the output modes on the input fields for each
cavity can be written as

(
〈aout,n〉

bin,n

)
= Mn ·

(
ain,n

〈bout,n〉

)
=

(
t2
n−r2

n

tn

rn

tn

− rn

tn

1
tn

)(
ain,n

〈bout,n〉

)
. (III.3.19)

In order to take the optical path between neighboring cavities into account, we use the
matrix

Mφ,n =

(
eiφn 0

0 e−iφn

)
, (III.3.20)

which connects the input and output field amplitudes according to

(
ain,n

〈bout,n〉

)
= Mφ,n ·

(
〈aout,n−1〉

bin,n−1

)
. (III.3.21)

Here, the phase angles φn are defined by the intercavity distances Ln as φn = kLn =
2π Ln

λ where λ is the light wavelength.
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The matrix Mtotal, which describes our whole system and connects the input field am-
plitudes ain,1 and bin,N with the output field amplitudes 〈aout,N 〉 and 〈bout,1〉, can then
be calculated according to

Mtotal = MN · MφN−1
· MN−1 · · · M2 · Mφ1 · M1 . (III.3.22)

Using this matrix the inputs and outputs of our system can be calculated according to
(

〈aout,N 〉
bin,N

)
= Mtotal ·

(
ain,1

〈bout,1〉

)
. (III.3.23)

III.3.2.3. Calculation of atomic and photonic populations of subsystem n

So far, we can calculate the transmission T and reflection R of a chain of cavity-atom
systems via the coupling matrix Mtotal. However, we are also interested in the mean
values of mode and atomic operators as well as atomic and cavity mode populations
of each single atom-cavity system belonging to our coupled chain. Using the equations
derived in the preceding section, we explain a step by step calculation of these observables
for every element of the chain. We have to solve the equations of motion for each single
cavity n in order to obtain the expectation values of the mode operators {An, Bn} as
well as the atomic operators S ±

n . In order to solve this equation system for subsystem n,
we need to know the input field amplitudes ain,n and bin,n. We can calculate these input
fields step by step beginning at one end of the chain, e.g., with n = 1. Then, ain,1 is
given since it is the input field amplitude of the whole chain. Since also 〈bout,1〉 is given
from Eq. (III.3.23), 〈aout,1〉 and bin,1 can be determined using Eq. (III.3.19). We can
solve the equations of motion Eq. (III.2.7) for the single cavity-atom system n = 1 with
the help of these input field amplitudes. Via Mφ,1 the field amplitudes ain,2 and 〈bout,2〉
can be calculated and therewith the equations of motion for subsystem 2 can be solved.
We obtain the observables for all subsystems of the chain by iterating this procedure up
to subsystem N .

III.3.3. Comparison of the two methods

In this section, we compare the two calculation methods introduced in the two preceding
sections and discuss their advantages and drawbacks. If we directly solve the equations
of motion numerically, as done for the NC method, we solve the equation system of
Eq. (III.2.7) and determine the steady state solution by numerical integration. If the
input field is too weak the calculation becomes longer and longer since the system takes
more time to reach the steady state. Additionally, in case of very long chains (large
N), the equation system to be solved includes a large number of equations, namely 8N
equations if we consider real and imaginary part separately. In particular the recursively
calculated complicated terms for the input field amplitudes (see Eq. (III.2.9)) cause long
calculation times. Therefore, for N > 3 or 4 the NC method is not efficient. For this
reason, we use the MM for larger N to calculate T and R. However, this method requires
some restrictions on the input field amplitudes. We found that the transmittivity and
reflectivity of a single atom-cavity system are only constant for a fixed detuning if the
atom is either very low excited or no atom is present, i.e., gAn = gBn = 0. In general, an
atomic state between saturation P2,n = 0.5 and low excitation P2,n ≈ 0 is reached in
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Figure III.3.: Comparison and validity range of the two calculation methods NC and MM.
Subfigure (a) shows the output flux in transmission direction of a single
atom-cavity system dependent on the input flux for fixed detunings ∆n =
−100γ, ∆n = −50γ, ∆n = −30γ, and ∆n = 20γ. In (b) the population
of the atom’s upper state in a single atom-cavity system is depicted for
the same detunings. Subfigure (c) shows results for the transmission T
for both the calculation methods in case of N = 2. (i) weak input field
|ain,sc|2/γ < 1 where T is identical for the two calculation methods, (ii)
NC method and |ain,sc|2/γ = 3, (iii) MM and |ain,sc|2/γ = 3, (iv) NC and
|ain,sc|2/γ = 25, and (v) MM and |ain,sc|2/γ = 25.

the steady state and thus the coefficients t and r strongly depend on the respective input
fluxes of each system n. However, for weak input fields, the steady state population of
the upper state is very low. For our calculations, the values for the input fields are chosen
such that all atoms are far from saturation where t and r are independent of the input
field amplitudes. Since for our numerical results we assume the atoms couple to mode
Bn only and gAn = 0, the value |ain,n − bin,n|2/2 has to be much smaller than gBn ,kn

and hn in order to ensure that the atom near cavity n is only low excited.

Applying the NC method, we obtain not only the transmission T and the reflection R as
solution but also the quantities describing each subsystem, e.g., the populations of the
N atoms and the photonic mode populations of all cavities. These quantities can also
be calculated via the MM method by solving N times the equations for a single cavity
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as described in Sec. III.3.2. For long chains this is also a time consuming calculation,
yet still faster than the NC method. For parameter regimes where both the methods
are valid, i.e., for short chains where all atoms are far from saturation or no atoms
are present, we verified that the respective results are indistinguishable. In Fig. III.3.
this linear response for weak input fields and the nonlinear behavior for stronger input
fields is depicted. Fig. III.3.(a) shows the output flux of a single cavity for fixed laser
detunings ∆n = −100γ, ∆n = −50γ, ∆n = −30γ, and ∆n = 20γ dependent on the
only input flux |ain,sc|2, bin,sc is set to zero. We observe that the output flux |〈aout,sc〉|2
increases linearly with the input flux for small |ain,sc|2/γ < 3. The slope of these straight
lines is equal to the transmission of a single atom-cavity system Tsc. For stronger input
fields, however, the functions become nonlinear, as shown in the right subfigure. In order
to understand this, in Fig. III.3.(b) we plotted the atomic upper state population P2

which increases linearly for small input fluxes. In the parameter region, where the atomic
excitation increases linearly with the input field amplitude, the matrix description models
our system very well and therefore both the methods lead to the same results for our
observables. Fig. III.3.(c) shows results for the transmission T obtained from both the
calculation methods, NC and MM: curve (i) shows the transmission for a weak input
field (|ain,sc|2/γ < 1) where both the methods are applicable. Comparing the curves
obtained from the NC method (ii) and the MM (iii) for |ain,sc|2/γ = 3, slight differences
for some detunings are already visible. For larger inputs |ain,sc|2/γ = 25 as chosen for
the calculation of curve (iv) and (v), as expected, the results obtained from the two
methods differ considerably.

The two calculation methods presented here allow the calculations of the transmission
and reflection as well as the photonic and atomic populations. In an experiment, however,
higher order photon correlations can also be of relevance, e.g., for building non-classical
light sources or photon turnstile devices. The complexity of our system increases very fast
with the number of subsystems. If we, e.g., consider Fock states with up to one photon
per mode in each subsystem, we obtain 8N states and (8N )2 density matrix elements. In
order to calculate second order correlations or cross correlations we would have to take at
least two photons per mode in each cavity into account. We checked for a single cavity
coupled to a nearby two-level atom that two excitations in the whole system are not
enough to calculate second order correlations but two photons per mode are necessary.
This would lead to 18N states and (18N )2 density matrix elements. For example, already
for N = 2 this would require to solve a system of more than 100 000 equations.

III.3.4. General considerations

III.3.4.1. Mirror interpretation approach

In this section, we do a little gedankenexperiment. Since each of our cavity-atom sub-
systems is described by its properties tn and rn, it can also be pictured as a mirror with
reflectivity rn and transmittivity tn with {rn, tn} ∈ C

2. This simple picture is shown in
Fig. III.4. In the following, we use this picture in order to consider certain pathways and
their interference behavior in detail. Conditions for constructive interference for leading
order pathways are derived. Here, we focus on pathways possible for ain,1 light, since in
our numerical calculations we set bin,N = 0.
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Figure III.4.: Mirror interpretation of the coupled atom-cavity chain and possible path-
ways for ain,1 light.

III.3.4.2. Pathways and interference considerations

We now look at intensity contributions and their phases originating from different path-
ways contributing to the output fluxes. As shown in Fig. III.4. light can take various
different pathways before leaving the system and contributing to either the transmission
or reflection signal. First, we consider pathways contributing to the transmission T and
thus to the output flux |〈aN,out〉|2. To obtain a high transmission intensity, construc-
tive interference of contributions originating from different pathways is favorable. In
this section, we analyze the importance and the interplay of these pathways and their
interference behavior. We focus on the pathways contributing to the output flux in trans-
mission direction, in particular since they are of relevance for the superness ∆T defined
in Sec. III.2.3.2.

As the simplest possible pathway, light can be transmitted by all N cavities and leave
the system as aout,N light. This contribution can be calculated from the input flux ain,1

as

aN,P W 1 = ain,1 · t1 · t2 · · · tN · ei(φ1+φ2+···+φN ) = ain,1

N∏

n=1

tn eiφn . (III.3.24)

However, since backward fluxes in b direction between the cavities are possible in our
chain, light can also propagate on more complex pathways. For example, marked in
Fig. III.4. as PW2, light can be transmitted by all cavities except the last cavity N
where it is reflected back to cavity N − 1, reflected at cavity N − 1, then transmitted by
cavity N and finally contributes to the output flux |〈aout,N 〉|2. The contribution to the
transmission arising from this pathway reads

aN,P W 2 = aN,P W 1 · rN · rN−1 · e2iφN−1 . (III.3.25)

In order to obtain a high output transmission, it is favorable that contributions arising
from different pathways interfere constructively. By definition, constructive interference
occurs if the phases of the different terms are equal. For example, contributions from
PW1 (III.3.24) and PW2 (III.3.25) interfere constructively if the condition

φrN
+ φrN−1

+ 2φN−1 = m · 2π , (III.3.26)
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Figure III.5.: Absolute values |t| and |r| and phases φt and φr of the complex transmit-
tivity t and reflectivity r for a single subsystem with h = 5γ and gB = 70γ.

where m ∈ Z, is fulfilled. Furthermore, especially for longer chains, light can propagate
on a variety of other pathways. One more example is shown in Fig. III.4. denoted by
PW3. Here, light moves back and forth not only between direct neighbors but between
second neighbors. For a N = 3 chain, the respective contribution to the transmission
signal is

aN,P W 3 = aN,P W 1 · r3 · t2 · r1 · t2 · e2i(φ1+φ2) . (III.3.27)

PW3 interferes constructively with PW1 if the phase angles satisfy the condition

φr3 + 2φt2 + φr1 + 2φ1 + 2φ2 = m · 2π . (III.3.28)

Note that m is an arbitrary integer which is not fixed but can have different values for
the different interference conditions. Regarding Eqs. (III.3.24), (III.3.25), and (III.3.27)
we can also see, that for all contributions to T the order of the cavities in the chain has
no influence as long as the input flux bin,N = 0. This is caused by the commutative law
and can also be proven by the definition of the coupling matrix Mtotal of Eqs. (III.3.22)
and (III.3.23). As we will see later in our results, this is particularly interesting for
asymmetric systems. For example, for an N = 2 chain, whether an atom is only at
cavity 1 and cavity 2 has no nearby atom or only at cavity 2 and cavity 1 is without
atom results in equal transmissions, however, different reflections, see Sec. III.4.2.2. The
reason why the reflection crucially depends on the arrangement of the cavities in the
chain is, that not all cavities have an influence on all light pathways that contribute
to the reflection. For example, in a system of two cavities, light of mode ain,1 can be
reflected at cavity 1 and thus never reaches cavity 2. Since pathways where the input light
does not reach all cavities of the chain strongly contribute to the reflected output flux,
exchanging the positions of the cavities within the chain in general leads to completely
different reflections.

III.4. Results

For the numerical results presented here, we assume the resonance frequencies of the
resonators to be equal to the transition frequencies of their nearby atom which results in
∆n = δn and additionally set the detunings for all cavities identical ∆n = ∆. We assume
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Figure III.6.: Transmission T for different N for h = 5γ and gB = 70γ dependent on
the distance Ln. In (a) N = 2, (b) N = 3, (c) N = 6 and (d) N = 20.
The resolution in Ln direction is 0.05λ.

equal decay rates for the atoms γ‖,n = γ and neglect dephasing γp,n = 0. We apply input
fields in transmission direction ain,1 and set bin,N = 0. The decay rates for both the
normal modes inside one cavity are assumed to be identical, i.e., κAn = κBn = κn and
we choose the internal decay rates κi,n = γ. For the coupling of the fiber we assume the

critical coupling condition κex,n =
√

κ2
i,n + h2

n to be fulfilled. Furthermore, we assume

the atoms to couple to mode Bn and thus set gAn = 0.

In Sec. III.4.1. we start with symmetric systems, i.e., all N subsystems are identical
and arranged equidistantly, separated by intercavity distances Ln = L. For a better
comparability of the values of the phase angles φn, introduced in Sec. III.3.2. to take
into account the optical path between the subsystems, we generally write the respective
numbers modulo 2π since this has no influence on the results. We study the transmission
and reflection behavior in dependence on the chain length and show that the presence
of supermodes becomes more important with increasing chain lengths. We proceed in
Sec. III.4.2. by considering asymmetric chains of cavity-atom subsystems. First, we ana-
lyze the occurrence of supermodes for different intercavity distances Ln in Sec. III.4.2.1.
in terms of pathway interference. Second, in Sec. III.4.2.2. we investigate chains of
subsystems with different atomic coupling strengths gBn . We show that the reflection
signal can be exploited to detect which of the cavities couple to nearby atoms. Third,
we consider chains consisting of subsystems with different intracavity scattering rates hn

in Sec. III.4.2.3. This is of relevance for experiments, since the fabrication of exactly
identical cavities with radii in the size of µm in the optical regime is challenging.

III.4.1. Symmetric chains: dependence on the chain length N

We start with our results for the transmission T , the reflection R as well as the superness
∆T for chains of different lengths N , assuming equal intercavity distances Ln = L
leading to phase angles φn = φL. Furthermore, the N subsystems are identical, i.e.,
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Figure III.7.: Reflection R for different N for h = 5γ and gB = 70γ in dependence on
the distance Ln. In (a) N = 2, (b) N = 3, (c) N = 6 and (d) N = 20.

κex,n = κex, gBn = gB and hn = h. Throughout this section we set gBn = 70γ which is
a realistic value also found in experiments [99, 105].

III.4.1.1. Transmission T , reflection R, and superness ∆T for scattering rate
h = 5γ

We consider a chain of N cavities coupled to nearby atoms with an intracavity scattering
rate of h = 5γ. This corresponds to the strong coupling regime, where the atomic cou-
pling is much stronger than the intermodal coupling inside one cavity, see also Sec. II.4.1.
Here, we choose the strong coupling case, since in this regime the structures of our ob-
servables can be explained straightforward by an eigenvalue analysis. The absolute values
as well as the phases of t and r are plotted in Fig. III.5. We first explain the structure
of |t| which (via Tsc = |t|2) defines the transmission of a single subsystem of the chain.
|t| has three dips with positions at ∆n = −5γ, ∆n = −67γ and ∆n = 72γ. The central
dip at −5γ is the position of the non-coupling mode An as also identified in Sec. II.4.1.

The two sideband peaks are at the eigenvalues of the coupled system 1
2(h +

√
4g2

B + h2)

and −1
2(−h +

√
4g2

B + h2), see also [99, 105].

Fig. III.6. shows the transmission T for N = 2, 3, 6 and 20 cavity-atom systems. As
expected, the transmission is nearly one for far detuned probe fields in all four plots, since
almost no light enters the cavity-atom subsystems. In Fig. III.7. we show the results for
the reflection for the same parameters. In general, for parameters where the transmission
is high, the reflection is minimum. In the following, we start by analyzing the results
for N = 2, then consider N = 3, and finally discuss the findings for longer chains with
N = 6 and N = 20.

Regarding Fig. III.6.(a) for N = 2 at Ln = 100.0λ, we can clearly see the three dips
analogous to the transmittivity t plotted in Fig. III.5. However, these dips change their
positions for different distances Ln. This effect is caused by interference, explained in
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Figure III.8.: Superness ∆T for different N for h = 5γ in dependence on the distance
Ln = L (same parameters as in Fig. III.6. and III.7.). In (a) N = 2, (b)
N = 3, (c) N = 6 and (d) N = 20. Note that the color range is chosen
differently for each subfigure and appropriate to the respective values of
∆T .

the following. For a chain of two cavity-atom systems, entering light can take the simple
pathway, where it is transmitted by both the cavities. On the other hand, it can take loop
pathways such as PW2 shown in Fig. III.4. and explained in Sec. III.3.4. The pathways
PW1 and PW2 interfere constructively if the condition given in Eq. (III.3.26) is fulfilled.
Since we assume equidistant and identical cavity-atom systems, this condition simplifies
to

φr + φL = m · π . (III.4.29)

For example, for Ln = 100.0λ, which leads to a multiple of 2π for the phases φn = φL

and thus can be considered as φn = 0, the condition (III.4.29) is satisfied for φr = m · π.
We see from Fig. III.5. that this is approximately fulfilled at ∆n = −68γ, ∆n = −5γ,
and ∆n = 72γ which are the eigenvalues of a single atom-cavity system and thus the
detunings where we obtain minima in the transmission of a single coupled system. Even
though the different contributions interfere constructively, since their intensities are low,
the result is a minimum output flux in transmission direction. Here, minima in the
transmission for a single subsystem cause minima in the transmission for the coupled
chain of two systems. However, although we obtain minima in the transmission of
the coupled chain, Fig. III.8. shows, that the superness ∆T is not zero but shows
minor maxima for these probe field detunings. The reason for these minor maxima is
the constructive interference of the two pathways PW1 and PW2. Besides these two
first order pathways, incoming light can also take more than one loop between the two
subsystems. The intensities of these higher order pathways are not negligible but they are
lower than the intensities of PW1 and PW2 and thus most features of the transmission
and the superness are dominated by contributions arising from PW1 and PW2. For the
same detunings we observe maxima in the reflection shown in Fig. III.7. as expected.

Since the phases φt and φr depend strongly on the laser detuning, the condition for
constructive interference is fulfilled for different detunings when increasing L. For Ln =
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100.25λ (φL = π
2 ) the condition for constructive interference Eq. (III.4.29) is fulfilled

around ∆n = ±45γ where φr = ±π
2 , see Fig. III.5. Due to this constructive interference,

the peaks in the transmission shown in Fig. III.6(a) are slightly moved to larger detunings
as compared to the Ln = 100.0λ case. Here, the interference condition Eq. (III.4.29) is
fulfilled for probe field detunings where |t| is maximum and therefore the transmission
of the coupled chain as well as ∆T has particularly high values in the region around
∆n = ±45γ. However, the impact of this interference effect is much more important
for ∆T . As shown in Fig. III.8.(a), for ∆n = ±45γ the difference between a chain of
independent cavities and coupled cavities is maximum. For large detunings ∆n > 100γ,
the interference condition Eq. (III.4.29) of PW1 and PW2 is also fulfilled, however, here
the transmission of a single system Tsc ≈ 1 and therefore ∆T ≈ 0.

Now, we turn to a chain of three coupled cavity-atom systems. We consider the trans-
mission T and the superness ∆T shown in Fig. III.6.(b) and III.8.(b), respectively. For
Ln = 100.0λ we observe minima in T and minor maxima in ∆T close to the positions
of the eigenvalues of a single cavity-atom system. The explanations provided for the
N = 2 case hold here, too. The peaks and dips of our observables remain approximately
at the same position as for N = 2 and are only very slightly shifted. However, for
certain distances Ln 6= 100.0λ some structures in the transmission, the reflection and
the superness are more strongly affected by the coupling of a third cavity to the chain.
Regarding the superness ∆T in Fig. III.8.(b), we can see, that, e.g., for Ln = 100.15λ
and Ln = 100.3λ the major peak is shifted to larger detunings. The reason for this shift
is that one more pathway and thus one more interference condition becomes important.
For a chain of three coupled systems, also pathways as shown in Fig. III.4. as PW3 are
possible. Here, incoming light propagates on a loop not between direct neighbor cavi-
ties but second neighbors. Since we assume three identical subsystems as well as equal
distances, the condition for constructive interference of pathway PW2 and PW3 can be
derived from Eq. (III.3.28) and Eq. (III.4.29) as

φt + φL = m · π . (III.4.30)

Hence, if the conditions of Eq. (III.3.28) and Eq. (III.4.29) are fulfilled, then all three
pathways PW1, PW2 and PW3 interfere constructively if additionally the condition of
Eq. (III.4.30) is satisfied. Eq. (III.3.28) and Eq. (III.4.29) can only be satisfied at the
same time if φr − φt = m · π. This holds for the detunings ∆n = −68γ, ∆n = −5γ,
and ∆n = 72γ which are again the detunings corresponding to the eigenvalues of a
single subsystem. For constructive interference between all three described pathways,
the condition given in Eq. (III.4.30) has to be fulfilled at the same time. For example, if
the detuning is ∆n = −68γ the phases of the t and r are φt = φr ≈ 0.9π. This means,
condition Eq. (III.4.30) is fulfilled for φL = 0.1π =̂ Ln = 100.2λ. At these detunings |t|
is minimum and even though constructive interference is achieved, we observe minimum
transmissions at these points in Fig. III.6.(b). This is the same effect observed for
the N = 2 chain in Fig. III.6.(a). However, as it can be seen from Fig. III.8.(b),
partly constructive interference of pathway PW3 with PW1 and PW2 shifts the peak in
∆T to higher detunings for the respective distances, where Eq. (III.3.25), Eq. (III.3.28)
and/or Eq. (III.4.30) are satisfied, as compared to the Ln = 100.0λ case. For example,
considering the detuning ∆n = 50γ, Ln = 100.0λ leads to a minimum in ∆T whereas
Ln = 100.3λ leads to a global maximum in the superness for this intercavity distance, see
Fig. III.8.(b). Regarding Fig. III.5., for this detuning φt − φr ≈ π

2 leads to constructive
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interference of PW2 and PW3, however, destructive interference of PW1 with both
PW2 and PW3. This results in a minimum in ∆T for Ln = 100.0λ. By contrast, for
Ln = 100.3λ (φL = 0.6π) all three considered leading order pathways interfere partly
constructively which finally results in maximum superness. Even though, increasing N
generally leads to decreasing absolute ∆T for longer chains (N > 5), for the three cavity
chain we obtain even higher ∆T values than for the N = 2 case for Ln = 100.3λ.

Now, we consider a long chain with many coupled cavity-atom systems, i.e., up to
N = 20. For such a long chain a large variety of different pathways can be taken
by light entering the system. In this limit of many coupled subsystems, the transmission
almost vanishes in a large range of detunings around the resonance frequency whereas
the reflection is almost one, see Fig. III.6.(c) and (d) and III.7.(c) and (d). For N = 6
the interference structure depending on the distance L is still visible. Yet, for an even
longer chain such as N = 20 this structure almost vanishes. Since the reflectivity r
has relatively low values for most of the detunings, namely |r| < 0.5, not only pathways
where light is reflected at the front end of our chain contribute to the output mode
bout,1 in reflection direction but also pathways where light is reflected for the first time
at a cavity with larger n cannot be neglected. That is why the reflection of N = 6 and
N = 20 exhibit different structures. As depicted in Fig. III.8.(d) ∆T almost vanishes
for a chain of N = 20 coupled elements. If the transmission Tsc of a single cavity-atom
system is < 1, the transmission of a chain of N independent cavities is T N

sc and hence
approaches zero for large N . Also for a chain where backward fluxes are allowed, the
transmission of the coupled system becomes very low for large N . This is the reason why
also the transmission difference ∆T approaches zero for long chains. However, we found
that the relative contribution of supermodes to the transmission ∆T

T increases with N
and approaches 100% for long chains of N = 20 in the respective spectral range, where
constructive interference of pathways occurs.

A detailed analysis of occurring supermodes for optimized parameters is presented in
the next Sec. III.4.1.2. The formation of supermodes as well as their importance for
the transmission in dependence on the geometry and the chain length are analyzed.
Furthermore, in Sec. III.4.2.1. a distinct supermode in a system of three atom-cavity
elements is explained in terms of pathway interference.

III.4.1.2. Transmission T , reflection R, and superness ∆T for scattering rate
h = 50γ

In this section we consider a chain of cavity-atom systems with higher scattering rate
inside the cavities, namely h = 50γ. This means, we are no longer in the strong coupling
regime. Instead, the atomic coupling gB and the coupling between photon modes within
one WGM pair {an, bn} are of comparable magnitude. We choose this parameter regime
since we found that they lead to very high superness ∆T . In Fig. III.9.(a) and (b) we
show our results for T and ∆T for N = 2 coupled subsystems in dependence on the
detuning ∆n and the intercavity distance Ln = L1. For T we observe a large region
at ∆n ∈ [0, 50γ] with mostly minimum transmission, yet for some values of L1 maxima
arise. These maxima can be explained by pathway interference similar to the h = 5γ
case. For the values of ∆n and L1, where we have maxima in T , also ∆T is maximum.
For these specific parameters we obtain transmission differences as compared to a chain
of independent atom-cavity systems up to ∆T > 0.4. The reflection for h = 50γ is
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Figure III.9.: Transmission T , ∆T and R for different N for h = 50γ and in de-
pendence on the distance Ln. All further parameters are chosen as in
Figs. III.6., III.7., and III.8. In (a) N = 2, (b) N = 2, (c) N = 3 and
(d) N = 20. Different color scales are chosen for a better visibility of the
significant features of the respective observables.

shown in the lower subfigures of Fig. III.9.(c) and (d). Here, we see that for N = 3
(c) and N = 20 (d) the structure of the reflection hardly changes. The reason is that
only the first few cavities of the chain have a considerable impact on the reflection. This
means that bout,1 flux is dominated by light pathways where entering light is reflected at
one of the first subsystems of the chain.

Next, we investigate the formation of supermodes and their influence on the system’s
dynamics in dependence on the intercavity distance Ln and the chain length N for
optimized parameters with h = 50γ. We start with the N = 2 case. Fig. III.10. shows
the superness ∆T for N = 2 and Ln = 100.0λ, 100.15λ, 100.2λ, 100.25λ, and 100.35λ.
These curves are cuts at the respective intercavity distances of Fig. III.9.(b). We observe
that for specific detunings the transmission behavior depends crucially on the intercavity
distance whereas for other detunings the system behaves almost as a chain of independent
cavity-atom systems (∆T ≈ 0). In particular, at ∆n ≈ 95γ and ∆n ≈ −50γ, the
transmission of the full system is equal to the combination of the individual systems for
all distances. This can be explained by noting that for these detunings, either |tn| (for
∆n ≈ 95γ) or |rn| (for ∆n ≈ −50γ) is small, see Fig. III.2.(a). In case of small |rn|,
the backcoupling between the cavities almost vanishes such that the system is similar to
the uncoupled case. For ∆n ≈ −50γ we found that the population of the upper level
of both the atoms is relatively high. Comparing Fig. III.2.(a) and (b), we observe that
the presence of the atom suppresses the reflection which results in |rn| ≈ 0. For the
small |tn| at ∆n ≈ 95γ, the largest part of the incoming light is reflected at the first
subsystem and thus the cavity modes and the excited state of the atom next to cavity
two are hardly populated. The low transmittivity and reflectivity are achieved because
the respective detunings correspond to the eigenvalues of the Hamiltonian for a single
subsystem. In contrast, for other detunings, pronounced resonances in the “superness”
∆T can be observed at certain distances. These resonances exceed ∆T = 0.4 for
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Figure III.10.: Formation of supermodes indicated by large modification ∆T of transmis-
sion compared to a chain of independent atom-cavity systems. Parameters
are N = 2, hn = 50γ, gBn = 70γ, and intercavity distances L1 = 100.0λ,
L1 = 100.15λ, L1 = 100.2λ, L1 = 100.25λ, and L1 = 100.35λ.

optimum parameters, demonstrating clearly the relevance of the backscattering between
the cavities. For these detunings |tn| ≈ |rn| and thus the energy exchange in both
directions is enhanced. Interestingly, for the detunings with high ∆T , the modes Bn

which couple to the atoms are hardly populated in both the cavities, whereas the non-
coupling modes An are highly populated, demonstrating the significance of the non-
coupling normal mode.

Next, we study the importance of supermodes in longer chains of atom-cavity systems.
Since in case of N = 2 for Ln = 100.2λ the supermode leads to maximum transmission
enhancement, we consider this intercavity distance when investigating the dependence
on the chain length from N = 2 up to N = 20 subsystems. This dependency of the
supermode on the chain length identified in Fig. III.9.(b) and III.10. is shown in the left
subfigure of Fig. III.11. For the highest peak in ∆T at ∆n ≈ 30γ we found that in
absolute terms, the superness ∆T decreases with increasing N until it almost vanishes
for N = 20. This reduction can be traced back to the overall reduction in transmission
T for increasing N , since each resonator leads to a certain amount of loss and reflection.
By contrast, the ”relative superness“ ∆T/T increases with N , as shown in the right
panel of Fig. III.11. The reason is that the reduction in transmission becomes stronger
with increasing N for independent resonators, such that eventually all relevant residual
transmission must originate from an enhancement via constructive interference through
the formation of a supermode.

III.4.2. Asymmetric chains

We present our results for different arrangements of asymmetric chains. We begin in
Sec. III.4.2.1. with the consideration of a chain of N = 3 subsystems, however, we now
allow different intercavity distances Ln. A detailed analysis of an occurring supermode is
provided in terms of pathway interference. In Sec. III.4.2.2., N = 2 chains with different
atomic coupling parameters gBn are studied. We find, that the reflection signal can be
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Figure III.11.: Dependence of the supermode contribution ∆T on the chain length N .
The left panel shows the absolute “superness“ ∆T , the right panel the
relative value ∆T/T . The parameters are as in Fig. III.6., with Ln =
100.2λ.

used to determine, which of the cavities couple to a nearby atom. This is important
information in experiments where it can be difficult to achieve simultaneous coupling of
atoms to all cavities of the chain. In Sec. III.4.2.3., we present our results for two cavity
constellations where the intracavity scattering rates hn are different for each resonator.
This is of relevance in experiments, since it can be difficult to fabricate exactly identical
resonators, especially for the optical wavelength regime, where the dimensions of such
WGM resonators are in the order of µm. Rather, material imperfections and surface
roughness differ at least slightly.

III.4.2.1. Supermode analysis for N = 3 with different intercavity distances Ln

We consider a chain of N = 3 subsystems and analyze the formation of a supermode
in terms of pathway interference. This chain consists of three coupled subsystems where
the distance between subsystem 1 and 3 is fixed (Ltot = L1 + L2) and the central cavity
2 is moved, which means the distances L1 and L2 = Ltot −L1 are varied. We show, that
only by moving this cavity-atom subsystem on a sub-wavelength scale, the transmission
properties of the complete coupled chain change considerably.

In Fig. III.12., we show our results for the transmission T (a), the superness ∆T (b), the
transmission of a single subsystem Tsc (c), and the reflection R (d) for the parameters
hn = 50γ and gBn = 70γ for different positions of cavity 2, i.e., in dependence on L1.
Here, the total distance Ltot = L1 + L2 = 200.3λ. Additionally, the transmission for a
single cavity-atom system is shown (c). Clear maxima in the superness can be observed
in Fig. III.12.(b) around ∆n = 25γ for certain distances L1. For a better analysis of
the supermode, in Fig. III.13. we show some curves for ∆T depending on the detuning
∆n for L1 = 100.00λ, L1 = 100.05λ, L1 = 100.10λ, and L1 = 100.15λ. These curves
are cuts at certain values of L1 of Fig. III.12.(b). In this figure we observe that for
some detunings the transmission difference ∆T depends strongly on the distance L1,
whereas for other detunings the superness of the coupled chain is almost independent of
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Figure III.12.: Observables for a N = 3 chain with hn = 50γ, gBn = 70γ and Ltot =
L1 + L2 = 200.3λ. These are the same parameters as for the supermode
analysis for an N = 2 chain depicted in Fig. III.10. Curve (a) shows the
transmission T , (b) the superness ∆T , (c) the transmission of a single
subsystem Tsc, and (d) the reflection R.

the position of the middle cavity. For example, the peak structure around ∆n = −80γ is
only weakly influenced by a change of L1. The impact of L1 in the spectral region around
∆n = −50γ and ∆n = 80γ on ∆T is negligible. By contrast, the peak around ∆n = 25γ
is influenced crucially by a movement of cavity 2. While ∆T ≈ 0 for L1 = 100.0λ it
approaches values up to almost 0.4 for L1 = 100.15λ.

In the following, we analyze this high peak in ∆T around ∆n = 25γ in terms of
interference effects. The highest superness is reached for equal intercavity distances
L1 = L2 = 100.15λ. For the explanation we use the transmittivity and reflectivity plot-
ted in Fig. III.2.(a) and the pathways which were described in Sec. III.3.4. and depicted
in Fig. III.4. We found in Sec. III.3.4. that loop pathways of PW2 kind interfere con-
structively with the simplest transmission pathway PW1 if the condition φr + φL = m · π
(see Eq. (III.4.29)) is fulfilled. In order to interpret the high peak in ∆T by interference,
in Fig. III.14. we plotted φr + φL and the normalized absolute values of output field am-

plitudes in transmission direction originating from PW1 and PW2
|a3,P W 1|

|ain,1| and
|a3,P W 2|

|ain,1| ,

respectively, for L1 = 100.15λ. In our chain consisting of three coupled subsystems
two different loop pathways of PW2 kind are possible. Firstly, this loop can take place
between cavity 1 and 2. Secondly, light can move back and forth between cavity 2 and
3. For L1 = L2 = Ltot

2 = 100.15λ, the contributing fluxes arising from both these loop

pathways are identical and denoted by
|a3,P W 2|

|ain,1| . In Fig. III.14. we see, that the condition

for the phase angles given in Eq. (III.4.29) is fulfilled at ∆n = −60γ, ∆n = −45γ, and
∆n = 15γ where φr + φL = 0 and ∆n ≈ 200γ where φr + φL = π. In the region around
∆n = −45γ the output flux of PW2 is minimum. This means, that the light intensity
which could interfere constructively with aN,P W 1 almost vanishes. For this reason the
system here behaves similarly to a chain of independent atom-cavity systems and ∆T = 0
for these detunings, see Fig. III.13. For the far detuned case of ∆n = 200γ, almost no
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Figure III.14.: Contributions to the transmission T arising from the different pathways
to explain interference effects φr +φL, |a3,P W 1|, and |a3,P W 2| plotted for
parameters as in Fig. III.13. and L1 = 100.15λ.

light enters the system due to the large detuning and thus, as expected, the chain geom-
etry has no crucial impact on the system’s dynamics. For ∆n = −60γ the contributing
intensity of PW2 has small values but is different from zero. Thus constructive interfer-
ence influences the superness and a minor peak in ∆T visible for this detuning and certain
distances L1. In case of ∆n = 15γ the formation of a supermodes more dominantly gov-
erns the dynamics of the system. Here, the absolute values of both contributing output
mode field amplitudes a3,P W 1 and a3,P W 2 have relatively high values.

Since light can also take higher order pathways such as shown in Fig. III.4. PW3 or
multi-loops of PW2 kind, i.e. light moves back and forth more than once between two
cavities, this interference description does not describe the whole system, although it
explains the main structures of the transmission and the superness ∆T . For example,
the contribution to the output flux in transmission direction arising from a double-loop
pathways would read a3,out = ain,1 · t1 · r2 · r1 · r2 · r1 · t2 · t3 · e6iφL . In Fig. III.15.
we show some curves for the superness when taking only these multi-loop pathways into
account. We denote the respective transmission difference between the case of taking
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further parameters are chosen as in Fig. III.13. and pathways with x loops
between two cavities (PW2 kind) are taken into account.

x loops into account and the transmission of the independent chain by ∆Txloops. Here,
the x determines how many loops of PW2 kind within a pathway are taken into account.
All these pathways interfere constructively if the condition of Eq. (III.4.29) is fulfilled for
the phase angles. However, pathways as shown in Fig. III.4. as PW3 are omitted in the
calculation of ∆Txloops. For this reduced system, where certain pathways are artificially
suppressed, we find that a symmetric peak in ∆Txloop occurs at ∆n = 15γ. This is at
the detuning, where constructive interference of the considered pathways occurs. For the
complete system, however, we found that destructive interference with other pathways,
e.g., PW3, leads to the shift of the main peak in ∆T and T to ∆n = 25γ also shown in
Fig. III.15.

In Fig. III.16. we show the populations of the atomic states for each of our three coupling
atoms. We find that for distances L1, where the superness ∆T is high at ∆n = 25γ,
also the upper state population of the atom coupling to cavity 3 is maximum. This also
shows that the atom plays a key role for the transmission properties and the formation
of supermodes in our coupled chain system.

III.4.2.2. Chains of subsystems with different atomic couplings gBn

We start studying chains with different atomic coupling strengths gBn by looking at
systems where not all cavities within the chain are coupled to a nearby atom, i.e., gn = 0
for certain subsystems n. We focus on N = 2 chains and assume two cavities with
hn = 50γ as in the last section. In Fig. III.17. we show our results for the reflection
R for (a) none of the two cavities has a nearby atom (gB1 = gB2 = 0), (b) the atom
is close to the left cavity (gB1 = 70γ and gB2 = 0), (c) gB1 = 0 and gB2 = 70γ, and
(d) both the cavities have a nearby atom, i.e, gB1 = gB2 = 70γ. Here, we focus on the
reflection since we found that the transmission is not dependent on whether the atom
couples to cavity 1 or cavity 2. This is because light contributing to T has to pass
both subsystems and thus parameters of both cavity-atom systems contribute no matter
which cavity the atoms couple to, see also the mirror description in Sec. III.3.4. By
contrast, the reflection is influenced crucially by the position of the atom. For example,
if ∆n = 0 and the atom is located close to cavity 2, almost no light is transmitted from
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Figure III.16.: Atomic populations of the upper level P2,n for the subsystems 1, 2 and
3. The parameters are chosen as in Fig. III.13. and L1 = 100.15λ. Note
that the color scale is chosen differently for the subfigures and appropriate
to the respective values of the populations.

the first cavity, since |t| ≈ 0, see Fig. III.2. Then almost no light enters cavity 2 and thus
the dynamics of the coupled chain is nearly totally governed by subsystem 1. However,
if the atom is located close to cavity 1, light can be transmitted for ∆n = 0 only at
cavity 1 but not at cavity 2. This means for the reflection that pathways affected by
the parameters describing subsystem 2 contribute as well. In an experiment, this feature
could be used to determine whether a nearby atom couples to cavity 1 or cavity 2. This
is of relevance for experiments where it is difficult to achieve simultaneous coupling of
single atoms to all cavities of a chain, i.e., if falling clouds of atoms are used to achieve
atom-cavity coupling [99, 100, 105]. As shown in Fig. III.17.(b), if the atom couples to
cavity 1, a root in R can be observed at ∆n ≈ 37γ. However, if the atom couples to
cavity 2 (c), there is only a slight local minimum at this detuning. Furthermore, the cases
with no nearby atom (a) or both cavities with atom (d) can be well distinguished from
each other and from the two asymmetric cases by measuring the reflection intensity. For
example, the root at ∆n ≈ −42γ is only visible if both cavities have a coupling atom
(d). If none of the cavities has a nearby atom, even the slight dip in the reflection at
∆n = 40γ vanishes (a). Concerning the transmission, if at least one subsystem has
no nearby atom, the transmission is suppressed over a wide range of detunings around
the resonance frequency. This is because |t| in case of no nearby atom is very small in
this spectral range, see Fig. III.2.(b). This leads to very small superness and therefore,
chains with missing atoms at distinct subsystems are not favorable for the formation of
supermodes.

In Fig. III.18. we show some results for different values of gBn , where the atomic coupling
within one subsystem is much stronger than in the other subsystem. This situation can
occur in an experiment, if the atom-cavity distances are not equal for the subsystems of
the chain, e.g., if falling clouds of cold atoms are used to achieve atom-cavity coupling. In
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Figure III.18.: ∆T for a chain of two subsystems with different gBn for hn = 50γ. In
(a) gB1 = 5γ and gB2 = 50γ and in (b) gB1 = 5γ and gB2 = 250γ.

Fig. III.18.(a) we choose gB1 = 5γ and gB2 = 50γ and in (b) gB1 = 5γ and gB2 = 250γ.
Interestingly, in both figures, periodic minima and maxima occur for ∆n ≈ 100γ. This
means, continuously varying the distance L1 between the two cavities leads to periodic
maxima and minima in ∆T .

III.4.2.3. Chains of subsystems with different scattering rates hn

For an experiment, it can be difficult to fabricate microcavities of exactly identical surface
roughness and imperfection rates. Since all these material properties enter the internal
scattering rate hn, here, we consider asymmetric chains of 2 cavities, whose intracavity
scattering rates hn are not equal. We found that the dependence on the value of hn is
not very sensitive. Quantitatively spoken this means the results for the transmission as
well as for the reflection or ∆T for hn and hn ±2γ are hardly distinguishable. We checked
this for various values between hn = 5 and hn = 250γ. As our results do not sensitively
depend on small changes in the scattering rate hn, an experimental setup with slightly
different resonators would lead to the same formation of supermodes in the system.

In Fig. III.19. we show our results for a larger difference of the two hn values. In subfigure

73



Part III: Formation of supermodes . . .

-300 -200 -100  0  100  200  300
 100

 100.2

 100.4

 100.6

 100.8

 101

-0.1

-0.05

 0

 0.05

 0.1

 0.15

 0.2

 0.25

-300 -200 -100  0  100  200  300
 100

 100.2

 100.4

 100.6

 100.8

 101

-0.1

-0.05

 0

 0.05

 0.1

 0.15

 0.2

(a) (b)
∆T ∆T

∆n/γ∆n/γ

L
1
/λ

Figure III.19.: ∆T for asymmetric constellations for N = 2 with gn = 70γ and different
hn. In (a) h1 = 5γ and h2 = 50γ and in (b) h1 = 5γ and h2 = 250γ.

(a) h1 = 5γ and h2 = 50γ whereas in (b) h1 = 5γ and h2 = 250γ. Note that the order
of the subsystems in the chain has no influence on our results, since we only consider
the transmission and ∆T here. Since the transmittivity t and the reflectivity r vastly
differ for these two values of hn, the spectral range, where the superness is not negligible,
is confined to a region where both the transmittivities and reflectivities are considerably
different from zero. Comparing Fig. III.2.(a) and III.5., we observe that |t| has high values
for both the hn between ∆n = 40γ and ∆n = 60γ. Together with the reflectivities,
this leads to the high values in ∆T for these detunings. Similarly, in Fig. III.19.(b) we
see, that the superness is only considerably different from zero in a sharp region between
∆n = ±20γ. Here, the atom-cavity system with hn = 5γ is in the strong coupling regime
whereas the subsystem with hn = 250γ is in the bad cavity regime. The confinement
of the supermode occurrence to this small detuning range is caused by the transmission
spectrum in the strong coupling regime. Here, the transmission has only one peak close
to zero and almost vanishes in the environment until the far detuned case, where the
transmission reaches 1 independent of the presence of the atom.

III.5. Possible applications

On the one hand our coupled chain of N atom-cavity systems could be used for detecting
to which cavity a nearby atom couples. For example, as shown in Sec. III.4.2. the
reflection intensity depends strongly on whether an atom couples to cavity 1 or 2, none
of the two cavities is coupled to a nearby atom or both cavities couple to an atom. For
resonant input light and an intercavity distance of L1 = 100.3λ the reflection vanishes
in case of the atom coupling to cavity 2 but is maximum when coupling to cavity 1. This
could be used, e.g., in an experiment where it is difficult to simultaneously couple single
atoms to the cavities of a cavity chain, for detecting to which resonator an atom couples.
This could be of relevance for experiments in which atom-cavity coupling is achieved with
a falling cloud of cold atoms [99, 100, 105].

On the other hand our setup could be used to precisely determine the position of a
cavity, even on a sub-wavelength scale. As shown in Sec. III.4.2.1. for a chain of N = 3
cavity-atom systems, the formation of supermodes depends crucially on the position of
the middle cavity. Shifting cavity 2 leads to a very high peak in ∆T which vanishes for
other positions of cavity 2. Already shifts of one twentieth of the light wavelength lead
to a clearly visible difference in ∆T .
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III.6. Discussion and summary

We investigated a chain of N subsystems each of which consists of a toroidal microcavity
coupled to a nearby two-level atom. These subsystems are connected by a waveguide,
which is used to probe the system by a weak input laser field. We studied the transmission
and reflection behavior of this coupled system. Especially the impact of the backward
fluxes between neighboring cavity-atom subsystems was studied in detail. As observables
we considered the transmission, the reflection and the so-called ”superness” which denotes
the difference between the transmissions for a chain with and without backward fluxes.
A chain in which backward fluxes are suppressed corresponds to a chain of independent
cavities. We described two different calculation methods for solving the equations of
motion in detail and discussed their advantages and drawbacks. The first method requests
a numerical solution of the differential equation system. The second method is based on
a coupling matrix description in the limit of weak input fields.
We found that interference of different light pathways influences crucially our system’s
dynamics. This can be controlled via the distance between the cavities and the length of
the chain. For different parameter sets we found supermodes leading to strongly enhanced
transmissions. We analyzed these supermodes in terms of light pathway interference. The
relative transmission difference, which is denoted by “relative superness”, increases with
the number of subsystems for long chains. Furthermore, we identified spectral ranges
in which the geometry has strong influence on the formation of supermodes whereas
for other input detunings the transmission is insensitive to the geometry. While the
transmission signal contains information on the formation of supermodes, the reflection
signal could be used to detect which of the subsystems in the chain is coupled to a nearby
atom. This information is not contained in the transmission, since the transmission is
independent of the order of the subsystems in the chain. However, in an experiment,
in which simultaneous coupling of single atoms to cavities of a chain can be difficult
to obtain, this information is important. This is the case, e.g., in setups, in which
atom-cavity coupling is achieved by a falling cloud of cold atoms or an atomic fountain.

Our two calculation methods allow to determine transmission and reflection intensities
and the atomic populations. However, in an experiment second order correlations could
also be of interest. Since the system is very complex and the number of degrees of freedom
is very high, calculating second order correlations is computationally challenging. In order
to calculate second order correlations, fluctuations have to be taken into account and
thus a Fock state analysis would require all states with up to at least two photons per
mode in each subsystem. A total excitation of each subsystem of two photons would
not be sufficient. We checked this by calculating second order correlations for a single
two-level atom coupled to a whispering gallery mode pair, where the number of states
is sufficiently small. For a coupled chain, however, this expands our equation system to
such a large number of equations of motion that a solution is almost impracticable. A
more promising way to obtain higher order correlations could be the method of Monte
Carlo simulations, see [148–150].

75





PART IV

Pathway interference in a loop
array of three coupled

microresonators





IVPathway interference in a loop
array of three coupled microres-
onators

In this part, a system of three coupled toroidal microresonators arranged in a loop con-
figuration is studied. This setup allows light entering the resonator array from a tapered
fiber to evolve along a variety of different pathways before leaving again through the
fiber. In particular, the loop configuration of the resonators allows for an evolution which
we term roundtrip process, in which the light evolves from one resonator sequentially
through all others back to the initial one. This process renders the optical properties of
the system sensitive to the phases of all coupling and scattering constants in the system.
We analyze the transmission and reflection spectra, and interpret them in terms of inter-
ference between the various possible evolution pathways through the resonator system.
In particular, we focus on the phase dependence of the optical properties. Finally, we
discuss possible applications for this phase sensitivity induced by the roundtrip process,
such as the measurement of the position of a nanoparticle close to one of the resonators,
and the measurement of changes in the refractive index between two resonators.

IV.1. Introduction

In recent years, optical microresonators have received considerable attention, since they
offer a wide range of applications such as strong-coupling cavity quantum electrodynam-
ics, the modification of spontaneous emission, optical communication, or as sources of
light [20, 21]. A particular promising example combining several of these ideas is the
goal of establishing quantum networks [108, 145]. By now, a large variety of implemen-
tations has been achieved [17, 21, 99, 101, 151–154]. Naturally, also the extension to
more than one cavity has been suggested, for example, as chains of coupled ring or disc
resonators [155, 156], of defects in photonic crystal hosts [157, 158], of coupled resonator
spheres [67, 69, 159], or of coupled square resonators on a grid [160].

A particular variant of coupled cavities involves two-dimensional arrays of microcavities,
which can be used, e.g., to form photonic molecules [90, 91], or optical filters [55, 67,
68, 70, 161]. Light entering such an array can take a number of different pathways
inside the cavities before leaving the coupled system, and the interference between these
different pathways determines the optical properties of the resonator system. This in a
certain sense can be seen in analogy to an atom with multiple energy levels connected
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Figure IV.1.: The considered setup of three coupled resonators in loop configuration.
The resonators are probed by a fiber coupled to one of the resonators.
Due to the arrangement of the resonators, light can evolve in a roundtrip
process, e.g., from cavity 1 via cavities 2 and 3 back to cavity 1 without
leaving the resonator array, which leads to rich interference effects.

by several driving laser fields. Also the atom can evolve via different pathways. But a
particularly interesting case arises if the laser fields are applied to the atom in a so-called
closed-loop configuration [162–175]. This means that the laser fields are applied such
that the atom can evolve in a non-trivial loop pathway from one initial state through
the level scheme back to the initial state, e.g., |1〉 → |2〉 → |3〉 → |1〉 with atomic
states |i〉 (i ∈ {1, 2, 3}). The loop structure induces rich possibilities for interference
between the different pathways, and at the same time renders the optical properties of
the atoms sensitive to the phase of the applied driving fields. This prompts the question
whether similar interference effects and phase-sensitivity could also arise in arrays of
microresonators. The couplings between the resonators are mediated via their evanescent
fields, and the corresponding coupling constants are in general complex. Similarly, the
scattering inside a given cavity is characterized by a complex scattering constant. Thus
it is not surprising that even for simple systems such as two coupled cavities the phase
of the couplings can strongly influence the output fluxes. However, there are also cases
in which the phases do not influence the final transmission or reflection observed from
a resonator, and therefore the coupling constants often are treated as real numbers,
neglecting the phase information [68, 69].

Motivated by these previous works, we here study an array of microresonators in situations
in which the phase of the coupling constants are crucial. In particular, we focus on
situations in which processes analogous to the closed-loop pathways in atoms occur. To
that end, we analyze an array of three coupled microresonators probed by a tapered
fiber, see Fig. IV.1. This setup is the simplest arrangement which allows for a closed-
loop roundtrip pathway in analogy to the closed-loop atomic level systems. Due to the
arrangement of the resonators, light can evolve in a roundtrip process, e.g., from cavity
1 via cavities 2 and 3 back to cavity 1 without leaving the resonator array. We identify
the evolution pathways for the photons entering the resonator array contributing to the
transmission and reflection, and determine conditions for the dependence of these optical
properties on the phases of the coupling and scattering constants. Based on these results,
we analyze the phase dependence for several configurations in detail. Furthermore, we
discuss possible applications for the phase-sensitivity of our system. Our analytical results
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and interpretations are based on coupled mode theory.

This part of the thesis is organized as follows. In Sec. IV.2., we describe our model
and the observables. In Sec. IV.3., we present our results. We start by analyzing the
different pathways light can take through the resonator array, and how phase-sensitivity
can arise from these pathways. We then move on to a discussion of transmission and
reflection spectra for phase-dependent systems, and of the most important roundtrip
process enabled by the loop structure of the resonators. Finally, possible applications are
discussed in Sec. IV.4. Here, we suggest how to use our setup in order to measure the
refractive index of a medium or to determine the position of a nanoparticle.

IV.2. Theoretical considerations

IV.2.1. Description of the model system

The considered system consists of three equal nearby whispering gallery mode microres-
onators coupled to a tapered glass fiber, arranged as shown in Fig. IV.1. This is a
reduction of the general system introduced in part I where N = 1, D = 3, X = 1 and all
gx,n = 0. In a toroidal microresonator a photon can be many times totally reflected at
the edges of the cavity and thus move on a polygonal path very similar to a circle. The
originally undisturbed resonances of the cavity occur in pairs of clock- and anticlockwise
propagating modes. Photons belonging to such a pair {am, bm} (m ∈ {1, 2, 3}) differ
only by their propagation direction but have the same frequency. Due to scattering pro-
cesses, e.g., caused by material imperfections, the modes of such pairs can be scattered
into each other. This scattering affects the eigenmodes of the system and thus also
changes its eigenenergies.

As input field we consider a weak probe field of mode a1,in, which is coupled into cavity 1.
The scattering inside cavity number n we describe by the parameter hn with n ∈ {1, 2, 3}.
The coupling between resonators n and m is described by the coupling constant ξmn

with m, n ∈ {1, 2, 3}. κ denotes the coupling strength between the fiber and cavity 1.
Using these definitions, in a suitable interaction picture the Hamiltonian of our system
reads [120]

H = H0 + HL + HCS , (IV.2.1)

with

H0 = ~

3∑

l=1

∆l(a
†
l al + b†

l bl) , (IV.2.2a)

HL = i~
√

2κ[a1,ina†
1 − a∗

1,ina1] , (IV.2.2b)

HCS = ~

3∑

m,n=1

(ξnma†
nbm + ξ∗

nmb†
man) . (IV.2.2c)

Here for notational simplicity we defined hn = ξnn, and used ξnm = ξmn. The detunings
are defined as ∆l = ωl − ωin, where ωl is the resonance frequency of resonator l and
ωin is the frequency of the probing light. In the following, we assume equal resonance
frequencies of the resonators ∆1 = ∆2 = ∆3 = ∆ in our calculations. We write the
complex couplings constants as ξmn = |ξmn|eiφmn . For our calculations we assume the
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critical coupling condition κ =
√

ξ2
11 + (γ1/2)2 for the coupling between the fiber and

cavity 1 to be fulfilled [105]. Since the modes {am, bm} are assumed to have the same
frequency it is reasonable to assume equal internal loss rates γ1 = γ2 = γ3 = γ for all
modes {am, bm}. Then the total decay of mode a1 [b1] can be calculated according to
γa1 = 2κ + γ1 [γb1 = 2κ + γ1], whereas γa2 = γb2 = γa3 = γb3 = γ.

From the Heisenberg equation, the time evolutions of the six mode operators am and bm

can be obtained as

ȧm = −
(

i∆m +
1

2
γam

)
am − i

3∑

n=1

ξmnbn

+ δm1

√
2κ am,in , (IV.2.3a)

ḃm = −
(

i∆m +
1

2
γbm

)
bm − i

3∑

n=1

ξ∗
nman , (IV.2.3b)

where δij is the Kronecker Delta function. Since only cavity one couples to the fiber, in
the following we write a1,in = ain, a1,out = aout and b1,out = bout.

IV.2.2. Observables

In our numerical calculations we investigate the transmission and reflection of light sent
into the system via the coupled fiber. In particular, we are interested in the steady state
mean values of the output mode operators. We neglect fluctuations of the photon mode
operators and calculate the steady state by setting ȧm = ḃm = 0 in Eq. (IV.2.3). For
the calculation of the output operators, we use the input-output relation [141]

〈aout〉 = − ain +
√

2κ〈am〉 , (IV.2.4a)

〈bout〉 =
√

2κ〈bm〉 . (IV.2.4b)

Then the transmission and reflection become

T =
|〈a†

outaout〉|2
|ain|2 ≈ |〈aout〉|2

|ain|2 , (IV.2.5a)

R =
|〈b†

outbout〉|2
|ain|2 ≈ |〈bout〉|2

|ain|2 . (IV.2.5b)

It should be noted that neglecting the quantum fluctuations in Eqs. (IV.2.4) and re-
stricting the analysis to the transmission and reflection essentially renders the analysis
classical. Nevertheless, in the following, we will continue our discussion based on mode
operators, individual photons, and scattering processes, since this allows to conveniently
interpret the underlying physics.

IV.3. Results

IV.3.1. Light pathway analysis

Light entering our three coupled resonator system can travel along a variety of different
pathways before leaving cavity 1 as a transmitted or reflected photon. The different
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Figure IV.2.: Example pathways of photons passing through the resonator array. In (a),
the photon enters only the first cavity, scatters inside cavity 1, and then
leaves the cavity back into the fiber. In (b), the photon traverses two
cavities, but scatters only in cavity 1. (c) shows a pathway through two
cavities with scattering in both the cavities, (d) a path through all cavities
with scattering in cavity 1 only, (e) a path through all cavities without
scattering, and (f) an evolution through three cavities with scattering in
cavities 2 and 3.
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pathways have relative phases, since every time a photon is scattered inside one cavity or
moves between two cavities the pathway amplitude is multiplied by the respective complex
coupling constant or scattering parameter with phase angle φij . The total reflected and
transmitted light then arises as the interference of all possible pathways amplitudes.
Therefore the phase angles φij can be expected to have a great impact on the resulting
output fluxes. In the following, we analyze conditions of the system parameters for
obtaining phase-dependent or phase-independent reflections and transmissions.

We start with a reduced system in which only phase independent pathways are possible
and afterwards explain how a phase dependence can arise. For this we set some of
the couplings and scattering rates to zero. If we decouple cavities 2 and 3 from cavity
1 by setting ξ12 = ξ13 = 0 as shown in Fig. IV.2.(a), no coupling process can take

place but only scattering a1
ξ∗

11−→ b1 and vice versa is possible. Although the scattering
parameter ξ11 has an impact on the light’s phase, the overall transmission or reflection
are not phase dependent. The reason for this is that all pathways contributing to the
transmission include no or an even number of scattering processes, e.g. from a1 to b1

and back. Since the respective scattering parameters are complex conjugates, they have
no net influence on the phase of the outcoming flux of each pathways. Similarly, the
reflected light constitutes of contributions from pathways with an uneven number of
scattering processes. This also means that all interfering contributions have the same
phase when leaving the system and thus their interference is constructive independent of
the phase of the scattering parameter.

In the next step, we consider two coupled microcavities by setting ξ12 6= 0 whereas
the scattering rate ξ22 in cavity 2 is assumed to be zero, see Fig. IV.2.(b). Taking
into account only small numbers of scattering or coupling processes, the following three
different pathways are possible:

a1
ξ∗

11−→ b1 , (IV.3.6a)

a1
ξ∗

12−→ b2
ξ12−→ a1 , (IV.3.6b)

a1
ξ∗

12−→ b2
ξ12−→ a1

ξ∗
11−→ b1 . (IV.3.6c)

Note that we have omitted here pathways differing from the ones in Eqs. (IV.3.6) by a
double scattering within cavity 1. In this reduced system, light evolving into cavity 2
always returns to cavity 1 on the same way, and these processes are described by ξ12

and ξ∗
12, such that the phase of the coupling constant ξ12 does not affect the output

intensities. Similar to the case in Fig. IV.2.(a), also the phase of ξ11 does not affect the
transmission or reflection.

Next, in addition we set ξ22 non-zero, see Fig. IV.2.(c). In this case, the phases φij do af-
fect the transmission and reflection, since now in addition to the pathways in Eqs. (IV.3.6),
two additional leading order pathways are possible:

a1
ξ∗

12−→ b2
ξ22−→ a2

ξ∗
12−→ b1 , (IV.3.7a)

a1
ξ∗

11−→ b1
ξ12−→ a2

ξ∗

22−→ b2
ξ12−→ a1 . (IV.3.7b)

Thus incoming light can propagate through cavity 1, enter cavity 2, scatter there, and
then leave the system in reflection direction. Also, it can pass through cavities 1 and 2
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and be scattered in both cavities, leaving the system in transmission direction. These
pathways depend on the phase of ξ22, ξ11 and ξ12, and thus the transmission and reflection
become dependent on these phases.

Adding the third cavity, a qualitatively different evolution through the cavity system be-
comes possible. We first only chose the scattering rate ξ11 as nonzero, see Fig. IV.2.(d).
Now incoming light can evolve on a roundtrip through all three cavities, be scattered in
cavity 1 from mode b1 to a1 and afterwards leave the coupled resonator system in trans-
mission direction. Processes like this in which light moves along pathways which describe
a loop through all three cavities will play a special role in our further investigations, as
they depend on the phases of all coupling constants between the coupled cavities. In the
following we will refer to them as roundtrip processes. Beside these roundtrip pathways,
also non-roundtrip processes are possible, and the transmission and reflection in leading
order are superpositions of the pathways mentioned in Eqs. (IV.3.6) and the following
pathways:

a1
ξ∗

13−→ b3
ξ23−→ a2

ξ∗
12−→ b1 , (IV.3.8a)

a1
ξ∗

12−→ b2
ξ23−→ a3

ξ∗
13−→ b1 , (IV.3.8b)

a1
ξ∗

13−→ b3
ξ23−→ a2

ξ∗
12−→ b1

ξ11−→ a1 , (IV.3.8c)

a1
ξ∗

12−→ b2
ξ23−→ a3

ξ∗

13−→ b1
ξ11−→ a1 , (IV.3.8d)

a1
ξ∗

13−→ b3
ξ23−→ a2

ξ∗
23−→ b3

ξ13−→ a1 , (IV.3.8e)

a1
ξ∗

12−→ b2
ξ23−→ a3

ξ∗

23−→ b2
ξ12−→ a1 , (IV.3.8f)

plus the pathway in which light enters cavity 1 and leaves the system without any further
scattering. The resulting superposition of these amplitudes renders the transmission and
reflection dependent on both the phases of the couplings constants φij and the phases
of the scattering rate φ11.

It should be noted, however, that without scattering ξii = 0 as in Fig. IV.2.(e), also
the dependence of the output intensities on the phases of the coupling constants φij

disappears. All leading order pathways contributing to the reflection lead the light on a
roundtrip pathway [see Eq. (IV.3.8a) and (IV.3.8b)] such that they have the same final
phase and thus interfere constructively for all choices of the phase angles φij . Similarly,
the phase dependence in transmission direction vanishes.

In the most general case with all coupling constants and scattering rates different from
zero as indicated in Fig. IV.2.(f), many interfering phase dependent pathways become
possible, such that a dependence on all phases can be expected. In the following, we will
analyze this phase dependence in detail.

IV.3.2. Transmission and reflection without roundtrip process

We now turn to numerical results for the transmission and reflection in the loop system.
In Fig. IV.3. the transmission and reflection are shown for different values of the phase
angles φij in dependence of the detuning ∆ of the modes in cavity 1 to the incident
light. We choose the scattering rates ξ11 = 30γ, ξ22 = 20eiφ22γ and ξ33 = 20γ. The
couplings between the two cavities are ξ12 = 30eiφ12γ, ξ13 = 30eiφ13γ and ξ23 = 0. Since
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ξ23 = 0, no roundtrip process is possible. For this choice of parameters, the pathways
in Eq. (IV.3.6) and (IV.3.7) are possible as shown in Fig. IV.2.(c), and additionally the
analogous ones for cavity 3 instead of cavity 2.

While studying the phase dependence, our variables are the angles φ12, φ13 and φ22. In
the solid lines in Fig. IV.3.(a) all φij = 0, i.e. all coupling and scattering constants are
taken as real numbers. In order to explain this result we consider the occupancy and the
phase of each light mode inside cavity 1.

Since coupling light out of the cavity into the glass fiber leads to a phase shift of π, the
outcoupled light of mode a1 interferes constructively with ain when its phase φa1 = π
whereas we obtain destructive interference for φa1 = 0, see also the input-output relations
Eq. (IV.2.4). As we choose ain ∈ R only the absolute value of φa1 is of relevance for
analyzing the interference. Therefore we define φa = |φa1 |. According to the input-
output relations Eq. (IV.2.4) we can expect zero transmission T = 0 if both the phase
has a value leading to destructive interference in forward direction, and the amplitude
satisfies 2κ|a1|2 = |ain|2. If only one of the two conditions is fulfilled, only partial
transmission can be expected. In contrast, for mode b, there is no input field which can
interfere with the field leaking out of cavity 1 into reflection direction. Therefore the
reflected intensity is proportional to the intensity of b1 inside cavity 1.

To verify this interpretation quantitatively, in the upper two subfigures of Fig. IV.4. we
show (a) the scaled photon mode occupancies Oa1 and Ob1 inside cavity 1 proportional to
|a1|2 and |b1|2, respectively, and (b) the angle φa. Note that the amplitude condition for
maximum transmission corresponds to the horizontal line at scaled occupancies equal to
one in Fig. IV.4.(a). As one can see from Fig IV.4.(a), the occupancies of both the modes
a1 and b1 have maxima around ∆ = ±20γ. By contrast, the transmission in Fig. IV.3.(a)
shows minima for these detunings. The reason for this is that φa(∆ = ±20γ) = 0. Thus,
the field leaking from a1 into the fiber interferes destructively with the input field ain.
Almost perfect suppression in forward direction T ≈ 0 is achieved since for this detuning
2κ|a1|2 ≈ |ain|2. A similar interpretation holds for ∆ = ±60γ. For resonant light, i.e.
∆ = 0, a maximum in T can be observed in Fig. IV.3.(a). This can be traced back to the
low occupancy of mode a1 in Fig IV.4.(a), such that the transmission mainly consists of
ain. Note that for the parameters chosen in Fig. IV.3.(a), both the occupancies and the
phases shown in Fig. IV.4. are symmetric with respect to the detuning. Consequently,
also T and R are symmetric functions of ∆.

In the next example in Fig. IV.3.(b), we in contrast to (a) set φ12 = 0.2π, but keep
all other φij = 0. Compared to the reflection and transmission in (a), we can observe
two additional peaks in the transmission and two additional zeros in the reflection signal
around ∆ = ±20γ. In order to explain these results, we consider Fig. IV.4.(c) and (d).
The minima in T at positions ∆ = ±10γ, ∆ = ±30γ and ∆ = ±60γ again arise from
destructive interference with φa = 0 and nearly fulfilled amplitude condition. At ∆ =
±20γ the modes of cavity 1 are nearly unpopulated. Thus R ≈ 0 and the transmission is
governed by the input flux ain. Interestingly, cavities 2 and 3 nevertheless contain much
higher light intensities, which leads to decoherence via γ. From T (∆ = ±20) = 0.82 6= 1
we find that even though cavity 1 is almost empty, about 20% of the input light is coupled
into the system. For larger detunings ∆ all results in Fig. IV.4.(c) and (d) are similar
to the graphs in (a) and (b). From this we conclude that in the off-resonant case, as
expected the phase angles φij of the coupling and scattering parameters have only weak
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Figure IV.3.: Transmission T and reflection R in the loop system. The parameters are
ξ12 = ξ13 = 30γ and ξ23 = 0, such that scattering between cavities 1 ↔ 2
and 1 ↔ 3 is possible, but not between 2 and 3. Scattering occurs in
all cavities with rates ξ11 = 30γ and ξ22 = ξ33 = 20γ. In (a) all phases
are chosen zero, φij = 0. The dashed lines show corresponding results for
transmission (T̄ ) and reflection (R̄) averaged over the phase angles φ12 (or
over φ22 which leads to the same curves). In (b), the phases are chosen as
φ12 = 0.2π, and all other φij = 0. In (c), φ12 = −0.6π and φ13 = 0.4π,
and all other φij = 0.
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Figure IV.4.: Field configuration in resonator 1. (a) and (c): Scaled occupancies Oa1 =
2κ|a1|2/|ain|2 and Ob1 = 2κ|b1|2/|ain|2 of the two counter-propagating
modes a1 and b1 inside cavity 1. (b) and (d): Phase φa = |φa1 | of the
counter-clockwise propagating mode inside cavity 1 which is coupled out
into the fiber in transmission direction. In (a) and (b), the parameters are
chosen as in Fig. IV.3.(a), whereas in (c) and (d) they are as in Fig. IV.3.(b).

influence on the systems dynamics. Additionally, the reflection in Fig. IV.3.(b) is not
a symmetric function of the detuning, while the transmission still is symmetric. This
difference can arise since different pathways contribute to T and R.

For the third example in Fig. IV.3.(c) we choose φ12 = −0.6π and φ13 = 0.4π, but
keep all other phases zero. Thus transitions between resonators 1 ↔ 3 and 1 ↔ 2
are possible, but not between 2 and 3. It can be seen that this change in the phase
of the coupling parameters leads to considerable modifications of the transmission and
reflection properties. Both transmission and reflection have a simple structure, but are
not symmetric with respect to ∆. The interpretation of the peak structure is similar to
the two previous cases.

Analyzing the phase-dependence, we found that the transmission and reflection are π-
periodic in φ12 and φ13 but 2π-periodic in the phases of the scattering parameters φii. In
the following section, we study and interpret this periodicity of our results in more detail
using an eigenvalue analysis.

IV.3.3. Eigenvalue analysis

In this section, we analyze the phase-dependence of the transmission and reflection spec-
tra in a more general way. For this, we consider the eigenvalues of the matrix governing
our system’s dynamics. The equations of motion for the six mode operators {ai, bi} can
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Figure IV.5.: Eigenvalue analysis to interpret the phase dependence. The left subfigures
(a) and (c) show the imaginary part of the eigenvalues (ζ) of the matrix
M describing the system dynamics, which correspond to the energy of
the system’s dressed states. They are plotted against the phase angle
φ12. The right subfigures (b) and (d) show the power spectrum |ζ̃|2 of
one eigenvalue as example, revealing the periodicity of the eigenenergies in
φ12. The parameters in (a) and (b) are ξ11 = ξ13 = 30γ, ξ22 = ξ33 = 20γ,
ξ12 = 30γeiφ12 and ξ23 = 0, thus no roundtrip process is possible. In (c)
and (d) ξ23 = 15γ, thus the roundtrip process is possible.

be written as

∂

∂t
~C = M · ~C , (IV.3.9a)

~C = (a1, b1, a2, b2, a3, b3)T . (IV.3.9b)

By diagonalizing M, the dressed states of the system can be evaluated. The complex
eigenvalues correspond to the complex eigenenergies of these dressed states. The real
part of the eigenvalues of M can be interpreted as the decay rates whereas the imaginary
parts correspond to the eigenenergies. Coupling constants as well as scattering parameters
included in M shift the original eigenfrequencies of the resonators. Thus the imaginary
parts ζ of the eigenvalues of matrix M are possible positions for peaks or dips in the
reflection and transmission. These eigenvalues thus allow for a study of the dependence
of the transmission and reflection spectra on the phase angles φij . For example, to study
the dependence on φ12, a Fourier transformation of one of the eigenvalues ζ gives

ζ(φ12) =
1√
2π

∫

l
ζ̃(l)eilφ12 dl . (IV.3.10)

The Fourier coefficients ζ̃(l) then determine the periodicity of the eigenvalues in the phase
φ12. First, we consider the case where no roundtrip process is possible, i.e. ξ23 = 0.
In Fig. IV.5. we show the six eigenvalues (a) and their power spectrum (b) for the
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parameters ξ11 = ξ13 = 30γ, ξ22 = ξ33 = 20γ, ξ12 = 30γ exp[iφ12] and ξ23 = 0. In
this case, we observe that ζ̃(l) is different from zero only for even numbers of l. This
means that the eigenvalues are π periodic in φ12. If no roundtrip process can take place,
light evolving from cavity 1 into cavity 2 or 3 has to move the same way back in order
to leave the system and to be detected as output light. Thus it interacts two times with
the same coupling constant. This is the reason why the Fourier coefficient belonging to
φ12 vanishes for uneven numbers of l. In Fig. IV.5.(c) and (d) we show the eigenvalues
for ξ23 = 15γ. All further parameters are the same as before. This setup corresponds
to Fig. IV.2.(f). In this case, a roundtrip process is possible, and the Fourier coefficients
ζ̃(l) are different from zero both for even or uneven numbers of l. The reason is that
light can evolve, e.g., from cavity 1 via cavities 2 and 3 back to 1 such that the phase
φ12 influences the path amplitude only once. Thus in this case, the eigenenergies are 2π
periodic in φ12. Similar analysis allows to also reveal the phase dependence of the other
coupling constants.

IV.3.4. The roundtrip process

In this section, we study the roundtrip process and the resulting effects in detail. For
this, we make use of the fact that by turning the coupling ξ23 on and off it can be
controlled whether or not a roundtrip pathway can be taken by entering light. Therefore,
in the first step we expand the transmission T in this coupling constant around ξ23 = 0.
This expansion will reveal the leading order effects of the roundtrip process for small ξ23.
Afterwards we present numerical results for T and R for more general parameter sets
which allow the roundtrip processes to take place.

IV.3.4.1. Expansion in orders of the roundtrip process

To elucidate the impact of the roundtrip process on the transmission spectrum, we per-
form a Taylor expansion of the transmission amplitude to the second order in |ξ23|/γ
around ξ23 = 0. This refers to the case where the coupling between cavity 2 and 3 is
much weaker than the other couplings ξij. The expanded transmission reads:

|〈aout〉|2
|〈ain〉|2 ≈

∣∣∣∣∣c0 + c1
|ξ23|

γ
+ c2

|ξ23|2
γ2

∣∣∣∣∣

2

. (IV.3.11)

Here, cn are the Taylor expansion coefficients. The 0th order corresponds to the case
where no roundtrip process is possible, i.e. ξ23 = 0. The respective result is shown in
Fig. IV.6.(a). The parameters are chosen as ξ11 = 50γ, ξ22 = 20eiφ22γ, ξ33 = 20γ,
ξ12 = 10γ, ξ13 = 30eiφ13 γ and all φij = 0. In Fig. IV.6.(b) and (c) we show the first and
second order Taylor coefficients c1 and c2 which provide the respective correction terms
for the transmission. The first order corresponds to a pathway in which light interacts
once with the coupling constant ξ23. The most probable process of this kind that ends
in a1 is a single roundtrip through all three cavities, see e.g. Eq. (IV.3.8c) and (IV.3.8d).
The second order contributions correspond to pathways where light moves twice between
cavity 2 and 3, including a double roundtrip process. Examples for such pathways are
given in Eq. (IV.3.8e) and (IV.3.8f).

We can see from these figures that the first order correction leads to a small dip that
overlaps with the broad resonance round ∆ = 0. By contrast, the second order correction
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Figure IV.6.: Expansion of the transmission in orders of the roundtrip process. For this,
the transmission is expanded around 0 in |ξ23|/γ. The parameters are
ξ11 = 50γ, ξ22 = 20eiφ22γ, ξ33 = 20γ, ξ23 = 10γ, ξ13 = 30eiφ13γ and all
φij = 0. (a) zero order contribution (ξ23 = 0), (b) first order contribution
c1, (c) second order contribution c2, (d) complete transmission for ξ23 =
3γ.

consists of two sharp resonances round ∆ = 20γ = ξ22 = ξ33. Comparing the sum of the
curves of Fig. IV.6.(b) and (c) to the full output for ξ23 = 3γ (d), we find that for the
small value of ξ23 taken in our example the first two orders in the expansion are sufficient
to almost perfectly approximate the full result in (d).

The structure of T can be explained using the same interpretation techniques as applied
for Fig. IV.3. based on the occupancy and phase of the fields inside cavity 1.

IV.3.4.2. Transmission and reflection with roundtrip process

Next, we study the phase dependence of the transmission T and reflection R for a
choice of parameters for which a roundtrip process is possible. For this, we choose all
coupling constants and all scattering parameters non-zero, as shown in Fig. IV.2.(f).
All parameters are as in Fig. IV.6. except for ξ23 = 5γ. We start by considering
the transmission and reflection if all phase angles φij = 0. The respective results are
shown in Fig. IV.7.(a) and (b). We can see clearly the two side band dips around
|∆| = 20γ = |ξ22| = |ξ33| arising from the second order Taylor correction of Eq. (IV.3.11).

Figs. IV.7.(c) and (d) show corresponding results with phase angles changed to φ22 =
1.6π and φ13 = 0.4π. We observe that the reflection becomes asymmetric and only
one sharp dip around ∆ = 20γ remains. The transmission also changes, but remains
symmetric. Upon changing the sign of phase φ13, the sharp dip moves to the opposite
side of the spectrum, i.e., to ∆ ≈ −20γ, see subfigures (e) and (f). The transmission
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Figure IV.7.: Transmission (blue) and reflection (red) spectra for parameters which allow
for the roundtrip process. The parameters are the same as in Fig. IV.6.
except for ξ23 = 5γ. In (a) and (b), all phases are zero (φij = 0). In (c)
and (d), φ22 = 1.6π and φ13 = 0.4π and all other phases are chosen zero.
In (e) and (f), φ22 = 1.6π and φ13 = −0.4π and all other φij = 0.
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Figure IV.8.: Transmission (blue) and reflection (red) spectra for parameters which allow
for the roundtrip process. The spectra are plotted against the phase φ13.
The other parameters are chosen as in Fig. IV.7. with ∆ = −19.5γ.
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Figure IV.9.: Setups for the two example applications. (a) shows the measurement of
the position of a particle at position ~Rp close to resonator 2. (b) shows
the measurement of changes in the index of refraction between resonators
2 and 3 induced, e.g., by slabs of different refractive indices.

still remains symmetric, but is also affected by the phase change of φ13. In Fig. IV.8.
we show T and R in dependence on the phase angle φ13 for ∆ = −19.5γ which is the
position of one of the narrow structures. We find that even for small changes of the
angle φ13, the transmission and reflection changes considerably.

We thus conclude that the possibility of taking a roundtrip pathway in the loop system
is the origin of narrow structures in both the transmission and the reflection, and these
narrow structures are sensitive to the phases of the coupling constants. This invites
applications based on the dependence of these coupling constants on an observable. In
the following section we discuss two possible applications based on the sensitivity of the
transmission spectrum on the phase angles φij.

IV.4. Applications1

In this section, we discuss two possible applications of our setup. They rely on the
dependency of the transmission and reflection on the scattering and coupling parameters.
First, we analyze the possibility to detect the position of a small particle such as an atom
or a nano object close to one of the resonators as shown in Fig. IV.9.(a). Second, we aim
at measuring small changes in the refractive index between two cavities. These changes
could be induced by an object placed in the free space, or by embedding the interface
area in a liquid. The corresponding setup is sketched in Fig. IV.9.(b).

In the following, we first provide a theoretical background to our calculations, and then
discuss numerical results based on the coupled mode theory. Moreover, in the next part
in Sec. V.3. we additionally discuss our results for numerical integration of Maxwell’s
equations on a grid using the FDTD (finite-difference time-domain) method. There, a
quantitative analysis for the sensitivity of the suggested precision measurement device for
detecting the position of a particle or the refractive index of a thin slab by measuring the
transmission intensity is provided.

IV.4.1. Monitoring the position of a nano particle

A sub-wavelength refractive object located very close to one of our cavities as shown
in Fig. IV.9.(a) gives rise to a scattering of the fields propagating inside the cavities.

1Keyu Xia contributed to this application part with useful ideas and discussions.
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This results in damping and in a coupling between counterpropagating WGM pairs
{an, bn} [35, 176]. The scattering resulting from a nano particle has been studied
in [35, 102], where it was demonstrated that the size of a nano particle can be de-
termined using high-Q WGM. This raises the question, whether also the particle position
can be determined. To address this question, we note that in the coupled mode theory,
the complex electric fields of the modes an and bn in the n-th cavity are related and can
be written in cylindrical coordinates R = (ρ, θ, z)T as [102]

E
0
b(R) =

(
E0

ρ(ρ, z), iE0
θ (ρ, z), E0

z (ρ, z)
)T

eimθ (IV.4.12a)

E
0
a(R) =

(
E0

ρ(ρ, z), −iE0
θ (ρ, z), E0

z (ρ, z)
)T

e−imθ . (IV.4.12b)

The origin of the used coordinate system is at the center of the WGM cavity. For high-Q
WGMs with small loss rates, an and bn are to a good approximation complex conjugates
of each other, such that the three components E0

ρ , E0
θ , E0

z are real functions [102].
We assume that a scattering particle at position Rp giving rise to a point-like dielectric
fluctuation with size much smaller than the wavelength. We denote the dielectric constant
of the resonators as εc, that of the homogeneous medium surrounding the resonators as
εs, and that of the medium with added particle as εp(R). The scattering parameter ξnn

is the proportional to the difference δε(R) = εp(R) − εs as well as to the intensity of
the electric field at the position of the particle, and can be written as [102, 177]

ξnn =
ωm

2

∫
Vp

(εp(R) − εs)E0∗
a (R)E0

b(R)dR
∫

Vp
εs|E0

n(R)|2dR
(IV.4.13a)

∝ δε(Rp)e2imθn(Rp)|E0
n(Rp)|2 . (IV.4.13b)

Here, m is the azimuthal mode number, and in Eq. (IV.4.13b), for simplicity, we set
E

0(R) = E
0
b(R) = E

0∗
a (R). It can be seen that the scattering resulting from the

particle is a complex number. Its phase depends on the position θn(Rp) of the particle,
see Fig. IV.9.(a). According to Eq. (IV.4.13b), this angle enters the phase of the coupling
constants via 2mθn(Rp), such that an increase of the azimuthal mode number leads to
higher position sensitivity, but at the cost of a smaller range of uniquely determined
positions, since the phase is only determined modulo 2π. Since we found in the previous
sections that the transmission and the reflection in our loop setup is sensitive to the
phase of the coupling constants, in principle, a position determination becomes possible.

IV.4.2. Monitoring the dielectric constant of a nano slab

Next, we turn to the measurement of the dielectric constant of a thin object located
in the space between two of the cavities and thus influences the coupling between the
respective resonators. Alternatively, this slight change of the refractive index could also
be induced by the concentration of a fluid between the two resonators, or by varying
the temperature [36]. In general, modifying the dielectric constant in between the two
cavities gives rise to a change of the coupling of two cavities and to scattering. However,
for a larger sample exceeding the wavelength scale, the scattering can be small such
that the change in the coupling constant is dominant. In the following, we assume this
condition to be fulfilled and neglect the scattering induced by the slab, and consider
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a slab in the region Vslab. The total coupling can then be separated into three parts:

The coupling without slab ξ
(0)
nm, the contribution ξ

(slab)
nm from the slab with a reference

constant ε0
slab inserted in the gap of two cavities, and a change δξ

(slab)
nm as the dielectric

constant of the slab varies according to δεslab = εslab − ε0
slab. Thus the total coupling is

given by

ξ(0)
nm = N

∫

Vcavity

(εc − εs)E0∗
n (R)E0

m(R)dR (IV.4.14a)

ξ(slab)
nm = N

∫

Vslab

(ε0
slab − εs)E0∗

n (R)E0
m(R) dR (IV.4.14b)

δξ(slab)
nm = N

∫

Vslab

(εslab − ε0
slab)E

0∗
n (R)E0

m(R)dR (IV.4.14c)

ξnm = ξ(0)
nm + ξ(slab)

nm + δξ(slab)
nm , (IV.4.14d)

where

N =
ωm

2

(∫
εs|E0

n(R)|2dR

∫
εs|E0

m(R)|2dR

)−1/2

. (IV.4.15)

Using a similar approximation as in case of the nano particle, the change δξ
(slab)
nm induced

is proportional to δεslab and given by [102, 177]

δξ(slab)
nm =

δεslab

ε0
slab − εs

ξ(slab)
nm . (IV.4.16)

Thus a large static coupling ξ
(slab)
nm is favorable. Again, since the transmission and re-

flection in our setup depend on the coupling constants, such a variation of the coupling
constants can be detected.

IV.4.3. Reflection and transmission averaged over coupling and
scattering phases

In this section we study the impact of averaging over certain phase angles φij on the
transmission and reflection spectra. In all cases, we average over the full range of 2π. The
averaging over the coupling constant phase φ12 could be visualized as an experimental
setting in which the refractive index of the medium between cavity 1 and 2 changes
between several measurements, e.g., due to changes in the concentration of a fluid filling
this region. The averaging over a scattering constant φ22 can be visualized as arising
from different particle positions throughout the measurements [117].

In general, we find that the averaged curves differ considerably from the curves obtained
for fixed phases such as φij = 0. Fig. IV.3.(a) shows that averaging over φ12 or φ22 lead
to the same results, as long as resonators 2 and 3 are uncoupled, i.e., ξ23 = 0. This can
be understood by noting that in case of ξ23 = 0, all pathways in which φ12 or φ22 lead
to a final phase shift of the corresponding amplitude include both an interaction with the
coupling ξ12 and an interaction with the scattering rate ξ22, see Eq. (IV.3.7a). Therefore
both averaging possibilities have the same effect.

In contrast, if ξ23 6= 0, the spectra averaged over the scattering phase φ22 or over the
coupling phase φ12 differ, see Fig. IV.10. The reason is that now φ12 and φ22 affect
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Figure IV.10.: Transmission T, T̄ and reflection R, R̄ for parameters as in Fig. IV.5. In
(a), the solid lines T, R show the case with phases φij = 0, the dashed
lines T̄ , R̄ show results averaged over φ22. In (b), the solid lines T, R
show the case with phases φij = 0, the dashed lines T̄ , R̄ show results
averaged over φ12.

different pathways. For example, the pathways in Eqs. (IV.3.8a)-(IV.3.8d) include a
phase contribution of φ12, but not of φ22. Thus in contrast to the case without roundtrip
process, the averaging over the two phases leads to different results.

IV.5. Summary

In this part, we analyzed interference effects in a system consisting of three coupled
microcavities arranged in a loop. In this loop array, light can evolve through the resonators
in a non-trivial closed-loop roundtrip. The system is probed by a fiber coupled to one
of the resonators. The interplay of the different pathways light can take while passing
through the resonator array leads to rich structures in the transmission and reflection
spectra of the system. In particular, we have focused on a sensitivity of the spectra
on the phases of the different complex scattering and coupling constants. We found,
that the roundtrip process in which light moves on a circle through all three cavities,
enabled by the special loop arrangement of the resonators, leads to additional pathways
which considerably increase the sensitivity of the spectra on the phases. Finally, we
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discussed two applications for the studied phase-sensitivity. First, we investigated the
determination of the position of a particle placed in the evanescent field of one of the
resonators. Second, we analyzed the measurement of the index of refraction of a slab
placed between two cavities. Our results are based on coupled mode theory, which allows
to interpret the spectra in terms of the underlying physical mechanisms. In order to
provide a quantitative analysis of the suggested precision sensing devices, in the next
part (in Sec. V.3.) we verify the sensitivity of the transmission spectra by numerical
finite-difference time-domain (FDTD) simulations of Maxwell’s equations on a grid.
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V.1. Introduction

V FDTD simulations

In this part, we investigate the light propagation through different coupled systems of
whispering gallery mode cavities and fibers by applying FDTD (finite-difference time-
domain) simulations to the structures of interest. The method of FDTD with its the-
oretical background is introduced. Results for the transmission spectra and the mode
configuration of the electromagnetic field are presented. We quantitatively study the
sensitivity of the setups of the loop array suggested in the preceding part IV as precision
measurement devices for the refractive index of a thin slab or the position of a nearby
particle. Moreover, we study the transmission spectrum and the radiation characteristics
of a disk resonator in the terahertz regime with a hole as finite scatterer. We compare
our results to experimental data measured at the Max Planck Institute for the Science
of Light in Erlangen and observe a very good agreement. Eventually, we explain how to
exploit this system for sensing or microlaser applications.

V.1. Introduction

In this part, numerical FDTD (finite-difference time-domain) simulations are applied on
coupled systems of microcavities. FDTD is a very powerful tool to simulate electromag-
netic (EM) fields propagating through an arbitrary material structure. This simulation
method is used in various fields and for different wavelength regimes. FDTD is for exam-
ple applied for modeling of room acoustics [178, 179] or underwater acoustic waves [180],
low frequency waves around the earth [181, 182] or cancer detection [183]. We use this
calculation method in the optical and in the terahertz regime and apply it to our photonic
structures. This numerical modeling method, also known as the Yee algorithm was intro-
duced already some decades ago by K. Yee in 1966 [184]. After the pioneering work of A.
Taflove and S. Hagness since 1980 [185, 186], applying it to photonic nanostructures has
drawn tremendous interest in recent years. With the help of FDTD, the time evolution
of an EM field propagating through a defined material structure can be simulated. The
dynamics of EM waves can be obtained as long as the refractive indices of the structure’s
media are known.

The photonic systems of interest often consist of microcavities or photonic crystal struc-
tures. Moreover, couplings between nearby particles and microresonators are studied via
FDTD [118]. In this case, the atom is simulated as an almost point-like structure of the
size of a few nanometers of different refractive index compared to the surroundings.

In our work, on the one hand, we simulate EM wave propagation through the loop
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array of three microcavities introduced in the preceding part IV. On the other hand, we
investigate a disk resonator in the terahertz regime with a hole which functions as a finite
scatterer.

This part is organized as follows. In Sec. V.2., we provide the necessary theoretical
background for our numerical FDTD simulations. Firstly, we explain how to implement
our systems of material structures on a numerical grid. Adequate boundary conditions for
our finite simulation grid are described. Furthermore, we introduce different possible input
sources of the electromagnetic field. After these technical comments, we then present
our simulation results for different structures. In Sec. V.3., we investigate the loop array
system already considered in part IV by applying the FDTD method. We perform a
quantitative analysis of the suggested sensing devices for measuring the refractive index
of a thin slab or the position of a small nearby particle on a sub-wavelength scale.
In Sec. V.4., a disk resonator with a hole as finite scatterer is considered. Here, the
observables are the transmission spectrum as well we as the radiation characteristics
around the resonator. Finally, we compare our results to experimental data measured
by Sascha Preu et al. [187, 188] at the Max Planck Institute for the Science of Light in
Erlangen and find a very good agreement between our theoretical simulations and the
experimental data.

V.2. Theoretical background of the FDTD simulation

technique

In this section, we provide the theoretical background of the FDTD method used for our
simulations. We introduce the equations for the EM field which we numerically solve on
a grid. Then we show different kinds of sources for the input field and finally describe
appropriate boundaries surrounding our finite simulation grid.

V.2.1. Our simulation model

For the electric field ~E, the magnetic field ~H, the electric flux density ~D and the magnetic
flux density ~B Maxwell’s equations read [186, 189]

∂ ~H

∂t
= − 1

µtot
∇ × ~E − 1

µtot

(
~Msource + σm

~H
)

,

∂ ~E

∂t
=

1

εtot
∇ × ~H − 1

εtot

(
~Jsource + σe

~E
)

(V.2.1)

Here, ~J is the electric current density, ~M the magnetic current density, εtot = ε0ε the
electric permittivity, and µtot = µ0µ denotes the magnetic permeability. ε0 and µ0 are
the free-space electric permittivity and magnetic permeability, respectively, and ε and µ
the relative permittivity and permeability. For our calculations, we set µ = 1. σe is the
electric conductivity and σm the magnetic loss. The energy sources of the electric and
magnetic field are described by ~Jsource and ~Msource, respectively.

Now, we introduce the general model for our simulations of photonic structures. We
assume a 2D system which is located in the x-y plane and in the z direction extended
to infinity in the shape of its x-y cross section. We discretize our system on a Yee grid
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Figure V.1.: Sketch of our Yee grid for TEz polarized EM field.

in the x-y plane as shown in Fig. V.1. The size of the simulated region is defined by the
lengths of the rectangle xmax and ymax. The grid constant which defines the distance
between the discrete points on the grid is dx and is assumed to be equal in the x and y
direction, i.e., dy = dx. The coordinates x and y are discrete points on the simulation
grid, i.e., x ∈ {0, dx, 2dx, .., xmax} and y ∈ {0, dy, 2dy, .., ymax}.

In our work, the structures of interest consist of ring or disk cavities coupled to a fiber,
such as, e.g., the loop array depicted in Fig. IV.1. In case of a round shaped photonic
structure such as a disk or ring shaped resonator, we have to approximate the shape
using our grid points on the rectangular Yee grid. Therefore, the simulated structure
is no longer round but approximated via rectangular steps. However, although this is a
numerical challenge, this renders our simulated system even closer to the real physical
system. In fact, the steps at the resonator’s circumference act as “surface roughness” of
the resonator’s material [190]. This does not only decrease the Q factor of the cavity
but also leads to scattering into the counterpropagating WGM [29] which also occurs in
experimental setups.

Our physical model consists of a photonic structure surrounded by the vacuum without
material boundaries which confine our system. Thus we have no natural boundaries of
the system. However, since our computer memory is finite, we can simulate only a finite
domain. For this reason, in order to avoid unwanted artifacts such as reflections at
the boundaries of the grid, we have to choose appropriate boundary conditions for our
simulated rectangle. An extension to infinity is simulated by using absorbing boundaries
of the grid. This corresponds to an anechoic chamber for acoustic waves. Different
approaches of modeling absorbing boundaries in order to simulate an unbounded area
can be found in [186]. The difficulty in creating such boundaries is, that waves have to
be perfectly absorbed independent of their angle of incidence without any back reflection
to the system. In 1994, Berenger suggested a particularly effective model, the so-called
perfectly matched layers (PML) [191]. Since the PML promise very low reflections, in
our calculations, we also use these kind of boundaries. In order to simulate a free grid,
here, a boundary material composed of an artificial absorbing medium is employed. This
medium is a few grid cells thick and surrounds the area of the grid including the structure
of interest such as, e.g., resonators and waveguides.
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V.2.2. Input source of the EM field

In this paragraph, we introduce the sources of the EM field used for our numerical
simulations. There are two main types of sources for the EM field, namely soft and
hard sources. A soft source impresses an input current, whereas a hard source impresses
an electric field at the position of the source [192]. In order to avoid reflections at the
source, we use a soft source for our simulations. On the one hand, we execute simulations
with a distributed pulsed source. On the other hand, we perform continuous wave (cw)
calculations using a specific resonance frequency of our system as cw input wavelength
especially for studying resonance phenomena. We calculate the propagation of the EM
field in TEz polarization, i.e., non-vanishing components of Hz, Ex and Ey, using a field
source polarized in the Hz direction placed at the left edge of the waveguide which couples
to the resonator structure. For this polarization in 2D, Maxwell’s equations Eq. (V.2.1)
reduce to

∂Ex

∂t
=

1

εtot

[
∂Hz

∂y
− (Jsourcex + σeEx)

]
,

∂Ey

∂t
=

1

εtot

[
−∂Hz

∂x
− (

Jsourcey + σeEy
)]

,

∂Hz

∂t
=

1

µtot

[
∂Ex

∂y
− ∂Ey

∂x
− (Msourcez + σmHz)

]
. (V.2.2)

In the following, we calculate the appropriate mode profile for a distributed pulsed input
source. Since we assume the material parameters to be independent of frequency and
time in the frequency regime of interest, Maxwell’s equations reduce to the Helmholtz
equation for the electric field

∆ ~E =
n2

c2

∂2 ~E

∂t2
, (V.2.3)

where n is the refractive index of the medium the EM field is propagating through.
Analogously, this also holds for the magnetic ~H field. In principle n ∈ C, where the
imaginary part is the material’s specific absorption. However, in our calculations we
assume a real index of refraction, i.e., the internal absorption of the material is assumed
to be negligibly low. If we know the refractive index on the line parallel to the y axis
where the input source is located, we can solve the discrete Helmholtz equation

0 =
U(y + dy) + U(y − dy) − 2U(y)

dy2
+ (n2

y − β2)

(
2π

λ

)2

U(y) (V.2.4)

Here, y ∈ {yw − rs, .., yw + rs} and ny is the refractive index at position (xs, y). xs

is the x coordinate of the source and rs the source’s radius, i.e., its extension in y
direction. yw is the y value of the waveguide’s center and β the propagation constant.
We calculate the eigenvalues and eigenvectors of the coefficient matrix with respect to
the U(y) variables. Then the input mode profile is given by the normalized eigenvector
belonging to the eigenvalue with the lowest absolute value, i.e., the fiber’s eigenmode of
minimum energy.

V.2.3. Observables

In our investigations, we are interested in three main observables: The field configuration
in our system, the transmission spectrum and the radiation characteristics. The field
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Figure V.2.: Orientation of the detector for the calculation of the Poynting vector.

configuration is calculated at different times during our simulations. From the values
of the ~E and ~H components we can see how light propagates through our system and
where resonant modes are excited.

In order to calculate the spectrum normally incident on a certain region within the x-y
plane, we place a one dimensional detector into our simulation grid. This detector is a line
of length ld in our simulated rectangle which detects the orthogonally incident power, i.e.,
the absolute value of the Poynting vector component in the respective direction summed
over all grid points on the respective detector line. Afterwards, this sum is normalized
by the input power. The orientation of the detector is defined by the angle αd. As
shown in Fig. V.2., αd is the angle between the vector pointing into negative propagation
direction of the input flux in the waveguide and the unit vector êαd

normally incident
on the detector plane. Note that choosing the same detector plane with the inclination
angle αd − π is possible and means considering the component of the Poynting vector at
the same position, however, in opposite direction.

The Poynting vector, which is a measure for the field energy flux density is defined as

~S(~x, t) = ~E(~x, t) × ~H(~x, t) . (V.2.5)

Its absolute value |~S(~x, t)| has the units [energy]
[time]·[area] . For our definition of the orientation

of the detector as shown in Fig. V.2., the component of the ~E field normally incident on
the detector is calculated using the inclination angle αd as

E⊥(~x, t, αd) = −Ex(~x, t) sin αd − Ey(~x, t) cos αd . (V.2.6)

Hence, the component of the Poynting vector normally incident on a detector whose
inclination angle is αd can be calculated as

~S(~x, t, αd) = E⊥(~x, t, αd) · Hz(~x, t)êαd
, (V.2.7)

where êαd
is the unit vector normally incident on the detector plane, see Fig. V.2. Note

that in our 2D model, ~H is always oriented into the z direction and thus independent of
αd. However, since we are interested in the incident power spectrum, i.e., the incident
power as function of the frequency ω, we have to Fourier transform the respective fields
before calculating the Poynting vector.

For this reason, we calculate the Fourier transform of the time signal for each detector
point ~x and obtain E⊥(~x, ω, αd) and Hz(~x, ω). Therewith we calculate the incident
energy flux density for the respective frequency ω as

S(~x, ω, αd) = E⊥(~x, ω, αd) · Hz(~x, ω) . (V.2.8)

105



Part V: FDTD simulations

Figure V.3.: Configuration of the field component Hz obtained from the FDTD-
simulation for three resonators in loop configuration without particle or slab,
see also part IV. The image shows one snapshot in time. The excitation
wavelength is λ = 577.21 nm.

This component of the Poynting vector in frequency space has the unit [energy]·[time]
[area] .

Since we are interested in the normally incident energy onto the whole detector, we sum
up these Poynting vector values over all points ~x belonging to the detector line and thus
obtain S(ω). In general, S(ω) can be negative. This is to be interpreted as a resulting
energy flux in −êαd

direction. However, in our calculations, we choose a detector plane,
where the Poynting vector always points into the same direction and therefore the angle
αd is chosen in such a way that ~S(~x, t, αd) · êαd

and ~S(~x, ω, αd) · êαd
and thus also S(ω)

have only positive values.

In order to determine the output transmission intensity or spectrum through the coupling
waveguide, we place a detector at the right end of the fiber. This detector is orientated
orthogonal to the fiber (αd = π), i.e. we calculate the component of the Poynting vector
in propagation direction in the fiber. The normalized transmission spectrum is defined as

T (ω) =
|S(ω)|

|S(ω)|fiber
, (V.2.9)

where the index fiber refers to the case where no material structure except the waveguide
is present. Since for the calculation of |S(ω)| and |S(ω)|fiber the fields are detected over
the same period of time which also defines the integration time of the Fourier transform,
the transmission T (ω) can also be understood as the normalized time averaged power
spectrum.

When studying the radiation characteristics as a function of the radiation direction, we
place several detectors around our structure, e.g., a disk resonator, and calculate the
incident power for the respective frequency ω of the cw input field radiated into the
different directions.
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Figure V.4.: Transmission spectrum obtained from FDTD simulations for three res-
onators in loop configuration with neither particle nor slab.

V.3. Loop array of three microcavities1

In this section, we numerically verify the suggested applications for the loop array in-
troduced in part IV using a FDTD solution of Maxwell’s equations on a 2D grid (see
Eq. (V.2.2)) [185, 186]. A quantitative analysis of the proposed applications of this
setup as precision sensing devices for the refractive index of a thin slab or the position of
a nearby particle is presented.

The simulations consider two dimensions for TEz modes propagating in the x direction
(field components Ex, Ey, Hz) on a Yee-grid with a grid size of 10 nm. Note that the
grid size not only determines the accuracy of the finite-difference approximation, but also
introduces a surface roughness for the resonators due to the staircase approximation ap-
plied to implement the curved surfaces [29, 190]. The grid boundaries are modeled using
Berenger-type perfectly absorbing boundary conditions, and we use a pulsed soft source
in Hz with a mode profile obtained from numerically solving the transversal Helmholtz
equation, see Sec. V.2. We consider a background with relative permittivity εs = 1, and
resonators and a waveguide with relative permittivity εc = 4. The waveguide resonators
have an outer radius of 3500 nm and an inner radius of 3350 nm. The distance between
waveguide and resonator is 120 nm, the distances between the resonators are chosen
equal as 200 nm. The waveguide has a width of 150 nm.

To illustrate the effect of the loop configuration, we have additionally calculated the field
configuration for monochromatic continuous wave driving close to a resonance of the
system. A typical result is shown in Fig. V.3. The figure shows the field component Hz

after the time evolution has reached a stationary state. The source is in the lower left
corner, and is placed in the center of the waveguide which runs along the lower edge
of the figure. Since the source does not exclusively excite waveguide modes, circularly
spreading background waves of relatively low intensity originating from the source can
be seen as well. The excitation then runs along the waveguide to the three resonators
seen as the circular field arrangements. In this particular example, the two upper cavities

1Helpful discussions with Keyu Xia as well as his contribution to the FDTD simulation code which was

used and further developed for this project are appreciated.
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Figure V.5.: Transmission spectrum obtained from FDTD simulations for three res-
onators in loop configuration with a particle placed close to the top left
resonator. The different curves show spectra for the particle positions (a)
θ = 90◦, (b) θ = 95◦, and (c) θ = 180◦, whereas (d) shows the result for
the case without nearby particle.

contain standing wave excitations, which manifest themselves as modulated total intensity
(“blinking”) in the time-dependent dynamics of the field configuration. The right half of
the lower cavity exhibits a less pronounced standing wave, whereas the left half is mostly
filled by a running wave in clockwise direction. This “blinking” can be seen by comparing
the figure to a corresponding snapshot slightly later in time. If the time is chosen
appropriately, the time evolution of the standing waves is close to a minimum, such that
the bright field regions in Fig. V.3. are almost invisible. In contrast, the running wave
parts remain similar. In total, the setup in Fig. V.3. leads to a weak forward transmission
(T ≪ 1), which can be seen from the low field excitation downstream of the resonators.
Instead, the energy is mostly reflected, which again is evidenced by standing wave field
components in the waveguide between source and resonators. In contrast, the other
waveguide parts only carry running wave excitations, as expected.

To evaluate the transmission, we sum over the Poynting vector components in frequency
space obtained by the Fourier transformed fields for all points in the plane transversal to
the waveguide to the right of the resonators, see Sec. V.2. According to Eq. (V.2.9), the
obtained energy flux for each ω is normalized with respect to the case without resonators.
A typical example for a transmission spectrum of this loop system is shown in Fig. V.4.

For the applications, we add a particle or a slab to the cavities as indicated in Fig. IV.9. In
our simulations, the particle has a radius of 90 nm, and it is placed at different azimuthal
positions with a radial distance of 90 nm to the top left cavity. The transmission spectrum
around one spectral dip is shown for different particle positions in Fig V.5. Other than
the azimuthal position, no parameters are changed between the three curves (a), (b) and
(c) in this figure whereas curve (d) shows the transmission for the case without nearby
particle. It can be seen that changing the position leads to a shift of the resonance line
in the transmission spectrum. This shift can be observed over a large range of position
values, as indicated by the lines with θ = 90◦ and θ = 180◦. On the other hand, a shift
can already be observed for a change of position by ∆θ = 5◦. This has to be compared
to the angular range of about 7◦ for one wavelength in the azimuthal mode number 52
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Figure V.6.: Transmission spectrum obtained from FDTD simulations for three res-
onators in loop configuration with a slab placed between the two rightmost
cavities, see Fig. IV.9.(b). The curves show two spectral lines at different
wavelengths. In direction of the arrow the graphs correspond to the case
with a slab with relative permittivity ε = 4.0, ε = 4.001, ε = 4.01, ε = 1
(without slab), ε = 4.02, ε = 4.05, ε = 4.1.

realized in this numerical example, see the mode configuration in Fig. V.3. The shift is
periodic with a particle movement of one wavelength.

Fig. V.6. shows corresponding results for a slab. The slab has a width of 60 nm, a length
1500 nm and is placed symmetrically between the two rightmost resonators as shown in
Fig. IV.9.(b). We consider slabs with relative permittivity ε = 4.0, ε = 4.001, ε = 4.01,
ε = 4.02, ε = 4.05, and ε = 4.1. Fig. V.6. shows a few resonances in the transmission
spectrum. It can be seen that the change in the relative permittivity from 4.0 to 4.1
shifts the position of a resonance line considerably. It is interesting to note that not the
whole spectrum is shifted, but some parts of the spectral lines are shifted more than
other parts.

We thus conclude that the FDTD simulations of the considered loop systems with ad-
ditional particle or slab serve as a proof of principle for the applications discussed in
Sec. IV.4. While a direct connection to the coupled-mode calculations presented in
part IV is not possible since the individual coupling constants and resonator properties
realized in the numerical simulations are unknown, both the variation of the particle po-
sition and the index of refraction of the slab led to a considerable shift of resonance lines
in the transmission spectrum. According to our results, the position of an atom on a
sub-wavelength scale as well as a change in the relative permittivity of a thin slab of 0.01
should be detectable with our setup.
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Figure V.7.: Setup for our simulations of a disk cavity with hole.

V.4. Disk resonator with a hole as finite scatterer1

V.4.1. The model system

In this section, we consider a structure consisting of a disk cavity with a hole coupled to
a fiber as shown in Fig. V.7. The disk resonator has a radius ra and a hole of radius ri.
The distance between the resonator’s boundary and the hole is dh. The hole in the disk
resonator functions as a finite scatterer. Due to the different refractive index inside the
hole as well as the surface roughness of the hole boundary, scattering of WGMs into the
counterpropagating part of the WGM pair occurs. Moreover, via this scattering process,
the presence of the hole leads to an energy shift of the system’s resonances.

V.4.2. Results for the transmission spectrum

We start by calculating the transmission spectrum for a disk resonator with radius ra =
12.5 mm of a material with relative permittivity εcav = 2.56. The center wavelength of
the input pulse is λc = 3 mm which corresponds to a frequency of 100 GHz. Our results
are shown in Fig. V.8. In the upper subfigure V.8.(a), we present the spectra for a disk
without hole (red) and for two different holes, one of radius ri = 0.75 mm (green) and
one of ri = 1.5 mm (blue). The holes’ centers are located at a distance of 9.75 mm from
the disk’s center which results in distance dh = 2 mm and dh = 1.25 mm, respectively,
from the cavity’s boundary. We choose αh = 90◦, yet, we found for the transmission
spectrum, that the influence of the angle αh on the dip positions is negligible. In the result
for the disk without hole, clear resonances, most of them with transmission T < 0.2, are
visible. Between these clear resonance dips, further less prominent dips can be observed.

1This project is part of a cooperation with Harald Schwefel of the University of Erlangen-Nuremberg

and his experimental group in the division of Gerd Leuchs at the Max Planck Institute for the Science

of Light in Erlangen. The main part of the experiments referred to have been performed by Sascha

Preu. Helpful discussions with Harald Schwefel, Sascha Preu, and Florian Sedlmeir as well as the

permission to show the experimental data here are very much appreciated.
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Figure V.8.: Transmission spectra for a disk resonator with ra = 12.5 mm without hole
and with holes of different sizes at αh = 90◦. (a) Spectra for disk without
hole (ri = 0), for a hole with ri = 0.75 mm and a hole with ri = 1.5 mm.
(b) Spectra for disk without hole, ri = 1.5 mm and different relative electric
permittivities inside the hole of εh = 1, εh = 1.5, εh = 2, εh = 2.3, and
εh = 4.

In case of ri = 0.75 mm and ri = 1.5 mm, both these dips are clearly visible and their
relative separation ∆λ depends on the hole’s radius. Additionally, all resonances are
shifted due to scattering processes occurring at the hole and the surface roughness of the
hole’s boundaries. We found that the dip splitting occurs due to scattering by the hole
into another resonant radial mode as can be seen in Fig. V.9. In this figure, we show
the field configuration of the component Hz for the four resonance wavelengths marked
in the spectra of Fig. V.8.: without hole (λ = 3.045 mm and λ = 3.082 mm) and with
hole (λ = 2.8475 mm and 2.864 mm), respectively.

In the lower subfigure V.8.(b), we show the transmission spectra for the larger hole with
ri = 1.5 mm for different refractive indices inside the hole. In an experiment, this could
be realized, e.g., by guiding a fluid via a thin tube through the hole and changing the
concentration of a dissolved substance. For our calculations, the relative permittivity
inside the hole is chosen as εh = 1, εh = 1.5, εh = 2, εh = 2.3, and εh = 4, respectively.
In case of εh similar to εcav of the disk, e.g., εh = 2.3, we see pairs of dips where one part
is very weak, similar to the result for the disk without hole. Increasing the permittivity
difference increases the splitting. We observe that both the wavelengths and the splitting
of the resonance dips strongly depend on εh. This effect could be used to measure the
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without holewithout hole

with holewith hole

λ = 3.045 mm λ = 3.082 mm

λ = 2.8475 mm λ = 2.864 mm

Figure V.9.: Field component Hz to demonstrate the mode structure inside the cavity
for split modes obtained for the resonator with ra = 12.5 mm without and
with hole of ri = 1.5 mm and at dh = 1.25 mm for the respective resonance
wavelength marked in Fig. V.8.(a). The position of the hole is marked by
a black circle.

refractive index of the substance inside the hole. Concerning the sensitivity of such a
measurement device, we found that for a change in the relative permittivity of 0.1 from
εh = 2.3 to εh = 2.4 the main transmission dips in the wavelength region plotted in
Fig. V.8.(b) are shifted by 0.001 mm.

We proceed with simulations performed for parameters corresponding to an experimen-
tal setup at the Max Planck Institute for the Science of Light in Erlangen. Here, the
dimensions are ra = 5.2 mm, ri = 0.51 mm and PE with εcav = 2.25 in the terahertz
regime is used as cavity material. In the experiment, the hole is located at dh = 0.41 mm
from the resonator’s boundary. The resonator couples to a 1 mm thick teflon waveguide
with εwg = 2.07. Fig. V.10. shows our result for the transmission spectrum of this
disk resonator with and without hole. For the wavelength regime of interest, within the
experimental measurement inaccuracy of the resonator dimensions of 0.1 mm, these two
curves are in very good agreement with the experimental data measured by Sascha Preu
et al., see [187, 188]. The small difference can be explained by slightly differing radii,
originating from the rectangular approximation of the round structure on the simulation
grid as well as the experimental measurement inaccuracy. We found that increasing the
radius of the disk by 0.1 mm already leads to larger shifts in the spectrum than the here
observed difference between the experimental and the simulation results. Additionally,
the finite thickness of the disk in the experiment (in the order of a few mm) leads to a
3D effect we do not take into account in our 2D simulations. The extension into the z
direction causes an effective value εeff with εeff ∈ [1, εcav ]. The larger discrepancy for
λ < 1.5 mm should be explainable in terms of dispersion effects and the frequency depen-
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Figure V.10.: Transmission spectrum for a disk resonator of radius ra = 5.2 mm without
hole and with hole of ri = 0.51 mm at dh = 0.41 mm. (a) simulation
results without hole and (b) simulations results with hole, (c) experimental
data for disk without hole, (d) experimental data for disk with hole. For
the simulation αh = 90◦ whereas in the experiment αd was not measured,
since this angle has negligible impact on the transmission spectrum.

dence of the 3D effects. This means, especially for shorter wavelengths, we would have
to calculate with another effective value of εcav in order to obtain a better agreement
with the experimental data.

In Fig. V.11., we show results for the transmission for different refractive indices inside the
hole. In the direction of the black arrow in this figure εh = 3, εh = 15, εh = 1, εh = 10,
and εh = 6. In this plot, a clear dependence of the resonances on the permittivity in
the hole can be observed. The positions of the dips in the transmission for εh = 1 and
εh = 3 differ by around 0.015 mm. Although the curves for εh = 3 and εh = 15 seem to
have minima at similar positions, we found that these minima do not belong to the same
resonances but the change of the refractive index is high enough to shift the spectrum
by more than one free spectral range. For even higher εh such as εh > 20, the system’s
resonances are shifted out of the plot region of Fig. V.11.

Next, we study the dependence of the spectrum on the position of the hole. Since the
light intensity is not homogeneously distributed over the disk but concentrated to a circle
of an effective radius smaller than the disk radius ra, the scattering is modified depending
on the hole position. In Fig. V.12., we show our results for different positions of the hole.
We present the results for two different relative permittivities inside the hole, namely (a)
εh = 1 (vacuum) and (b) εh = 6. The distance of the hole (in the direction of the
black arrows in the figures) is chosen as dh = 0.2 mm, dh = 0.41 mm, dh = 0.6 mm,
dh = 0.8 mm, and dh = 1 mm. In both cases (a) and (b), a shift of the resonance dips
is observable when changing the hole position. We found, that the direction of the shift
depends on whether the refractive index inside the hole is smaller or larger as compared
to the refractive index of the resonator’s material. For εh < εcav as in Fig. V.12.(a) the
dips are shifted to shorter wavelengths with increasing dh. By contrast, for εh > εcav

as in Fig. V.12.(b) the dips are shifted to longer wavelengths with increasing dh. We
checked this for a number of values between εh = 1 and εh = 20. The shift increases
with increasing permittivity difference |εh − εcav|. For the parameter regime shown in
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Figure V.11.: Transmission spectra for disk resonator with radius ra = 5.2 mm without
hole and with hole for different relative permittivities inside the hole εh. In
the direction of the arrow εh = 3, εh = 15, εh = 1, εh = 10, and εh = 6.
All further parameters are chosen as in Fig. V.10.

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.8  1.85  1.9  1.95  2  2.05  2.1  2.15

 

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.8  1.85  1.9  1.95  2  2.05  2.1  2.15

 

(a)

(b)

T
T

λ[mm]

λ[mm]

Figure V.12.: Transmission spectra for different hole positions for a disk with radius
ra = 5.2 mm. In the direction of the arrows in the figures the hole is
located at a distance from the resonator’s boundary of dh = 0.2 mm,
dh = 0.41 mm, dh = 0.6 mm, dh = 0.8 mm, and dh = 1 mm. In (a)
the relative permittivity inside the hole is εh = 1 and in (b) εh = 6. All
further parameters are chosen as in Fig. V.10.
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Figure V.13.: Radiation characteristics as a function of the detector position αd for
the disk resonator with ra = 5.2 mm and with hole of ri = 0.51 mm
for two different resonance wavelengths and three different hole positions
calculated at a distance of rd = ra + 2 mm from the center of the disk.
(a) αh = 90◦ and λ = 1.76 mm, (b) αh = 90◦ and λ = 1.692 mm,
(c) αh = 45◦ and λ = 1.76 mm, (d) αh = 45◦ and λ = 1.692 mm, (e)
αh = 0◦ and λ = 1.76 mm, and (f) αh = 0◦ and λ = 1.692 mm.

Fig. V.12.(a), at εh = 1 a movement of the hole of ∆dh = 0.2 mm leads to a shift of
∆λ ≈ 0.004 mm whereas for εh = 6 this shift already amounts to ∆λ ≈ 0.01 mm. If dh

is too large, the shift decreases since the overlap between the hole and the radial region,
where the intensity is high, becomes smaller.

V.4.3. Results for the radiation characteristics

In this section, we investigate the radiation behavior of the disk resonator with hole.
In [193], unidirectional light emission from high-Q modes of a free disk cavity which is not
coupled to a waveguide was found for TMz polarized light. Motivated by an experiment
performed at the Max Planck Institute for the Science of Light in Erlangen [187, 188],
in which the far field radiation of a disk with hole coupled to an external fiber for a
TEz polarized terahertz source was measured, we perform a FDTD simulation for this
system and calculate the radiated intensity in the near field around the disk resonator
with ra = 5.2 mm already considered in the last section V.4.2. Here, the term near
field denotes the field in a region around the resonator with a distance not larger than
the cavity dimensions from the resonator’s boundary. This definition is chosen since we
observe typical near field effects with non-radial scattering in this area, even though the
distance from the scattering object, i.e., the resonator, is not small as compared to the
wavelength. We explain the major structures in the far field radiation in terms of near
field effects.

For the simulation, we place small detectors of size ld = 0.4 mm at a distance of
rd = ra + 2 mm= 7.2 mm from the center of the resonator at different angles αd around
the disk cavity. For the angle definitions see Fig. V.7. We calculate the component of the
Poynting vector normally incident on the respective detector plane for a period of time
when the system has reached a steady state. Td denotes the radiation normally incident
on the respective detector normalized by the transmission through the waveguide without
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Figure V.14.: Experimental data for the far field radiation characteristics for the disk
resonator with ra = 5.2 mm and with hole of ri = 0.51 mm for the
resonance wavelength λ = 1.754 mm measures with a detector of 15◦

aperture at a distance of rd ≈ 10 cm from the center of the disk. In the
experiment, the relative angle αh −αd was measured and the hole position
is not exactly clear.

resonator. We perform calculations for three different hole positions with respect to the
coupling point of the fiber to the resonator αh = 0, αh = 45◦ and αh = 90◦ and for
two different resonance wavelengths λ = 1.76 mm and 1.692 mm (this corresponds to
the frequencies of 170.5 GHz and 177.3 GHz). Our results are shown in Fig. V.13. From
this figure we can see, that a clear maximum occurs at an angle around αh − 30◦ and
a weaker maximum is visible at around αh itself. Relative to the hole’s position αh, the
structure of the curves is similar for the different hole positions. Note that the detectors
with αd < −40◦ are very close to the waveguide and thus effects occurring due to light
leaking out of the waveguide would modify the result for the radiation for smaller αd.

For a quantitative estimate, we compare the detected Td to the results obtained for a
completely isotropic and radial radiation of the input light. If the reflection for λ =
1.76 mm was zero, all input light would be radiated by the cavity since T ≈ 0 (see
Fig. V.10.). Additionally assuming all light is radiated isotropically and radially by the
cavity, each detector would detect 0.4 mm

2π·7.2 mm
≈ 0.88 % of the input light. Comparing

this to the portions shown in Fig. V.13., we find that the radiation intensity into specific
directions is enhanced by a factor 3-5 for the two highest maxima. Note that this
estimate is very conservative since we considered the case without reflection as reference.
In reality, the reflection is generally by far not negligible and the radiation is neither
completely isotropic nor completely radial.

In order to get a better understanding of the radiation behavior of the system, we ad-
ditionally calculate the radiated intensity for a larger distance of the detectors from the
resonator, namely rd = ra + 5 mm= 10.2 mm. We found, that the large maximum is
then located at around αh − 60◦ whereas the lower maximum at αh vanished. Instead,
two new maxima occur at around αh − 10◦ and αh + 10◦.

In the following, we explain the peaks of our simulation results as well as the experimen-
tally measured far field radiation plotted in Fig. V.14. in terms of the mode configuration
shown in Fig. V.15. The peaks of the curves in Fig. V.13 can be explained as follows. If
we look at the mode structure for αh = 90◦ shown in Fig. V.15., we observe that light
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Figure V.15.: Hz component to depict the mode configuration inside a disk resonator
with hole at αh = 90◦ obtained from a cw simulation for the resonance
wavelength λ = 1.76 mm. The position of the hole is marked by a black
circle. Since this figure is to show the radiated field, the color scale is
chosen in such a way that the field outside the cavity is well visible. Thus
intensities above a certain value are depicted in the same color and there-
fore the field in the surrounding vacuum from the figure appears to be
higher as compared to the field inside the cavity as it is in reality.

is mainly radiated along three straight lines, see the blue arrows in the figure. The line
on which the light contributing to the major maximum is radiated crosses the circle with
radius rd = 7.2 mm between αd = 50◦ and αd = 60◦. However, the intersection point
of this line with the circle of rd = 10.2 mm is at around 39◦. If we extend this line to the
far field region and calculate the intersection point with a circle of radius rd = 10 cm,
we arrive at an angle αd,far ≈ 9◦. This is in very good agreement with the experimental
results for the far field radiation behavior measured with a detector of 15◦ aperture at a
distance of around 10 cm from the resonator’s center as plotted in Fig. V.14., see also
[187, 188].

Next, we focus on the second largest maximum in the radiation at the angle αd = αh

for rd = ra + 2 mm. From the mode configuration in Fig. V.15. we can see, that light
contributing to this maximum leaves the resonator at a different point than light leading
to the highest maximum discussed above. In our simulations we find this maximum at
αd = αh for rd = 7.2 mm and at αd = 80◦ for rd = 10.2 mm. In a movie made out
of the mode configuration Hz at different time steps, we found that light is emitted
straight along this line crossing these two points. Extending this line to the far field
region leads to a detection angle of αd,far = 56◦ for αd = 10 cm. This also agrees very
well with the experimental results of [187, 188] shown in Fig. V.14., where the second
largest maximum in the far field is observed for this angle. Light emitted along the third
straight radiation line reaches a far field detector at αd = 85◦ which is also in very good
agreement with the experimental data of Fig. V.14. In our near field simulation we detect
the contribution originating from this line only for rd = 10.2 mm at αh + 10◦ but not for
rd = 7.2 mm, since in this region typical near field effects occur. This means that the
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straight radiation line is not developed at a distance of 2 mm from the cavity’s boundary
yet, but can be observed by detectors at rd = 10.2 mm.

For the angle region of αd,far > 100◦ the situation seems to be more complicated. In
the mode configurations which we plotted for different times we cannot observe clear
straight lines along which the light is radiated. In the experimental data of the far field
presented in [187, 188], a very weak maximum of much less intensity than the three
main maxima described above is observed around the angle αd,far ≈ 100◦. However,
the far field radiation structure for these large angles αd,far > 100◦ seems to be more
complicated also in the experimental results. From our calculations we conclude, that the
position of these minor maxima cannot be explained in terms of the near field behavior
of the system, but far field effects such as interference effects have to be considered.

V.4.4. Applications

Possible applications of the here investigated setups are label-free biosensing devices or
a further step in the development of microlasers. The transmission spectrum of a disk
resonator with hole is strongly dependent on the refractive index inside the hole. Hence,
the setup can be used as measurement device for precisely measuring εh. If, e.g., a
fluid via a thin tube is guided through the hole, the refractive index of the fluid can be
determined. Such sensing devices are needed in the field of biology or medical sciences,
where low concentrations or even few biomolecules, bacteria or viruses are to be detected.
If we compare the wavelength shifts ∆λ for the two resonators studied in Sec. V.4.2.,
the large resonator seems to be more sensitive for changes in εh. For a change of εh = 1
to εh = 2 the resonances are shifted by around ∆λ = 0.015 mm. This value of ∆λ is
achieved for the smaller resonator for a change of εh = 1 to εh = 3. However, we have
to consider that for the large resonator the area covered by the hole is larger. Especially
for tiny objects the sensitivity would decrease. Therefore, the resonator setup for which
a higher sensitivity is obtained depends on the size of the objects to be detected.

Furthermore, we found that the radiation of the disk with hole is very anisotropic. The
radiation characteristics with clear radiation directions could be exploited for lasing pur-
poses. Additionally, since the radiation direction strongly depends on the hole position,
another possible application would be sensing. Here, the position of a particle or another
object with refractive index different from the resonator material could be detected by
measuring the radiation characteristics.

V.5. Outlook

In this outlook we discuss some results for a further resonator with hole which was also
experimentally studied at the Max Planck Institute for the Science of Light in Erlangen.
This is particularly for demonstrating, that in principle the radiation of a disk cavity with a
hole can be guided into fundamentally different directions by the hole. For the resonator
with ra = 5.2 mm considered in the preceding Sec. V.4.3., radiation occurs mainly
in forward direction (relative to the light’s propagation direction inside the resonator).
Considering ray optics, due to refraction at the hole, this intuitively seems to be the
most probable radiation direction. By contrast, we now show results for a system, which
radiates in backward direction. This resonator has a radius of ra = 12.5 mm, a hole
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Figure V.16.: Simulated near field and experimentally measured far field radiation of
a resonator with ra = 12.5 mm, ri = 1.25 mm and αh = −43◦. For
the simulation λ = 2.3024 mm, rd = ra + 2 mm, and ld = 0.4 mm.
In the experiment rd ≈ 10 cm and λ = 2.317 mm. The experimental
curve is plotted in arbitrary units whereas the simulation curve shows the
transmission Td through the detector which is normalized by the input
flux.

radius of ri = 1.25 mm, dh = 1 mm and αh = −43◦. Our simulation results for the near
field radiation Td of this resonator and the experimental data for the far field radiation
are presented in Fig. V.16. In our simulation data for the near field at rd = ra + 2 mm,
we observe a peak at an angle of αd = 125◦. This is almost in opposite direction from
the hole position. If light is scattered at the hole, it has to travel through the whole
disk in order to be radiated into this direction. We can observe such a behavior in a
movie made out of the figures for the mode configurations of Hz at different times. One
of these snapshots in time is shown in Fig. V.17. However, here, we cannot distinguish
clear lines along which light is radiated from the disk. This makes it difficult to propose
positions, where light observed in the near field is expected to be measured in the far
field. In the experiment, the highest peak of the far field radiation is observed at around
αd = 105◦ and for slightly larger angles, the measured radiation almost vanishes, see
Fig. V.16. On the one hand, since the radiation direction is found to be very sensitive on
the geometry, even within the experimental error range, this difference could be caused,
e.g., by the fuzzy borders of the hole or the measurement inaccuracy of the resonator
dimensions of 0.1 mm in the experiment. On the other hand, the resonator is mounted
by a rod of ≈ 3.1 mm radius penetrating the center of the PE disk in the experimental
setup. Since the rod’s material is absorbing in the terahertz regime, this setup does not
allow light to travel through the resonator to the side opposite of the hole as depicted by
the blue arrow in Fig. V.17. We found that the angle of αd = 105◦ is the largest angle,
where light can pass the rod. Most probably this absorbing rod is the reason why in
the experimental data the radiation peak is observed at a smaller angle and additionally,
exceeding this angle the measured radiation intensity almost vanishes.

From our simulations we have seen that the complicated structure of the mode configu-
ration (Hz component) in the near field around our resonator as depicted in Fig. V.17.
makes it very difficult to predict features of the far field radiation. A more promising
method for calculating the far field radiation would be a near-to-far-field transformation.
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Figure V.17.: Configuration of the field component Hz for a disk resonator with hole,
where reflections at the hole lead to backward radiation. The parameters
are chosen as in Fig. V.16. The position of the hole is marked by a black
circle.

This method is used to simulate the far field of radiating structures, e.g., antennas sur-
rounded by vacuum [186, 194–198]. In these cases, Green’s theorem [199] is exploited
and an integration over the near field on a surface encompassing the scattering structure,
e.g., a particle or antenna, is necessary. Unfortunately, since our disk structure is coupled
to a waveguide, which is assumed to extend to infinity, we cannot find an appropriate
surface encompassing our whole structure, and thus this method is not straightforward
applicable for our system. Still, for some special cases of more complicated structures,
near-to-far-zone transformations have already been developed. For example, in [200] a
transformation method for a multi-layered medium on a lossy dielectric half space was
found. In [201, 202] near-to-far-field transformations for nanostructures or antennas,
respectively, radiating above an infinite, grounded dielectric slab are presented. Both
these models are based on the special properties of the surroundings of the considered
structure and they are not applicable in the presence of a coupling waveguide.

Another option to obtain further information of the far field radiation would be a Husimi
transformation [203]. As long as the electromagnetic fields and their spacial derivatives
in radial direction are known on the surface of the resonator, the Husimi function along
this dielectric interface can be calculated [204, 205]. This formalism allows the determi-
nation of field contributions originating from the surface points of the resonator and their
respective directions. Whereas simple ray optics, including Snell’s and Fresnel’s law, is
only valid in the limit of short wavelengths as compared to the system’s size, the Husimi
representation also takes into account interference effects. It was found in [206–208],
that this method allows predictions of the far field of WGM resonator structures which
are in very good agreement with experimental measurement results.

V.6. Summary

In this part, we studied light propagation through different photonic structures using
numerical FDTD (finite-difference time-domain) simulations of Maxwell’s equations on
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a grid. After providing the necessary theoretical background about the simulation tech-
nique, we first analyzed an array of three coupled microcavities arranged in a loop con-
figuration, which was already introduced in the preceding part IV. We showed how to
exploit this setup as precision sensing devices for determining the index of refraction of
a thin slab placed between two cavities or the position of a nano particle close to one of
the cavities by measuring the resulting transmission intensity. Moreover, we verified the
sensitivity of these suggested precision measurement devices for the position of a nearby
particle on a sub-wavelength scale or the refractive index of a thin slab.

Second, we investigated a disk resonator with a hole which acts as a finite scatterer. We
studied the transmission properties as well as the radiation characteristics and compared
our results to experimental data measured at the Max Planck Institute for the Science of
Light in Erlangen [187, 188]. For the transmission spectra, we found that our simulations
results are in very good agreement with these measurement results. For the radiation
behavior, we studied the near field radiation whereas in the experiment the far field was
measured. We explained the main structures in the measured spectra by near field effects.
We found that the radiation into specific directions is strongly enhanced by the hole. This
directed radiation could be exploited, e.g., for lasing or sensing purposes. The sensitivity
of both the transmission spectra and the radiation characteristics on the position of the
hole as well as the refractive index inside the hole could be used for label-free sensing
applications which are, e.g., needed in life sciences. For theoretically studying the far
field radiation in more detail, a near-to-far-field transformation or a Husimi projection as
described in the outlook are promising tools.
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Summary and outlook

In this Ph.D. thesis, different coupled systems consisting of whispering gallery resonators,
atoms and fibers were investigated. The dynamics of such a system is governed by many
different coupling mechanisms. Since standard literature does not provide a theoretical
description including all these coupling mechanisms yet, a general mathematical model to
treat such a complex system was presented in part I. We assumed a chain of subsystems
connected by a common waveguide. Each subsystem consists of an array of an arbitrary
number of microcavities, which is additionally coupled to a nearby atom. The different
coupling mechanisms and their contributions to the Hamiltonian were discussed and a
master equation for this general system as well as the equations of motion for the system’s
operators were derived. Most of the setups which were investigated in the later parts of
this thesis are reductions of this general system, for which the mathematical model was
presented.

In part II, a cavity coupled to a nearby three-level atom in the Λ configuration was in-
vestigated. In previous experimental work [105], it was shown, that a toroidal whispering
gallery cavity coupled to a nearby two-level atom can be exploited as a photon turnstile
device. Motivated by this experiment, we showed that in case of a nearby three-level
atom in the Λ configuration, such a setup allows more flexible control schemes than
achievable using a coupling two-level atom. The transmission and reflection properties
as well as higher order photon correlations and cross correlations between the different
output modes were considered as observables. We presented results for the strong cou-
pling regime, where the atomic coupling dominates the dynamics, and the so-called bad
cavity regime, where the atomic coupling is weak as compared to further coupling and
scattering mechanisms. We described adequate calculation methods for both these pa-
rameter regimes and interpreted the results in terms of appropriate eigenstate analyses.
On the one hand, we solved the equations of motion by a truncated Fock state analysis.
On the other hand, an adiabatical elimination of the cavity modes was explained for the
bad cavity regime. It was shown how to exploit the properties of the output photon
statistics in order to build a controllable photon turnstile for the different photon modes.
This suggests a further development of the previous experimental realization of a pho-
ton turnstile presented in [105] where a two-level atom coupling to a single mode pair
was used. Moreover, photonic switches and precision measurements of the position of a
nearby particle on a sub-wavelength scale were discussed as possible applications.
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In part III, we considered a chain of coupled cavity-atom systems connected by a common
fiber and probed by a weak input field. Each of the subsystems consists of a whispering
gallery cavity coupled to a nearby two-level atom. The formation of so-called supermodes,
which are special collective modes with strongly enhanced transmission, was studied in
detail. We found that these supermodes are resonances originating from backcoupling
fluxes between the subsystems which are possible in both directions. To quantify these
supermodes, we defined a “superness” measure, which is the difference between the trans-
mission with and without backcoupling fluxes. For long chains, the relative transmission
difference which is denoted by “relative superness” was found to increase with the chain
length. Since the number of degrees of freedom for this system is very high especially
for long chains, numerically solving the equations of motion is challenging. Therefore,
in the limit of weak input fields, we presented a method to calculate our observables via
a coupling matrix which allows for a more efficient calculation of the output fluxes. We
discussed the advantages and drawbacks of both these calculation methods as well as
their respective validity ranges in detail. We analyzed certain supermodes in terms of
constructive interference of different contributing light pathways. Spectral ranges were
defined, in which the formation of supermodes depends considerably on the geometry
whereas for other input detunings the chain is insensitive to the geometry. For example,
in a chain consisting of three subsystems, this feature could be used to measure precisely
the position of a single cavity within the chain with a precision smaller than one twen-
tieth of the wavelength. We found that the transmission behavior of the coupled chain
is independent of the sequence of the respective subsystems in the chain. By contrast,
the reflection signal is strongly dependent on the order of the different subsystems. This
property could be used for detecting, e.g., which of the subsystems couples to a nearby
atom. Furthermore, the coupling strengths of each single atom to the respective micro-
cavity could be detected via the reflected intensity. This information is important for
experiments in which it is difficult to achieve simultaneous coupling of all atoms, e.g., if
a falling cloud of atoms or an atomic fountain is used to realize atom-cavity coupling.
Whether really all subsystems have a coupling atom can be measured via the reflection
intensity.

In part IV, a coupled array of three whispering gallery resonators arranged in a loop con-
figuration was investigated. One of the cavities is additionally coupled to a waveguide,
which allows to probe the system with an input laser field. Complex parameters described
the coupling between the ring or disk resonators. We provided a detailed analysis of the
various light pathways through the coupled system and found that interference effects
of these pathways influence vastly the output fluxes in both transmission and reflection
direction. In previous works, the coupling parameters were often treated as real numbers,
since there are cases, where the phases do not influence the final transmission or reflection
signal. However, in our setup, the phase angles of the complex coupling constants were
found to play an important role in our system’s dynamics. In our special arrangement
of resonators, a closed-loop process, where light travels on a pathway through all three
cavities can take place and leads to sharp resonance lines. Via suppressing single path-
ways by artificially turning off certain couplings, we demonstrated, that the mentioned
roundtrip pathway is the source of these sharp resonances. These narrow resonance
lines in the transmission and reflection could be exploited for label-free precision sensing
devices for determining the refractive index of a thin slab or the position of a nearby
particle on a sub-wavelength scale. The coupled mode analysis of this loop array was

124



Summary and outlook

followed by a quantitative analysis of the sensitivity of these measurement devices via
FDTD (finite-difference time-domain) simulations in the following part.

In part V, light propagation through different photonic structures was studied via numer-
ical FDTD simulations of Maxwell’s equations on a two-dimensional grid. The sensitivity
of the measurement devices suggested for the loop array in the preceding part IV were
quantitatively analyzed. We found, that changes in the relative electric permittivity of
0.01 already lead to a resonance shift of ∆λ ≈ 0.05 nm in the considered parameter
region. An azimuthal movement of a nearby particle with 60 nm radius of around 0.7λ
results in ∆λ ≈ 0.01 nm for the considered optical wavelength regime. Thus both these
effects should be detectable.
Besides resonator arrays in the optical regime, the propagation of electromagnetic waves
in the terahertz regime through disk resonators with holes of different sizes in the or-
der of millimeters was simulated. These simulations were motivated by an experiment
performed by the group of Harald Schwefel in the division of Gerd Leuchs at the Max
Planck Institute for the Science of Light in Erlangen [187, 188]. Here, the transmission
as well as the far field radiation was measured for disk resonators with holes of different
dimensions. These holes function as light scatterer. The dependence of the transmission
behavior on the hole’s position and size as well as the refractive index inside the hole
was analyzed. For different disk radii we found fundamentally different mode structures
excited in the respective resonator, which in some cases lead to mode splitting in the
transmission spectra. Our results for different parameters were compared with the experi-
mental measurement data and found to be in very good agreement with the experimental
findings. Such a setup could, e.g., serve as a sensing device for measuring the refractive
index of a substance inside the hole. For biosensing applications, a liquid could be guided
through the hole via a thin tube and the concentration of a solute could be detected.
Furthermore, the near field radiation characteristics was simulated for different disk res-
onators with hole. We found, that the hole influences strongly the radiation pattern of
the cavity and causes an anisotropic, directional radiation characteristics. We identified
straight lines along which light is radiated. We explained the main features of the experi-
mentally measured far field radiation pattern by effects observed in our simulation results
for the near field. This strongly anisotropic radiative behavior can be exploited, e.g., for
the design of microlasers or sensing devices.

In the following, we provide an outlook for future research. First, we discuss approaches
which could optimize our suggested setups for lasing purposes and sensing applica-
tions. Second, we discuss further potentially interesting and useful features such as
non-Markovian behavior, non-classical light sources, time dependent phenomena and en-
tanglement in similar coupled systems.

Towards efficient microlasing

For a further investigation of the disk resonator with hole and its radiation characteristics,
it would be interesting to simulate the experimentally better accessible far field rather than
the near field radiation. Therefore, a near-to-far-field transform or a Husimi projection
could provide a means to calculate the far field which is usually measured in experiments
such as the setup at the Max Planck Institute for the Science of Light in Erlangen. For
the considered system, we found that the radiation is rather directional than isotropic.
This behavior can be exploited for sensing or lasing applications. In order to use our
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setup as microlaser, a non-circular hole could be advantageous. For example, based
on the mode configuration in the disk without hole, one could calculate a hole border
line, which is encountered by propagating whispering gallery modes in the disk in such
a way, that - in the language of ray optics - all rays are reflected into one direction.
This would lead to a concave line as front border of the hole. With such an optimized
hole form, higher directionalities and more narrow beam divergences could possibly be
achieved. However, every change in the resonator structure also changes the whole
system’s resonance mode formation and usually reduces the Q factor of the resonator.
Therefore, although this is a promising approach in the direction of even more directional
radiation characteristics, we cannot a priori be sure, that light would really be reflected
in the calculated direction by the borderline of this optimized hole shape. Another
concept for the design of highly directionally emitting microlasers are deformed disk
resonators. Deformations of microdisks often lead to decreased finesse. However, some
works on asymmetric high-Q resonators [209] have shown strongly directed radiation
patterns even in the far field. For example, limaçon shaped deformed microdisks were
studied in [210, 211] and a highly directional light output as well as ultralow loss was
found. A peanut shaped whispering gallery resonator with highly directional far field
characteristics and a beam divergence as narrow as 2.5◦ has just been presented in [212].
In [213], elliptic whispering gallery cavities with a notch in the size of the wavelength
have been investigated in theory and experiment.
A combination of these peanut, ellipse or limaçon resonators with a suitably shaped hole
could potentially lead to a more narrow collimation of light and thus offer a promising
advanced setup for microlasing with strong directionality and narrow beams in the far
field.
Another approach to improve the lasing properties is to couple several cavities. To that
end, a coupled pair of a disk resonator and a circular-elliptic microcavity was studied
in [214]. In this setup, the disk resonator is used to provide the high quality factor
whereas the deformed microdisk plays the role of a light collimator and thus leads to the
directionality necessary for microlasing. In part IV, we found that pathway interference
effects play a key role in the dynamics of the studied loop array consisting of three coupled
whispering gallery cavities. A roundtrip process, where light propagates through all three
resonators before leaving the system leads to very sharp high-Q resonances in the coupled
array. For further investigations, the influence of deforming one of the resonators on the
system’s finesse could be interesting. If it was possible to deform one of the resonators
or use a resonator with a notch or hole instead of a disk or ring cavity while the Q factor
of the observed sharp resonance lines does not decrease considerably, this coupled array
could form an advanced microlaser setup. Specifically, the sharp resonance lines caused
by pathway interference due to a closed-loop pathway could provide a high Q factor,
whereas a deformation of one of the upper two cavities and a hole in the other upper
resonator could provide directional light emission and thus make the system particularly
suited for microlasing purposes.

Optimizing sensing applications

When studying interference effects in the loop array in part IV, we focused on three cavity
systems, where the number of leading order pathways governing the system’s dynamics
is limited, which allows to perform an analytic pathway analysis. In more complex arrays
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which consist of more than three resonators, more and more pathways become significant.
Similar to the closed-loop roundtrip pathway which we identified to lead to very sharp
resonance lines of the three cavity loop, further pathways, e.g., more complicated closed-
loop pathways, could lead to further and possibly even sharper resonances. This could
increase the sensitivity of the suggested sensing devices for precision measurements of the
position of a particle such as a nearby molecule or virus or for determining the refractive
index of a thin slab or a fluid.
For the disk resonator with a hole, we found that the azimuthal position of the hole
has negligible impact on the transmission spectrum whereas the radial position influences
considerably the transmission behavior. Here, the radial direction is defined with respect
to the disk’s center and not the hole’s center. This difference to the loop array can be
explained by the field configuration inside the system. Whereas the mode configuration
in the upper two cavities of the loop array is governed by standing waves, mainly traveling
waves propagate in the disk resonator with hole. Therefore, the sensitivity on azimuthal
changes almost vanishes for a single disk resonator with hole. In an experiment, the
position and the radial motion of particles in a fluid guided through the hole via a thin
tube could be measured via the transmission intensity. For label-free real-time detection
of, e.g., molecular motion in both radial and azimuthal direction, an asymmetrically
deformed disk resonator, in which the field configuration in the absence of a scatterer
is not as symmetric as in a disk resonator, such as a limaçon or an ellipse, could be a
promising setup. Besides, we found for the coupled loop arrangement consisting of three
ring cavities, that azimuthal position of a particle close to one of the upper two resonators
can be detected on a sub-wavelength scale. In our setup, the particle is located close
to the outer border of the ring. However, similar scattering mechanisms would occur
for a particle located close to the inner border of the ring. Due to the standing wave
pattern inside the two upper ring cavities, also the azimuthal position could be measured.
Additionally, particle motion, both radial and azimuthal, within a fluid, guided through
one of the upper rings via a thin tube, could be detected. For this application also
coupled arrays of more than three cavities could offer even sharper resonance lines which
correspond to even higher sensibilities.

Control of supermodes

During our investigations of a chain of coupled atom-cavity systems in part III, we focused
on the formation of supermodes which are detectable by measuring the transmission and
reflection signal. Here, the atoms were modeled with two internal energy levels. In
future, considering a chain of coupled atom-cavity systems in which the coupling atoms
are modeled by more than two internal energy levels could be interesting as well. This
promises advanced control schemes for tuning the formation of supermodes. It would
be interesting to know, if similar control schemes as presented for the tunable photon
turnstile in part II were applicable on the formation of supermodes and thus on the
transmission enhancement caused by backward fluxes between the subsystems found in
part III. For example, using an appropriate internal atomic structure, it could be possible
to switch the formation of supermodes on and off only by slightly varying the input fields.
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Non-Markovian effects

Furthermore, the investigation of non-Markovian effects in coupled atom-cavity systems
could lead to fascinating system dynamics. For example, a strong non-Markovian memory
effect for certain coupling strengths between a microcavity coupling to a waveguide in a
photonic crystal was observed in [215]. It was shown in that study, that the dissipative
behavior of the cavity dynamics can be controlled via the parameter which describes the
coupling strength between the microcavity and the waveguide. A parameter regime was
found, in which the cavity field becomes dissipationless and the cavity can maintain a
coherent state with an arbitrary small number of photons. It would be interesting to
investigate the influence of a nearby atom or quantum dot coupling to this cavity on the
parameter regimes, where Markovian and non-Markovian behavior, respectively, can be
observed. A setup in which the cavity additionally couples to an atom or quantum dot
with an appropriate internal structure could potentially offer more advanced dissipation
control of the microresonator.

Non-classical light sources and quantum information applications

Apart from the transmission and reflection signal, in experiment and theory higher order
photon correlations are of interest. Depending on the resulting photon statistics, coupled
atom-cavity systems could be exploited as non-classical light sources such as single-
photon sources. In part II, we calculated second order correlations and cross correlations
between different photon output modes in a parameter regime, in which the cavity modes
can be adiabatically eliminated. We showed via the photon statistics that our setup can
be exploited as a controllable single photon source or turnstile device in the bad cavity
limit. In order to obtain higher order correlation functions in the strong coupling regime
or in more complex systems such as the coupled chain considered in part III, the method
of Monte Carlo simulations is a possible ansatz [148–150].
Furthermore, coupled atom-cavity systems are interesting for studying the formation of
entanglement which is essential for transmitting information within quantum networks.
Thus, sources of entangled photons are crucial tools for quantum information processing
systems. In [216], entanglement between pairs of atom-cavity systems in an array of
coupled resonators was studied. It was found how this steady state entanglement can
coherently be controlled via the driving laser fields. In a very recent publication [217],
entanglement of two distant cavities connected by a coupled resonator optical waveguide
in a photonic crystal was demonstrated. Motivated by these works, one could study the
occurrence of entanglement in a chain of coupled atom-microcavity systems and possibly
develop advanced control mechanisms of steady state entanglement. The generation of
polarization entangled photons from a V type quantum system or a four-level quantum
dot embedded in Fabry-Pérot microcavities was theoretically proposed in [134] and [218],
respectively. Similarly, entangled photons could be generated by systems consisting of
whispering gallery microcavities with two counterpropagating modes coupling to nearby
atoms. Potentially, the degree of entanglement could be enhanced for optimized internal
atomic structures. Such control schemes and sources of non-classical light are necessary
for many applications in quantum information sciences and quantum networks.
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Time-dependent phenomena and stability of supermodes

In our investigations, we studied the steady state of resonator arrays and coupled atom-
cavity systems. However, time dependent phenomena can also occur in such coupled
systems. For example, the formation of supermodes in a chain of oscillating atom-cavity
subsystems could exhibit interesting features. In such a system, the distance between
the cavities and the common waveguide could be modulated in time. This would result
in a time modulated coupling strength of the resonators to the waveguide and thus, this
motion would probably influence crucially the system’s dynamics. On the one hand, such
oscillations could be experimentally realized by using cavities in a crystal coupled to a
nearby quantum dot where phonons propagate through the crystal structure and thus
excite mechanical cavity oscillations. On the other hand, the thermal motion of, e.g.,
microtoroids causes a time-dependent coupling to the fiber. In addition to the transmis-
sion enhancement found for our chain of atom-cavity systems in part III, coupling effects
of the occurring supermodes with mechanical oscillation modes and resonances could
potentially lead to new system dynamics.
The thermal motion of microtoroids can lead to a fluctuation of the cavity radius which
also affects the resonance frequencies [63]. Additionally, phonon propagation can mod-
ulate the photonic resonances of a cavity embedded, e.g., in a photonic crystal in time.
In [219], coupling effects of mechanical and photonic resonances in an optomechanical
crystal were studied in detail. Such a crystal is a combination of a photonic crystal, in
which the periodicity of the material structure is used to manipulate the properties of
light, and a phononic crystal, in which mechanical vibrations are manipulated. It has
been shown for these optomechanical crystals, that enhanced interactions between light
and matter lead to high sensitivity for optical measurements of, e.g., mechanical vibra-
tions. Very recently, it was experimentally shown [220], how to periodically modulate
the resonance frequency of photonic crystal cavities using acoustic phonons. During this
dynamic tuning the high quality factor of the optical modes is preserved.
Similar to the coherent acoustic control of optomechanical crystals, one could develop
control methods for the supermodes occurring in a coupled cavity-atom chain where
phonons modulate the cavity mode frequencies periodically. This would also modulate
the coupling strength to the nearby quantum structure such as an atom or quantum dot.
Here, also a coupling atom or quantum dot with more than two internal states could al-
low for more advanced control schemes. It would be particularly interesting, to similarly
couple the photonic supermodes which we found when studying the atom-cavity chain in
part III with mechanical oscillation modes. This could be realized by a chain of photonic
crystal cavities, each of which is coupled to a nearby quantum dot, connected, e.g., by a
coupled resonator optical waveguide. Maybe it would be possible to find a constellation
where not only the relative but even the absolute transmission is considerably enhanced
for a long chain as compared to a chain of independent cavity-quantum-dot systems.
Moreover, it would be interesting to study the influence of mechanical motion of a chain
of cavity-atom systems driven by an external force which leads to nonlinear effects. De-
pending on the force and the chain length, this can even give rise to chaotic motion
behavior [221, 222]. In this case, the stability of photonic modes, such as the observed
supermodes in our coupled chain system, could be of particular interest.
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