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Optimierung, Simulation und Analyse der Szintillationssignale im Double
Chooz experiment

Das Reaktorneutrinoexperiment Double Chooz sucht nach dem letzten unbekannten Neutrinomischungs-
winkel θ13, der mit fundamentalen offenen Fragen der Teilchenphysik verbunden ist. Ein Konzept mit
zwei Detektoren wird eingesetzt, um ein mögliches Defizit an Elektron-Antineutrinos im Abstand von
einem Kilometer zur Quelle zu messen. Ein Gadolinium-beladener organischer Flüssigszintillator dient
als Neutrino-Target. Der Gadolinium-freie Gamma Catcher Szintillator umgibt das Neutrino-Target,
um die Detektoreffizienz und deren Fehler zu verbessern.
Die Lichtausbeuten von Target und Gamma Catcher wurden optimiert und angeglichen mithilfe von
Labormessungen, einem Energietransfermodell und Monte Carlo Simulationen. Eine Analyse von De-
tektordaten zeigt, dass das Angleichen der Lichtausbeute erfolgreich war mit einer Genauigkeit von
einem Prozent. Die optische Stabilität für die ersten 3.5 Monate konnte mit Daten des fernen Detektors
gezeigt werden. Die Energieauflösung wurde verbessert, indem Labormessungen und eine Anpassung
der Monte Carlo Simulation des Ionisationsquenchingeffekts für Elektronen und Alphateilchen durchge-
führt wurden. Zusätzlich führten Simulationen der positionsabhängigen Effizienz der Lichtsammlung
im Detektor zu einer Methode, um Inhomogenitäten zu korrigieren. Das Zeitverhalten der Detektorant-
wort wurde für Elektronen und Alphateilchen untersucht und die Zeitverteilung der Szintillatoremission
wurde aktiv verändert, um Pulsformanalysemöglichkeiten zu verbessern.

Optimization, simulation and analysis of the scintillation signals in the
Double Chooz experiment

The reactor neutrino experiment Double Chooz searches for the last unknown neutrino mixing angle θ13
which is connected to fundamental open questions in particle physics. A two-detector concept is em-
ployed to analyze disappearance of electron antineutrinos at a baseline of one kilometer. A gadolinium-
loaded organic liquid scintillator is used as a neutrino target. The gadolinium-free Gamma Catcher
scintillator surrounds the neutrino target to improve the detector efficiency and its error.
The light yields of Target and Gamma Catcher have been optimized and matched with laboratory
measurements, an energy transfer model and Monte Carlo simulations. An analysis of detector data
demonstrates that the light yield matching was successful at the one percent level. Optical stability
for the first 3.5 months of far detector data taking is shown. The energy reconstruction was improved
by laboratory measurements and Monte Carlo tuning of the ionization quenching effect for electrons
and alpha particles. In addition, simulations of the position dependent detector light collection effi-
ciency led to an inhomogeneity correction method. The detector response timing was studied for alphas
and electrons and the scintillator photon emission times were actively tuned to enhance pulse shape
discrimination capabilities.
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1 Introduction

The Standard Model of particle physics contains six different fundamental leptons. Al-
though it is extremely successful in describing the interactions of these particles to high
precision there are observations which show that it is not complete. The first clear ev-
idence for physics beyond the Standard Model was obtained in the neutrino sector. It
was discovered that neutrinos have non-zero masses by observing neutrino oscillations.
Neutrino oscillations are not possible if neutrinos are massless which is the case in the
Standard Model.

First proposed by Pontecorvo [1] in analogy to the transformations of neutral kaons,
the neutrino oscillation mechanism was further developed to describe the mixture of
neutrino flavor states (section 1.1.1). Although huge progress has been made in the
field of neutrino oscillation physics, the understanding of flavor in particle physics is still
incomplete. The questions why there are three different flavors and where the masses of
the elementary fermions come from, are open. The goal is to find a theory beyond the
Standard Model which explains the patterns of lepton masses and flavor mixing.

The complete determination of the parameters which govern neutrino oscillations will
help unveil the patterns of neutrino mixing and thus contribute to the advancement
of theoretical particle physics on a fundamental level. Currently, an effort is made to
measure the last unknown mixing angle θ13 (section 1.1.2). Combining all available data
on neutrino oscillations, a hint for a non-zero θ13 is obtained. This indicates that there
is a good chance for the current generation of reactor neutrino experiments to measure
the value of θ13. It is closely related to the possibility of discovering CP violation in
the lepton sector with neutrino oscillations. Depending on the value of θ13 the next
generation of experiments (e.g. neutrino factories and superbeams), which will test
the fundamental CP symmetry, can be designed. CP violation in the lepton sector
could provide an explanation for the matter-antimatter asymmetry of the universe via
leptogenesis [2, 3].

Reactor neutrino experiments with a baseline of a few kilometers give a clean measure-
ment of the size of θ13. The systematic error of the measurement can be kept small by
using two or more detectors in order to measure the neutrino flux at different distances
from the neutrino source. Recent results for the prediction of neutrino fluxes from nu-
clear reactors obtain different results than the previous standard calculation. The new
result predicts higher neutrino fluxes. Measuring the flux closer to the reactor with a
second detector helps to cancel the uncertainties coming from the flux prediction.

The reactor neutrino experiment Double Chooz employs a two phase concept (section
1.2). The sensitivity on θ13 can be improved rapidly with only one detector. In the
second phase, another detector is installed closer to the reactor in order to measure the
unoscillated neutrino flux and thus lower the overall systematic error of the experiment.
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1 Introduction

Neutrinos are detected via the inverse beta decay with a newly developed gadolinium-
loaded liquid scintillator. The presence of gadolinium improves the signal to background
ratio for neutrino-induced events significantly. Apart from the Neutrino Target (also:
Target) a second, gadolinium-free layer of scintillator (Gamma Catcher) is used in the
inner part of the detector. It surrounds the Target in order to produce light from gammas
which escape the Target volume after neutrino interactions.

This work investigates the central optical properties of the liquid scintillators as light
yield, attenuation lengths, ionization quenching and photon emission time. The results
were used to optimize the final composition of the Double Chooz Target and Gamma
Catcher scintillators. The scintillator properties have been investigated with laboratory
measurements. The obtained scintillator characteristics are used to tune the Monte Carlo
simulation of Double Chooz which is needed to model the detector response accurately.
On the level of precision which is aimed for in the measurement of θ13, a well-tuned
Monte Carlo simulation is mandatory. The Monte Carlo simulation could then in turn
be used to study the detector response. The Double Chooz data taking started recently
and first analyses of the light yield and detector stability with actual Double Chooz far
detector data are presented.

1.1 Neutrino oscillations

1.1.1 Neutrino oscillation formalism

Neutrinos do only interact via the gravitational and the weak force. It is therefore
difficult to detect them. Nevertheless, three different neutrinos (or their antiparticles)
could be first experimentally discovered by weak interactions with the corresponding
charged lepton: In 1956, Reines and Cowan detected the electron antineutrino ν̄e [4, 5]
and were awarded the Nobel Prize in 1995. The second neutrino type (νµ and ν̄µ) was
detected in 1962 [6] and in the year 2001 the direct detection of the tau neutrino ντ
succeeded [7].

The present standard description of neutrino oscillations comprises the transformation
of three flavor states νe, νµ and ντ (and their antiparticles) into each other. Neutrino
oscillations in vacuum were first developed for two neutrino types and then later extended
to three flavors [8, 9]. They are based on the difference between flavor eigenstates and
mass eigenstates. A flavor eigenstate can be written as a linear superposition of the
three mass eigenstates [10]:

|να〉 =
3∑
i=1

Uαi|νi〉 α = e, µ, τ i = 1, 2, 3. (1.1)

In the three flavor scenario, Uαi are the elements of an unitarian mixing matrix U , which
contains the probabilities for the various oscillations. The Pontecorvo-Maki-Nakagawa-
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1 Introduction

Sakata (PMNS) matrix parametrization [8] is usually chosen:

U =

1 0 0
0 cos(θ23) sin(θ23)
0 − sin(θ23) cos(θ23)

×
 cos(θ13) 0 sin(θ13)e−iδCP

0 1 0
− sin(θ13)eiδCP 0 cos(θ13)

×
 cos(θ12) sin(θ12) 0
− sin(θ12) cos(θ12) 0

0 0 1

×
eiφ1 0 0

0 eiφ2 0
0 0 1

 .

(1.2)

This parametrization contains three mixing angles θij, the CP-violating Dirac phase δCP
and the two CP-violating Majorana phases φ1 and φ2.
By inserting the time evolution of the mass eigenstates in equation (1.1) and projecting

the flavor eigenstate onto the evolved state after the time t, the oscillation probability
from flavor state α to flavor state β can be derived:

Pα→β(t) = |〈νβ|να(t)〉|2 = |
3∑
i=1

UαiU
∗
βie
−iEit|2. (1.3)

For neutrino energies accessible in experiments, the assumption can be made that the
neutrinos are ultra-relativistic. The oscillation probability can then be expressed in
terms of a distance L from the point where the neutrino has been generated as a flavor
eigenstate. Using the PMNS matrix parametrization, we arrive at the general oscillation
probabilities for three neutrino generations:

Pα→β(L) =
3∑

i=1,j=1

UαiU
∗
βiU

∗
αjUβje

−i
m2
i−m

2
j

2E
L. (1.4)

In principle, two types of experiments can be done: So-called ‘appearance experiments’
search for a neutrino flavor which is not produced in the neutrino source. ‘Disappearance
experiments’ measure the same flavor which is generated by the source. Due to neutrino
oscillations, the number of measured events can be lowered compared to the expectation
without oscillations.

Multiple experiments with solar, atmospheric and reactor neutrinos as well as neu-
trinos generated at accelerators (see [11] and references therein) have established the
neutrino oscillation scenario with three active neutrinos. Up to now, two of the three
mixing angles have been measured. The squared mass differences which fix the oscilla-
tion lengths are known, too. Due to matter effects in neutrino oscillations [12, 13] one
of the signs of the two squared mass differences could be obtained. Table 1.1 shows the
current status for the values of the relevant parameters for three generation neutrino
oscillations.

The two Majorana phases cancel in neutrino oscillations and have to be addressed
by other means. The CP-violating Dirac phase, the second sign for the squared mass
differences (corresponding to normal or inverted hierarchy respectively) and the third
mixing angle θ13 are still unknown. An extensive experimental effort is ongoing to obtain
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parameter best fit value with 1σ errors

∆m2
21[10−5eV2] 7.59+0.20

−0.18

∆m2
31[10−3eV2] 2.50+0.09

−0.16 (n.H.), −2.40+0.08
−0.09 (i.H.)

sin2(θ12) 0.312+0.017
−0.015

sin2(θ23) 0.52± 0.06

Table 1.1: Neutrino oscillation parameter best fit values from a global analysis [14, 15].
The squared mass differences are defined as ∆m2

21 = m2
2 −m2

1. The values in
case of normal hierarchy (∆m2

31 > 0) are indicated by (n.H.), the values for
the inverted hierarchy (∆m2

31 < 0) are followed by (i.H.).

the remaining parameters of neutrino oscillations in order to unveil the underlying theory
of neutrino masses and mixings. In the next section, the status on θ13 and its connection
with δCP and the mass hierarchy (sign of ∆m2

31) is discussed.

1.1.2 The neutrino mixing angle θ13

In this section two complementary approaches for measuring θ13 are discussed. First, re-
actor neutrino measurements are described briefly and second, long-baseline accelerator
neutrinos experiments are outlined. Then, the status of a global analysis of the neutrino
oscillation parameters is summarized.

Reactor neutrino experiments The basic idea for reactor neutrino experiments is
the measurement of the disappearance of electron antineutrinos ν̄e. Reactors are a well
localized and strong source of ν̄e without contributions of other neutrino types and a
reasonable knowledge of the flux on the few percent level can be obtained. The energy
of the neutrinos produced in a nuclear reactor is in the range of ≤ 10 MeV. It is thus
energetically impossible to produce the charged leptons µ and τ via CC interactions. A
measurement of the fraction of unoscillated ν̄e gives the survival probability

Pν̄e→ν̄e(L) = 1−4c2
12c

2
13s

2
12c

2
13 · sin2(

∆m2
21

4E
L)

−4c2
12c

2
13s

2
13 · sin2(

∆m2
21

4E
L)

−4s2
12c

2
13s

2
13 · sin2(

∆m2
32

4E
L).

(1.5)

This expression was obtained from equation (1.4). The abbreviations cij and sij de-
note cos(θij) and sin(θij), respectively. In Figure 1.1 the survival probability is shown
graphically. The leading oscillation with the first minimum at a baseline of about 50 km
was investigated with the KamLAND experiment [16]. The measurement contributed
to the measurement of θ12 and most notably to ∆m2

21 presented in table 1.1. For shorter
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Figure 1.1: Survival probability Pν̄e→ν̄e(L) (see equation (1.5)) for electron antineutrinos
at a distance L from the source. A typical neutrino energy for reactor an-
tineutrinos of 3 MeV and the best fit values for the normal hierarchy shown
in table 1.1 are used. For the unknown subleading oscillation amplitude an
assumption of sin2(θ13) = 0.013 is made (coming from the hint presented
below). Two oscillation patterns occur at different length scales. The oscil-
lation with the higher amplitude at a length scale above tens of kilometers
has been probed by the KamLAND experiment [16]. The positions of the
two Double Chooz far and near detectors are shown (see section 1.2).

baselines of the order of 1 km, the subleading oscillation mode can be cleanly measured.
At these baselines the effect of the ∆m2

21-driven oscillation is small and thus the first
term in equation (1.5) can be approximately neglected. If additionally ∆m2

31 ≈ ∆m2
32 is

inserted the survival probability at distances in the km range becomes

Pν̄e→ν̄e(L) = 1− sin2(2θ13) · sin2(
∆m2

23

4E
L). (1.6)

This result shows that for reactor neutrino experiments at distances O(1 km) the am-
plitude of the oscillation probability provides a clean measurement of the mixing angle
θ13. The experiments Double Chooz [17], RENO [18] and Daya Bay [19] belong to the
newest generation of reactor neutrino experiments which employ the concept of two or
more detectors at different distances to the reactors to provide a relative measurement
of the neutrino fluxes and thus decrease the systematic error related to the prediction
of the neutrino flux.
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Accelerator neutrino oscillation experiments Experiments with muon (anti-)neutrino
beams generated at accelerators provide additional measurements which are sensitive to
θ13. The appearance of electron neutrinos in a muon neutrino beam and the appearance
of electron antineutrinos in a muon antineutrino beam can be studied. From equation
(1.4) the corresponding probabilities Pνµ→νe(L) and Pν̄µ→ν̄e(L) can be derived [20]. Op-
posed to the ν̄e disappearance reactor experiments described with equation (1.6), the
measurement of θ13 with these neutrino beams is correlated with δCP and the mass hi-
erarchy. This means that there is a complementarity between reactor experiments and
accelerator experiments in the determination of the remaining unknown neutrino mix-
ing parameters: For a single accelerator experiment the parameters are degenerated and
can not be disentangled. The unambiguous information on θ13 from reactor neutrino
experiments thus helps to disentangle the degeneracies. Depending on the outcome of
the new generation of reactor neutrino experiments (either measurement of θ13 or better
upper limits) a new generation of accelerator based neutrino oscillation experiments can
be designed: superbeams and neutrino factories [21, 22, 23].

The appearance of electron neutrinos νe in a νµ beam has been investigated recently
by the first generation superbeam experiment T2K [24] and the conventional beam ex-
periments MINOS [25] and K2K [26]. In conventional beams protons are accelerated and
directed onto a Target where mainly pions and kaons are produced. In the subsequent
decay of the hadrons muons and muon neutrinos are generated. Superbeams provide
higher neutrino fluxes with less beam contamination (here a contamination would be the
presence of νe or ν̄e). T2K is one of the first generation superbeam experiments using an
off-axis muon neutrino beam to suppress beam contamination and get a cleaner energy
distribution. The beam is produced at the J-PARC accelerator and then directed to the
Super Kamiokande detector. The observed number of electron neutrino candidates is 6
with expected 1.5 ± 0.3 (syst.) events if θ13 is zero. This corresponds to a significance
for a non-zero θ13 at the 2.5 σ level. MINOS finds 62 candidate events at an expected
background of 49.6 ± 7.0 (stat.) ± 2.7 (syst.). This result can be combined with the
T2K result. In the next paragraph, the overall status on θ13 is discussed.

Status of θ13 A global analysis of the experimental data on neutrino oscillations gives
a hint for a non-zero θ13. The main contribution to this hint comes from the T2K experi-
ment. However, a combination of solar, atmospheric, reactor and accelerator experiments
can be jointly analyzed [14]. The resulting significance of a nonzero θ13 of about 3 σ
“depends somewhat on assumptions concerning the analysis of reactor neutrino data”
[14]. The ambiguity comes from a re-analysis of reactor neutrino fluxes [27, 28] which
predicts a 3 % higher flux compared to the previous prediction in [29]. Depending on
the way this new result is treated in the global neutrino oscillation analysis, the signif-
icance of θ13 varies. The hint persists if the new reactor fluxes are treated differently
[14] or if the old flux estimate is taken into account. In Figure 1.2 the results of the
global analysis for sin2(θ13) are shown for one of the options of including the new reactor
fluxes. The best fit value obtained is sin2(θ13)=0.013+0.007

−0.005 for the normal hierarchy and
0.016+0.008

−0.006 for the inverted hierarchy. The current best upper limit coming from a single
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1 Introduction

Figure 1.2: Plot taken from [14]: The label ‘LBL app’ corresponds to T2K and MINOS
νe appearance data (long baseline experiments), ‘no LBL app’ denotes the
other available neutrino oscillation data. The red lines correspond to the
combined global analysis. The left (right) plot shows the normal (inverted)
hierarchy. For these plots the new reactor neutrino flux has been applied
together with the data from short baseline (. 100m) reactor experiments.

experiment is sin2(θ13) ≤ 0.039 (90 % CL) [11] measured by the CHOOZ collaboration
[30, 31].

In summary, there seems to be a good chance that a measurement of the value of θ13

is imminent. The reactor neutrino experiment Double Chooz has already started to take
data in spring 2011 and results are expected at the end of 2011.

7



1 Introduction

1.2 The Double Chooz reactor neutrino experiment

1.2.1 Concept of Double Chooz and θ13 sensitivity

The concept of the Double Chooz (DC) [17] experiment is based on a two-detector dis-
appearance measurement of the ν̄e flux at distances of 1.05 km and 400 m from the two
reactor cores of a nuclear power plant. An overview of the Double Chooz site is shown
in Figure 1.3. In Figure 1.1 the survival probability of electron antineutrinos is shown.
For this plot, sin2(θ13) which is to be determined, is assumed to be 0.013 (coming from
the hint presented in [14]). The far and near detector positions are indicated in Figure
1.1. It can be seen that the near detector is at a position where the neutrinos are largely
unoscillated. Thus, the near detector provides a measurement of the reactor flux. The
far detector is close to the first minimum in the survival probability. If a deficit in the
neutrino flux is found, it can be concluded that part of the electron antineutrinos from
the reactor changed their flavor and from this, θ13 can be obtained via equation (1.6).

Figure 1.3: The Double Chooz experiment site with two reactor cores and two detectors.

The predecessor-experiment CHOOZ obtained the current best upper limit of sin2(θ13) ≤
0.039 (90 % CL) [11, 30, 31] with only one detector. Similar sensitivity was achieved
by the Palo Verde experiment [32]. The Double Chooz experiment has an improved

8



1 Introduction

Figure 1.4: Plot taken from [27]. Multiplication of the inverse beta decay cross sec-
tion (red line) and the electron antineutrino spectrum (black line) gives the
spectral shape for the neutrinos which are observable in a reactor neutrino
experiment (blue line). Here, fissions from 235U are used as an example.

sensitivity due to an improved detector design and the use of the second detector. It
will acquire more statistics (statistical error of 0.4 % instead of 2.8 % for CHOOZ [33])
through a larger sensitive volume and longer measurement time and it will have lower
systematic errors (aimed for 0.6 % instead of 2.7 % in CHOOZ [33]). The improvement
in the systematic errors comes largely from the second detector which cancels the un-
certainties on the reactor neutrino flux. A newly developed gadolinium-loaded liquid
scintillator [34, 35, 36] (section 1.2.6) is used in Double Chooz as Neutrino Target to
guarantee a high optical stability and thus allow for longer measurement times. The
projected sensitivity of the Double Chooz experiment after 5 years is sin2(2θ13) ≤ 0.03
at 90 % CL.

The neutrino source of Double Chooz is a nuclear reactor with two cores operated by
Electricité de France (EdF). It is located in the Ardenne region near the Belgium border.
The combined thermal power of the two reactor cores of approximately 8.5 GWth. relates
to a neutrino flux of about 1.6 · 1021 neutrinos per second. The neutron-rich fission
products of the fuel components 235U, 238U, 239Pu and 241Pu undergo beta decays which
lead to approximately 6 ν̄e per fission [37]. The neutrino energy spectra, which are falling
off for higher energies, are provided in [27].
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Figure 1.5: Sensitivity on sin2(2θ13) at 90 % CL for the time scale of the Double Chooz
experiment. After the sensitivity improves quickly in the initial phase with
only the near detector it is limited by systematic errors later. Then, the
sensitivity improves again with the second (near) detector which will start
data taking approximately 1.5 years after the far detector.

The neutrino detection reaction is the inverse beta decay

ν̄e + p→ n+ e+. (1.7)

Electron antineutrinos are captured on protons in H-atoms in the detection material,
releasing a neutron and a positron. The neutrino energy can be directly reconstructed
from the kinetic energy of the positron if the kinetic energy of the neutron (O(10 keV))
is neglected:

Eν̄e ≈ Ee+ +mN −mP . (1.8)

From this, the threshold for the detection of inverse beta decay events follows: mN −
mP + me+ = 1.8 MeV. While the reactor neutrino energy spectrum decreases at higher
energies the cross section for the inverse beta decay increases. If the cross section is
multiplied with the neutrino energy spectrum, the observable neutrino energy spectrum
is obtained (see Figure 1.4). A rate of about 50 neutrinos (350 neutrinos) per day is
expected in the far (near) detector. The exact numbers depend on the thermal power
of the reactors and the efficiency of the detectors (and of course on θ13).

Double Chooz sensitivity The method for the calculation of the sensitivity of Double
Chooz is described in [38]. The results have been updated. In Figure 1.5 [39] the
sensitivity of sin2(2θ13) at 90 % confidence limit (CL) is shown. The far detector started
data taking in April 2011 and the near detector will follow within two years. The near
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Figure 1.6: Cross section through the Double Chooz detector.

detector does not immediately improve the sensitivity since it has to acquire sufficient
statistics first. After about 6 months of near detector data taking the sensitivity will
improve faster again. For phase one with the far detector only the uncertainty on
the neutrino flux from the reactor is an important systematical errors. With the near
detector this uncertainty cancels. In the beginning a neutrino rate analysis will be
done. With sufficiently high statistics, the shape of the neutrino energy spectrum can
be analyzed as well. Different neutrino energies are differently affected by oscillations at
the fixed baseline from the reactor to the far detector (see equation (1.6)). This affects
the shape of the measured spectrum.

With the far detector alone the sensitivity is quickly improving in the first months
of data taking and first results from Double Chooz can be expected soon. The limit
obtained by the T2K analysis presented in section 1.1.2 and the CHOOZ limit of
sin2(2θ13) ≤ 0.15 (90 % CL) [11] will be reached within about 3 months. Relating
to the hint on θ13, Double Chooz has a high discovery potential. After five years of data
taking the sensitivity limit on sin2(2θ13) which was set by the CHOOZ experiment will
be improved to sin2(2θ13) ≤ 0.03 (90 % CL).

Reactor anomaly A new result on the prediction of neutrino fluxes from nuclear reac-
tors has been presented recently [27]. The flux prediction is about 3 % higher than in a
previous analysis [29]. However, there is a tension between the new prediction and reac-
tor neutrino experiments at baselines below 100 m which agree better with the old flux
prediction. If the new prediction was correct, a possible explanation for the difference
would be the existence of a fourth neutrino which reduces the ν̄e flux due to oscillations
to the fourth state at distances < 10 m [28]. The Double Chooz near detector can
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provide a new accurate measurement at a baseline which is still unaffected by the θ13

driven oscillation. For the analysis of the first phase of Double Chooz, the measurement
from one of the short-baseline experiments can be used for normalization as it was done
in CHOOZ.

1.2.2 Detector design

The two detectors are supposed to be as identical as possible in order to reduce systematic
effects when the two measured electron antineutrino fluxes are compared. In Figure 1.6
the layout of the detector is shown. The diameter and height of the detector is about
7 m each. It consists of four cylindrical, separated layers which are discussed below
along with other main components of the detector.

Neutrino Target The inner volume is the Neutrino Target where the inverse beta
decay events (see equation (1.7)) are detected. It is filled with 10.3 m3 of a newly
developed gadolinium-loaded liquid scintillator [34, 35, 36]. The positron from inverse
beta decay produces a prompt scintillation signal. It excites the scintillator molecules
and then annihilates producing two 511 keV gamma rays. The Compton electrons which
are scattered by the gamma rays also contribute to the light production.

After thermalization, neutron capture on hydrogen or gadolinium and subsequent
deexcitation of the nucleus and associated gamma production provides the delayed signal.
The addition of 1 g/l gadolinium to the scintillator produces a more specific coincidence
signal since the energy released at deexcitation is about 8 MeV compared to 2.22 MeV
for hydrogen capture events. Additionally, with gadolinium the capture time constant
is shorter (≈ 30 µs for 0.1 % Gd) compared to around 180 µs for hydrogen. Gadolinium
has a high cross-section for neutron capture: At the concentration of approximately
0.1 % Gd which is used in DC, the probability for capture on Gd is 85 %. A coincidence
in time between the prompt and the delayed events is done. With gadolinium the signal
to background ratio is increased largely since 8 MeV is above the natural radioactivity
energies and an effective cut can be made on the delayed energy deposition. In addition,
the coincidence window size can be reduced (e.g. < 100 µs after the prompt event)
which leads to lower probabilities for accidental coincidences.

Gamma Catcher The second layer which surrounds the Target is the Gamma Catcher
(GC) volume. It is filled with 22.3 m3 of a gadolinium-free scintillator. Gammas from
neutrino induced events which escape the Target volume can be detected in the GC.
Thus, the efficiency for neutrino detection is higher and can be determined more accu-
rately than without GC. Two transparent acrylic vessels of 8 mm and 12 mm thickness
are used to contain the Target and the GC scintillators, respectively.

Buffer and photomultiplier tubes The Buffer volume is introduced in order to reduce
backgrounds coming from external radioactivity and from muon-induced neutrons which
can travel from outside the detector to the inner volumes. The volume is filled with
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approximately 100 m3 of a non-scintillating organic liquid. It is contained in a steel
tank (3 mm thickness) which is also used to mount 390 photomultipier tubes (PMTs).
The 10 inch PMTs (the red cylinders in Figure 1.6 show the magnetic shields of the
PMTs) collect the light produced in the inner part of the detector and convert it to
electronic signals which are further processed. All PMTs have been tested and calibrated
individually before installation in the detector [40, 41].

Inner Muon Veto The Inner Veto (IV) surrounds the Buffer volume. It is optically
separated from the inner three volumes by the steel tank of the Buffer. Another scin-
tillator mixture (90 m3) is used in the IV and the reflecting walls are equipped with 78
PMTs (8 inch). The IV is an active volume which is mainly used to detect atmospheric
muons entering the detector. In such a case a veto can be applied in the offline data
analysis and events which are close in time can be discarded from the neutrino analysis.
The preliminary rate of muons in the IV extracted from Double Chooz detector data is
39 s−1 while the rate in the inner three volumes is about 11 s−1 [39]. The IV has also the
ability to detect part of the fast neutrons via proton recoil. These neutrons are muon
induced and can contribute to the correlated background if the muon itself misses the
veto systems (see section 1.2.3).

Outer Muon Veto Additionally to the IV, multiple layers of plastic scintillator strips
are placed above the detector as an additional vetoing system for muons. The Outer
Veto (OV) can be used to check the efficiency of the IV and it covers small insensitive
regions in the IV system like for example part of the chimney region. Combining IV and
OV a muon tracking can be done with higher precision. In order to reduce the muon
flux, the two detectors are built underground with a shielding of 300 mw.e (meters water
equivalent) for the far detector and about 115 mw.e. for the near detector. Nevertheless,
important backgrounds for the neutrino analysis (see below) are muon-induced.

Simplified signal processing scheme In the PMTs, photons are converted to pho-
toelectrons at the cathode and then further amplified by a cascade of dynodes. The
obtained signals are amplified, grouped together and then directed to the trigger sys-
tem. If the detector readout threshold is exceeded the single, unmodified PMT wave-
forms are read out one-by-one with flash-analog-to-digital converters (flash-ADCs). The
waveforms are stored and can later be processed in an offline analysis.

1.2.3 Background

The neutrino signals are selected based on the energy of the prompt and delayed events
and the time difference between prompt and delayed event. In order to be sensitive
to disappearance in reactor ν̄e oscillations, a good understanding of the experiments’
background is crucial. Two different classes of background are distinguished: Acci-
dental coincidences and correlated backgrounds. Accidental coincidences occur if two
independent signals (singles) pass the energy cuts within the coincidence time window.
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Correlated backgrounds originate from only one physical process which mimics both the
prompt and delayed signal.

Figure 1.7: Preliminary energy spectrum of energy depositions in coincidence with a
muon (30 µs to 300 µs after a muon). Mainly neutron captures are included
plus a background from singles which fall into the coincidence window acci-
dentally. It can be seen that to the right of the gadolinium peak (8 MeV) the
background is very small. Left of the peak, events with gammas escaping
the Target and GC volumes produce a tail. The small carbon capture peak
(4.95 MeV) can be seen as well. The hydrogen capture peak (2.223 MeV) is
more prominent than the gadolinium peak here because events in the larger
GC volume are included where no gadolinium is present.

Accidental background The most important contribution for the prompt signals in
accidental background comes from radioactivity-induced events. Also alpha emitters
and beta emitters inside the scintillator contribute. However, the effect of ionization
quenching discussed in chapter 4 for alpha particles leads to lower light output (factor
& 10) than for electrons if the same amount of energy is deposited. The results of
dedicated measurements presented in chapter 4 show that most of the alpha particles
in natural radioactivity thus are below the cut for neutrino candidate prompt events.
Additionally, alpha particle events can be potentially identified using pulse shape dis-
crimination techniques. In chapter 5 measurements of the scintillator photon emission
times are presented for electrons and alpha particles.

Since the delayed energy deposition threshold can be chosen above the radioactivity
background, the delayed event in accidental background is provided mainly by neutrons
which are captured on gadolinium. Neutrons can be produced by muons. If the muons
are not detected by the IV and OV systems no veto is applied.
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The accidental rate (along with the prompt energy spectrum) can be measured in
the experiment for example by looking for delayed signals in an off-time window. For
accidentals the rate is the same regardless of the choice of the time delay between prompt
and delayed events. If this delay is chosen high enough to avoid the neutrino-induced
signals, a direct measurement can be obtained. The materials of the detector have been
carefully chosen and purified if needed. Measurements have been done to ensure that
the radiopurity requirements are met and thus the rate from singles is low. Surrounding
the IV a 15 cm thick stainless steel layer is installed to shield the detector from gammas
coming from the surrounding rock.

The preliminary measured singles rate in the far detector in the prompt event energy
region (here: 0.7 MeV to 12 MeV) is about 10 s−1 [39] which is close to the design
goal in the proposal [17]. The singles rate in the delayed energy region is smaller than
0.1 s−1 which is two times better than the specification value from the proposal. The low
accidental backgrounds can also be seen in a preliminary energy spectrum (Figure 1.7)
coming from an analysis of muon-induced neutrons [39]. In chapter 2 a sophisticated
study of the hydrogen capture peak with real detector data is presented.

Correlated background Correlated background is more difficult to analyze. It is hard
to quantify and separate from the neutrino signal. Here, the main contributions to the
correlated background in Double Chooz are summarized. An important background
which is hard to reject comes from cosmogenic isotopes [42] produced inside the active
volumes Target and GC. They are produced by interactions of muons with the carbon
nuclei in the scintillator. The isotopes 8He, 9Li and (less important) 11Li can be pro-
duced. They have half-lifes of 122, 178 and 8.5 milliseconds, respectively [43]. The
half-lifes are too high to apply a veto after each muon since the muon rate is about
11 s−1 and thus the detector would be essentially always vetoed. These isotopes can
decay via β-n cascades. The prompt signal is provided by the electrons and the delayed
signal is provided by the neutron. The beta spectra are similar to the prompt energy
spectra from inverse beta decay. Since the production rate of the isotopes is not well
known (1.5 events per day in Target plus GC are estimated [17], see [44] for KamLAND
estimates at a higher overburden) an analysis with Double Chooz can provide important
information on this background for inverse beta decay detection which is useful for other
experiments as well. Studies about the cosmogenic background can be found in [45].

The second source of correlated background comes from so-called fast neutrons. If a
neutron with sufficiently high energy is generated by a muon in the surrounding rock, it
can sometimes enter the inner detector without triggering the IV or OV muon systems.
The neutron loses energy by colliding with protons in the scintillator. These recoil pro-
tons produce light in the scintillator and can mimic prompt signals while the neutron can
eventually be captured by gadolinium and provide the delayed signal. The possibilities
to treat this background are analyzed in [45].

Instrumental light noise Another source of background events comes from instru-
mental light emission (also called light noise) at the bases of the photomultiplier tubes
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(PMTs) [46]. Since these events do not originate in the scintillator, the light emission
follows different patterns both in the shape of the pulses and the distribution of the
charge in the PMTs. These differences can be used to distinguish scintillation events
and instrumental light noise events. It is thus important to know the emission time of
the scintillators. In chapter 5 measurements of the scintillator photon emission times
are presented. Specialized cuts have been developed by the DC group in order to reject
the light noise events. In section 2.8 these cuts are discussed and applied in a detector
data analysis.

Direct background measurement A direct measurement of the background can be
done if the nuclear reactors are not running. If enough statistics can be acquired during
such a condition a statistical background subtraction can be done. Also with reduced
reactor power an estimate of the background can be obtained by extrapolating to zero
reactor power. Therefore periods with significantly lowered reactor power are important.

1.2.4 Detector calibration

A calibration program with multiple systems is conducted in order to understand the de-
tector response with precision. Calibration sources at known positions and with known
particle energies are essential in testing and optimizing the reconstruction performance of
the data analysis and the associated systematics. Here the systems are briefly presented:

• Light injection system: LED light can be emitted into the detector from various
positions at the walls. Different wavelengths are available. The light can be either
emitted diffusely or focused.

• Guide tube: The guide tube is suited to bring sources to various positions in the
GC volume with the help of wires which are fed through the tube.

• z-axis system: Calibration sources can be deployed through the chimney along
the z-axis of the Target.

• Buffer tube: A vertical tube in the Buffer volume in which sources can be de-
ployed.

• Articulated arm: A system which can position sources in three dimensions in
the Target volume. This system will become particularly important in the second
phase of Double Chooz to reduce the systematic errors for example from detector
inhomogeneities.

The LED light injection system is used frequently since no materials have to be intro-
duced into the detector. It is used to check the stability of the detector response and
calibrate the individual PMT gains and their relative timing.

Operations with the other systems are more complicated and time-consuming since
sources have to be introduced into the detector. Risks for the detector have to be
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carefully avoided. Therefore these calibrations are done less frequently. The different
sources which are deployed comprise gamma sources, neutron sources and artificial light
sources as for example a laser. With this extensive calibration program the energy scale
of the detector can be calibrated and the cut efficiencies for the neutrino events can be
estimated (a total systematic error of about 2 % is aimed for in the first phase with one
detector).

For example the so-called ‘spill-in’ and ‘spill-out’ effects can be quantified with neutron
sources. Spill-out is a class of neutrino-induced events where the neutron from inverse
beta decay travels from the Target through the acrylic vessel to the GC. Since the
GC is gadolinium-free the neutron is captured on hydrogen or carbon and the delayed
energy cut is not fulfilled. Spill-in is the opposite case where a neutron from a inverse
beta decay reaction in the GC travels to the Target volume. There it can be captured
on gadolinium and thus identified as neutrino candidate. The neutrino rate has to be
corrected for the difference of both effects. Combining both effects, an increase in the
neutrino detection rate between 2 % and 3 % is obtained from simulation depending on
the cuts (in particular the coincidence time cut) [45]. Apart from calibration, different
methods can be used to quantify spill-in and spill-out: One method is to use pulse shape
discrimination for the prompt events since the pulse shapes of events in Target and GC
have been designed to be different from each other (see chapter 5).

Optical properties of the scintillators can be tested with the calibration systems as
well. The experimental studies on the optical properties with small scintillator samples
presented in this work provide the tuning of the Monte Carlo simulation at the current
stage. The results can later be cross-checked for the large scale scintillators with de-
tector calibration data and a better understanding of the energy scale will be obtained
combining the information from the lab measurements with calibration or with detector
data coming from natural sources.

1.2.5 The Double Chooz Monte Carlo software DOGS

In this section several selected packages of the Double Chooz Monte Carlo (MC) software
DOGS1 (Double Chooz offline group software) and their relationship are described. A
complete simulation chain from the reactor cores to the output of the detector electronics
is available. Here, relevant software tools for this work are described.

DCNuGen2 The simulation chain starts with the package DCNuGen2 which simulates
the neutrino interactions in the Double Chooz detectors. As input DCNuGen2 requires
information about the location of the individual reactor cores and the detectors. Addi-
tionally, the reactor core power can be specified along with the reactor fuel composition.
The detector geometry is directly read from the same database which is used for the de-
tector simulation. The protons number (from hydrogen atoms) in the detector is needed
and a value for θ13 can be specified together with the other relevant neutrino oscillation

1DOGS is written in C++ as well as the simulation code Geant4 which is used for the particle tracking
in DCGLG4sim.
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parameters.
The output of DCNuGen2 consists of the vertices of neutrino interactions in the detector
with the corresponding positron and neutron energy from inverse beta decay. An event
list is generated with this information which can be read by the detector simulation
DCGLG4sim.

DCGLG4sim The tracking of particles in the Double Chooz detector geometry is man-
aged by DCGLG4sim. It can be described as an interface between the tracking algorithm
and general physics processes implementation in Geant4 [47] on the one hand and the
Double Chooz specific simulation configuration on the other hand. This is for exam-
ple the geometry, material properties but also choice of the physics processes and the
details of the optical model (described below in more detail). During this work, the
optical model of the MC simulation was tuned with the newest available data coming
from measurements of the scintillator properties. In order to achieve a precise energy
calibration of the experiment which is needed for low systematical errors, the details of
the scintillator photon emission characteristics is crucial. With laboratory measurements
presented in this work, the simulation was tuned to be as realistic as possible even at
an early stage when no detector data was available.

As input for DCGLG4sim all kinds of particles can be directly inserted into the detector
or alternatively an event list for example from DCNuGen2 can be used. The particles are
propagated through the detector in a step approach where they produce photons. The
photons are tracked by Geant4 and scintillator absorption (with or without reemission)
and reflections on detector components are simulated. If the photon hits the photocath-
ode of a photomultiplier tube (PMT) it can produce a photoelectron (PE) with a certain
probability. The DCGLG4sim simulation stops at that point and gives the time for the
PE and the corresponding PMT channel number.

DCRoSS After the simulation of the PE distributions for each PMT the electronics
of the experiment can be simulated in DCRoSS including for example PMT effects, the
flash-ADC (flash-analog-to-digital converter) readout of the data and a trigger simula-
tion. The output of this package has the same format as the detector data (after the
data is processed with the so-called ‘Dogsifier’). After the RoSS simulation the same
reconstruction tools can be applied both for data and MC.

DCRecoPulse The first reconstruction stage consists of a PMT-wise determination of
the charge and (with gain calibration) the number of PE. This reconstruction is done
by the DCRecoPulse algorithms. The input for this package are the raw waveforms from
the flash-ADCs (either from MC or from detector data). It provides the time and the
charge of each pulse in the waveforms.

DCReco After pulse reconstruction the next level of reconstruction is the vertex recon-
struction. Several different algorithms are available for this task. In this work the highly
developed vertex reconstruction RecoBAMA has been used. In RecoBAMA information on
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the individual PMT charges and the times at which the charges occur is used to estimate
the centroid of the light emission in a given event. Both the vertex reconstruction and
the pulse reconstruction are part of the Common Trunk (CT) which provides first re-
construction steps. The CT output is data format which is common to all collaborators
for further analysis.

The optical model in DCGLG4sim In the following the scintillation treatment in
the optical model of the MC simulation is described shortly. For a realistic simula-
tion of absorption and reemission in the scintillator the MC optical model uses the
attenuation lengths of the single components of the scintillators (see section 1.2.6 for a
general overview of the scintillator) instead of the attenuation length of the complete
liquid: After absorption by PPO or bis-MSB, the photon can be reemitted with a certain
probability. The PPO (bis-MSB) molecule has a quantum efficiency of 100 % (94 %)
[48]. If a photon is absorbed by one of the solvents or the gadolinium complex, the
photon is absorbed and is not reemitted in the simulation. This reflects the fact that
for the wavelengths of the primary emission spectrum the attenuation lengths of these
three components are dominated by non-fluorescent components or impurities. Thus,
the attenuation length (or more precisely the molar extinction coefficients) of the single
components have to be measured individually.

The reemission spectrum after absorption by PPO follows the primary scintillation
spectrum which is cut at the wavelength of the absorbed photon (since the wavelength of
the reemitted photon can not be smaller than the wavelength of the absorbed photon).
If bis-MSB absorbs and reemits a photon the wavelength of the photon is drawn from
the pure bis-MSB fluorescence spectrum. The effect of the absorption and reemission
processes is a shift to higher wavelengths (see section 1.2.6).

The primary scintillation spectrum has been measured with a fluorimeter. It can be
described as a combination of the PPO and bis-MSB fluorescence spectra. It is measured
using a triangular cell where typically several millimeters of scintillator have already been
passed by the photons. The spectrum is thus already partly shifted. Figure 1.8 shows
this wavelength shifting process of the primary scintillation spectrum as it is simulated
in DCGLG4sim.
The reason for using the partly shifted spectrum as the primary spectrum in the

simulation is that the light yield and photon emission time measurements have been
performed with a similar cell where a similar amount of wavelength shifting occurs
before the photomultipliers are hit. Thus, after the MC tuning with measurements
in this work, the simulation of the number of photons, the emission time (chapter 5)
and the spectral shape are consistent for the generated scintillation light in simulation.
The number of photons is primarily determined by the light yield which is studied in
detail in chapter 2. Important corrections in the number of photons come from the
ionization quenching process (see chapters 3 and 4) and additional light is produced
in the Cherenkov process. One part of this work was the tuning of the optical model
in order to improve the simulation. For a precision experiment like Double Chooz a
well-tuned MC software is essential.
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1.2.6 The Double Chooz liquid scintillators

The large scale production (> 40 tons total) of the Target (near and far detector) and GC
(far detector) liquids was done in 2010 at MPIK [49]. After production the far detector
liquids were shipped to France and the filling was started. During production and filling
the scintillators were kept under nitrogen atmosphere. Due to the rather fragile acrylic
vessels the filling operation was very delicate since e.g. a height difference of more than
three centimeter between two different detector volumes would have already been critical
for the mechanical stability.

Before the Double Chooz scintillators are discussed the main processes in scintillation
light production are outlined. Then, the main properties of the scintillators and their
requirements are given.

Figure 1.8: Simulated wavelength shifting of the primary scintillation spectrum at dif-
ferent distances from the primary excitation. In the (experimentally deter-
mined) primary spectrum the PPO fluorescence spectrum contributes signif-
icantly. The part to the right represents the bis-MSB emission contribution.
After 1 cm, 10 cm and 50 cm the spectrum is shifted more and more to the
emission spectrum of bis-MSB and thus to higher wavelengths.

Production of scintillation light and wavelength shifting Charged particles excite
the molecules of the scintillator. Most frequently, the non-localized electrons in the
π-bonds of the phenyl groups in the aromatic scintillator components are excited. Fol-
lowing excitation, the possible vibrational and rotational excitation of the molecule is
quickly (O(10−12 s) [50]) transformed to heat by collisions with other molecules. The
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π-electrons deexcite from higher energy electronic levels to the first excited state by
internal radiationless conversion processes (O(10−11 s) [50]). The first excited state of
isolated molecules deexcites under photon emission on a time scale of nanoseconds for an
excited singlet state (fluorescence) and on longer time scales for triplet states which are
populated less often (phosphorescence). In liquid scintillators however, the molecules
are not isolated and radiationless energy transfers are important. A quantum mechan-
ical treatment of radiationless energy transfer by Förster [51, 52] quantifies how the
radiationless transfer probability increases with increasing overlap between the emission
spectrum of the donor molecule with the absorption spectrum of the acceptor molecule.

Figure 1.9: Molar extinction coefficients (solid) and emission (dashed) spectra of the aro-
matic components in the Target and GC scintillators. Due to the Stokes-shift
the emission spectra are at higher wavelength than the absorption spectra
of the same molecule. Efficient wavelength-shifting is achieved with the two
fluors PPO and bis-MSB in PXE (see table 1.2 for information on the chem-
icals). The emission has been measured with a commercial Cary Eclipse
fluorimeter and the molar extinction was measured with a Cary400 UV/Vis
spectrometer.

The absorption spectra of aromatic molecules overlap with their own emission spectrum.
Thus, if only a pure aromatic component was used in the scintillator, less light would be
emitted by the solution due to higher probability for losses after multiple absorptions
and reemissions. Therefore, aromatic solutes are added to shift the wavelength of the
photons to higher values where the mixture is more transparent. They are chosen such
that they have a first excited state at lower energy than the aromatic solvent. This re-
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sults in a high overlap between the emission spectrum of the solvent and the absorption
spectrum of the solute. The wavelength-shifting aromatic solutes are also called ‘fluors’
because their most important property (concerning scintillators) is fluorescence.

In Double Chooz two types of fluors are added to shift the wavelength efficiently to a
region where the scintillator is transparent. In Figure 1.9 the spectra are shown for the
aromatic components of the Target and GC scintillators. It can be seen that the emission
spectrum of PXE and the absorption spectrum of PPO as well as the emission spectrum
of PPO and the absorption spectrum of bis-MSB have high overlap. This leads to an
efficient energy transfer. Most of the scintillation light is eventually emitted by bis-MSB
and since its concentration is chosen to be small (20 mg/l) the overall transparency of
the scintillator at the scintillator’s emission spectrum is high. Thus, more light can reach
the PMTs. Additionally, the fluors have been chosen such that the wavelengths of the
shifted emission spectrum of the scintillators match the region of the highest quantum
efficiency in the PMTs.

The different energy transfer paths between the scintillator components are used to
model the light yield of the Double Chooz scintillators (section 2.3). The results pre-
sented there lead to an optimization of the scintillator compositions.

Double Chooz scintillator compositions and requirements The scintillator com-
positions are listed in table 1.2 and general properties are given in table 1.3. In this
work, the focus is on the Target and GC scintillators as it was the responsibility of the
MPIK to produce these two scintillators. The non-scintillating Buffer and the Veto were
designed and produced in Munich and are listed here for completeness.

The basic requirements for the scintillators are discussed along with the resulting
compositions of Target and GC:

• Safety considerations: The flashpoint of the solvents is required to be high
enough. PXE has been chosen since it has a rather high flashpoint. Additionally,
the toxicity of PXE is lower than for other solvent candidates.

• Chemical stability and solubility of gadolinium in the Target scintillator:
In the past, other experiments like CHOOZ [30] and Palo Verde [53] observed a sig-
nificant degradation of attenuation lengths in their gadolinium-loaded scintillators
on a timescale of hundreds of days. In order to avoid this for the gadolinium-
loaded Double Chooz Target scintillator, a suitable complex was found at MPIK
Heidelberg [34, 35, 36]. Metal-β-diketones were used in neutrino physics for the
first time by Hartmann and Naumann [54]. A Gd-β-diketone molecule was synthe-
sized (in collaboration with Sensient Imaging Technologies) to achieve solubility
and long-term stability of the rare earth gadolinium in the scintillator. The main
difficulty is to dissolve the metal gadolinium in the organic liquid. Because of the
organic nature of β-diketones this goal is achieved by incorporating the Gd-atom
in a highly stable complex with three β-diketone ligands.

• Material compatibility (mainly with the acrylic vessels): For material com-
patibility reasons (pure PXE can damage the acrylic) n-dodecane (also: dodecane
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Scintillator Component Chemical Name CAS Conc.

ν Target PXE ortho-Phenylxylylethane 6196-95-8 20 %vol.

Dodecane n-Dodecane 112-40-3 80 %vol.

PPO 2,5-Diphenyloxazole 92-71-7 7 g/l
bis-MSB 4-bis-(2-Methylstyryl)benzene 13280-61-0 20 mg/l
Gd(thd)3 Gd(III)-tris-(2,2,6,6-tetra- 14768-15-1 1 g/l Gd

methyl-heptane-3,5-dionate)
THF Tetrahydrofuran 109-99-9 0.5 %wt.

GC PXE ortho-Phenylxylylethane 6196-95-8 4 %vol.

Dodecane n-Dodecane 112-40-3 30 %vol.

Shell Ondina909 Mineral oil 8042-47-5 66 %vol.

PPO 2,5-Diphenyloxazole 92-71-7 2 g/l
bis-MSB 4-bis-(2-Methylstyryl)benzene 13280-61-0 20 mg/l

Buffer Cobersol C70 n-alkanes 64771-72-8 46.5 %vol.

Shell Ondina917 Mineral oil 8042-47-5 53.5 %vol.

Veto LAB linear alkyl benzene 67774-74-7 50.0 %vol.

Cobersol C70 n-alkanes 64771-72-8 50.0 %vol.

PPO 2,5-Diphenyloxazole 92-71-7 2 g/l
bis-MSB 4-bis-(2-Methylstyryl)benzene 13280-61-0 20 mg/l

Table 1.2: Components and concentrations of the Double Chooz far detector liquid scin-
tillators.

in this work) is added to the Target.

• Radiochemical purity: The contribution to radioactive background from the
scintillators is expected to come mainly from the solutes. The components have
been carefully selected. Gamma spectroscopy measurements, atomic absoption
spectroscopy and neutron activation analyses (DC group in Munich) have been
performed to measure the contribution from different isotopes [49]. In addition to
the diagnostics, the gadolinium complex has been sublimed and recrystallized to
actively get rid of impurities. The singles rate in a preliminary Double Chooz data
analysis (including all sources of singles) is found to meet the specifications.

• Proton number (ν Target): A detailed analysis of the proton number in the
Target scintillator is essential to calculate the disappearance probability from the
reactor neutrino flux since the neutrinos are detected by capture on protons in
H-atoms (see (1.7)). With two detectors the error on the hydrogen number cancels
since the Target scintillator for both detectors has been produced simultaneously
and mixed during production. However, for the first DC phase the error on the
proton number enters the total systematic error. In the Target it is thus important
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1 Introduction

Figure 1.10: Attenuation length of the large scale Target scintillator after shipping to
Chooz before the filling of the detector [49]. The attenuation length is
above 10 m for wavelength above 440 nm. At the reference wavelength of
430 nm the attenuation length is 7.8 m.

to use chemicals with well-defined atomic composition and high purity. Special care
had been taken in weighting the components during the large scale production and
when the detector was filled.

• Adequate optical properties: The choice of the aromatic fluors PPO and bis-
MSB together with the solvent PXE was motivated above by looking at the emis-
sion and absorption spectra and the resulting efficient wavelength-shifting for these
three components. More efficient wavelength shifting leads to a higher light out-
put. The design goal for the attenuation lengths of the scintillators was 5 m at
430 nm to get a high number of photoelectrons per MeV and a high photon collec-
tion homogeneity. The goal was exceeded by selecting high purity chemicals and
by removing remaining impurities: Eight tons of PXE have been column-purified
before the large scale production by members of the MPIK Double Chooz group
[49]. The attenuation lengths of the final large scale liquids before filling to the
Double Chooz far detector are ΛTarget =7.8 m and ΛGC =13.5 m at 430 nm.

Optimization and characterization of optical properties The scintillator light yield
and photon emission time were tuned in this work by defining the concentrations of the
scintillator components. A particular requirement in Double Chooz is the matching
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Target Gamma Catcher

Density [kg/l] at 15◦ 0.8035± 0.0010 0.8041± 0.0010
Kinematic viscosity [mm2/s] at 21◦ 2.32± 0.10 3.70± 0.10
Light yield [% BC-505] 48.1± 0.5 46.6± 1.0
Attenuation length at 430 nm 7.8 m 13.5 m
Refractive index at 405 nm (18◦) 1.47 1.46
Hydrogen fraction [wt.%] 13.60± 0.04 (calculated) 14.6± 0.2 (measured)

Table 1.3: Selected properties of the Target and GC scintillators used in Double Chooz
[49]. As a standard for the light yield measurement, the liquid scintillator
BC-505 was used: Bicron, St. Gobain Crystals (80% light yield anthracene).

between the Target and GC light yield to have a homogeneous detector response. In
the GC the highly transparent medicinal white oil Ondina909 (non-aromatic) is added
to get simultaneously the same LY (on the order of few percent) and density (� 1 %)
as in the Target. LY matching is mandatory for an accurate energy reconstruction of
the events and in particular for high photon collection efficiency homogeneity. Density
matching is crucial for mechanical stability of the acrylic vessels. Successful optimization
and adjustment of the LY for Target and GC was done and verified with an analysis of
detector data (chapter 2).

Corrections to the amount of produced light come from the ionization quenching
effect. The light production efficiency is slightly nonlinear at low energies. For a precise
energy reconstruction and thus low systematic errors associated to the neutrino cuts
these corrections are important. Ionization quenching is studied and the optical model
of the MC simulation is tuned in chapters 3 and 4 for electrons and alpha particles.

Additional to the light yield tuning the scintillator light emission time after excitation
was studied and could even be successfully tuned (mainly with the choice of the PPO
concentration). The tuning led to an improvement in the possibility to discriminate
events in the Target from events in the GC (chapter 5). Detailed knowledge of the
scintillator photon emission time is needed to discriminate against backgrounds and to
study the neutrino detection efficiency [45]. For example, the photon emission time
behavior after excitation with alpha particles differs from electron excitation. These
differences can potentially be used in pulse shape discrimination techniques for particle
identification.

In chapter 6, hypothetical changes in the attenuation length of the Target have been
studied with the Double Chooz Monte Carlo simulation. The effects on detector light
collection homogeneity and the neutrino candidate selection have been analyzed and the
software tool ERecoHD was developed which uses the results of this study to correct for
inhomogeneities in the detector.
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2 Light yield optimization and
analysis of the Double Chooz
scintillators

2.1 Introduction and Motivation

The light yield (LY = number of photons per energy) of the liquid scintillators is a central
property of the Double Chooz detector since it directly affects the energy resolution.
Better energy resolution leads to lower systematic errors in the analysis of the detector
data. It is therefore important to optimize the LY. A special requirement for Double
Chooz is the LY and density matching between the Target and GC scintillators to
guarantee a homogeneous and accurate energy response and mechanical stability of the
acrylic vessels. With the help of the results reported in this work it was possible to
determine the final compositions of the Double Chooz scintillators. It could be shown
that the light yield matching, which was done with small samples in the lab, appears to
be successful for the multi-ton scale in the detector and that first data on the stability
of the light yield of both scintillators looks promising.

In section 2.2 the experimental setup for light yield measurements is presented. A
model was developed to describe the energy transfer paths contribution to the total light
yield (section 2.3). The parameters of the model are directly related to the rates of the
energy transfers. This model has been used to better understand the scintillator system
and to predict the light yield of scintillator compositions. With the help of the model
and with dedicated measurements (section 2.4) the Target scintillator composition was
fixed (section 2.5). The light yield, or more precisely, photoelectron (PE) yield matching
and density matching for the Gamma Catcher is discussed in section 2.6. This section
contains laboratory measurements and the Monte Carlo simulations which were done
in order to connect the scintillator light yield and the detecor PE yield. The absolute
light yield as well as the long-term LY stability of our scintillators from laboratory
measurements is discussed in section 2.7. The last two sections 2.8 and 2.9 describe
an analysis of the Target/GC PE yield matching and light yield stability with Double
Chooz detector data using signals from hydrogen capture events.

2.2 Experimental setup

The ‘Compton Backscatter Peak’ setup for the LY measurements is shown in Figure 2.1.
Irradiated by a 137Cs source, the scintillator inside a quartz cell (1 cm × 1 cm × 3.5 cm)
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2 Light yield optimization and analysis of the Double Chooz scintillators

Figure 2.1: Compton Backscatter Peak setup for the LY measurements.

emits light which is collected by a fast (ns time scale) Photonis XP2262 photomultiplier
tube (PMT). The cell is carried by a reflecting teflon block (not shown in the figure for
clarity) to increase the light collection. The PMT is coupled firmly to a window in the
black box next to the scintillator cell with optical silicon coupling grease. The scintillator
cell is coupled to the other side of the same window with coupling oil. Tests have been
done to check the reproducibility of the coupling quality since after each measurement
the scintillator has to be replaced and the coupling has to be renewed. After optimization
of the coupling procedure the measured light yield of the same scintillator before and
after recoupling was stable at the level of the statistical error of the measurement. The
quantum efficiency spectrum of this PMT has a similar shape as the PMTs used in
Double Chooz. It is highest around the typical emission spectrum of the examined
scintillators (see Figure 1.8). This is important since two scintillators with the same
number of photons but different spectra could yield different relative signals in the lab
and Double Chooz respectively. Although we do not expect different spectra for Target
and Gamma Catcher (both have the same solutes, see table 1.2) it is safer to have the
same quantum efficiencies since we want to match the Target and Gamma Catcher light
yields at the percent level.

The 662 keV photons from the 137Cs source interact mainly by Compton scattering.
Backscattered photons (with an angle of approximately 180 degrees) are detected with a
NaI crystal (7.6 cm diameter, 7.6 cm length) equipped with a second PMT. By requiring
a time coincidence between the two PMT signals (within 0.4 µs) scattered electron events
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2 Light yield optimization and analysis of the Double Chooz scintillators

Figure 2.2: Logic of the electronics for the Compton Backscatter Peak setup (LS: liquid
scintillator). The quoted numbers are typical time values for the signals.

inside the scintillator with about 476 keV energy are selected. Alternatively, the mea-
surement of the scattered photon can be omitted and the complete Compton spectrum
is obtained. Then the Compton edge can be selected (‘Compton Edge Method’). Both
methods have been used in the measurements. The Compton Backscatter Peak Method
is more precise but also the simple Compton Edge Method has advantages. It is faster
to acquire sufficient statistics, which is useful for the scans with many different samples.
The light yield of a given scintillator is determined relative to a simple scintillator stan-
dard: PXE + 6 g/l PPO. All light yield numbers are given compared to this scintillator
standard if not stated explicitly otherwise. Figure 2.2 shows how the coincidence is set
up. The PMT pulses are recorded and stored with a sampling time interval of 0.2 ns
by a digital oscilloscope (Tektronix TDS 7054). The pulses are analyzed off-line (see
paragraph ‘Data Evaluation’ in this section) to determine the collected charge in the
PMTs which for PMT 1 in Figure 2.2 is proportional to the light yield of the scintillator
sample.

The distances between the source, liquid scintillator cell and NaI crystal have been
optimized [55]. If the distances are too big the coincidence rate is too small. On the other
hand the range of angles for Compton scattering events which lead to coincidences gets
bigger if the distances are too small. This would lead to a broader ‘Compton Backscatter
Peak’ (see Figure 2.4) and thus less accurate results. For Compton effect the scattered
electrons have the energy

Ee−(ϕ) = hν

(
1− 1

1 + hν
m0c2

(1− cos(ϕ))

)
. (2.1)

The rate is fixed which is needed to do one measurement in less than two hours including
sample preparation (10000 coincidence events at a rate of 2 s−1). This allows us to do
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a series of up to five measurements in one day. For this rate the two distances between
the source and the liquid scintillator cell and between the source and the NaI crystal
are optimized. The allowed angles are required to be as close to 180◦ as possible. The
distances after optimization are in the range of the cell and crystal dimensions: 4.9 cm
distance between the source and LS cell and 6.4 cm between the source and the NaI
crystal compared to 1 cm. However, due to the small variation of Ee− around 180◦ the
energy resolution is not much worsened. A dedicated analysis of the Ee− distribution in
the chosen configuration is presented in section 4.4.

The background of the measurement has two main contributions: Random coinci-
dences from two independent gammas emitted by the source and photons which hit the
NaI crystal first and are backscattered into the liquid scintillator cell. External back-
grounds are less important since two rather strong 137Cs sources were used with 270 kBq
and 400 kBq, respectively. Both backgrounds can be controlled by choosing a small
coincidence time and setting an energy cut on the NaI signal.

Liquid handling for the laboratory measurements Most of the liquid scintillators
which have been used in the laboratory measurements done in this work, have been
mixed by myself. A quartz cell of the dimensions 1 cm × 1 cm × 3.5 cm was used to
contain the scintillator samples. Special care was taken to guarantee the cleanliness of
the cell as well as the removal of oxygen and tightness after the cell was filled. The cell
was cleaned thoroughly with cyclohexane each time the scintillator sample was changed.
In section 4.3 the intentional addition of alpha emitting isotopes into the scintillator
is described. In this case additional cleaning steps were performed in order to remove
isotopes from the radium series (see Figure 4.2) which can be attached to the cell walls:
The cell was exposed to nitric acid at a concentration of 70 %. After that it is rinsed
with deionised water to remove the acid, then with isopropanol to remove the water and
at last with cyclohexane.

During the filling of the cell the scintillators are exposed to oxygen. After filling it
is removed again by purging the scintillator with nitrogen. Oxygen leads to a decrease
in the scintillation efficiency (oxygen quenching, [50]) since it can disrupt the energy
transfer from the solvent to the solute or the light emission of the solute. Nitrogen has
a different absorption spectrum which does not interfere with the energy transfers and
the solute emission. It has been checked that purging the scintillators for 10 minutes
is sufficient to remove the dissolved oxygen from the quartz cell. Longer purging times
did not result in increased scintillation efficiency. Then the cap of the cell is closed and
sealed with a teflon strip. Additionally, a special vacuum sealing putty was used for
samples with long measurement time.

Data evaluation The oscilloscope stores one pulse per PMT for each coincidence event.
Typical pulses are shown in Figure 2.3. The NaI detector consists of the crystal, a PMT
and an integrating preamplifier. Thus, the PMT charge information which corresponds
to the particle energy is contained in the pulse height of the signal. For the liquid scin-
tillator signals an integration of the pulses is done.
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2 Light yield optimization and analysis of the Double Chooz scintillators

(a) Liquid scintillator pulse (PMT 1). (b) NaI pulse (PMT 2, preamplified).

Figure 2.3: Typical pulses for PMT 1 and PMT 2. The lines show the pulse onsets and
the position of the maximum in (b) from the offline analysis.

The pulse by pulse offline analysis gave us the flexibility to study and optimize different
cuts and methods and compare the results with the same set of data. First, the base-
lines of both pulses are determined at the beginning of the waveform. Then the onset
of the pulse is searched by looking for several subsequent channels which are below an
adjustable threshold. The onset channel is the first of these channels. After the determi-
nation of the onset a new baseline estimation is done by averaging over a fixed number
of channels prior to the onset channel. This increases the accuracy if there are slight
baseline shifts. With this new baseline estimation the LS pulses are integrated over an
optimized fixed range of 120 ns starting from the onset. For the NaI pulses the pulse
maximum is searched.

Compton backscattered gammas deposit an energy in the NaI crystal of approximately
184 keV. A cut is set around this value in order to suppress backgrounds coming from
random coincidences or photons which travel the opposite way. Additionally, a few
quality cuts are applied like rejection of clipped pulses, too high baseline RMS or strong
baseline drifts. The charge spectrum of the LS pulses which pass the cuts is shown
in Figure 2.4. The tail of this distribution can be explained by remaining accidental
coincidences and incomplete energy deposition by some of the electrons in the scintillator
cell due to surface effects. In order to compare the light yields of different scintillator
samples the peak of the charge distribution is fit with a gaussian function. Possible
small deviations from the true peak position due to the tail can be tolerated since only
relative light yield measurements are done and the fit procedure was kept the same for
all samples.
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Figure 2.4: The Compton backscatter peak charge spectrum with fit.

2.3 Light yield model

We developed a model which describes the energy transfer paths contributing to the
scintillator light yield [55, 56]. The equations are developed in a generic way such that
the model can be further extended, generalized and applied to other scintillator systems
as well. Here we consider a generalization from one solvent [57, 58] to two solvents,
one fluor and one ‘quencher’ (here: component which does not emit light nor pass on
the energy to other molecules) as used in the Target scintillator. Using the model to-
gether with experimental data (presented in section 2.4) the model parameters for the
Double Chooz scintillators are determined. Since the parameters are directly related
to the transfer rates we understand which energy transfer paths contribute most to the
scintillation light output and they help us to understand the time scale of the scintillator
pulses. Once the model parameters were determined we could predict the LY for all scin-
tillator compositions of our system. In Double Chooz it is required to have two different
scintillators with similar LY: the Target (with gadolinium) and Gamma Catcher (with-
out gadolinium). With the help of the model, suitable scintillator compositions can be
selected (see sections 2.5 and 2.6)). The considered energy transfer paths are shown
schematically in Figure 2.5. Physically, several processes can contribute to one energy
transfer path. In our model all of them are combined to a single effective rate regard-
less of the underlying physical effect. The rates for excitation of the solvent molecules
are λD∗1 and λD∗2 . The parameters λi and λ′i correspond to internal losses plus other
losses, for example due to collisions or excimer formation with subsequent transforma-
tion of excitation energy to vibration, rotation or translation energy. Energy transfer to
a quenching molecule and ‘self-quenching’ of the acceptor molecules [50] (e.g. through
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Figure 2.5: Energy transfer paths in a liquid scintillator with two solvents, one fluor
and a quenching component. The solid, red lines show the excitation of
the solvent molecules. Dashed, black lines represent transfers which do not
result in light production. The dotted, blue lines are for (mainly) non-
radiative energy transfers and the dash-dotted, green lines show emission of
photons. In the case of the Double Chooz Target scintillator, D1 is PXE, D2

is dodecane, A is PPO and Q is gadolinium (see text).

excimer formation with a second acceptor molecule followed by transformation to vibra-
tion or translation [59]) is described by λq and λsq respectively. The parameters λ′a and
λa denote the (mostly non-radiative) energy transfer from the solvent molecules to the
acceptor molecules. The rate for possible transfer from the solvent with higher excitation
energy (D2) to the second solvent (D1) is λd1 and λe is the rate for light emission. We
assume that the Compton-scattered electrons excite only the solvent molecules because
the concentration of solutes is typically below 1 %. Then the excitation energy can be
transferred from the solvent molecules (D, donor) to the fluor molecules (A, acceptor)
or quencher molecules (Q). A primary mechanism for these transfers is non-radiative
transfer through dipole-dipole interactions described by Förster [51, 52]. The overlap of
the donor emission spectrum and the acceptor absorption spectrum directly relate to the
strength of the dipole-dipole coupling. A generalization which includes forbidden transi-
tions, dipole-quadrupole interactions and electron exchange by collisions was developed
by Dexter [60]. For our model, we further assume that the rates of the different energy
transfer paths depend only on the concentrations of the participating molecules. This
assumption leads to equations of Stern-Volmer type [58, 61]. The volume in which
excitation takes place contains a large number of molecules, therefore the concentration
of unexcited molecules can be assumed to be constant in good approximation. We ob-
serve experimentally with a commercial Cary Eclipse fluorimeter that the gadolinium
complex is non-fluorescent. Therefore in the model, energy which is transferred to the
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quencher molecule (in DC: gadolinium) does not contribute to the light yield. For other
scintillator systems this assumption could be omitted and the energy transfer model
could be generalized. The rate equations are derived and after some calculation [56]
we arrive at the number of photons

NP =

∫ ∞
−∞

λeA
∗(t)dt

=D0
1,pure ·

η ·x1

η ·x1 + (1− x1)
· λe
λe + λsqA

· λaA

λaA+ λi + λqQ

+ D0
2,pure ·

1− x1

η ·x1 + (1− x1)
· λe
λe + λsqA

· λaA

λaA+ λi + λqQ
· λd1D1

λ′aA+ λ′i + λ′qQ+ λd1D1

+ D0
2,pure ·

1− x1

η ·x1 + (1− x1)
· λe
λe + λsqA

· λ′aA

λ′aA+ λ′i + λ′qQ+ λd1D1

.

(2.2)

The capitalsQ, A andD are used for the molar concentrations in mol/l, the star indicates
excitation. Rate constants λ have the units of s−1, l mol−1 s−1 or mol l−1 s−1. In equation
(2.2) an empirical factor η was included which describes competition between the two
solvents for the available excitation energy which can lead to disproportionately high
excitation probability for one of the solvents. D0

1,pure is the number of excited solvent
molecules of type one when only this type is present, x1 is the mole fraction of solvent
one: x1 = D1

D1+D2
.

The three terms of equation (2.2) can directly be related to the three energy transfer
paths which lead to light output (see Figure 2.5). The first term describes excitation of
the first solvent and transfer to the fluor with subsequent light emission. The second
term in equation (2.2) relates to excitation of solvent number two, transfer to the first
solvent followed by transfer to the fluor and light emission. The third term describes
excitation of the second solvent, transfer to the fluor and light emission.

2.4 Laboratory measurement results

The parameters of the model discussed in section 2.3 are ratios of rates for two different
energy transfer paths (equation (2.2)). It was found found that these ratios which
are directly related to the physics of the scintillator can be determined by light yield
measurements alone. Proceeding from the simplest possible scintillator mixture (PXE
+ PPO) to more complicated ones the branching of the energy transfer was analyzed
step by step.

First, varying PPO concentration was considered in the two-component mixtures
PXE+PPO and dodecane+PPO (see Figure 2.6 (a)). In these cases equation (2.2) sim-
plifies and we are sensitive on the parameter which describes the competition between
energy transfer from the solvent to the fluor and internal losses and on the parameter
which describes the self-quenching process. Next, the Gd(thd)3 concentration is varied
in PXE+PPO and dodecane+PPO with 6 g/l PPO (Figure 2.6 (b)). The parameters
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(a) (b)

Figure 2.6: (a): Variation of PPO in PXE and dodecane. (b): Variation of Gd(thd)3 in
PXE and dodecane (at 6 g/l PPO). Equation (2.2) is used as fit function. It
simplifies if not all the scintillator components are present simultaneously.

obtained at the previous step are fixed. The parameter which describes the competition
between transfer from the solvents to PPO and transfer to the gadolinium complex is
determined. As a last step the mixture of PXE and dodecane is studied with varying
mixing ratio (Figure 2.7 (a)). This gives us information on the empirical factor η and
the parameter which quantifies the ratio of rates for transfer from dodecane to PPO and
transfer from dodecane to PXE. Table 2.1 shows the results for the parameters of the
light yield model.

We also measured and included the parameters λ′′i /λ′′a andD0
3,pure for Ondina909 which

is a component of the GC. They are needed for a model of the Gamma Catcher light
yield which contains two more terms with the same structure as in equation (2.2). Other
Ondina909 model parameters were assumed to be the same as for dodecane due to the
chemical similarity.

We note that the parameter λi/λa for PXE and the corresponding parameters for do-
decane and Ondina909 can be interpreted as a critical concentrations for energy transfer
to PPO. This definition of the critical concentration can be related to the critical con-
centration and the critical molecule distance as defined by Förster [58, 52]. In PXE
the transfer is thus significantly more effective than in dodecane and Ondina909. This
finding was used to tune the pulse shape of the scintillator emission by adjusting the
composition (see section 2.5). However, the light yield of dodecane plus 6 g/l PPO is as
high as (46.0 ± 0.8) % of the standard despite the fact that there are negligible aromatic
components in dodecane. The normalization is chosen such that the fit at PXE plus
6 g/l PPO (standard) has the value 100 (chosen arbitrarily) and for dodecane plus 6 g/l
PPO is 46 (measured ten times relative to the standard).
It is observed that the self-quenching process, which explains the decrease in LY for very
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(a) (b)

Figure 2.7: (a): Variation of the PXE/dodecane ratio at 6 g/l PPO (b): Model prediction
for the Gamma Catcher light yield (curved, orange surface). The flat (blue)
area is the fixed LY for the Target scintillator (57.6 % standard).

high PPO concentrations, is more pronounced in dodecane than in PXE. This difference
can be explained with the different viscosities. In dodecane the viscosity is lower and
the molecules move faster. That leads to an increase in probability for a self-quenching
interaction. For a solvent mixture, the self-quenching parameter is calculated as the sum
weighted by the mole fraction of the solvents.

The energy transfer to Gd(thd)3 turned out to be quite effective. Consequently, there
is less light yield in the Target scintillator due to the presence of gadolinium.

The fit of the data shown in Figure 2.7 (a) shows that the empirical factor η is well
suited to describe the disproportionately higher excitation probability for PXE over
dodecane. More details on the light yield model can be found in [56].

2.5 Target composition

The Double Chooz Target composition was fixed with the help of the results presented
in the previous section. Since pure PXE would degrade the mechanical stability of the
acrylic used for the Target vessel, it is diluted with dodecane. The choice of 20/80 for the
PXE/dodecane ratio still gives a high light yield due to the efficient PXE excitation (see
Figure 2.7 (a)). The choice of Gd concentration is a trade-off between a high probability
of capturing a neutron on Gd on the one hand and a high light yield on the other hand.
Thus, 1 g/l Gd is chosen. The probability for a neutron to be captured on Gd is then
about 85 %.

The PPO concentration is selected to be 7 g/l. This places it above the critical
concentration in the PXE/dodecane/Gd mixture and thus close to maximum light yield.
This follows from the model prediction and from additional measurements of the full
mixture with varying PPO concentration [55]. The optimal amount of PPO is limited
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Rate parameter Value

(λi/λa) ·MPPO (0.35 ± 0.03) g/l
(λ′i/λ

′
a) ·MPPO (1.38 ± 0.28) g/l

(λ′′i /λ
′′
a) ·MPPO (1.54 ± 0.29) g/l

(λsq/λe) · 1/MPPO (0.0044 ± 0.0003) l/g
(λ′sq/λ

′
e) · 1/MPPO (0.0094 ± 0.0031) l/g

D0
1,pure 108.6 ± 1.5

D0
2,pure 59.8 ± 4.0

D0
3,pure 48.9 ± 4.2

(λq/λa) · (Ma/Mq) 2.57 ± 0.15
(λ′q/λ

′
a) · (Ma/Mq) 4.88 ± 0.26

(λd1/λ
′
a) · (MPPO/MPXE) 0.3 ± 1.8

η 5.9+0.7
−1.2

Table 2.1: The rate parameter values obtained by LY measurements. The values are
given using grams and liters for the units.

at high concentrations by self-quenching and radiopurity constraints.
In the Double Chooz Target scintillator 20 mg/l bis-MSB are added as a second

wavelength shifter. At this low concentration the main energy transfer process from
PPO to bis-MSB is via emission and absorption of photons [58]. The bis-MSB molecules
emit light at longer wavelengths (with a quantum efficiency of 94 % [48]) where the
scintillator is more transparent. In fact, measurements show that the relative LY of two
scintillator samples is the same with and without bis-MSB (at 20 mg/l). The addition
of bis-MSB is not relevant to the model, as expected.

In summary, the composition of the Double Chooz Target is: 20 % PXE, 80 % dode-
cane, 7 g/l PPO, 1 g/l Gd, 0.5 %wt. THF and 20 mg/l bis-MSB (see table 1.2).

2.6 Light yield, photoelectron yield and density
matching

Gamma Catcher composition requirements Two important requirements for the
Gamma Catcher have to be taken into account when choosing the composition: First,
the density has to match the density of the Target scintillator (0.804 kg/l ± 0.001 kg/l
at 15 ◦C) at the sub-percent level. If this was not the case we would have too much
differential stress on the acrylic vessel between Target and GC which could then be
damaged. Second, the GC light yield has to match the LY of the Target to achieve
a good energy reconstruction for the events, irrespective of the location of the energy
deposition. More precisely, we want to match the photoelectron (PE) yield of the Gamma
Catcher and Target in the Double Chooz detector which depends among other things
on the light yields, the detector geometry and the attenuation lengths of the liquids.
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Monte Carlo (MC) simulations were done to connect the PE yield in the detector with
the light yield measurements (see next paragraph).

The GC contains no gadolinium. This means that we have to find an alternative way
to decrease the Gamma Catcher light yield. One can choose between lowering the PXE
fraction, lowering the PPO concentration or a combination of both. An adjustment with
the PPO concentration alone would lead to a small PPO concentration (below the critical
concentration according to the model). The light yield would then be very sensitive to
the exact value of the PPO concentration and LY matching would be difficult. Hence,
we lower the PXE concentration. Ondina909 (0.811 kg/l at 23 ◦C for the final batch) is
added as a third solvent in order to balance the densities of PXE (0.984 kg/l at 23 ◦C)
and dodecane (0.747 kg/l at 23 ◦C) and keep the density of the GC the same as for the
Target.

In Figure 2.7 (b) on page 35 the LY for the fixed Target composition is shown to-
gether with the model prediction for the Gamma Catcher LY. Density matching and
the resulting change in solvent fractions has already been considered. Several candidate
compositions which lie on the intersection line have been identified and we concentrated
mainly on two options: a GC with 2 g/l PPO and a GC with 5 g/l PPO. For 2 g/l PPO
we are close to the critical concentration in dodecane and Ondina909 which together
account for the main part of the solvent mixture. At 5 g/l the PPO concentration is
well above the critical concentration. Additional to the light yield the photon emission
time behavior was taken into account. From the model and from dedicated measure-
ments (see chapter 5 and [55]) we know that the scintillation is slower with lower PPO
concentrations. This can be used to distinguish Target and GC signals by pulse shape
discrimination (PSD) since the Target pulses are shorter in time (section 5.5). With this
information the Double Chooz collaboration decided to choose the 2 g/l PPO option.

Detector efficiency Monte Carlo simulations The goal of the PE yield matching is
to have an even detector response in Double Chooz. The mean number of photoelectrons
(PE) should ideally be independent of the vertex of the particle. Prior to this work, an
effort has been made by the collaboration to homogenize the light collection efficiency
by optimizing the locations and viewing angles of the photomultiplier tubes (PMTs).
Nevertheless, small deviations from homogeneity at the percent level are still possible,
for example due to the dependence on the attenuation lengths of the liquids. In chapter
6 these inhomogeneities are studied in more detail.

Since the light yield numbers can be measured and predicted with a precision at
this level the simulated detector light collection efficiency inhomogeneity was taken into
account for the light yield matching. Here, we are interested in the difference in light
collection efficiency averaged over the Target and GC volumes. In sections 6.2 and
6.4 the inhomogeneity on a smaller length scale is studied. When referring to light
collection efficiency of the Target (GC) the mean number of photoelectrons per number
of scintillation photons is considered, averaged over all the possible Target (GC) vertices.
From the simulation the number of scintillation photons after transmission through
several millimeters of scintillator is obtained. This quantity is then directly comparable
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to the light yield measurements where the photons also have to cross several millimeters
of scintillator to exit the cell.

First, the simulation of 105 homogeneously distributed electrons (1 MeV energy) was
done for the Target. The number of emitted photons and the mean of the PE peak is
extracted from the simulation. The (small) tails coming from events in the chimney and
from events which deposit part of the energy in the acrylic are not included. If these
events which lie outside the peaks would be included, one would get the wrong numbers
for the full energy deposit peaks itself for which we want to perform the LY matching.
Then the same was done for the GC volume. The mean number of PE was divided by
the number of primary photons and one gets (30.43)−1 PEs/photon for the Target and
(29.47)−1 PEs/photon for the GC. These numbers are mainly determined by coverage
and quantum efficiency. The relevant parameter for this study is the ratio: The GC
photon collection efficiency is 3.3 % higher than for the Target. As a check of this result,
the Cherenkov contribution was switched off in the simulation. This can in principle
affect the result since the Cherenkov photons have a different initial spectrum and the
travel length is different for Target and GC. However, the analysis without Cherenkov
light gives almost the same number of 3.4 % higher collection efficiency for the GC. This
would be expected as the Cherenkov light contribution is only in the percent range and
the wavelengths are efficiently shifted to the typical scintillation wavelengths within short
distances. The systematical error on this number is hard to estimate since it depends
on the accuracy of multiple parameters like the attenuation lengths for the Target, GC
and Buffer liquids, the simulation geometry, reflections on the buffer walls and acrylic
and the PMT quantum efficiency (which depends on the incidence angle). However, at
this stage the MC was tuned to the best of our knowledge and we decided to tune the
LY accordingly. We note that 3.3 % is a small correction and the relative LY between
Target and GC itself has an error of about 1.5 %. Nevertheless, this effect was included
in the light yield matching.

Final tuning of the GC composition At 2 g/l PPO approximately 4 %vol. PXE
are needed to match the light yield of the Target. In addition the model prediction
is calculated how much the LY changes when lowering the PXE fraction from 4 % to
3 %. While the model prediction was 8.1 % a measurement gave a 6.1 % ± 1.5 %
lower LY (see also Figure 2.8). This is another example of how we used the light yield
model to identify promising candidate compositions which then could be checked with
measurements. Several measurement series were done with varying PPO concentration
and varying PXE concentration in order to make sure that the light yield is understood
and stable. An example of such a measurement is shown in Figure 2.8.

The fractions for the three solvents changed because of variations (of the order of
2 %) in the density of different Ondina909 batches. Because the density of Ondina909
(0.811 kg/l for the final batch and 0.825 kg/l for older batches at 23 ◦C) and the density
which is needed for the mixture (0.798 kg/l ± 0.001 kg/l at 23 ◦C) are similar, the
needed fractions of Ondina909 vary significantly: With Ondina909 the lower density of
dodecane (0.747 kg/l ± 0.001 kg/l at 23 ◦C) has to be balanced in order to match the GC
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Figure 2.8: GC light yield measurements with varying PXE fractions at a concentration
of 2 g/l PPO and without bis-MSB.

and Target density. If the density of Ondina909 is closer to the density which is needed
for the complete scintillator, the Ondina909 fraction has to be increased. Temperature
dependent measurements of the density have been done to match the density at 14 ◦C,
which is the temperature at the Double Chooz far detector site. For example, in Figure
2.8 a composition of 52 % Ondina909, 44 % dodecane, 2 g/l PPO was used for the 4 %
PXE case. In the next paragraph the final solvent composition is discussed. The need for
simultaneous density and light yield matching and the fact that the Ondina909 density
changed from batch to batch complicated the search for a suitable GC candidate and
led to several iterations with many LY measurements.

LY and PE yield matching before the large scale production The lab measurements
done with the final components for the large scale production showed that a GC with
4 % PXE, 66 % Ondina909, 30 % dodecane, 2 g/l PPO and 20 mg/l bis-MSB matches
the density of the Target and has (97.5 ± 1.5) % of the Target light yield. This value has
been obtained by three independent measurements. Due to the higher light collection
efficiency for events in the GC (calculated with MC in the previous paragraph) we expect
the same number of PE for GC events and Target events (electrons with 1 MeV energy)
averaged over the two volumes. The expected ratio PE(GC)/PE(Target) is 1.008 ±
0.015.
This number is obtained using the LY measurements done with the Compton Backscatter
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(a) 3 MeV positrons. (b) 10 keV neutrons.

Figure 2.9: Photoelectron distributions for events which deposit part of the energy in
the GC (red) and events which do not deposit energy in the GC (black) from
MC. The values µ come from fits of the peaks with a gaussian function. The
ranges for the fit were 755 PE to 890 PE for (a) and 400 PE to 500 PE and
1500 PE to 1700 PE for (b). The fit functions are omitted in the plots for
clarity.

method which was described above. In this method the scintillator is excited by electrons
with about 476 keV energy. The light yield parameters for Target and GC in the MC
simulation were adjusted such that the ratio of the number of generated photons matches
the laboratory measurement ratio for 476 keV electrons, including ionization quenching
(discussed in chapter 3) and Cherenkov light. It has to be noted that it is not possible in
principle to adjust the relative light yield simultaneously for all particles and all particle
energies. The reason is the difference in the strength of the ionization quenching effect
for Target and GC (see section 3.4). Above it was shown that the matching of the PE
yield works very well for electrons with 476 keV energy.

Additionally, it was checked with the MC simulation how well the matching is expected
to be for other particles and energies which are most relevant for Double Chooz. The
LY matching is checked for the inverse beta decay products (positrons and neutrons)
with typical energies relevant for Double Chooz. First, positrons are simulated with an
energy of 3 MeV homogeneously distributed in the Target. This is a typical energy for
the prompt signal of neutrino events. The vertices are only distributed in the Target
volume where the majority of prompt events of neutrino candidates is located. That
means the spill-in effect is disregarded here since it is itself a correction at the percent
level. The spill-in effect is a class of events where a neutrino interaction takes place in
the GC and the neutron travels through the acrylic and is captured on gadolinium and
therefore can pass the cut on the delayed event energy [45].

With the MC simulation two cases can be compared: part of the energy of the event
is deposited in the GC volume or nothing is deposited in the GC. Figure 2.9 (a) shows
the PE distributions for both cases. About half of the events deposit some of the energy
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in the GC. For these events mostly gammas from the positron annihilation escape the
Target. The small tail in the PE distribution comes mainly from events which deposit
some energy in the non-scintillating buffer if an annihilation gamma escapes the GC
vessel. The observable we are interested in is the mean position of the peak without the
tails. The values of the peak positions are the same within their errors, both for events
which deposit energy in the GC and events which do not. This means that we expect
from MC a good energy reconstruction for both classes of events which is the goal for
light yield matching.

Next, the same simulation was done for 10 keV neutrons homogeneously distributed
in the Target volume (Figure 2.9 (b)). This energy is typical for the neutrons from
inverse beta decay. After thermalization the neutrons are captured on gadolinium or
hydrogen. For gadolinium an energy of about 8 MeV is released after deexcitation,
shared by typically three to four gammas. If the neutron is captured by hydrogen a
single gamma with an energy of 2.223 MeV is emitted. The fraction of events which
deposit part of their energy in the GC is about 50 % for the hydrogen capture events
(see Figure 2.9 (b)). It is higher for the gadolinium captures because of the higher
number of gammas and therefore higher probability of escape of one of them from the
Target volume. The hydrogen capture peak number of PEs for events with and without
energy deposition in the GC differ by only (0.6 ± 0.4) %. For the gadolinium peak we
get the same number of PEs for both cases within the statistical error of the simulation.
However, this result is obtained by fitting the two peaks in the range of 1500 to 1700 PE
with a simple gaussian function. The gadolinium peaks are more complicated due to the
contribution of different isotopes and due to the tail coming from gammas escaping into
the Buffer region. Nevertheless, the simple gaussian fit and the distributions in Figure
2.9 (b) demonstrate that we do not expect problems with the PE yield matching for the
gadolinium captures.

In summary, it was shown that before mixing, the composition of the GC liquid
scintillator was tuned such that the higher collection efficiency in the GC is compensated.
FromMC we expect that the full energy deposition peak for 3 MeV positrons and neutron
capture events is not distorted due to different PE yields for events which deposit part
of their energy in the GC. This is the goal of the light yield matching effort. In the next
paragraphs the stability of the relative light yield measured in the lab is shown and then
we look at the light yield matching in the filled Double Chooz far detector.

LY matching after large scale production and after shipping to Chooz After
mixing the Target (10.3 m3 per detector) and GC (23 m3 per detector) liquids for
the Double Chooz far detector [49] the light yields were measured in the lab again.
The GC showed a light yield of (96.9 ± 1.0) % of the Target scintillator (mean of 5
measurements). This is in very good agreement with the number obtained before the
large scale production.

After Shipping the liquids to Chooz, new samples of both the Target and GC have
been taken just before the liquids were filled to the detector. The number for the relative
light yield after all the liquid handling operations was (94.9 ± 1.7) %. This number is
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slightly lower than the numbers obtained before shipping the liquids to Chooz. Still
it is compatible within the errors. Combined with the 3.3 % higher photon collection
efficiency in the GC from MC we expect a PE yield in the GC which is (98.1 ± 1.7) %
of the Target PE yield.

2.7 Absolute light yield and long term stability

Absolute light yield The absolute light yield of the Target scintillator was determined
by comparing it with the commercial scintillator standard BC505 [62]. The light yield
of BC505 is given as 80 % of anthracene, a common organic crystal scintillator stan-
dard. The literature values for the absolute light yield of anthracene vary by up to
25 %: 16530 photons/MeV are reported in [63] (43.5 % of NaI(Tl) which has 38000 pho-
tons/MeV, consistent with [64]). From other authors, values of 15625 photons/MeV
[65] and 20000 photons/MeV [66] are reported. The reason for the 25 % uncertainty is
that doing a laboratory measurement of the absolute light yield is difficult [64, 67, 68].
In order to infer the number of emitted photons, a detailed knowledge of the photon
collection efficiency (including reflections at the PMT or photodiode surface), the PMT
or photodiode quantum efficiency and the photoelectron or electron-hole pair collection
efficiency is required. The former two points have to be treated wavelength-dependently.

Since it is advantageous for the detector resolution in Double Chooz if a high num-
ber of photons/MeV is produced by the scintillator we took a conservative approach in
estimating this number first. Thus, for our light yield estimates we chose the number
at the lower end of the reported values for anthracene. With our setup the relative
light yield of the Target scintillator with respect to BC505 was measured to be (48.1
± 0.5) %. This number is the mean value of eight independent measurements. We
get the conservative estimate of 0.481 · 0.80 · 15625 photons/MeV ≈ 6000 photons/MeV.
From the higher literature value of 20000 photons/MeV we would expect approximately
7700 photons/MeV.

Long term stability It is very important that the light yield of the scintillator is
stable over several years since this is the timescale of the Double Chooz experiment. A
dedicated long term Target sample was prepared and stored in an oxygen free and UV-
light protected environment. The longterm sample was mixed on October 29 in 2007,
then measured relative to BC505 on November 2, 2007 and measured again on March
23, 2010. It has a slightly lower PPO concentration of 6 g/l instead of the final 7 g/l
we used for the large scale production. In 2007, the relative light yield was 49.3 % of
BC505. Approximately 2.5 years later we got a light yield of 49.4 % relative to BC505
and thus could observe that the light yield was perfectly stable over this time range.
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2.8 Photoelectron yield matching analysis with
detector data

Since Double Chooz far detector calibration data was not available for the first months
of data taking, hydrogen capture signals were used in this work to study the PE yield
matching between Target and GC. The advantage of hydrogen capture events is that
the event rate after muons is relatively high and the neutrons are homogeneously dis-
tributed approximately. Neutrons are produced by interactions of muons with nuclei
inside and close to the detector. Several processes like spallation, elastic scattering, pho-
tonuclear reactions after electromagnetic showers and muon capture can lead to neutron
production [69]. Additionally, it is advantageous that for hydrogen captures the energy
is released as a monoenergetic 2.223 MeV gamma.

For this study we used a set of 1920 runs which have been recorded between April 13
and July 26, 2011. The list of analyzed runs is attached in Appendix B. The run time
is calculated by subtracting the trigger time of the first event from the trigger time of
the last event in each run. The total sum for all 1920 runs is 6.266772 · 106 seconds or
1740.77 hours or 72.532 days.

The output which is common to all analyzers in Double Chooz is the Common Trunk
(CT). The CT files contain the basic PMT-wise information as for example flash-analog-
to-digital converter (flash-ADC) waveforms (256 ns long) and the reconstructed charge
and signal time per channel. Vertex and track reconstruction, which combine information
from the individual PMTs to determine the location of events, are also provided. After
the CT collaborators can set up their own analyses. For the study presented here we
do not need access to the single PMT waveforms which account for the main part of
the file size of the CT data. This makes it possible to use light ROOT trees produced
by the Cheetah [70] code which was developed for faster analysis when not all of the
CT information is needed. Many people in the collaboration contributed to the CT and
Cheetah as a common starting point for Double Chooz analyses.
Starting from these reduced light trees the further analysis of hydrogen capture events

was developed during this PhD thesis together with Dr. Bernd Reinhold from MPIK.
This analysis is described in more detail below.

Preselection The goal of the preselection stage is to apply basic cuts, select events
which are time-correlated to a muon and reject events which are due to instrumental
light from PMTs (described in more detail below). First, a condition for muons has to be
defined. In this analysis an event is called muon if the total charge in the inner veto (IV)
PMTs is above 104 DUQ (digital units of charge). This corresponds roughly to an energy
deposition of 4 MeV in the IV. The idea of this definition is to select events with energies
above the natural radioactivity in the IV. In the ID the conversion factor between DUQ
and MeVH (preliminary energy scale from H capture) of 13350 DUQ/MeVH has been
obtained by a previous hydrogen capture peak analysis. An inner detector (ID) trigger
is selected at this stage for further analysis if four basic cuts are passed:

• Event energy in the ID above threshold, EID ≥ 0.5 MeVH := (0.5 · 13350) DUQ.
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• The number of PMTs with a signal (PMT multiplicity) is high enough, Nhit ≥ 10.

• The event is not a muon, QIV ≤ 104 DUQ.

• The time since the last muon event is big enough, ∆Tµ ≥ 30µs.

The first cut can be used safely since we are not interested in very low energy ID
events. Cutting on the number of hit PMTs does not remove many additional events.
Since physics events above 0.5 MeVH yield typically over 100 PEs which are distributed
fairly homogeneous over the 390 PMTs for physics events, it is safe to apply this cut
and useful to study it when looking at the instrumental light emission. The third cut
removes the muon events from the preselection sample. But for each trigger which fulfills
the preselection cuts the time of the last muon is stored in order to check for temporal
coincidences with muons later on. Finally, the fourth basic cut removes events which
are too close in time to the previous muon event. Up to about 30 µs after a muon,
afterpulse events (originating in the PMT) occur which we do not want to select [71].
We lose some of the hydrogen capture events with this cut but the focus of this study
is to get a clean sample of hydrogen captures and get the mean charge for both Target
and GC with precision rather than maximizing the cut efficiency.

Figure 2.10: The Qmax/Qtot distribution for run 21569. Version one, where all channels
are included, was used here. The upper (black) histogram shows the distri-
bution without any cuts, in the lower (blue) histogram the four basic cuts
have been applied. The red line represents the cut value which was used
for this analysis.

The origin of the PMT light emission (referred to as light noise) is the PMT base [46].
Lab tests and dedicated detector runs support this hypothesis. The rate for these events
is of the order of 10 s−1 between 0.7 MeVH and 12 MeVH [72]. Due to the geometry of
the PMT magnetic shielding, light emitted by a PMT can reach the photocathode of the
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same PMT. This leads to the first light noise cut which is applied during the preselection
stage on the ratio between the maximum charge coming from one PMT channel and
the total charge summed over all channels Qmax/Qtot. Other more sophisticated light
noise cuts are based on the pulse shape of the events. Two additional cuts of this
kind have been used at the preselection stage in order to efficiently reduce the light
noise contribution. The instrumental light is assumed to be accidental and thus will
be reduced by requiring a coincidence with a muon later on. Four cuts, which were
developed by several members of the collaboration, have been used to separate physics
events from light noise events, explanations of the variables are give below:

• The ratio Qmax/Qtot is low, Qmax/Qtot ≤ 0.09.

• The rise time of the sum pulse is short, Trise ≤ 20 ns.

• A combination of the first two variables is used to define an additional cut, Trise ≤
26 ns− 125 ns ·Qmax/Qtot.

• The RMS of the pulse start times is restricted, 10 ns ≥ RMSTstart ≤ 40 ns.

The first light noise cut is robust and simple because it does not depend on waveform
information and it has been tested with Monte Carlo simulations that only a negligible
part of physics events above threshold is cut away [73]. The physics events which are
above Qmax/Qtot = 0.09 have low energies close to the threshold. This cut has been
applied in two different versions simultaneously. In version one there are no restrictions
on the PMT channels for both Qmax and Qtot. The second version only uses channels
which have been flagged as good channels by the DCRecoPulse package [74]. This leads
to slightly different behavior of the two versions which is not critical for this study.
Since we are interested in a pure sample both versions were used simultaneously. The
distribution for version one of Qmax/Qtot is shown in Figure 2.10 for the latest of the
1920 runs used in this analysis.

It is helpful for our understanding to discuss how the individual basic cuts remove
events at different parts of the Qmax/Qtot histogram: The cut on the number of hit
PMTs removes events with high Qmax/Qtot. In the region Qmax/Qtot ≤ 0.09, where the
charge is distributed more evenly on all the PMTs, almost no events are rejected. In
contrast to this, the muon cut removes only events for low Qmax/Qtot values. This is
expected since the muons create many photoelectrons which are distributed evenly across
the PMTs. The energy threshold cut removes almost all events with Qmax/Qtot ≥ 0.6.
But there are also events with Qmax/Qtot ≤ 0.09 which are below the 0.5 MeVH threshold
and thus removed. The time cut after a muon affects all parts of the spectrum. For
Qmax/Qtot ≥ 0.6 the energy threshold cut removed almost all events. In this region
also the time cut after a muon removes many events which indicates that events below
0.5 MeVH occur close to a muon trigger. This can be explained by triggers not related
to scintillator physics which are induced after large energy depositions in a muon event
like for example afterpulses. As explained earlier, also part of the physics events after a
muon are rejected by a 30 µs time cut. These events are removed at Qmax/Qtot ≤ 0.09.

45



2 Light yield optimization and analysis of the Double Chooz scintillators

Figure 2.11: The Trise distribution for run 21569 with the four basic cuts applied. The
red line represents the cut value.

After applying the four basic cuts, the blue histogram in Figure 2.10 is expected to show
mainly light noise above Qmax/Qtot = 0.09 which is cut away by the first light noise cut.
Still we can have light noise contamination below the cut value.

The second light noise cut relies on information about the pulse shapes. It turns
out that light noise events can have irregular pulse shapes which can be distinguished
from scintillation signals. The waveforms of the PMT pulses are summed to get a total
pulse. After the maximum of the sum-pulse has been determined the times when the
pulse reaches 10 % and 90 % of the maximum height are used to construct the rise time
Trise = T90 % − T10 % [75]. In Figure 2.11 the distribution is shown after the four basic
cuts are applied. The peak in the Figure comes from scintillator physics events. A cut
value of 20 ns has been chosen to reject the tail coming from light noise triggers.
The third light noise cut uses a combination of the two variables which were considered

in the light noise cut one and two. If we look at the combined information from both
variables (see Figure 2.12) we can identify the population of scintillator physics events in
the lower left corner. Some additional events can be safely removed in the region where
both Trise and Qmax/Qtot have rather big values. In this representation there seems to
be a tail from the scintillator physics population which has Qmax/Qtot > 0.09. The
events which are cut are most likely low energy events below the energy of the neutrino
selection cut in DC. We decided to use this rather hard cut to get a pure sample for this
analysis instead of maximizing the efficiency.
The fourth light noise cut uses the information which is contained in the arrival times of

the photoelectrons. Light noise events stretch over a wider time range as the scintillator
pulses in many cases. A new variable is constructed which can distinguish light noise
from scintillator physics events by calculating the root mean square (RMS) of the start
times of the signals in each channel [72]. Studies showed that the correction for the
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Figure 2.12: The Trise vs. Qmax/Qtot distribution for run 21569 with the four basic cuts
applied. The black line represents the combined cut after applying the light
noise cuts one to three. The color scale is logarithmic.

time-of-flight after vertex reconstruction only has a minor effect on the discrimination
power [76]. We used here the default RMSTstart variable which is available as part of the
common Cheetah files. Figure 2.13 shows the new variable RMSTstart in combination
with the Qmax/Qtot variable and the combined light noise cuts one and four.

As a last cut in the preselection phase a loose time coincidence with muons is defined.
The time since the last muon event is required to be smaller than 10 ms (∆Tµ ≤ 10 ms).
The events which pass the preselection steps are stored in new files which can be used
for different studies (e.g. 12B studies [77]). The advantage of this two-step approach is
that after the preselection the rest of the analysis chain is very quick and can be iterated
conveniently. The total file size for the 1920 reduced light tree (Cheetah) files which is
the starting point for our analysis is about 130 GB. After the preselection stage only
the variables which are needed for further studies are stored and the cuts which were
described in this section are applied. This results in a total file size of 2.53 GB for the
1920 runs.

Time coincidence and neutron multiplicity cut For the study of neutron capture
on hydrogen a more stringent cut is defined on the time since the last muon. A value of
3 ms is chosen in order to have enough data to do a good off-time window background
subtraction. An additional cut in energy is done since we are only interested in the
hydrogen capture peak:

• ∆Tµ ≤ 3 ms (from the preselection stage we already have ∆Tµ ≥ 30 µs).
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Figure 2.13: The RMSTstart vs. Qmax/Qtot distribution for run 21569 with the four basic
cuts applied. The black line represents the combination of the light noise
cuts one and four. The color scale is logarithmic.

• E ≤ 4 MeVH = 4 · 13350 DUQ.

A signal region is defined as 150 µs ≥ ∆Tµ ≤ 450 µs. The reason for this additional cut
in time at 150 µs are baseline variations after the large energy depositions of a muon
event which can last up to 150 µs [78]. If we selected events closer in time to a muon
we would see biases of the mean charge and sigmas of the distributions. In the Target,
where gadolinium is present, a shorter combined neutron capture time is obtained (less
than 30 µs). Thus, we see almost no hydrogen capture events which have been captured
in the Target within our time window. Nevertheless, there are events in the Target if
2.223 MeV gammas coming from hydrogen capture in the GC cross the Target vessel
and deposit their energy. It has to be noted that for this reason the signals from these
‘spill-in’ gammas in the Target are not homogeneously distributed. Still, we can do a
first check of the light yield and PE yield matching with hydrogen capture data.

Eight additional off-time windows from 450 µs to 2850 µs are defined each with 300 µs
width. This is useful to study the time dependence of the background behavior. In these
windows only few neutron captures on hydrogen occur which are correlated to the pre-
vious muon. Then the background subtraction is done by averaging the six background
windows from 1050 µs to 2850 µs. This averaged background can be statistically sub-
tracted from the charge histogram in the signal time window. Figure 2.14 shows the
effect of the background subtraction. We see that the hydrogen capture peak is very
clean after this procedure. The tail on the left side of the peak comes from escaping
gammas which only deposit part of their energy in the scintillator. Since also GC events
are included here we have events in which the hydrogen capture takes place close to the
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Figure 2.14: The upper (black) histogram represents the charge spectrum in the signal
region. The declining (blue) spectrum is the averaged background spec-
trum. The lower histogram with the peak (red) shows the spectrum after
the statistical off-time window background subtraction procedure. The er-
rors of each bin have been propagated correctly, they are bigger than the
square root of the number of entries due to the statistical subtraction.

GC wall and the gamma can easily escape into the non-scintillating buffer volume. This
hypothesis can be checked by only considering events close to the detector center, which
is done in Figure 2.18 (a).

Another cut which can optionally be applied is a neutron multiplicity cut [79]. We
only accept the events for which at least one more event corresponds to the same muon.
In other words, single events within a time window of 30 µs to 3 ms after a muon
are rejected. The idea behind this cut is to reject events where a random coincidence
takes place for example with a muon crossing only the inner veto and a radioactivity
event in the inner detector. The effect of this cut is shown in Figure 2.15 (a) for the
signal region. It is remarkable how well the background is subtracted with this cut.
However, a sizable fraction of events in the hydrogen capture peak coming from single
neutrons after a muon is rejected, too. The statistical background subtraction has the
advantage that the peak can be cleaned up while very little hydrogen capture events are
lost. On the other hand we can not decide on an event by event basis which event is a
background event. A very clean (but smaller) sample of hydrogen capture events can
be selected with the neutron multiplicity cut. The two methods can also be combined.
In Figure 2.15 (b) first the neutron multiplicity cut is applied and then a statistical
background subtraction is performed. Here is still some background left in the tail of
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2 Light yield optimization and analysis of the Double Chooz scintillators

(a) (b)

Figure 2.15: (a) The charge spectrum without (upper, black histogram) and with (lower,
red histogram) the neutron multiplicity cut. (b) A combination of statis-
tical off-time window background subtraction and neutron multiplicity cut
(lower, red distribution). The upper (black) histogram shows the distribu-
tion with only the neutron multiplicity cut.

the distribution after the neutron multiplicity cut. Consistent results are obtained for
the background subtraction procedure and the procedure with background subtraction
plus neutron multiplicity cut. Since the two methods are conceptually independent, the
consistency of the two indicates that neither of them introduces a bias.

For the vertex distributions the neutron multiplicity cut is used. Only the signal
time window (150 µs ≥ ∆Tµ ≤ 450 µs) is used and additionally we require the charge
to be in the peak region (1.8 ≤ MeVH??? ≥ 2.7). The resulting distributions for the
reconstructed vertices are shown in Figure 2.16. They show that more events in the GC
region are seen as is expected since only spill-in gammas in the Target are selected due
to the signal time window lower cut of 150 µs. Another representation of the vertex
distribution is shown in Figure 2.17.

Results from detector data Now the hydrogen capture peak charge distributions are
examined in more detail. We want to compare the positions (and widths) of the peaks in
different detector volumes in order to check the PE yield matching. A comparison of the
Target volume and the GC volume can be done separated at their physical boundary.
In this comparison we get some events from the GC which are reconstructed wrongly in
the Target and vice versa. The RMS in three dimensions of the vertex reconstruction
package RecoBAMA which was used here is expected to be about 10 cm to 20 cm from MC
studies [81]. RecoBAMA will be tested with calibration sources at known positions [82]
and optimized by tuning the reconstruction software in order to get a precise estimate
on the final RMS. In order to get rid of events which are assigned the wrong volume
by the vertex reconstruction we can define a ‘restricted Target’ and ‘restricted GC’ by
not considering events with less than 30 cm distance to the Target vessel. Additionally,
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2 Light yield optimization and analysis of the Double Chooz scintillators

(a) (b)

Figure 2.16: The radius (
√
x2 + y2) of the reconstructed vertices is shown in (a). (b)

displays the z coordinate distribution of the reconstructed vertices. The
lines give the positions of the Target and GC vessels. It has to be noted
that there are also GC events with low radius and low z.

for the restricted GC volume we only take into account events which are reconstructed
in the buffer if the distance to the GC wall is less than 30 cm. The restricted volumes
have the disadvantage that we can get a bias in the Target/GC comparison because the
photon collection efficiency for the excluded layers can be different from the average.
Both methods are applied and compared.

Absolute charge yield and PE yield A new MeV scale calibration constant can be
extracted from the hydrogen peak data. For this the combined hydrogen peak is fit for
Target plus GC without the neutron multiplicity cut but with background subtraction
(red line in Figure 2.14). We arrive at:

29797 DUQ
2.223 MeV

= 13400
DUQ
MeV

, 1 MeVH,new = 13400 DUQ. (2.3)

The new number for MeVH deviates only by 0.4 % from the older number (1 MeVH =
13350 DUQ) from a previous analysis with less runs. The conversion factor between DUQ
and the number of photoelectrons has been determined to be approximately 50 DUQ/PE
[83]. With this factor we get from the hydrogen capture peak 268 PE for 1 MeV. From
the MC simulation less PE were expected. Part of the difference can be explained by
an underestimation of the absolute scintillator light yield since the literature values of
scintillator standards have a rather big error (see section 2.7) but also many other factors
can play a role which can lead to a higher than expected absolute PE yield. It has to be
noted that the width of the hydrogen capture peak in this preliminary analysis seems
to be larger than expected from purely statistical photoelectron statistics. With the
calibration data this topic can be investigated in more detail. Here we focus on the
relative comparison between Target and GC.
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2 Light yield optimization and analysis of the Double Chooz scintillators

(a) Top view. (b) Side view.

Figure 2.17: Two-dimensional vertex distributions for hydrogen capture events. The
vertex reconstruction package RecoBAMA [80] has been used in this study.
The inner (outer) black lines represent the Target (GC) vessel.

Relative PE yield comparison We start with the comparison between Target and
GC using a separation at the physical boundary (Target vessel). In Figure 2.18 the two
spectra and the fits of the hydrogen peaks are shown. The neutron multiplicity cut has
not been applied in this case. Since the peaks are cleaned very nicely from background
events a gaussian fit function can be used in the peak region. The results for the fits are
given in table 2.2 along with the results for other volume definitions with and without
the neutron multiplicity cut. For the GC the quality of the fit is not perfect due to a
slight asymmetry of the peak which affects the value of χ2 per degrees of freedom (dof)
significantly because of low statistical errors. It also has been checked, that the values
for the number of events Nevents from the fit of the gaussian part, the mean µ and the
variance σ2 are stable under rebinning.

We can see from the values that the application of the neutron multiplicity cut gives
only slightly different results (deviations below 0.5 %) for the mean values of the peaks.
The widths (sigmas) of the peaks are (almost) the same within 1 σ errors regardless of the
application of the neutron multiplicity cut. This shows that the neutron multiplicity cut
does not bias the charge distribution and therefore is adequate if a pure hydrogen capture
event sample is needed. We also get the same mean hydrogen capture peak charge
for the physical and restricted volumes within the errors. This result is interesting in
itself, because it shows that the radial inhomogeneities in the photon collection efficiency
appear to be small. If there was for example an increasing photon efficiency from the
Target center to the GC wall we would see that the mean charge for the restricted
Target is lower than for the physical Target where events close to the Target wall are
included. More detailed results on the homogeneity of the photon collection efficiency
are presented in chapter 6.
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(a) (b)

Figure 2.18: (a) The hydrogen capture peak in the Target (a) and GC (b) volumes. Fits
to the data have a range from 2 MeVH to 2.5 MeVH (1 MeVH = 13350 DUQ).
The statistical errors after the background subtraction procedure are shown.

Now finally the number for the PE yield of hydrogen capture events in the GC and
Target is extracted. The number of PE should be a linear function of the total charge in
DUQ which was used in this analysis. Currently, checks on different sources of a possible
nonlinearity in the gain (DUQ/PE) are ongoing [84, 85, 86, 87]. The data which was
used for this study is reprocessed before the first Double Chooz θ13 publication. The
result given here is preliminary and will be rechecked since a gain nonlinearity could in
principle also affect the ratio between the GC and Target total charge: If the gain for
two or more PE is higher (or lower) than for one PE, events in the GC show a higher
(lower) total charge. The reason is that, in the GC, the PE-per-channel distribution (for
the hydrogen capture energy region) has less one-PE channels and more channels with
two or more PEs than the Target due to geometrical reasons. In the GC the events are
close to one wall and far away from the other wall. The total number of PE can be the
same but still the charge can in principle be different.

In our analysis, the same ratio is obtained regardless of the neutron multiplicity cut
and the choice of the restricted or physical volumes. The number for the ratio of the total
number of PEs is quoted (assuming gain linearity and thus proportionality with the total
charge) for the case with the highest number of events (without neutron multiplicity cut,
physical volumes, see Figure 2.18):

PEGC

PETarget
= (99.13± 0.07) %. (2.4)

We conclude that the light yield and PE yield matching done with the help of the light
yield model and laboratory measurements with a small cell appears to be successful
within 1 % also for the multi-ton Double Chooz detector. From the last light yield
measurements of the large scale samples after shipping to Chooz and from Monte Carlo
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Volume n mult. cut Nevents µ [DUQ] σ [DUQ] χ2/dof

Target (physical) yes 10500 ± 130 30122 ± 27 2024 ± 31 15.2/17
GC(physical) yes 101980 ± 450 29876 ± 11 2265 ± 14 30.1/17
Target (physical) no 22220 ± 200 30031 ± 20 1983 ± 23 15.9/17
GC(physical) no 229880 ± 820 29769 ± 9 2269 ± 11 41/17

Target (restricted) yes 1580 ± 50 30099 ± 67 2013 ± 80 13.8/17
GC(restricted) yes 64820 ± 400 29866 ± 15 2397 ± 20 31.8/17
Target (restricted) no 3342 ± 78 29981 ± 49 1885 ± 55 16.2/17
GC(restricted) no 149860 ± 740 29737 ± 12 2411 ± 16 44/17

Table 2.2: Fit results for the hydrogen capture peaks. The off-time window background
subtraction is applied in each case. The mean values µ are remarkably similar
which shows that light yield matching was successful.

simulations we expected a PE yield ratio of (98.1 ± 1.7) % (see section 2.6). The number
which has been extracted from the detector is in good agreement with this expectation.

2.9 Light yield stability analysis of detector data

The same 1920 runs which were used for the PE yield matching study are used again
for analyzing the stability of the light yield with detector data. The runs are divided
into blocks of runs. We are most interested in the stability of the scintillators itself.
Therefore, the Target and GC stability is considered separately. This can be achieved
by looking at the restricted volumes where a layer of 30 cm around the Target vessel
is excluded at each side. This minimizes the probability for a wrong assignment of the
volume by the vertex reconstruction as explained in section 2.8.

For the GC the 1920 runs are divided into 10 parts to study the stability of the mean
value of the hydrogen capture peak which is obtained by a gaussian fit. The result is
shown in Figure 2.19 (a). Although the variations are small (2.3 %), with the high
amount of events in the GC region we are able to observe that the mean charge for the
hydrogen capture peak varies. The reason for this variation is a variation in the gain of
the detector. In [83] it was shown that due to two power cuts the gain changed twice.
The gain has been extracted from physics runs using the one and two PE peaks by the
authors of this study. In order to confirm this hypothesis we split run-blocks 2 and 7 in
two parts. The first part contains runs before the power cut and the second part includes
the runs after the power cut. The new plot is shown in Figure 2.19 (b). The part of
run-block 2 which was recorded before the power cut has been assigned the run-block
number 1.5, the part after the power cut is now 2.5. For run-block 7 the same procedure
was used. Two jumps have been seen and a clear correlation is observed between the
mean charge of the hydrogen capture peak and the detector gain [83]. The gains are
measured frequently with the IDLI system and can be corrected.
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(a) (b)

Figure 2.19: The two plots show the stability of the mean charge of the hydrogen capture
peak for the restricted GC volume. (a) The 1920 runs were divided in 10
parts with 192 runs each. (b) Two of the run-blocks (number 2 and 7) have
been divided again (see text). The number of elapsed days between the first
run in run-block number 1 and the last run in run-block 10 is 72.5 days.

For the restricted Target the number of events is quite low (see table 2.2). For this reason
the 1920 runs were divided into four parts. For comparison with the gain behavior we
also split the runs analogical to the GC case. Both cases are shown in Figure 2.20. The
same behavior as for the GC is observed.

Stability of the sigma which is obtained from the gaussian fit to the hydrogen capture
peaks is shown in Figure 2.21. From the GC data a correlation with the gain variation
can be guessed but the data is also consistent with stable hydrogen capture peak widths.

From the results of the stability of the means of the gaussians we can conclude that
there is no indication that the light yield of the two scintillators changed between April
13 and July 26, 2011. Consequently, the relative light yield between Target and GC is
stable over this period as well. The small variations in the mean charge can be explained
by variations in the gain which are clearly correlated. This result indicates as well that
the attenuation lengths in the Target, GC and Buffer liquids are stable in this time
range.

2.10 Summary

In a high precision neutrino experiment as Double Chooz a homogeneous detector re-
sponse is mandatory to reduce systematic errors. In particular the number of photo-
electrons (or PMT charge) for events in the Target and GC scintillators have to be
matched.

An experimental setup was presented which is used to measure the light yield of
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(a) (b)

Figure 2.20: The two plots show the stability of the mean charge of the hydrogen capture
peak for the restricted Target volume. (a) The 1920 runs were divided in 4
parts with 480 runs each. (b) Two of the run-blocks (number 1 and 3) have
been divided again because of two power cuts described in the text.

scintillators relative to each other. The different energy transfer paths which contribute
to the light yield in multi-solvent liquid scintillator mixtures have been included in a
light yield model. Measurement series have been done to determine the relative rates of
the energy transfer paths. The model allows to gain quantitative understanding of the
liquid scintillator light production. It is used to predict the light yield of the Double
Chooz Target and GC scintillators with arbitrary concentrations of the components. An
optimization of the Target light yield has been done using a combination of laboratory
measurements and model predictions and including the general scintillator requirements.
The Target scintillator light yield was found to be stable in laboratory measurements
over a time span of approximately 2.5 years.

Simultaneous light yield and density matching of the Target and GC scintillators re-
quired to add a third solvent to the GC. The light yield model was extended to describe
the three-solvent GC scintillator. GC candidate compositions have been identified by
model predictions. Light yield measurement series with varying PXE and PPO con-
centrations around the predicted compositions have been done to finalize the matching
at the percent level before the large scale production of the scintillators. Monte Carlo
simulations have been done to get the mean light collection efficiencies of the Target and
the GC in the Double Chooz detector geometry. The light collection efficiency in the
GC is 3.3 % higher than in the Target. The GC composition was selected accordingly
and after the large scale production its light yield was measured to be (96.9±1.0) % of
the Target light yield.

A preliminary Double Chooz far detector data analysis of neutron captures on hy-
drogen has been presented. The cuts which have been used to get a clean sample of
hydrogen capture events were discussed. In particular, background subtraction with an
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(a) (b)

Figure 2.21: Stability of the width (sigma of the fit) of the hydrogen peak for the re-
stricted Target volume (a) and the restricted GC volume (b).

off-time window and a neutron multiplicity cut were used to isolate the neutron captures
on hydrogen. With vertex reconstruction a localization of the events can be done and
the sample was split into Target and GC events. The charge (or photoelectron) yield for
neutron capture events in the GC is found to be (99.13±0.07) % of the charge yield in
the Target. This preliminary result is in good agreement with the expectation coming
from the laboratory measurements and the MC simulation. It shows that the matching
which was done with a small cell was successful for the multi-ton Double Chooz detector
within 1 %.

The Double Chooz far detector stability of the charge response of the peak from
neutron capture on hydrogen was analyzed for a dataset which was recorded between
April 13 and July 26, 2011. Small (≈ 2.4%) variations can be explained by correlated
gain variations which can be calibrated. The result shows no deterioation of the liquid
scintillator optical properties during the first 3.5 months of data taking.
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3 Nonlinearity in the scintillation
light production of low energy
electrons

3.1 Introduction and Motivation

At low electron energies (typically below O(100) keV in organic liquid scintillators) the
scintillation efficiency is significantly reduced. The underlying physical effect is called
ionization quenching, which is the loss of scintillation light “attributed to quenching
of the primary excitation by the high density of ionized and excited molecules” [50]
(see section 3.2). In Double Chooz this effect becomes important for a precise energy
reconstruction, especially for gammas which typically deposit their energy via multiple
Compton scatterings producing several low energy electrons. Gammas are involved in
both the prompt and the delayed signal coming from the inverse beta decay neutrino
detection reaction. The error on the gamma energy scale is thus important for the study
of systematic uncertainties in the θ13 analysis due to energy cuts.
A laboratory experiment setup was constructed and commissioned in this work and

measurements were done to characterize the nonlinearity in the light production quan-
titatively for the Double Chooz scintillators (section 3.3). The experiment principle is
an improvement over another widespread method which selects the electron energies by
measurement of the Compton scattering angle. With the method described here, the
nonlinearity can be determined in less time with a high accuracy.

The results of the laboratory measurements, which are presented in section 3.4, have
been analyzed with the commonly used description of the nonlinearity by Birks [50, 88].
Birks’ equation is also used in the Geant4-based [47] Double Chooz Monte Carlo model
which is tuned with the laboratory measurement results in section 3.5. During the tuning
process, the relevant details of the simulation code have been studied and it turns out
that carefulness is necessary to implement the measured nonlinearity behavior correctly.
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3.2 The ionization quenching process

The energy loss of electrons per unit length passing through matter is described by the
Berger-Seltzer equation [89]
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= 2πr2
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with the classical electron radius re, the electron rest energy mec

2, the Lorentz factor γ
and with τ = γ−1. Additionally, the material constants I (mean ionization energy) and
ne (electron density) are needed. Both quantities can be calculated for materials with
known chemical composition. Values for the mean ionization energy of a given medium
can be obtained by combining tabulated literature values for the single elements [90]
with

ln (Itotal) =

∑
iwi

Zi
Ai

ln(Ii)∑
iwi

Zi
Ai

. (3.2)

The weight fraction for element i is denoted by wi, the atomic number by Zi and the
mass number by Ai. The density effect [91] can be neglected at the electron energies
in this experiment. It has therefore not been included in equation (3.1). It is derived
from the Bethe equation and takes into account the indistinguishability of the electrons
which pass through matter and the electrons which are part of the material.

For typical scintillator compositions, the energy loss dE/dx increases with decreasing
energy until an energy of around 100 eV is reached. For energies lower than about
100 eV the specific energy loss decreases with decreasing energy. At even lower energies
the equation gives negative values for dE/dx which is unphysical. In the analysis which
is described in section 3.4 an approach from [92] is followed in order to remedy this
situation: A linear extrapolation from dE/dx at 100 eV is done to no energy loss at zero
energy. In section 3.5 the calculated energy loss is compared to the tabulated values
for dE/dx which are used in Geant4. In Figure 3.1 the specific energy loss is shown
as a function of the electron energy for the Target scintillator. All the investigated
scintillators have similar values for the mean ionization energy I and the electron density
ne and thus similar specific energy loss functions.

Due to the higher specific energy loss at low energies the ionization and excitation
density is higher which leads to an increase in scintillation inefficiencies due to ionization
quenching processes. Thus, the total scintillation efficiency decreases with decreasing
initial electron energy. A variety of different physical processes has been proposed to
explain the ionization quenching mechanism (some of them were proposed originally
for crystals rather than liquid scintillators), for example permanent molecular damage
[93], collisions of two excited molecules [94], interaction between the Coulomb field of
an ionized molecule with an excited molecule [95] and free radical formation [96].

The ionization quenching behavior can be described effectively by the Birks equation
[50, 88] without considering the details of the underlying physical processes:

dL

dx
(E) =

L0 · dEdx (E)

1 + kB · dE
dx

(E)
. (3.3)
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Figure 3.1: The specific energy loss dE/dx of electrons passing through scintillator de-
scribed by the Berger-Seltzer equation. The mean ionization energy and the
electron density of the Target scintillator have been used here. Note that only
the peak region below 10 keV is shown here. With higher energies, dE/dx is
decreasing: at 100 keV the specific energy loss is dE/dx ≈ 350 keV/mm.

The amount of light which is produced per unit length is denoted by dL/dx. L0 is a
constant which characterizes the scintillation efficiency (light produced per deposited
energy) in its linear regime, i.e. for small dE/dx. The Birks parameter kB is a material
property which has to be determined experimentally. For kB · dE

dx
(E) � 1 ionization

quenching is negligible and the specific light yield is proportional to the specific energy
loss. At the end of the particle track the specific energy loss is high (Figure 3.1) and
less light per unit length is produced. Approximately, the same kB can be used for
different ionizing particles and dE/dx accounts for the difference in the relative strengths
of the scintillation inefficiency. However, in general a better description of the light
output for different particles can be achieved if the kB value is adjusted for each particle
individually (section 4.6). Equation (3.3) was originally developed for scintillator crystals
like anthracene but is also widely used for liquid scintillators. In [88] a motivation for
the equation and the Birks parameter (in terms of the processes occurring in crystals)
is given.

Next, the laboratory experiment is described and the results are presented in the
following section. After that, we come back to Birks’ model and determine the Birks
parameter kB and tune the Monte Carlo software of Double Chooz.

3.3 Laboratory measurement setup

In order to measure the light output of the Double Chooz scintillators for various electron
energies, a dedicated laboratory measurement was set up. The main difficulty is to
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Figure 3.2: Setup for the measurement of the scintillation efficiency for low energy elec-
trons. The black box is closed prior to the measurements and additional
light protection and lead shielding surrounds the setup. The reflecting teflon
cell carrier is not shown for clarity. The two 137Cs sources below the setup
have an activity of 200 kBq and 400 kBq respectively. The red line shows
one possible gamma track which leads to a coincidence signal.

excite the scintillator with electrons of defined energy in the energy region of interest.
In the approach described here, 137Cs (662 keV gamma source) was used to excite the
scintillator via Compton electrons. The energy of the scattered electrons varies with
the scattering angle according to equation (2.1). In order to indirectly determine the
energy of the scattered electron, a 0.83 kg high-purity germanium spectrometer (HPGe,
Princeton Gamma-Tech) is used which measures the energy of the scattered photon (see
Figure 3.2). The HPGe detecor has a high energy resolution of 3.92 keV (FWHM) at
662 keV. This energy resolution is the key for a precise determination of the electron
energy

Ee− = Eγ − Eγ′ = 662 keV− Eγ′ . (3.4)

In the chosen geometrical configuration two 137Cs gamma sources are placed at different
angles with respect to the quartz scintillator cell (1 cm × 1 cm × 3.5 cm) in order to
cover a wider range of scattering angles simultaneously. A photon from one of the two
sources can scatter inside the liquid scintillator vial and then be absorbed inside the
sensitive volume of the HPGe detector. The signals from both the photomultiplier tube
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(Photonis XP2262) which collects light from the scintillator cell, and the HPGe detector
are used to build a coincidence signal. The maximal angle which leads to a coincidence
(45◦) corresponds to an electron energy of 180 keV. From the source which is placed
directly below the scintillator cell a straight path through the scintillator to the HPGe
detector is possible which means that in principle the range of 0 keV to 180 keV electron
energy can be measured. Due to threshold limitations and low statistics for the largest
scattering angles we measure between 19 keV and 140 keV which is the relevant region for
the low energy quenching effect. There is no Cherenkov light contribution in this energy
range since the electron energies are below the Cherenkov light production threshold.
The threshold in our scintillator can be calculated using the measured refractive index
of n ≈ 1.5 for the liquid scintillators. The minimal velocity required for Cherenkov light
production is vmin = c

n
. For electrons this corresponds to a minimal energy of about

180 keV.
With the method described above the entire range can be probed in a reasonable time

of a few days without changing the measurement settings. A similar setup has also been
used in [92]. Another common approach is to determine the electron energy by fixing
the scattering angle. This method has the drawback that analyzing a different electron
energy requires a change in the geometry of the setup. Additionally, the distances
between the source, the sample, and the device which is used to measure the scattered
gamma, have to be chosen rather big to guarantee a precise determination of the angle.
This leads to small counting rates or to high radioactive source activities.

The electronics to set up the coincidence measurement is shown in Figure 3.3. A

Figure 3.3: Electronics scheme for the measurement of the scintillation efficiency for low
energy electrons.

LeCroy 428F fan-out module is used to duplicate the signals coming from the PMT
which is attached close to the scintillator cell. One of the signals produces a logical
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pulse if it is above the threshold of a Phillips scientific (PS) 730 discriminator module.
The second identical signal is directly recorded with a TDS 7054 DPO oscilloscope if a
coincidence signal triggers the readout. The logical pulse from the discriminator is used
by an Ortec 416A gate and delay generator to open the coincidence gate of 500 ns by
sending a logical pulse to the LeCroy 465 coincidence unit. The Ortec 416A module is
able to delay the logical signal in order to adjust the timing with respect to the HPGe
spectrometer pulse arrival.

The germanium detector has a built-in integrating preamplifier which provides two
output signals. One signal is used to create a logical signal if it is above the threshold of
another channel of the PS 730 discriminator. This logical pulse is fed to the coincidence
unit. The second output signal from the HPGe spectrometer is routed to the oscilloscope.

If there is a coincidence the oscilloscope readout is triggered and two complete wave-
forms are recorded on an external hard disk drive connected to the oscilloscope. The
time resolution of the waveforms is 0.4 ns and the resolution in voltage is 256 channels
for the range of 1 V and 2 V for the HPGe-pulses and for the PMT-pulses, respectively.
For each pulse, 10000 time samples are recorded which corresponds to waveforms of
4 µs length. The HPGe detector pulses have a much longer time scale of microseconds
compared to the fast (≈ 10 ns) photomultiplier pulses of the scintillation signal. The
time scale of the HPGe detector pulses led to the coincidence window size of 500 ns and
the length of the recorded wavelength of 4 µs. The technique of recording the pulses to
disk has the advantage that the analysis can be tuned iteratively and controlled easily.
The speed of the oscilloscope readout is sufficient to do one measurement with about 106

coincidence events in a few days which corresponds to a rate of the order of few events
per second.

Analysis of the laboratory measurement data The two waveforms of each coinci-
dence event are analyzed offline individually. The energy information of the PMT pulse
is given by the charge. Thus, the pulse has to be integrated. The same method as for
the light yield measurements (section 2.2) is used here as well: The baseline value of
the signal is reconstructed, the onset time of the pulse is determined and then the inte-
gral over the pulse is calculated. For the HPGe detector signals the information about
the deposited energy is in the pulse height since a built-in integrating (charge sensitive)
preamplifier directly processes the signal. In the offline analysis the pulse height is deter-
mined with a moving average filter, which calculates the maximum value of the summed
charge of 70 subsequent samples (equivalent to 28 ns). This increases the accuracy of
the determination of the pulse height and thus the energy resolution for the scattered
photons.

In order to calculate the energy of the scattered photon the HPGe detector was cal-
ibrated with the 662 keV line from 137Cs and four gamma lines from 133Ba with the
energies 384 keV, 356 keV, 303 keV and 276 keV. The high voltage (HV) supply for the
detector was carefully adjusted (3375 V), its stability was controlled and the linearity of
the detector response was checked. The calibration was repeated before and after each
measurement and the stability of the HPGe detector response was confirmed.
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Figure 3.4: Scatter plot of electron energy versus scintillation light. The population
along the diagonal consists of the relevant events where the complete gamma
energy is divided between the liquid scintillator and the HPGe detector.
Events on the right of the diagonal are background events where part of the
gamma energy is neither deposited in the scintillator nor the HPGe detector.
The population along the y axis can be explained by random coincidences
between two gammas where one gamma deposits its full energy in the HPGe
detector. The two red lines indicate the position of a sample energy ‘slice’
which are used for further analysis.

Figure 3.4 shows the result of a typical measurement in a scatter plot where one point
represents one coincidence event. The reconstructed electron energy Ee− = Eγ − Eγ′ is
obtained from the HPGe detector signal and shown together with the light output of
the liquid scintillator (coming from the integral of the PMT signal).

The response function (light output as a function of energy, L(E)) of the scintillator
is smeared out due to the rather low photon statistics in this energy range. A rough
estimate can be made of the number of photoelectrons in the PMT for a typical energy
of around 60 keV. The absolute scintillator light yield for the Target was determined
to be about 6000 photons/MeV (section 2.7). At 60 keV we arrive thus at roughly 360
photons. The collection efficiency of our setup is difficult to estimate but since we use
a reflecting PTFE teflon cell carrier which surrounds the quartz vial, the losses up to
the photocathode of the PMT are assumed to be less than 50 %. A typical combined
quantum and collection efficiency for PMTs is 20 %. If we insert these numbers we get
the rough estimate of 36 photoelectrons at 60 keV energy which explains the broadening
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of the response function. This estimate shows the general difficulty in going to much
lower electron energies than about 10 keV.

Figure 3.5: Typical measured light output distribution for electrons with reconstructed
energies between 59 keV and 61 keV.

We divide the measured dataset into electron energy ‘slices’ of 2 keV energy. A finer
binning does not lead to better results since 2 keV is about the energy resolution of the
HPGe detector. The projection of the data in Figure 3.4 onto the y-axis is shown in
Figure 3.5 for the electron energy slice from 59 keV to 61 keV. This distribution is fit.
The background coming from events where not all of the 662 keV energy is deposited in
either the scintillator or the HPGe detector is included in the fit function. An exponential
background distribution is assumed and a gaussian function is used for the signal. Since
we are in a regime with quite low photoelectron statistics especially for the low electron
energy slices, the fit results were checked with a more elaborate fit assuming a poissonian
distribution of the underlying number of photoelectrons. However, it turned out that
the difference between the poissonian and gaussian fits is negligible for the mean of the
distribution [97]. The mean of the gaussian and its error are plotted as a function of the
mean energy of all the electrons in the respective energy slice in Figure 3.6. Another
representation of the same data and the same fit which shows the non-proportionality
is displayed in Figure 3.7.

Systematic errors study From Figure 3.6 it can be seen that the deviation from
linearity in the light yield function L(E) is small. Systematic effects which could in
principle mimic the ionization quenching nonlinearity have to be excluded. Therefore a
detailed study of possible sources for an instrumental nonlinearity has mainly been done
by Stefan Wagner from MPIK Heidelberg and described in [98] and [97]. Here, only the
main results are summarized. Five possible sources of nonlinearities have been studied:
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Figure 3.6: Response function (also: light yield function) L(E) for low energy electrons
in the Target scintillator. Only a slight deviation from linearity is observed
in this energy range. The fit shows the Birks model (equation (3.5)) with
kB = 0.0158 ± 0.0006 cm/MeV. It is obtained by a fit procedure described
in section 3.4.

• The germanium (HPGe) detector.

• The photomultiplier tube.

• The oscilloscope.

• The fan-out module which is needed for the duplication of the PMT signal.

• Discriminator effects for PMT signals close to the threshold.

The HPGe detector linearity was checked with the two calibration sources 137Cs and
133Ba. The PMT linearity measurement turned out to be more difficult since a defined
quantity of light has to be used to check the linearity. A laser diode was used as
light source and the stability of its intensity over time was checked [99]. In order to
vary the light intensity, neutral density filters were used. The transmittance of the
filters (Thorlabs NEK01 filter set) was measured with an UV/Vis spectrometer (Varian
Cary400) at the diodes’ wavelength of 438 nm as a part of this work. For the test of the
oscilloscope and the fan-out module a pulse generator was used whose pulse height can
be precisely adjusted. The signals were recorded with the oscilloscope and integrated
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Figure 3.7: Relative light yield function for low energy electrons in the Target scintillator.
The light yield for each electron energy is divided by a linear light yield
function L1(E) = a ·E through the point at 139 keV to obtain the ‘relative
light yield’.

offline. These tests implicitly check the linearity of the offline analysis pulse integration.
Discriminator threshold effects can bias the mean of the charge distribution of the PMT
for small signals. In order to check the impact of these effects complete measurements
of L(E) were done for different threshold settings. In the end, a conservative approach
was taken and only energy slices where the complete peak of the charge distribution is
above threshold, were considered. For a discriminator threshold of 20 mV this leads to
an electron energy threshold of 19 keV.

In all the systematic tests, no nonlinearity was observed. We can therefore give a
small but conservative total systematic uncertainty of 1.2 % on the linearity of the
instruments and analysis. The dominant uncertainty on the linearity comes from the
PMT linearity measurement (1.1 %). The error bars in Figures 3.6 and 3.7 already
include these systematic uncertainties and it can be seen that the non-proportionality
coming from the ionization quenching is measured with high accuracy.

3.4 Laboratory measurement results

After the construction and commissioning of the setup the actual measurements of the
Double Chooz scintillators have been performed by Stefan Wagner from MPIK Hei-
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Figure 3.8: Response function L(E) for low energy electrons in the GC scintillator.

delberg [98, 97]. Analysis software to fit the data with equation (3.3) was developed
together. The results of the analysis are presented in this section. In section 3.5 the
experimental results are used to tune the Double Chooz MC software which was done
by the author of this thesis.

The experimental results for the Target have already been shown in Figures 3.6 and
3.7. In Birks’ model, the light output in case of complete energy deposition inside the
scintillator is given by the integral of the expression in equation (3.3):

L(E0) = L0 ·
E0∫
0

1

1 + kB · dE
dx

(E)
dE (3.5)

The initial energy is denoted by E0. In order to fit the data with the Birks model
a program was written which does a numerical integration of equation (3.3) since the
expression for dE/dx (E) (Berger-Seltzer equation (3.1)) is a complicated function of the
energy and the integral can not be solved analytically. Values for the mean ionization
energy I and the electron density ne have to be calculated for each scintillator separately.
In the numerical integration we choose small integration step sizes such that the specific
energy loss dE/dx is constant in good approximation before and after the integration
step. Especially at energies in the region of the peak in dE/dx (see Figure 3.1) the step
sizes have to be small (we choose dx = 0.1 nm) to fulfill this requirement.
The integral was calculated for each of the 61 electron energies for which a data point

is available. This procedure was carried out for a range of values of the Birks parameter
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Figure 3.9: Relative light yield function for low energy electrons in the GC scintillator.

kB. Then, kB and a global normalization constant c0 were used as free parameters to
fit the data with a χ2 minimization

χ2 =
n∑
i=1

(Ldata(Ei)− c0 ·Lmodel,kB(Ei))
2

σ2
data(Ei)

. (3.6)

The light yield for the ith data point is denoted by Ldata(Ei), the numerically integrated
model light output is Lmodel,kB(Ei) and σdata(Ei) is the error on the experimental light
yield. The information on the Birks parameter is extracted from the shape of the
response function L(E) only, the global normalization is used to adjust the scale. The
resulting fit for the Target scintillator is shown in Figures 3.6 and 3.7. Interpolating the
fit values at the discrete electron energies leads to the continuous curves in the plots.
The same analysis has been used for the Double Chooz Gamma Catcher, the results are
shown in Figure 3.8 and Figure 3.9. Other scintillators have been analyzed as well. The
results are given in table 3.1.
The scintillator Veto∗ was the Double Chooz Inner Veto candidate at the time these

measurements were done. The aromatic fraction and the PPO concentration changed
afterwards for the actual far detector liquid. Still, we can use the determined value for kB
as an approximation. The GC with 5 g/l PPO has the same composition as the Double
Chooz far detector GC (listed in table 1.2) except for the higher PPO concentration.
It was the backup solution for the GC at the time the measurements were done. The
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Scintillator Birks parameter kB [cm/MeV] χ2/dof

Target 0.0158 ± 0.0006 46.0/59
GC (2 g/l PPO) 0.0279 ± 0.0009 57.8/59
GC (5 g/l PPO) 0.0245 ± 0.0008 57.8/59
Veto∗ 0.0152 ± 0.0006 51.9/59
PC + 1.5 g/l PPO 0.0172 ± 0.0006 45.4/59
plastic scintillator 0.0153 ± 0.0007 22.1/54

Table 3.1: Results for the Birks parameter for different scintillators. Veto∗: 64 % tetrade-
cane, 36 % LAB, 3 g/l PPO, 20 mg/l bis-MSB.

commercial plastic scintillator is based on polystyrene and includes p-terphenyl1 and
POPOP2 as wavelength shifters. It is the scintillator used in the analogue hadronic
calorimeter (AHCAL) prototype of the CALICE collaboration [100]. More detailed
studies on the plastic scintillator can be found in [101].

Also other models apart from the common Birks model have been used. These analyses
are described in more detail in [98]. No significant improvement over Birks’ model was
found with either the model by Wright [95] or Voltz [102]. Thus, the model by Birks is
used also for the MC tuning since it is the the most common and well-known model of
the three.

Discussion The values of the Birks parameters for the different scintillators can be
well understood by considering the results from the light yield measurements (section
2.3) and the scintillation timing measurements (section 5.5). A similar discussion is
presented for the values of the alpha quenching factors (QF) in section 4.5 where more
different scintillator compositions have been measured. Here, the discussion is started
with the scintillators which were analyzed in this chapter.

First, we observe a clear correlation between the alpha QFs and the Birks parameters
kB for electrons. Both quantities describe the strength of the ionization quenching. In
other words, high QFs and high kB reflect that the scintillator in question is affected
strongly by the quenching effect: In this case, the scintillation efficiency due to quenching
is reduced relatively strongly for alphas and the nonlinearity in the scintillation efficiency
for electrons is higher. The correlation between the alpha QF values and the kB for
electrons is expected since ionization quenching is the underlying physical effect which
determines both. The degree of correlation is notable.

The GC scintillator with 2 g/l PPO has the highest alpha QF, the highest Birks
parameter kB and the slowest time constants for the scintillator light emission. These
observations can be explained consistently with a slow energy transfer from the solvents
to PPO compared to the other scintillators. For more discussion along these lines on the

1CAS: 92-94-4
2 1,4-bis(5-phenyloxazol-2-yl) benzene, CAS: 1806-34-4
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Target, the Veto and other scintillators please refer to the discussion in section 4.5. The
PC3 plus 1.5 g/l PPO scintillator is used in the solar neutrino experiment BOREXINO
[103]. From the relatively low kB presented here we can conclude that, although the
PPO concentration is as low as 1.5 g/l, the energy transfer from PC to PPO is rather
effective. Our result of the Birks parameter of this scintillator deviates from that given in
[104] (0.020 cm/MeV). This difference is most likely due to a different analysis technique
used. The influence of different analysis methods on kB is discussed in the next section.
Energy transfer from LAB to PPO seems to be rather effective as well. LAB is the
aromatic solvent component in the Veto scintillator. Again, these results are confirmed
by the timing measurements in section 5.5 and increase the level of understanding of the
scintillator physics.

3.5 Monte Carlo tuning

The goal in this section is to tune the MC model such that the data presented in
section 3.4 is well described. The Monte Carlo tuning of the ionization quenching effect
was done for the Double Chooz offline group software DOGS (see section 1.2.5) for the
Double Chooz scintillators. However, the general observations about the implementation
details of the ionization quenching apply for the default Geant4 implementation (in the
class G4EmSaturation) as well since the same technique is used. Geant4 is widely used
in physics and thus the results and discussions presented here can be interesting for
other groups who want to implement the ionization quenching effect for their detector
simulation.

In both the Double Chooz Monte Carlo software DOGS (more specifically in DCGLG4sim)
and in the default Geant4 class G4EmSaturation Birks’ quenching model is used.
DCGLG4sim is roughly speaking the interface between the particle tracking algorithms,

which are implemented in Geant4 on the one hand and the part of the simulation which is
specific to Double Chooz (for example geometry and material properties implementation,
choice of physics processes, etc.) on the other hand.

Simulated particles are propagated step by step with Geant44. For each step the
possible particle interactions are considered and one of them is chosen according to the
probabilities for the processes. If a secondary particle is created which has a stopping
range above a certain threshold the secondary particle is explicitly generated and tracked
by Geant4. If the secondaries are below this threshold the energy loss of the primary
particle is treated as a continuous energy loss. This continuous energy loss of the particle
in a given medium is calculated with the help of the Berger-Seltzer equation in case of
electrons. Fluctuations of this energy loss are drawn from a straggling function. The
user can control the particle step size and specify the threshold for explicit secondary
production. One can also enable or disable the fluctuations. More detailed information
on these control commands and their impact is given below.
The continuous energy loss of a particle in a given step and the step length are calculated

3 pseudocumene (1,2,4-trimethylbenzene), CAS: 95-63-6
4 For this analysis Geant4.9.2p02 was used.
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Figure 3.10: Comparison of the Berger-Seltzer equation (blue line) with tabulated values
of dE/dx (red points) calculated by Geant4 for the Target scintillator.

by Geant4 and then passed to DCGLG4sim. The energy loss per step is denoted by
∆E0. In the approach described here, which is also used in Geant4 by default, the
number of scintillation photons generated is proportional to the quantity ∆Eq which is
called quenched energy (or visible energy) and is calculated using an equation which
corresponds to equation (3.3):

∆Eq =
∆E0

1 + kB
(

∆E0

∆x

) . (3.7)

Here ∆x is the length of the considered step and kB is the Birks (quenching) parameter.
As explained before, the energy loss of electrons calculated by Geant4 is based on the
Berger-Seltzer equation. The values for dE/dx are stored in tables for each scintillator
before the particle tracking starts. It was checked if the equation given in 3.1 with the
mean ionization energy I (see equation (3.2)) and the electron density ne calculated
manually, actually gives the same results as the calculation of dE/dx done by Geant4.
The result of this check is shown for the Target scintillator in Figure 3.10. Good agree-
ment is found between the calculation in Geant4 and the calculation with equation (3.1)
which was also used in the numerical integration analysis presented in section 3.4.

At first glance this would justify to directly use the kB values from the previous section
in the Monte Carlo model. However, three main differences play a role when we compare
the kB analysis using numerical integration of equation (3.3) with the MC calculation
as in equation (3.7). First, the step length in Geant4 will be higher than the 0.1 nm
which was used for the numerical integration. Second, in the MC detector simulation a
particle can generate secondary particles which are then affected by ionization quenching
as well. Third, the simulation takes into account randomly drawn fluctuations for each
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particle step. The effect of these three differences on the Birks parameter kB which
describes the data best is analyzed below. Before that the relevant tracking commands
are described in more detail.

Geant4 particle tracking control commands There are several commands available
to control the Monte Carlo tracking process. The user can control the step length using
the command /process/eLoss/StepFunction p1 p2. The first parameter p1 specifies
which fraction of the stopping range a particle can travel at most within one step. This
condition is alleviated by a minimal step length, which can be specified by the second
parameter p2. The transition between the fractional condition on the step size and the
minimal step length is smoothed by a function given in [105]. The default settings for
the parameters are p1=0.2 and p2=1 mm.
I also studied the variation of the threshold for explicit secondary particle generation

with the command /run/particle/setCut p3. If the energy loss in a single step for
a chosen physics process is high enough that the particle generated in this process has
a range above the threshold p3 then the particle is explicitly generated and tracked
by Geant4. A lower threshold means that we get more secondary particles. For these
secondary particles the energy loss for one step is calculated in the same way as for the
primary particle and ∆Eq for this step is added to the total Eq which is proportional to
the number of generated photons. The default parameter value is p3=0.01 mm.
The effect of switching off fluctuations in the energy loss calculation was studied

with the command /process/eLoss/fluct false. By default the fluctuations are on.
Physically, the variations in the energy loss come from the stochastic nature of multiple
interactions with electrons in the medium. Details of the straggling functions from which
the fluctuations are drawn are given in [105, 106].

Fit procedure In this paragraph, it is described how MC simulation of the ionization
quenching and data are compared. For multiple kB values, and for each energy for which
an experimental data point is available, 1000 electrons were simulated. This guarantees
that the statistical error on the mean of the simulated distribution of Eq is small. With
typically about 20 different values for kB and the 61 different electron energies which are
available from the laboratory measurement this leads to over 106 electrons which have
to be simulated for one scintillator. These extensive computing tasks can be efficiently
done at the computing center in Lyon (CCIN2P3) where multiple simulation jobs can
be processed in parallel. Then a χ2 fit of the data with the simulated Eq values (mean
of the distribution from 1000 particles) was done with two free parameters: one global
normalization c0 and kB:

χ2 =
61∑
n=1

(
Ldata(Ei)− c0 ·Eq,MC,kB(Ei)

)2

σ2
data(Ei) + c2

0 ·σ2
MC,kB(Ei)

. (3.8)

The experimental data for the ith electron energy data point is denoted by Ldata(Ei) with
its corresponding error σdata(Ei). For the simulation, Eq,MC,kB(Ei) is the mean quenched
energy for the ith energy and σMC,kB(Ei) is the error on the mean. These small errors
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Figure 3.11: Results for the χ2 fit of the MC output to the experimental data for the
Target scintillator. Over the second free fit parameter (global normalization
factor) has been marginalized (χ2 was minimized with respect to the global
normalization factor for each kB value). This χ2(kB) function can be
approximated by a quadratical function (red line).

from the simulation have been quadratically added to the experimental errors. However,
the effect on the χ2 is negligible since the experimental errors dominate.

In Figure 3.11 the χ2 values from this analysis are shown for different kB for the
default configuration of Geant4. The shape of the light yield function determines the
best fit value of kB. Over the global normalization fit parameter was marginalized since
a priori we do not have sufficient information on the true normalization factor between
the experimental values and the simulation. From the quadratical approximation of the
χ2(kB) function the best fit value and the corresponding statistical error is extracted:
kB=(0.202 ± 0.003) mm/MeV for the Target. This value can be used in the MC with
the default settings.

Results Using the best fit value for kB the experimental data is well described. The fit
of the data for the default settings in Geant4 is shown in Figure 3.12. The value for the
best fit kB differs significantly from the value obtained with the numerical integration
of the Birks equation. The reason for this difference is due to the differences in the
calculation of the visible energy which are presented in the ‘Discussion’ paragraphs
below. These differences depend on the settings of the tracking control parameters.

In section 3.4 we presented the kB parameters obtained by the analysis which was
done without using the MC software. There equation (3.3) was integrated numerically
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Figure 3.12: Best fit of Monte Carlo light production (red points, simulation of 104

electrons per point)) to data for the DC ν-Target scintillator. Here the
default parameters for the stepping commands have been used. We only
included statistical errors. The Birks parameter is tuned to kB=(0.202 ±
0.003) mm/MeV.

with small step sizes ∆x. We did not explicitly calculate the energy loss for secondary
particles and we did not include fluctuations. As a check of the consistency of this
method with the MC tuning we can use the commands described above to check if the
same result is obtained with MC if similar conditions are applied: A maximal relative
energy loss per step of 5 % is chosen and a minimal step length of 10−5 mm to approach
the small step size in the numerical analysis. No secondary particles were produced (a
very high threshold for secondary particle production was chosen) and fluctuations were
turned off. For the Target scintillator the result for kB is (0.0164 ± 0.0003) cm/MeV
and thus perfectly agrees with the result of the numerical method (see second to last
line in table 3.2 and first line in table 3.1). This was expected because it was explicitly
confirmed that the dE/dx values for both analyses agree (see Figure 3.10). This check
was done to confirm the understanding of the implementation of ionization quenching
in the simulation.

The influence of the Geant4 particle tracking parameters on the kB value which best
describes the data has been further studied. It is found that the best fit values for kB
vary significantly if the parameters of the stepping commands are changed (see table
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3.2). Note that for the MC studies only statistical errors are considered. This explains
why the error intervals are generally smaller than the ones in section 3.4.

/process/eLoss /run/particle /process/eLoss kB [cm/MeV]
/StepFunction /setCut /fluct

0.20 1 mm (d) 0.01 mm (d) true (d) 0.0202± 0.0003
0.05 0.1 mm 0.01 mm true 0.0232± 0.0004
0.05 0.001 mm 0.01 mm true 0.0174± 0.0003
0.05 10−5 mm 0.01 mm true 0.0107± 0.0003
0.05 10−5 mm 105 mm false 0.0164± 0.0003
0.20 1 mm 0.001 mm true 0.0287± 0.0005

Table 3.2: Results for the best fit kB with different stepping commands for the ν-Target
scintillator. The entries in the table are the parameter(s) of the corresponding
command. The statistical errors of the fits are given. Default settings are
marked with (d).

Figure 3.12 shows the resulting best fit for the default parameters. For these settings χ2

of the fit to the experimental data is lowest of all the options which were tested and the
ionization quenching effect is well described (see Figure 3.12). The χ2 values per degree of
freedom are generally higher than one. This can be due to small systematic nonlinearities
in the measurement or due to the fact that the Birks equation implementation is not
perfect for the description of the data. If the systematic errors are included, the values
for χ2/dof are close to one (see table 3.1).
One can see that the best fit values for kB change more than a factor of two when

different settings in Geant4 are compared. This leads to the conclusion that it is required
to tune a given MC simulation software with the experimental data instead of using a
value obtained by a different analysis method. But it also shows that for a wide range
of Geant4 parameter settings, description of the data is possible in the energy range of
the available data by tuning of the Birks parameter.

Discussion: Effect of the MC step size The underlying reasons why the best fit
kB parameters vary strongly with the applied Geant4 settings are discussed in this
paragraph. First, the dependency on the MC step size was investigated. The travel
distance (also: stopping range) x0 of an electron in the scintillator is calculated in
Geant4 from dE/dx:

x0 =

E0∫
0

1
dE
dx

(E)
dE. (3.9)

For an initial electron energy E0 of 140 keV the travel distance is about 0.30 mm. As
explained above the default parameter settings for Geant4 include the condition that the
minimal step length coming from the continuous energy loss process is 1 mm. This means
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that an electron of 140 keV only takes one simulation step if it does not participate in
another process than continuous energy loss. In the case of complete energy deposition
within one step, equation (3.7) becomes

Eq =
E0

1 + kB
(
E0

x0

) . (3.10)

In the Geant4 simulation the travel distance during one step ∆x is always calculated via
the integral over the inverse specific energy loss as in equation (3.9). For steps where
not the complete energy is deposited, the integration range in equation (3.9) is adjusted.
The value for the quenched (visible) energy Eq for a single step is different from the
quenched energy for many steps. In the limit of an infinite number of steps we get

Eq =

E0∫
0

1

1 + kB · dE
dx

(E)
dE. (3.11)

As explained before, the normalization factor for the MC fit of the data is a free param-
eter. We can absorb any fractional loss in Eq which is common to all energies with this
global factor in the fit. In the simulation one can increase the light yield constant L0

(see equation (3.3)) by this common factor. The interesting quantity is the Eq ratio for
two different energies. This corresponds to the shape of the light yield function and thus
the impact of ionization quenching. To illustrate this the Eq numbers are calculated for
140 keV and 40 keV for both the single step equation (3.10) and the integral (infinite
number of steps) equation (3.11). For kB in both cases 0.0158 cm/MeV is assumed
which is the value from the numerical integration method for the Target scintillator.
For the single step we get Eq,1(140 keV)=130.29 keV and Eq,1(40 keV)=33.76 keV. For
infinite number of steps Eq,inf(140 keV)=125.92 keV and Eq,inf(40 keV)=31.87 keV is
obtained. We are interested in the ratio between 40 keV and 140 keV since this reflects
the shape of the light yield function. For one step a ratio of 3.859 is obtained and for the
integral calculation 3.951 is calculated. The lower number for one step means that the
simulated nonlinearity in the case of one step is weaker than for the limit of an infinite
number of steps. This can be balanced by a higher kB parameter. If the kB factor is
changed for the one-step case from 0.0158 cm/MeV to 0.0202 cm/MeV, which is the best
fit value for the MC simulation default settings, the same ratio 3.951 as for the integral
with kB = 0.0158 cm/MeV is obtained. This example illustrates how the number of
steps leads to different effective Birks parameters kB. Thus, it can be understood why
the value for the best fit kB for the default setting is smaller than for many steps (see
table 3.2).

It turns out that for the default settings in Geant4 only one step is performed for
electrons with energies below about 315 keV. At 315 keV we get from equation (3.9)
that the stopping range is 1 mm. This is the default lower limit for the step size.
Above about 315 keV the particle is propagated in two steps in most of the cases. The
transition from one step to two steps leads to a small difference in the mean quenched
energy in the simulation. Figure 3.13 shows the difference between the quenched energy
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(a) 1 step (b) 2 steps

Figure 3.13: Difference in visible energy calculation with one (a) and two (b) Monte Carlo
simulation steps compared to the limit of infinite number of steps (blue line,
equation (3.11)). The red lines correspond to the Geant4 calculation with
equation (3.7). The Birks parameter kB = 0.0202 cm/MeV has been used
here. The area under each function represents the visible energy.

calculation for the case of one or two steps. It turns out that the value for Eq for
two steps is slightly lower than for one step. This leads to a small bump in Eq/E0 at
the transition energy where the calculation switches from one step to two steps (see
Figure 3.14 (a)). It has to be kept in mind that this effect, although small (0.4 %),
occurs for the default stepping settings in Geant4. When choosing smaller step sizes
with /process/eLoss/StepFunction 0.05 0.1 mm the energy at which the transition
from one step to two steps takes place occurs at an energy of about 75 keV. This effect
leads to a bump in the energy region where the experimental data has been taken. It is
shown in Figure 3.14 (b). For a higher number of simulation steps the effect will shift
toward lower energies. There are practical limitations to the number of steps since the
CPU time needed for particle tracking becomes bigger with increasing number of steps.
It has to be noted that the tracking of particles is canceled by Geant4 if the size of the
steps becomes too small. Also, the widths of the visible energy distributions depend on
the number of steps (see below). These considerations have to be taken into account
when the step size is chosen.

Another option which can be considered for the simulation is the calculation of the
visible energy with the integral given in equation (3.11) using the energy before the step
and the energy after the step for the limits of the integral. The Geant4 tracking could
still be done with the default settings and thus a low number of steps. This approach
is described in [101]. It has the benefit that the best fit kB is insensitive to changes of
the tracking parameters and that the small bumps in Eq/E0, which occur for the default
settings, disappear. On the other hand this ‘integral approach’ has the disadvantage
that it is difficult to handle the fluctuations in the specific energy loss. For the default
implementation with equation (3.7) the fluctuations are incorporated automatically.

78



3 Nonlinearity in the scintillation light production of low energy electrons

(a) (b)

Figure 3.14: (a) Eq/E0 at the transition between one simulation step and two simulation
steps. Note that the difference between Eq/E0 for E0 = 0.30 MeV and E0 =
0.33 MeV is as low as 0.4 %. Here, the secondary particle production has
been turned off to show the effect of the number of steps more clearly. (b)
Fit of the data with /process/eLoss/StepFunction 0.05 0.1 mm. For
this setting the transition between one and two steps can be seen at about
75 keV.

Discussion: Energy loss fluctuations and secondary particle production The
threshold for production of secondary particles also has an impact on the best fit kB. In
the case of electrons with energies between 20 keV and 140 keV, the secondary par-
ticles are mainly other electrons or gammas which in turn produce more electrons.
Each charged secondary particle which is individually tracked by Geant4 is subjected
to quenching via equation (3.7). The energy lost by a secondary particle is quenched
stronger since the dE/dx values at lower particle energies are higher. If the same energy
loss is treated as a continuous energy loss of the primary particle, the energy is quenched
less since the primary particle’s energy is higher and thus the dE/dx is lower. Physi-
cally, this effect can be interpreted with the concept of an ionization column around the
primary particle track. Secondary electrons with sufficiently high stopping range can es-
cape the ionization column. Then they in turn produce a smaller ionization column with
higher ionization density [102]. The effect of a different secondary production thresh-
old on the quenched energy spectrum is shown in Figure 3.15. In total, the simulated
quenched energy is lower if many secondary particles are crated due to a low secondary
particle threshold. The best fit quenching parameter kB is sensitive to the shape of
the light yield function. Since a higher effective kB is obtained for the lower secondary
particle threshold (see last line in table 3.2) it seems that the relative decrease in Eq
due to secondary particle production is dependent on the initial electron energy. The
details depend on the energy-dependent cross sections for secondary particle production
and have not been studied further here.
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Figure 3.15: Simulation of 10000 electrons of 0.14 MeV energy. The visible energy spec-
trum calculated by Geant4 for different secondary particle threshold set-
tings is shown. Default settings (/run/particle/setCut 0.01 mm) give
the black histogram. The peak at 0.128 MeV corresponds to particles
where no secondary particle has been produced, the two smaller peaks cor-
respond to one and two produced secondaries respectively. For the red his-
togram, the production threshold for secondary particles has been lowered
(/run/particle/setCut 0.001 mm). Here, about 10 secondary particles
per primary particle are produced.

The width of the simulated visible energy spectra also depends on the tracking param-
eter settings. Figure 3.15 shows that increased secondary particle production broadens
the shape of the visible energy spectrum. Also the number of steps influences the widths
and the mean value. For small step sizes (i.e. /process/eLoss/StepFunction 0.05
1e-5 mm) the width of the visible energy distribution is bigger and the mean is lower
(see Figure 3.16). The right peak of the black histogram corresponds to electrons which
do not produce a secondary particle and which lose all their energy within one step. In
this case the fluctuations are small. It has been checked that the number of secondary
particles is the same regardless of the step size. This means that the broadening of the
red distribution comes from the dE/dx fluctuations, which are calculated for each step
individually. For the red histogram the 140 keV electrons lose their energy in about
130 steps. For each step a fluctuation in the dE/dx is calculated and this leads to a
broadening of the visible energy distribution through application of equation (3.7). The
shift of the mean value has been explained in the paragraph ‘Effect of the MC step size’.
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Figure 3.16: Monte Carlo visible energy spectra for the default settings (black histogram)
and for a small step size setting (red histogram).

Summary of the Monte Carlo tuning It has been shown that the experimental data
from the laboratory measurements can be well described with the Monte Carlo software
(see Figure 3.12) using the default settings after tuning the Birks parameter in the
simulation. Effective kB values for other simulation settings, which are able to describe
the data as well, have been determined (see table 3.2). More detailed studies revealed
several subtleties concerning the calculation of the visible energy and the implementation
of Birks law. For different numbers of steps there are differences in the results for the
visible energies. It has been shown that in the Monte Carlo simulation the widths
depend on the tracking command settings as well. It would therefore be interesting to
further study the actual widths of the distributions with measurements and adjust the
MC settings accordingly. The energy range of the laboratory measurement was 20 keV
to 140 keV. It is difficult to extrapolate to much higher energies. This can be seen by the
fact that the MC fits for different tracking command settings can differ slightly at high
energies (see Figure 3.17) although they both reproduce the data well in the 20 keV to
140 keV range. It is therefore proposed to review the best Monte Carlo parameter settings
and the best method for calculating the visible energy with the help of calibration data
from the Double Chooz far detector once other sources of nonlinearity not coming from
scintillator physics are studied and controlled with precision. The Cherenkov effect will
also contribute to the nonlinearity in the MeV energy range and has to be studied with
detector data since the Monte Carlo simulation of the Cherenkov effect is difficult to tune
a priori. The reason for the difficulties is that the refractive index of the scintillators can
not be measured for all relevant wavelengths since photons are immediately absorbed
by the scintillator at low wavelengths. Subsequent wavelength-shifting complicates the
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Figure 3.17: Monte Carlo electron energy scale prediction from 0.1 MeV to 10 MeV for
default settings and small step settings. For both settings the effective kB
values have been used which reproduce the laboratory measurement data
at 20 keV to 140 keV.

prediction of the Cherenkov contribution to the measured charge in the photomultiplier
tubes. Thus it is proposed to study the Cherenkov contribution with detector data
and adjust the ionization quenching simulation together with the Cherenkov simulation.
However, for the ionization quenching simulation a solid starting point has been obtained
with the help of the laboratory measurements.

Currently, the default simulation settings are used and for each Double Chooz scintil-
lator an effective Birks parameter has been found which is suitable to describe the data
from the laboratory measurements. Finally, the results for the tuning of the effective
kB are listed for these default settings for the Target (Figure 3.12), GC and the Veto
scintillator. In Figure 3.18 the experimental data together with the best Monte Carlo fit
is shown for GC and Veto. The same plot for the Target scintillator is shown in Figure
3.12. Table 3.3 summarizes the effective kB for the three scintillators.

3.6 Summary

The ionization quenching effect for electrons is important for the energy scale in Double
Chooz. Positrons and gammas which are detected after neutrino interactions are af-
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(a) GC (b) Veto

Figure 3.18: Monte Carlo fits (red points) of the experimental data for the Gamma
Catcher scintillator (a) and the Veto∗ scintillator.

Scintillator Birks parameter kB [cm/MeV]

Target 0.0202 ± 0.0003
GC (2 g/l PPO) 0.0335 ± 0.0006
Veto∗ 0.0205 ± 0.0004

Table 3.3: Results for the Monte Carlo effective Birks parameters for the three Double
Chooz scintillators. The default Geant4 tracking parameter settings have
been used. Statistical errors are listed. Veto∗: 64 % tetradecane, 36 % LAB,
3 g/l PPO, 20 mg/l bis-MSB.

fected differently by the nonlinearity in light production. The results presented here in
combination with detector calibration data quantify the corrections for the energy scale.

A setup has been constructed which was used to measure the non-proportionality in
light output of low energy electrons (20 keV to 140 keV). It includes a germanium detec-
tor to precisely measure the energy of Compton scattered gammas and thus determine
the energy of the recoiled electrons which excite the scintillator. The analysis of the
laboratory measurement data was presented and the energy dependent light output was
obtained for multiple scintillators including the Double Chooz liquid scintillators.

A description of the experimental data was successfully done with Birks’ equation
using the Berger-Seltzer equation for the energy loss of electrons. Results for the Birks
parameter kB for each scintillator are obtained with a numerical integration of the Birks
equation. The differences in the kB values are discussed and understood with the help of
the light yield model and the results from the scintillator emission time measurements.

The Geant4-based Monte Carlo simulation in Double Chooz was tuned with the results
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from the laboratory measurements. The same implementation of ionization quenching
is used as in the default Geant4 algorithms. The results of the MC tuning are thus
relevant for the implementation of ionization quenching in Geant4 in general.
The Birks parameter kB for the Target scintillator, which has to be used in the Monte

Carlo software to correctly describe the experimental data, varies significantly if the
simulation tracking parameters (step size, secondary particle production and energy loss
fluctuations) are changed (table 3.2). This means that values for kB have to be tuned for
each setting individually to describe the laboratory measurements and kB values from
an analysis with a given setting can not be used for other settings. These dependencies
on the Geant4 tracking parameters have been analyzed and they can be understood
when looking into the details of the light production calculation of the simulation.

Currently the default Geant4 parameter settings are used and kB is tuned accordingly
with laboratory measurements (table 3.3). Additionally, tuned kB values are provided
for a wide range of other parameter settings and the choice of these settings can be
further optimized once calibration data from the detector is available which will provide
additional information on the ionization quenching and Cherenkov effects.
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4 Alpha quenching laboratory
measurements and Monte Carlo
simulation tuning

4.1 Introduction and Motivation

Alpha particles have a higher energy loss per unit length dE/dx than electrons of the
same energy when passing through matter. This leads to higher ionization and excitation
densities along the particle track. The ionization quenching process, which is described
in more detail in section 3.2 and which is responsible for the nonlinearity in the light
yield function for electrons (see chapter 3) is much more pronounced for alphas than for
electrons. It leads to a considerable loss in scintillation efficiency and to nonlinearities
at the scale of MeV (‘alpha quenching’). For electrons the ionization quenching effect
is most visible at energies below about 100 keV (section 3.4). This introductory section
and section 4.2 describe the specific energy loss for alpha particles in more detail.
Laboratory measurements on the so-called ‘alpha quenching effect’ are presented for
different liquid scintillator compositions including the Double Chooz scintillators. The
alpha quenching factor (QF) at a given alpha energy is defined as the ratio of the alpha
energy over the electron energy which produces the same amount of light L = x1

QF =
Eα(L = x1)

Ee−(L = x1)
. (4.1)

In order to determine the alpha QF we need to excite the scintillators with both electrons
and alpha particles. In section 4.3 the two methods are presented which were used to
dope the scintillators with alpha emitting isotopes. In order to excite the scintillator
with electrons we use the same ‘Compton Backscatter Peak’ method which was described
in section 2.2. Gamma sources of different energies are used to calibrate the light yield
under electron excitation with high accuracy. A Monte Carlo simulation was performed
to get the energy distribution of the backscattered electrons in the ‘Compton Backscatter
Peak’ configuration (section 4.4).
The alpha quenching factors determine at which electron-like energies in the Double
Chooz detector energy spectrum the alpha peaks occur. They are therefore important for
the estimation of the background contribution coming from the alpha emitting isotopes
from natural radioactivity in the detector.
In section 4.5 the results of the laboratory measurements are presented and discussed.
They can be related to the light yield results and the scintillator emission time behavior
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Figure 4.1: The specific energy loss for alpha particles. The blue line shows equation
(4.2) without the density correction δ, the higher order corrections F and
the shell corrections. It deviates significantly for energies below about 2 MeV
from the red points, which have been obtained from tabulated values for
dE/dx [106]. In both cases the material constants have been calculated for
the Target scintillator composition.

which was studied in this work as well. The results can be understood with the help of
the light yield model concepts and they contribute to our understanding of the physical
processes in the Double Chooz scintillators.
Finally, the results of the measurements have been used to adjust the Double Chooz
Monte Carlo light output for alpha particles in section 4.6. The results are discussed
and compared to the quenching parameters obtained from electrons.

4.2 Energy loss of alpha particles passing through
matter

The energy loss for ions is described by the Bethe equation [107]. This equation is
used in many different forms and several generalizations and extensions have been put
forward by various authors. An overview of the development of the equations and their
derivation is given in [108]. In the simulation software Geant4 several of these corrections
are implemented. The equation which is used in [105] is

dE

dx
= 2πr2

emec
2ne

z2

β2

[
ln

(
2mec

2β2γ2Tmax
I2

)
− 2β2 − δ − 2Ce

Z
+ F

]
. (4.2)
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The classical electron radius is denoted by re, the electron rest energy is given by mec
2,

the electron density in the given medium is ne, the charge of the incident hadron is z,
β is the particle velocity divided by the speed of light, γ is the Lorentz factor, I is the
mean ionization energy of the medium and the maximal energy which is transferable
from an incident particle of mass M to an electron is

Tmax =
2mec

2(γ2 − 1)

1 + 2γ(me
M

) + (me
M

)2
. (4.3)

The term δ accounts for the density correction effect [91] which can be neglected in our
case for alpha particles with less than 10 MeV kinetic energy. Higher order corrections
which are described in more detail in [108, 105] are summarized by the term F . The term
2Ce/Z describes the shell correction terms which become important for low energies. For
alpha particles this term becomes significant below about 2 MeV and it is difficult to
calculate. The effect of this term is illustrated in Figure 4.1, which shows the specific
energy loss for alpha particles in the Target scintillator.
The red points in Figure 4.1 have been obtained by combination (summation weighted
with the weight fraction) of tabulated dE/dx values [106] for hydrogen and carbon.
These tabulated values (starting at 1 keV) combine information from measurements
with model calculations and they are used by Geant4 as well for low energies. Other
elements are negligible in the scintillator compositions analyzed in this work. All the
scintillators have similar H/C ratios, electron densities and mean ionization energies.
Figure 4.1 is therefore representative for the other scintillators as well. The deviation of
equation (4.2) without the shell correction from the tabulated values is significant. It
was therefore decided to use the tabulated values for dE/dx rather than trying to do the
difficult corrections. However, it is a good consistency check that the dE/dx obtained
with the help of the tabulated values and equation (4.2) agree closely between 4 MeV
and 8 MeV.
A peak in dE/dx at alpha energies below 1 MeV energy is obtained. The behavior
is qualitatively similar to the behavior for electrons shown in Figure 3.1. However,
for alphas the dE/dx values are about a factor of ten higher in the peak than for
electrons (note the different scales in the two figures) and the peak is at much higher
kinetic energies. Due to the higher dE/dx alpha particles have shorter travel distances
than electrons. An alpha particle of 7.7 MeV energy has a stopping range of about
80 µm in our scintillators. The ionization and excitation density is higher and therefore
their light production in liquid scintillators is more affected by ionization quenching.
The underlying physics of ionization quenching is the same as for electrons (see section
3.2). This means that the Birks equation (3.3) for the description of the scintillation
inefficiency can be used for alphas as well.
The natural radioactive alpha emitting isotopes come mainly from the uranium series
(238U) and the thorium series (232Th). A smaller contribution comes from the 235U
series. They produce alpha particles with energies between 4 MeV and 9 MeV. For
energies below 9 MeV, dE/dx is higher than 500 MeV/cm in the scintillators. For a
typical Birks parameter of 0.02 cm/MeV the product kB · dE/dx is thus higher than 10.
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This means that the Birks equation can be approximated roughly by

dL

dx
(E) =

L0 · dEdx (E)

1 + kB · dE
dx

(E)
≈ L0

kB
. (4.4)

This approximation is not actually applied in the Monte Carlo analysis described in
section 4.6 but it is useful for discussion purposes. It means that the total amount of
light produced is approximately proportional to the total stopping range x0 of the alpha
particle which can be calculated from the specific energy loss with equation (3.9). It also
means that, to first order, kB does not influence the shape of the light yield function, as
it was the case for electrons, but only the normalization of the light production efficiency.
This explains why both electron and alpha data is needed to extract the Birks parameter
kB from alpha measurements. Additional information is required on the light yield scale
for alphas. It is obtained by a combined analysis of the data from electrons and alphas.
In section 4.6 the laboratory measurement data will be used together with Birks’ equation
to extract the Birks parameter kB. The tuning of the MC model is done with the same
data.

Figure 4.2: The main branch of the 226Ra decay series. 226Ra is produced in the 238U
decay series. Alpha particle emitting isotopes used in the measurements are
shown in red. The half-lives are given in units of years (y), days (d), minutes
(m) or microseconds (µs).

4.3 Alpha sources for the laboratory measurements

Two different alpha particle sources were used to conduct the alpha quenching mea-
surements. In both cases different parts of the 226Ra decay series shown in Figure 4.2
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are used. The goal is to bring alpha emitting isotopes into the scintillator. In contrast
to gamma rays alpha particles cannot be used to irradiate scintillator samples through
the glass vial. Two methods are described which have been used to overcome this diffi-
culty and bring the alpha emitting isotopes directly into the scintillator (sections 4.3.1
and 4.3.2). In total four different isotopes which emit alphas have been used in the
measurements. They are listed together with the alpha energies in table 4.1.

Isotope α energy
210Po 5.305 MeV
222Rn 5.490 MeV
218Po 6.002 MeV
214Po 7.687 MeV

Table 4.1: Alpha emitting isotopes and alpha energies used in the laboratory measure-
ments.

4.3.1 The 210Po source

Naturally occurring uranium salt with an activity of 1.3 MBq of 226Ra decays was used
as the primary source for 210Po isotopes. The natural abundance fraction of the isotope
238U is 99.3 %. The noble gas 222Rn is produced in the main branch of the 238U decay
chain. A dedicated setup has been used to extract the radon from the Uranium salt and
flush it through PPO powder. In Figure 4.3 this setup is shown. It consists of a bottle
which contains the Uranium salt, a second glass bottle with PPO powder and a pump
which circulates air through the two bottles. The 222Rn atoms partially stick to the PPO
crystals in the second bottle. Then 222Rn and its daughters decay within the timescale
of several days (see Figure 4.2) until 210Pb is produced which has a half-life of 22.3 years.
The pumping of air through the PPO powder has been done for 197 days in 2003 to
grow in 210Pb. After that the glass bottle with the PPO has been disconnected from the
setup. When the study of alpha quenching was started in 2008 essentially all isotopes
of the radium series prior to 210Pb were gone and the 210Bi and the desired 210Po decays
were in secular equilibrium with the 210Pb decay. This follows from the much shorter
half-lives of 210Bi and 210Po compared to the half-life of 210Pb. This procedure allowed
to have an alpha emitting isotope directly attached to PPO which is a component of
the studied liquid scintillators. Thus the alpha-emitting 210Po can be brought directly
into the scintillator without introducing additional chemicals or changing the scintillator
handling procedures.

4.3.2 The 222Rn, 218Po and 214Po source

The second source for alphas is an acidic solution of HCl plus BaCl2 in water. In
this solution we have a 226Ra activity of 25.6 Bq. The extraction of 222Rn is shown
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Figure 4.3: Setup to extract 222Rn from Uranium salt and flush it through PPO powder.
Two 0.2 µm (regenerated cellulose) filters were used to prevent particles from
contaminating the setup.

schematically in Figure 4.4. After a time which is long compared to the half-life of
222Rn (3.82 days) the activity of 222Rn is approximately the same as for its parent 226Ra.
However, in order to perform a measurement of the light yield in a reasonable time scale
(hours) an activity of several Bq is needed. This means that one does not need to wait
until the 222Rn activity in the source has fully recovered after the previous extraction. A
few days after the measurement the 222Rn activity in the source is already high enough
again.
The solubility of 222Rn atoms in gaseous nitrogen is higher than in the Ra solution and
the solubility in the scintillator is even higher compared to nitrogen [109]. This helps to
extract most of the 222Rn atoms and transfer them efficiently to the scintillator sample
with the help of a nitrogen gas bottle. The flux of the extraction has been controlled
with a Tylan FC 280 mass flow controller at about 10 cm3/min. Thus, the flux could be
held stable and reproducible. Inside the scintillator we can now observe 222Rn decays to
210Pb via 218Po and 214Po emitting alpha particles with three distinct energies.
Both alpha sources have been carefully handled in a dedicated extractor hood in the
MPIK radiochemical laboratory in order to guarantee safety and to avoid contamination
of other equipment.

4.4 Experimental setup

The laboratory measurements have been performed at the MPIK Low Level Laboratory
(LLL) to reduce the measurement background. It provides 15 m water equivalent of
shielding which efficiently suppresses the hadronic component of the atmospheric radia-
tion. Additionally, lead bricks have been used to shield the setup from gamma rays. A
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Figure 4.4: Setup to extract 222Rn from a solution with 226Ra and flush it directly
through the scintillator sample.

comparison of light yield spectra with 40 g/l PPO and 7 g/l PPO in the Target scintil-
lator show that the remaining background is dominated by the irreducible background
from 210Bi and 210Pb.
The setup which was used for the measurement of the light output for electrons is the
‘Compton Backscatter Peak’ setup which was explained in section 2.2. For the case of
excitation by alpha particles only the PMT 1 channel (see Figure 2.1) is analyzed with-
out the coincidence configuration. An offline data analysis of the PMT pulses is done as
it was explained before for the light yield measurements. The alpha emitting isotopes
inside the scintillator can be assumed to be distributed homogeneously in the scintilla-
tor volume. Due to the very short travel distance (stopping range) of alpha particles in
the liquid scintillators of the order of tens of micrometers it is likely that a given alpha
particle deposits all its energy in the scintillator and does not hit the wall of the glass
vial. We therefore see gaussian peaks in the scintillation light spectrum coming from
the monoenergetic alpha lines as expected (see Figure 4.5). The spectra are fit with the
sum of a constant term, an exponential term and one or three gaussian terms depending
on the alpha source in use.

Compton backscatter peak electron energy distribution In order to calculate the
quenching factors and tune the MC properly the scintillator samples have to be ex-
cited with alphas and electrons of known energies. For the alpha particles the energies
are known from literature with precision. For electrons the Compton backscatter peak
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(a) (b)

Figure 4.5: The left plot shows a typical light yield spectrum for 210Po (Eα=5.305 MeV)
decay inside the scintillator. A typical spectrum for 222Rn (Eα=5.490 MeV),
218Po (Eα=6.002 MeV) and 214Po (Eα=7.687 MeV) decay is shown in the
right plot.

method is used. We know the initial gamma energy from literature but for the recoil
electrons an energy distribution is obtained due to the variation in the Compton scatter-
ing angle. Choosing the backscatter configuration has the benefit that the electron recoil
energies are less sensitive to the angle due to the flat cosine-dependency (see equation
(2.1)). In this section, the small correction of the mean recoil energy is determined to
first order. It comes from the deviation of the scattering angle from exactly 180 degrees.
This correction depends on the geometry of the Compton backscatter peak setup and
the materials involved.
A simple Monte Carlo (MC) model of the setup was written. The general idea of the
MC model is to draw six random numbers which correspond to the coordinates of the
two vertices of one coincidence event. These vertices are homogeneously distributed in
the volume of the liquid scintillator vial and the sensitive NaI volume respectively. After
this a part of the events are rejected in order to account for the fact that the vertices
are not equally probable.
Three effects are taken into account in order to select the interaction points:

• The 1/r2 decrease in probability for both the initial photon and the scattered
photon.

• The attenuation length of the backscattered photons in the NaI crystal.

• The angular dependence of the probability for Compton scattering (equation (4.5)).

The attenuation length for gammas in the relevant energy range in the liquid scintillator
is more than one order of magnitude higher than the dimension of the vessel and thus
can be neglected.
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(a)

(b)

(c)

Figure 4.6: Side view of the vertex distributions for 54Mn (a), 137Cs (b) and 203Hg (c).

The rejection of events is done with the acceptance-rejection method [110, 111]: given a
probability density function (PDF) random numbers are generated which are distributed
like this PDF by drawing an uniformly distributed random number x and rejecting it if
y > PDF(x) where y is another uniformly distributed random number. The range from
which the random number y is drawn has to be bigger than the maximum of PDF(x).
Then the non-rejected x are distributed with PDF(x). This method is useful if the
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(a) (b)

Figure 4.7: Front view of the vertex distribution for the 137Cs source. The liquid scintil-
lator cell is shown in (a), the NaI crystal is shown in (b).

integration (or the subsequent inversion) of PDF(x) is not easy but the maximum of
PDF in the relevant range can be estimated. The disadvantage is that it is more CPU
intensive especially if PDF(x) spans over a big range, since two random numbers have
to be drawn and the rejected x can not be used. In our case the drawbacks are not
problematic.
For the partial rejection due to the solid angle effect we have a PDF which is proportional
to 1/r2. To take into account the attenuation length in NaI a rejection is applied based
on PDF which follows e−r/λ. The attenuation lengths in NaI (density=3.67 g/cm3) at the
energies of the backscattered photons are listed in table 4.2 [112]. They have been cross-

γ source Photon energy Attenuation length λ
54Mn 195.6 keV 0.80 cm
137Cs 184.0 keV 0.70 cm
203Hg 133.4 keV 0.34 cm

Table 4.2: Photon attenuation lengths in a NaI crystal.

checked with the XCOM photon cross sections database [113] and a good agreement has
been found. Photoelectric absorption dominates for all three energies and scattering is
neglected in the MC simulation. The angular distribution of the Compton scattering
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follows the Klein-Nishina equation [114, 115]:

dσ

dΩ
=

1

2
r2
e ·

1(
1 + Eγ

mec2
(1− cosφ)

)2 ·


(

Eγ
mec2

)2

(1− cosφ)2

1 + Eγ
mec2

(1− cosφ)
+ 1 + cos2 φ

 . (4.5)

The classical electron radius is denoted by re, the rest energy of an electron is mec
2, φ is

the scattering angle and Eγ is the gamma energy before scattering. Here the use of the
acceptance-rejection method is beneficial since it is much easier to get an upper bound
for this distribution than to integrate it and then invert the integral.
The coordinate system in our model is centered at the position of the gamma source. The
distance from the source to the glass vial which contains the scintillator is 4.9 cm in the
Compton backscatter peak geometry. The NaI crystal sensitive volume has a cylindrical
shape and it is placed 6.4 cm away from the source. In Figure 4.6 and Figure 4.7 the
distribution of the vertices after the rejection procedure is shown.
Finally, the energy of the scattered electron is calculated for each pair of vertices which
passed the rejection steps. The distributions are shown in Figure 4.8. We observe that
the deviation of the mean energy from the 180 degree backscattering value is below 1 %.
As a result of the MC study in this paragraph the mean values of the electron energy
distributions are given in table 4.3. These are the energies which have to be compared
with the alpha energies in order to get the quenching factors.

γ source electron energy
54Mn 144.8 keV
137Cs 475.7 keV
203Hg 637.1 keV

Table 4.3: Mean simulated energies of backscattered electrons in the Compton backscat-
ter peak geometry.

4.5 Quenching factor results from laboratory
measurements

Two sets of measurements have been performed with the two different alpha sources
for each scintillator. One set consists of five measurements: Three different gamma
sources were used plus the measurement of the alpha source. The fifth measurement is
a repetition of the 137Cs or 54Mn measurement. Usually, the first measurement was a
measurement of the 137Cs or 54Mn source, then the alpha source was measured. After
this, the same gamma source was measured again. Then the two other gamma sources
were used. This procedure has the advantage that the stability of the mean LY can
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(a)

(b)

(c)

Figure 4.8: Energies of the scattered electrons in the Compton backscatter peak geo-
metry for 54Mn (a), 137Cs (b) and 203Hg (c).
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(a) (b)

Figure 4.9: Experimental results for the alpha quenching measurements in the Target.
The left (right) plot shows the results for the measurement with 210Po (222Rn,
218Po and 214Po) as alpha emitter(s). The red line is a linear fit to the electron
data, horizontal lines represent the light output after alpha excitation. The
vertical lines indicate the corresponding electron energies. On the right plot
the errors of the alpha light yields are omitted for clarity. They are of similar
size than for the left plot. The errors of the determined quenching factors
are given below.

be checked with the two measurements before and after the alpha measurement. Be-
tween each of the measurements the scintillator samples are flushed with nitrogen to
remove oxygen which decreases the scintillation efficiency. More details on the sample
preparation and liquid handling are given in section 2.2.

For the alpha measurements with source number two the nitrogen flushing happens
directly through the bottle with the radium solution. It has been checked in a dedicated
measurement that there is no significant light loss due to this procedure. In principle
it is conceivable that during the flushing through the aqueous radium solution, water
or even acid is transported into the scintillator sample. This could reduce the light
yield. Therefore a check was done to exclude this with the GC with 2 g/l PPO since it
has been seen with other impurity quenching tests that this scintillator is most affected
by impurities (this is also expected from the light yield model studies because this
scintillator has the least effective energy transfer from the solvents to PPO). First the
scintillator was purged for about 10 minutes with nitrogen and then a measurement of
the light yield with the 137Cs source has been done. Then we flushed the scintillator
with nitrogen but going through the radium solution and measured again the light yield
with the 137Cs source. After that step one was repeated. No significant light yield loss
was seen when flushing through the radium solution. For the third measurement the
light yield of the first measurement was recovered. Thus, no degradation was observed
due to the flushing through the radium solution.
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(a) (b)

Figure 4.10: Experimental results for the alpha quenching measurements in the GC.

We focus here on the Double Chooz scintillators. In Figure 4.9 the experimental
results for the Target are presented. The light output for the gamma-induced electrons
after Compton backscattering is given with the corresponding error bars. Then, a linear
fit was done to calibrate the electron energy scale. The linear fit works well for the
range of the three different electron energies (144.8 keV to 637.1 keV). The ionization
quenching effect, which was discussed in the previous chapter, introduces a nonlinearity
below about 100 keV. This can be seen in Figure 4.9 since the linear calibration line
does not cross the point (0,0).

The light output values for alpha excitation are shown as horizontal lines in the plots.
In the left plot of Figure 4.9 the error of the alpha excitation light output is shown as
dashed horizontal lines. The quenching factor can now be calculated by using the electron
energy scale calibration which is shown as a red line. For example, the quenching factor
for 210Po in the Target is QF = 5305 keV

409.5 keV
= 13.0± 0.3. The error on the alpha excitation

light yield is propagated using the electron energy scale function to get the error on the
quenching factors. They turn out to be rather symmetric. The size of the errors can
vary from measurement to measurement. Despite the careful removal of oxygen and
the optimized sealing technique of the small cell, for some of the measurements slight
drifts in the LY are observed (for time-scales of several hours up to few days). This is
probably due to oxygen, which leaks into the cell. In these cases the drift of the light yield
was corrected for which results in bigger error bars for these data points. The Target
scintillator has been measured twice independently with 210Po to check the stability of
the result. The second measurement gave a consistent value of QF = 13.2± 0.3.

Figures 4.10 and 4.11 show the measurements for the GC and Veto scintillators re-
spectively. Other scintillator samples have been measured with the same procedure in
order to get a better understanding of the ionization quenching behavior of the Double
Chooz liquids. The results for the alpha quenching factors are listed in table 4.4. The
GC∗ which was used for these measurements has a slightly different Ondina909 to do-
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(a) (b)

Figure 4.11: Experimental results for the alpha quenching measurements in the Veto
scintillator.

decane ratio than the final GC. This difference is expected to have a negligible effect
on the results since Ondina909 has energy transfer properties which are similar to those
of dodecane. The fine-tuning of the densities is the reason for the modification, as ex-
plained in section 2.6. The scintillator Veto∗ was the Veto candidate at the time these
measurements were done. The aromatic fraction and the PPO concentration changed for
the actual far detector liquid. Still, we can use it as a good reference and the measured
QF should be close to the ones for the final Veto.

Discussion For all scintillators the quenching factor decreases with increasing energy.
This is expected and understood since higher energy alpha particles have lower mean
specific energy loss dE/dx and thus the ionization quenching effect is less pronounced.
It also shows that the two different methods for alpha insertion into the scintillators
give consistent results. Below, this can be seen in more detail when the MC software is
tuned.

The differences between the different scintillators can be very well interpreted and
understood with the help of the light yield model (section 2.3) and the scintillation
timing measurements (chapter 5). Physically, the quenching process can be seen as an
additional energy transfer path which is added to the diagram in Figure 2.5 for highly
ionizing particles. For the scintillators which have a high combined transfer rate for all
energy transfer processes except the ionization quenching process, the probability for
ionization quenching to occur will be low. These are the scintillators which are emitting
their light faster. The time constants for the various scintillators are presented in section
5.5.

The scintillator with the lowest quenching factor is the one with PXE plus PPO. It is
also the scintillator with the lowest emission time constants of all the scintillators which
were measured (see table 5.2). The physical reason is that the energy transfer between
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Scintillator QF (210Po) QF (222Rn) QF (218Po) QF (214Po)
5.305 MeV 5.490 MeV 6.002 MeV 7.687 MeV

Target 13.1 ± 0.2 12.7 ± 0.3 11.9 ± 0.3 9.8 ± 0.4
GC∗ (2 g/l PPO) 17.4 ± 0.5 16.2 ± 0.4 15.3 ± 0.2 12.6 ± 0.6
GC∗ (5 g/l PPO) 15.4 ± 0.7 14.4 ± 0.4 13.7 ± 0.3 11.1 ± 0.3
Veto∗ 13.7 ± 0.5 13.0 ± 0.3 12.2 ± 0.3 10.0 ± 0.2

PXE + 7 g/l PPO 10.4 ± 0.3
PXE + 7 g/l PPO 10.0 ± 0.4
+ 20 mg/l bis-MSB

Dodecane + 7 g/l 16.9 ± 0.6
+ 20 mg/l bis-MSB

Target without 14.4 ± 0.8
Gd and THF

Table 4.4: Alpha quenching factors for various scintillators at different alpha energies.
GC∗: 4 % PXE, 54 % Ondina909, 42 % dodecane, 20 mg/l bis-MSB. Veto∗:
64 % tetradecane, 36 % LAB, 3 g/l PPO, 20 mg/l bis-MSB.

PXE and PPO is very effective and the corresponding time constant for the transfer is
low. It was checked that the addition of bis-MSB does not change the quenching factor
significantly for PXE plus PPO. At a concentration of 20 mg/l, the transfer to bis-MSB
is mainly by emission and absorption of a photon [58] as opposed to the short-range
non-radiative transfers between the other components. This means that the transfer to
bis-MSB is an additional step which is not influenced by quenching since the photon
leaves the region with high ionization density.

For dodecane plus 7 g/l PPO the quenching factor is higher and the emission times
are longer due to the less efficient energy transfer from dodecane to PPO which was
seen with the light yield measurements. The difference between Target with and with-
out gadolinium can also be explained with the same type of argument. If gadolinium
is present it opens an additional energy transfer path for the excited solvent molecules.
This reduces the solvent deexcitation time and makes the scintillator faster (while the
total light yield goes down). The scintillator with gadolinium is less affected by quench-
ing because the additional ionization quenching energy transfer path has less weight
compared to all other paths.

The same arguments apply for the comparison between Target and GC. The Target is
faster because it has more of the efficient PXE to PPO transfer and it has gadolinium.
The difference between the GC with 2 g/l PPO and 5 g/l PPO is also significant. In
section 2.4 the critical concentrations for the transfer from dodecane to PPO, (1.38
± 0.28) g/l, and for (molecules contained in) Ondina909 to PPO (1.54 ± 0.29) were
determined. Dodecane and Ondina909 account for 96 % of the GC solvent and thus the
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change from 5 g/l PPO to 2 g/l PPO makes the scintillator measurably slower (see also
section 5.5).

The Veto scintillator components were not part of the light yield measurements and
the light yield modeling. However, from the discussion above and the consistency we
saw between the scintillator emission time data and the ionization quenching data we
can conclude that the efficiency of energy transfer from the aromatic LAB to PPO is
high because the Veto has low quenching constants and fast emission time constants.

4.6 Determination of the Birks parameter and Monte
Carlo tuning

Monte Carlo simulation adjustment In order to simulate the light output of alpha
particles with arbitrary energies correctly we use the experimental data for the Double
Chooz liquid scintillators from the laboratory measurements to tune the Monte Carlo
software. The quenching factors have already been extracted directly from the data
(section 4.5). However, for simulating the ionization quenching for energies different
from the experimentally probed energies a model of the ionization quenching is needed.
In section 3.5 the details of the Double Chooz Monte Carlo Birks model have been
described. Please refer to this section for the general discussion of the simulation details.
Birks’ model is used for all charged particles in the simulation including alpha particles.
In this section the tuning of the Birks quenching parameter kB for alpha particles is
described. In addition to the tuning of the MC a program was written which evaluates
the Birks equation numerically as it was done before for the electrons. These results
are compared with the Monte Carlo fit results in the next paragraph. The goal is to
arrive at a consistent simulation and understanding for the ionization quenching process
treatment for both alphas and electrons.

The data which is available for each of the Double Chooz scintillators consists of the
light output (in units of the photomultiplier charge) for 3 different electron energies and
4 alpha energies. In section 4.2 it was explained that the Birks parameter for alphas can
not be reliably extracted from the alpha measurements alone. The reason is that kB
does hardly influence the shape of the light yield function Lα(E) for alphas as opposed
to the light yield function for electrons Le−(E). Instead a higher kB value reduces the
overall light output efficiency rather independently of the alpha energy. We therefore
need the data from the 3 different electron energies (where we already know the small
effect of quenching from the previous chapter) to compare with the light yield scale of
the alphas. If the electron and alpha data are fit together we thus arrive at a quenching
parameter for alpha particles.

For about 50 different values of kB and for each of the three different electron energies,
and for the four alpha energies used in the lab measurements, 1000 particles were sim-
ulated for each scintillator. These simulations were performed at the computing center
in Lyon, where multiple computing jobs can be processed in parallel. As a reminder, at
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each particle step the quenched (visible) energy is calculated with equation (3.7):

∆Eq =
∆E0

1 + kB · ∆E0

∆x

. (4.6)

The total visible energy from the simulation is the sum from the individual steps. This
quantity is proportional to the number of scintillation photons in the simulation. The
mean values of the number of photons from the simulation were determined and then
the best fit kB was obtained by comparing these mean values with the experimental
data. In order to adjust the units of the experimental data to the units of the quenched
energy in the simulation, a normalization factor c0 has been used in the fit as a free
parameter. A χ2 minimization approach is used to fit the simulation light output to the
experimental data:

χ2 =
3∑

n=1

(
c0 ·Ldata,e−(Ei)− LMC,e−,kB(Ei)

)2

c2
0 ·σ2

data,e−(Ei) + σ2
MC,e−,kB(Ei)

+
1 or 3∑
n=1

(
c0 ·Ldata,α(Ei)− LMC,α,kB(Ei)

)2

c2
0 ·σ2

data,α(Ei) + σ2
MC,α,kB(Ei)

.

(4.7)
The first sum describes the electrons and the second sum is the contribution from either
one or three alphas, depending on the alpha source which was used. The results for
the two different alpha sources were analyzed independently since it is conceivable that
different systematic errors are associated to the two methods. For the second method,
which uses the radium solution, a dedicated test was done to check that the flushing
through the solution has no effect on the light yield. It is found that the results of the
two methods are consistent (see below).

The experimentally determined light output for electrons and alphas is denoted by
Ldata,e−(Ei) and Ldata,α(Ei) respectively. The corresponding errors are σdata,e−(Ei) and
σdata,α(Ei). The simulation (MC) is dependent on kB. The values for the light output
(mean over 1000 simulated particles) is LMC,e−,kB(Ei) for electrons with the error on
the mean σMC,e−,kB(Ei). The same notation with α instead of e− has been used for the
alpha simulation values.

In this analysis the same kB was used for electrons and for alphas. Cherenkov light
was included in the simulation since it gives a small contribution to the light output
for the electrons. The Cherenkov light threshold is calculated to be about 180 keV in
the scintillators. Thus we have a small Cherenkov contribution (O(1 %)) for the two
gamma sources 137Cs and 54Mn which create electrons inside the scintillator with energies
of 475.7 keV and 637.1 keV respectively.

The simulation studies discussed here have been done with small simulation step sizes.
This means that the Geant4 command /process/eLoss/StepFunction 0.05 1e-5 mm
has been used. This command was described in section 3.5. For this setting the alpha
particles lose their energy in about 100 steps. However, for alphas the total quenched
energy does, in contrast to electrons, only depend very weakly on the number of steps
which are taken. Geant4 calculates the range of a given particle with the exact integral
via equation (3.9). The range does therefore not depend on the step size. Since the
condition kB · dE/dx � 1 holds approximately for alphas with energies below 9 MeV
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Figure 4.12: The combined electron and alpha Monte Carlo fit to the laboratory mea-
surement data for the Target scintillator. Here a common energy axis has
been used for both the alpha particles and the electrons. The best fit value
for the Birks parameter is kB = 0.0102± 0.0002 cm/MeV.

the visible energy is proportional to the range of the particle (see equation (4.4)) and
thus is independent of the details of the step size: dL

dx
≈ L0

kB
. This has been explicitly

checked with /process/eLoss/StepFunction 0.2 1 mm which is the default setting.
In this setting one step is performed for the alpha particles. Still, the visible energy does
only differ marginally from the small step case. In the following the results are given
for the small step case. For the other two stepping commands the default values have
been used. The fluctuations on the energy loss which are calculated internally in Geant4
influence the width of the visible energy spectrum. The mean value of the visible energy
is however not changed. According to the approximation in equation (4.4) the mean
visible energy depends only on the range. Thus, also the best fit kB is not influenced
by fluctuations.

For the Target three independent measurements were done. Two times the first alpha
source (210Po) has been used. The experimental results for these two independent mea-
surements were fully consistent within the errors. In the third measurement the second
alpha source was used (222Rn, 218Po and 214Po). The result from this measurement is
consistent within the errors as well. The best fit to the experimental data is shown for
the Target scintillator in Figure 4.12 for one of the two measurements with one alpha
energy.

In Figure 4.13 the results for the Double Chooz Gamma Catcher are shown. As could
be seen already in the evaluation of the quenching factors, the ionization quenching for
alphas in the Gamma Catcher is stronger than in the Target. This is reflected in a
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higher value for the Birks parameter kB. For the Veto∗ scintillator (composition can be

(a) (b)

Figure 4.13: The combined electron and alpha Monte Carlo fit to the laboratory mea-
surement data for the GC∗ scintillator. The left Figure (a) shows the
fit for the measurement with 210Po, the right Figure (b) displays the re-
sults for the measurement with 222Rn, 218Po and 214Po. The best fit value
for the Birks parameter is kB = 0.0139 ± 0.0008 cm/MeV for (a) and
kB = 0.0129± 0.0007 cm/MeV for (b).

found in table 4.4) the same analysis has been done. Again, similar values for the Birks
parameter as for the Target are obtained. In table 4.5 the results for the three Double
Chooz scintillators are summarized. Although the results between the two methods are

Scintillator kB1α [cm/MeV] kB3α [cm/MeV] kBcomb. [cm/MeV]

Target 0.0101 ± 0.0002 0.0096 ± 0.0005 0.0098 ± 0.0003
GC∗ (2 g/l PPO) 0.0139 ± 0.0009 0.0129 ± 0.0007 0.0134 ± 0.0005
Veto∗ 0.103 ± 0.006 0.093 ± 0.005 0.0098 ± 0.004

Table 4.5: Results for the best fit kB from Monte Carlo tuning for alpha particles. The
results are given for the measurement with 1 α (210Po), 3 α (222Rn, 218Po and
214Po) and the combination of the two values.

consistent, there is a slight hint that the kB results from the measurements done with
the first alpha source are systematically lower than the results for the second alpha
source. The effect is for each of the three scintillators at the one sigma level. A possible
explanation, apart from a mere fluctuation, would be a difference in the PPO which is
used in the first method compared to the PPO in the second method. More interestingly,
the effect could be due to a slight aberration of the true light yield function for alpha
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particles from the shape predicted by Birks’ equation. The results for the different
scintillators are discussed in the next paragraph.

Consistency checks and discussion The results which were presented in the last
paragraph have been checked again with a numerical integration of the Birks equation.
The same procedure was also used to analyze the results for electrons in section 3.4. A
program was written which implements the tabulated dE/dx values for alphas. They
deviate from the Bethe equation for energies below 2 MeV (see section 4.2). Figure 4.1
shows the combination of the tabulated values for hydrogen and carbon in the correct
abundance for the Target scintillator. At low energies, where the slope of dE/dx (E)
is bigger, more values are tabulated. This allows to do a linear interpolation between
the values. As for the electrons the Birks equation (3.3) is integrated numerically with
small step sizes dx. It is an alternative way of getting the quenched energy, which was
calculated with the full MC simulation in the previous paragraph. The same χ2 fit
analysis as for the MC simulation tuning can be done. In equation (4.7) we substitute
the expressions for the MC quantities with the results for the quenched energy from the
numerical integration. Again, kB is varied and the scale factor c0 to get a fit of the
experimental data.

It turns out that the results are fully consistent with the MC best fit kB values in
table 4.5. There is a small difference due to the Cherenkov effect which was not included
in the numerical calculation of the visible energy. With MC however we can turn the
Cherenkov light contribution off and repeat the MC tuning procedure. It has thus been
checked if the Cherenkov contribution is important for the extracted best fit value for
kBα. The inclusion of Cherenkov light slightly decreases the best value for kB since a
small part of the difference in the efficiency of light production between electrons and
alphas is then accounted for by the additional Cherenkov light for electrons. Another
set of MC simulations was done and it was confirmed that the effect is small and kB is
the same as without Cherenkov light within the errors. This was expected because the
Cherenkov contribution is small at electron energies in the range of hundreds of keV.
In the case with no Cherenkov light the conformance of the results with the numerical
integration is even a little bit better, as expected.

For electrons, in general different results were obtained for the MC tuning and the
numerical integration method. These differences were explained by the different step
sizes, the secondary particle production and the fluctuations. For alphas we can explain
why these differences do not affect the best fit kB values. Fluctuations are not important
since the quenched energy approximately only depends on the total range for alphas
below 10 MeV. It was explicitly checked that the fluctuations in dE/dx do not change
the mean of the total stopping range. Thus it can be understood that they do not affect
the best fit value for kB when the approximation in equation (4.4) is considered. The
insensitivity of the best fit kB to the step size has already been discussed and explained.

Secondary particle production for alphas has been studied for alphas with 10 MeV.
Only a negligible fraction of simulated alphas produced secondary particles in the simu-
lation with the default threshold setting /run/particle/setCut 0.01 mm. If we change
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the threshold to even higher values nothing will change. On the other hand if the thresh-
old is lowered to 0.001 mm, secondary electrons are explicitly produced in Geant4. They
will lead to different simulated total visible energies.

A detailed quenching model by Voltz et al. [102] uses the concept of an ionization
column which is created by ionizing particles. There a distinction between excitation
inside the ionization column and outside of it is made. The excitations outside the
primary ionization column is created via secondary δ electrons which have a high enough
energy to escape the ionization column. In the model by Birks, as it is implemented
in the simulation, these effects are not included. Each secondary particle is treated as
it was independent of the primary particle’s ionization column. One has to be aware
that the secondary production threshold can change the effective kB which is needed
to describe the experimental alpha data and the threshold setting has to be handled
carefully.

We can conclude that unlike for electrons, the Monte Carlo calculation of Eq for alpha
particles is much less affected by changes in the tracking command settings for the step
lengths and fluctuations. Thus the results obtained with the analysis above for the kBα

are valid rather independently of these MC settings. The secondary particle production
is an exception since it can lead to more complicated effects but only for low thresholds.
In our analyses we kept the threshold at the default value of 0.01 mm thus that for the
relevant alpha energies no secondary electrons are explicitly produced and tracked in
Geant4.

A check was made if the kB results for alpha particles differ if kBe− changes. The
complete fit procedure was repeated for the Target with the default settings for Geant4
and kBe− = 0.0202 cm/MeV was fixed for electrons. Only kBα was used as a free
parameter. The result for kBα was still the same within the errors. This is expected
from looking closer into the calculation of the visible energy. For single electrons, the
ionization quenching effect at energies higher than 100 keV is relatively small. For the
three electron energies used here the visible energies are only marginally sensitive (in
the few percent range) to the value of kBe− and the stepping commands.
Finally we discuss why there are differences in the quenching parameters for electrons

and alphas. The results of the numerical integration are compared. The kBe− values
were presented in table 3.1. The values for the numerical integration for alphas do
not differ significantly from the MC fit values in table 4.5. For electrons the Birks
parameters from the numerical calculation are significantly higher than for alphas. A
possible explanation is that in the numerical analysis secondary particle production for
electrons is not taken into account. In reality so-called δ (secondary) electrons occur. For
electrons the energy which can maximally be transferred to another secondary electron
is much higher than for alphas. This will result in another distribution of the energy
deposition in space. The concept of an ionization column around the ionizing particle
[102] has been shortly discussed above. In Birks’ equation the details of the localization
of ionized and excited molecules are not included. The only quantity which is used there
is the specific energy loss of the primary particle. It can thus be understood that the
Birks parameter for electrons and alpha particles are not the same. The difference can
be interpreted as coming from differences in the actual ionization density profile around
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the primary particle track.
However, Birks’ equation is able to reproduce the data obtained from measurements

for both electrons and alphas individually. It has to be seen as a semi-empirical equation
which can be used with a tuned effective kB to reproduce the experimental results. It
could be shown that it is better to not assume that for different particles or different
analysis procedures the same kB value can be used.

4.7 Summary

The quenching factors for the Double Chooz scintillators allow to predict the electron-
like energies at which alpha particles will appear in the Double Chooz energy spectrum.
The contribution from alphas to the background depends on the quenching factors.

In order to measure the alpha quenching effect, multiple scintillator samples including
the Double Chooz Target, GC and Veto have been excited with electrons and alpha
particles. Two methods were presented to load the scintillator samples with the alpha
emitting isotopes 210Po (Eα = 5.305 MeV), 222Rn (Eα = 5.490 MeV), 218Po (Eα =
6.002 MeV) and 214Po (Eα = 7.687 MeV). The light output after excitation with electrons
has been measured with a Compton Backscatter Peak setup using a gamma source.
Corrections on the energy distribution of the recoil electrons in the Compton Backscatter
Peak geometry have been obtained by simulation.

The quenching factors were extracted from the laboratory measurements and pre-
sented in table 4.4. Several scintillator compositions have been analyzed and the differ-
ences in the quenching factors were discussed using the concepts of the light yield model.
It was explained, why the data from light yield measurements, scintillator emission time
measurements and ionization quenching measurements are strongly correlated.

Since the measured alpha quenching factors are ≥ 10 it can be concluded that alpha
particles with energies smaller than about 7 MeV appear in the visible energy spectrum
below the energy cut (0.7 MeV, to be fixed) for the prompt events. The remaining
background for neutrino detection coming from alpha particles is thus expected to be
small.

The Monte Carlo software has been tuned with the laboratory measurement results.
The Birks equation which is used for electrons is applied for alphas as well to describe
the ionization quenching effect. The results of the tuning of kBα are, in contrast to
electrons, rather insensitive to the details of the Monte Carlo settings. This can be
explained by the high dE/dx values for alphas (dE/dx · kB � 1). Results for the Birks
parameters kB in the Double Chooz Monte Carlo simulation are listed in table 4.5.
The difference between the Birks parameters for alphas and electrons was explained:

In Birks’ model, only the specific energy loss of the primary particle is included. The
differences in the localization of the excitation energy between alpha particles and elec-
trons are neglected which occur in reality because of differences in the secondary particle
production. The kB factors for alphas and electrons can in fact be similar if settings
different from the defaults are chosen in the Monte Carlo simulation. For the correct
description of the experimental data however, the Birks model is equally well suited
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as more complicated models (e.g. [102]) which try to include these effects, as long as
different kB are used for different particle types and simulation settings.
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5.1 Introduction and Motivation

In this chapter, measurements of the probability density function (PDF) for the scin-
tillator photon emission time are presented. A well understood timing of the detector
response depends on the scintillator PDFs. For example, the PDF is relevant for the
adjustment of the readout time window of the experiment and the vertex reconstruction
tuning. Additionally, the information about the photon emission times can be applied in
Double Chooz using pulse shape discrimination (PSD) techniques. PSD uses differences
in the emission time PDFs of different scintillators or different ionizing particles. This
technique is widely used for particle identification. A difference between the scintillator
emission time PDFs (also called time profiles) induced by electrons and alpha particles
due to differences in the excitation processes is found experimentally.

Additionally, the time profiles for the ν-Target and Gamma Catcher scintillators differ
significantly. In order to enhance the differences, the composition of the GC was tuned
while the light yield matching requirement was met simultaneously (section 2.6). The
difference can be used to distinguish the origin of events without using vertex reconstruc-
tion techniques or as additional information complementary to the vertex reconstruction.
Especially for events which are close to the physical Target-GC boundary the resolution
of the vertex reconstruction is not sufficient to distinguish between the two volumes.
Here, the application of PSD can give additional information.

Different energy transfer paths in scintillators were identified and studied in chapter 2.
The contribution of the individual paths was quantified with light yield measurements
and their integration in the light yield model. Each path has its own effective time
constant which can be a combination from multiple physical processes. For example
a solvent molecule can be excited into a triplet or singlet state and the subsequent
energy transfer to the solute follows different physical mechanisms and therefore has
different time constants. In section 2.3 it was described how the transfer rates depend
on the choice of solvents and solutes (fluors) and their concentrations. Furthermore,
the scintillator light emission after alpha excitation is usually slower than for electrons
because the triplet state formation probability is higher. In the last two chapters the
specific energy loss of electrons and alphas were compared in detail. The higher dE/dx of
alpha particles leads to higher probabilities for ionization compared to direct excitation
of the molecules. After ionization and subsequent recombination the probability for a
molecule to be in its triplet state is enhanced compared to direct excitation. In this
chapter these arguments are explored experimentally.

For each of the individual physics processes it is assumed that the individual photon
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emission time PDF is an exponential function. This leads us to the usual effective
mathematical ansatz for the probability density function for photon emission

P (t) =
n∑
i=1

qi
τi
e−t/τi . (5.1)

The exponential time constant for the ith individual process is denoted by τi and its
weight is given by qi. The normalization of the probability density function (here:
integration from 0 to ∞) leads to

n∑
i=1

qi = 1. (5.2)

The time difference between excitation of the scintillator and emission of a single photon
is denoted by t (the time of the excitation is chosen to be t = 0) and the probability
that a photon is emitted between t and t+ dt is P (t) · dt.
Measurements of the emission time PDFs for the Double Chooz scintillators have

been performed in this work for both electrons and alpha particles. The experimental
technique and the analysis of the laboratory data is described in section 5.2. The analysis
of the raw data in order to obtain the emission time PDFs and the fit of the PDFs are
discussed in sections 5.3 and 5.4 respectively. The results are presented and discussed
in section 5.5.

5.2 Experimental setup

Measurement principle The principle idea behind the laboratory measurement setup
is the start-stop technique which has been used successfully before [116, 117, 55]. The
start time is a measurement of the excitation time (t = 0) and the stop time is a
measurement of the emission time of a single photon. Time differences within the time
interval [t,t + dt] occur with the probability P (t) · dt. Thus, after many repetitions of
the start-stop measurement, the measured time differences tstop − tstart are distributed
approximately like the probability density function P (t).
The experimental setup for this measurement is shown in Figure 5.1. A scintillator

cell with the dimensions 1 cm × 1 cm × 3.5 cm is used for the liquid scintillator samples.
Two different techniques have been used to excite the scintillators with electrons and
alpha particles respectively. They are described below. The scintillator cell is optically
coupled to a window inserted in the black box. On the other side of the window a
photomultiplier tube (Photonis XP2262) is attached and optically coupled with silicon
grease. The start-photomultiplier tube (start-PMT) is supposed to collect many of the
scintillation photons coming from the scintillator cell. Since the smallest time constant
τ1 is typically in the few nanosecond range and since it usually has the biggest weight q1,
many photons are produced shortly after the excitation. If many photons are collected
by the PMT the arrival time of the first photon is close to the time of the scintillator
excitation. Thus, the start time of the PMT pulse can be used as the start time. The
second photomultiplier (Hamamatsu R1527P) is supposed to measure only one photon in
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Figure 5.1: Setup for the measurement of scintillator emission time probability density
functions. Gamma rays from the 137Cs source Compton scatter inside the
liquid scintillator. The scattered electrons excite the scintillator. Many pho-
tons per event are collected by the start-PMT. Ideally, only one photon is
measured by the stop-PMT. The 137Cs source is omitted for the measure-
ments with alpha particles where the isotopes are directly loaded into the
scintillator.

order to get a clean measurement of the stop time. In order to achieve this an attenuator
is placed between the second photomultiplier and the scintillator cell. More details on
the realization of the principle idea is given in the paragraph ‘Statistics of the start and
stop times’ below.

Electronics In Figure 5.2 the electronics for the setup is shown. First, the signals
from the PMTs are duplicated (branching of the signal lines after the PMTs) and one
signal is directly routed to the oscilloscope. The start-PMT signal is discriminated with
a LeCroy LRS623 octal discriminator module. If the signal is above the discrimination
threshold, the generated logical pulse is used to define the relative timing between the
two PMTs and the size of the coincidence window with a Phillips Scientific PS794 quad
gate and delay generator. The logical output signal of the gate and delay generator is
fed into a PS755 coincidence unit.

The duplicated stop-PMT signal is first amplified with a Tennelec TC205 linear am-
plifier in order to get signals with high enough amplitudes for the discriminator LRS623.
The threshold of the discriminator has to be carefully tuned in order to avoid a contam-
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Figure 5.2: Scheme for the electronics of the time profile measurement setup. Typical
times of the signals are shown together with a sketch of the pulses.

ination from baseline fluctuations but still get the single PE signals. The logical signal
from the discriminator is routed to the coincidence unit which then triggers the oscillo-
scope if two coincident signals from both PMTs occur within the coincidence time win-
dow (1.9 µs). The oscilloscope records the complete waveforms on an external hard disk
drive. One waveform comprises 10000 samples with a time resolution of 200 ps/sample
corresponding to a length of 2 µs. Then an offline analysis of the single pulses is done
(see below).

Radioactive sources For electron excitation 137Cs sources are used with an activity
of either about 200 kBq or 400 kBq. In order to excite the scintillators with alpha
particles they are loaded with the alpha emitting isotopes 222Rn, 218Po and 214Po. A
similar technique was already described in section 4.3. Another radium solution is used
here with higher activity than for the alpha quenching measurements. The high activity
is needed for two reasons: First, the illumination of the stop-PMT has to be low to
not bias the photon emission time PDFs (see details in the next section). This means
that not every event in the liquid scintillator cell results in a coincidence. Second, the
multiexponential time profiles decline rapidly. In order to measure the PDF at times of
about 100 ns after excitation, up to 106 events have to be recorded.
A radium solution similar to the one described in section 4.3.2 but with a higher 226Ra

activity of 28.5 kBq is used. The 222Rn extraction from this source has been done with a
slightly improved setup shown in Figure 5.3. First, the setup is purged through a bypass
(vent 3 open, vents 1 and 2 closed) to remove oxygen from the glass line. Then the flux is
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Figure 5.3: Setup for the extraction of 222Rn isotopes from a 226Ra-doped solution for
the measurement of the photon emission time PDFs.

set with the flow controller to 6 cm3/min, vent 3 is closed and vents 1 and 2 are opened
to flush through the source. The transfer from the alpha source to the scintillator is quite
efficient since the solubility of 222Rn is higher in the scintillator than in nitrogen and
it is higher in nitrogen than in the radium solution (H2O+HCl+BaCl2+RaCl2) [109].
Behind the radium solution a cryo trap was installed. Glass wool in a tube was cooled
with ethanol to a temperature of around -20 ◦C (adjusted with liquid nitrogen) to get
rid of a possible residual contamination by water. If there is water, it adsorbs at the
large surface of the wool while 222Rn can pass the trap at these temperatures [118]. It
turned out that the resulting activity in the liquid scintillator cell is reproducible with
this procedure. The requested activity in the scintillator cell (of the order of kBq) is
reached. It can be controlled by adjusting the flushing time through the radium solution.

Statistics of the start and stop times The most important requirement for an unbi-
ased measurement is the detection of a single photon in the stop-PMT. If the illumination
of the PMT is too high and two photoelectrons (PE) are created in the same event the
time of the first one will be measured while the information on the second one is lost
leading to a bias in the measured PDFs. The level of illumination is characterized by the
mean number of detected photoelectrons per event m in the stop-PMT. From Poissonian
statistics the probability of measuring at least one photoelectron is

p1 = 1− e−m. (5.3)

In [119] the joint probability for the detection of at least n photoelectrons and the
detection of the ith PE in the interval [t,t+ dt] is calculated for the case of a poissonian
distribution of the number of photoelectrons in one event. Here, we are only interested in
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Figure 5.4: The red line shows an example for a probability density function for photo-
electron detection: F ′(t) = 1/τ · e−t/τ with τ = 3 ns. The blue, black and
green lines show the distributions for the first photoelectron (Pstop(t)) for
different numbers of photoelectrons per event m.

the first detected PE since with our setup only the time of the first PE will be evaluated.
The joint probability for the detection of at least one PE (n ≥ 1) and the detection of
the first PE in the time interval [t,t+ dt] is

pjoint,first(t, n ≥ 1) dt = me−mF (t)F ′(t) dt. (5.4)

Here, F ′(t) is the probability density function for photoelectron detection. In an ideal
case without detector resolution effects and backgrounds F ′(t) is equal to P (t). The
cumulative distribution function is denoted by F (t) (integral of the probability density
function F ′ from 0 to t). Since we only measure something if at least one photoelectron
is detected we are interested in the conditional probability density function for the first
PE with the precondition that at least one photoelectron is seen:

Pstop(t) = pcond,first(t|n ≥ 1) =
pjoint,first(t, n ≥ 1)

p1

=
me−mF (t)F ′(t)

1− e−m
. (5.5)

In summary, this probability density function Pstop(t) is obtained if the mean number
of photoelectrons per event is m. For m→ 0 one gets (with the first order expansion of
the exponential term in the denominator) Pstop(t) = F ′(t). In Figure 5.4 the deviation
between Pstop(t) and F ′(t) is shown for different m. For m=1 a clear deviation is ob-
tained. If only in one out of one hundred events a photoelectron is detected (m=0.01)
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the probability for a detection of two or more photoelectrons is reasonably low and thus
the bias is small. Consequently, the probability density function for the first photon
approaches F ′(t).
The relative error on the determination of the probability function at t is

∆p =
Pstop(t)− F ′(t)

F ′(t)
=
me−mF (t)

1− e−m
− 1. (5.6)

For t→ 0 and t→∞ the absolute value of the relative error is extremal and we get:

me−m

1− e−m
− 1 ≤ ∆Pstop ≤

m

1− e−m
− 1. (5.7)

The relative error is thus below 0.5 % for m = 0.01. The optical attenuation between
the scintillator cell and the stop-PMT was adjusted such that m ≈ 0.01. In this sub-
poissonian regime no correction has to be applied to the measured Pstop(t). In order to
check the value for m experimentally the rates for the events above threshold for the
two PMTs have been measured individually (without coincidence condition). The rate
for the start-PMT is of the order of 1000 s−1 and the rate for the stop-PMT is of the
order of 10 s−1.

For the start signal the opposite case of high illumination is needed in order to mini-
mize the bias. Neglecting threshold effects and the details of the evaluation of the pulse
onset determination, we measure again the time of the first photoelectron. This means
that equation (5.5) can be used as the probability density function for the arrival of the
first PE. The scintillators have a light yield of about 6000 photons/MeV (see section
2.7). For typical energies of a scattered electron of few hundreds of keV we get typically
1000 photons per event of which (in a conservative estimate) about one third reach the
photocathode. Of these typically more than 20 % are measured as photoelectrons. We
thus conservatively estimate the number of PE per event in the start-PMT to be 50. For
a typical case of a time constant of τ = 3 ns the photon which leads to the first detected
photoelectron originates within the first 0.2 ns after excitation. More interesting than
this number is the spread of the measured start times since the absolute time difference
of the signal processing chain between the start and stop-PMT is not known and can be
treated as a fit parameter. The spread will be even lower than 0.2 ns and thus negligible
compared to the instrumental transit time spread of the PMTs.

Background, instrumental effects and resolution An important background for this
measurement in the single photon regime comes from random coincidences of a dark rate
event in the stop-PMT with a scintillation pulse in the start-PMT. The dark rate pulses
are not distinguishable from events which are induced by scintillation photons. In the
previous section it was explained that illumination regime is required in order to not bias
the probability density function. Thus the effect of the dark pulses on the measurement
can not be reduced by increasing the light level. Therefore, a specialized Hamamatsu
R1527P PMT is used with a very low dark rate of about 4 s−1 at a high voltage of
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(a) (b)

Figure 5.5: (a): Typical start-PMT pulse. The three lines indicate the time of the pulse
onset, the time when half of the maximum pulse height is reached and the
time channel with the maximal amplitude (from left to right). (b): Typical
stop-PMT pulse. The same lines from the offline analysis (see text) are shown
here. The second, smaller peak is a characteristic feature of the stop-PMT.

-1000 V in order to simultaneously have a high signal-to-noise ratio and subpoissonian
statistics:

Rdark · tcoinc. � m� 1. (5.8)

The dark rate of the stop-PMT Rdark multiplied with the coincidence window time
tcoinc. = 1.9 µs gives the probability for dark rate induced background of approximately
7.6 · 10−6 per event. This background can in principle influence the tail of the dis-
tribution. In general the background distribution is not uniformly distributed in the
coincidence window [116]. However, the variation of the background rate is small for
m ≈ 0.01 and the small rate of random coincidences. The background is later included
in the fit function for the emission time PDF as a constant.

For the start-PMT a dark rate of about 700 s−1 was measured at +1600 V. These
dark counts do not contribute to the background of the experiment since a sufficiently
high threshold can be used to remove them without cutting on the scintillation induced
events.

Additional instrumental background can come from PMT late pulses where a PE is
first reflected at the first dynode before it is attracted again by the dynode and then
releases secondary electrons. The additional time which is needed for the reflection and
re-accelerating process delays the signal and thus leads to a biased tstop− tstart. The stop
PMT has a special ‘side-window’ geometry to minimize the late pulse probability.

Afterpulses occur in the PMT if the residual gas in the vacuum tube is ionized and
the ion is accelerated to the first dynode where it releases electrons which are then
amplified. Thus, a second pulse is created with a time delay which depends on the PMT
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geometry and high voltage settings. In the stop-PMT the time delays can be as low
as few hundreds of ns and therefore the afterpulses can be seen in the coincidence time
window as a second signal. Usually this does not contribute to background since the
time of the first signal is determined and used as tstop. In some cases however, the first
signal can be below threshold and the second one above threshold which then would
contribute to the background. For the start-PMT the late pulses and afterpulses are
not dangerous since they come after the usually high prompt signal from several tens of
photoelectrons which have the correct timing.

The time resolution of a tstop − tstart measurement is determined by several factors:

• Due to slightly different photoelectron paths in the PMT dependent on where the
photocathode is hit and dependent on the electrical field configuration between
the dynodes, PMT pulses show a so-called transit time spread.

• The offline analysis of the pulse onset times can depend on the amplitude of the
pulses and the corresponding rise time. In order to minimize these effects the
constant fraction timing technique is applied (see section 5.3).

• The resolution of the waveforms is chosen low enough to ensure that the rise time
of the pulses can be resolved accurately (200 ps/sample).

• Differences in tstop − tstart due to different photon travel distances for different
locations of the excitation inside the scintillator cell are negligible due to the small
cell dimensions (cm scale).

It turns out that the time resolution can be described approximately with a gaussian
function. An even better fit to the experimental data can be obtained with an asymmet-
ric gaussian function (different values for σ on the left and right side of the maximum,
see section 5.4). This time resolution function is convoluted with the expression for the
scintillator emission time PDF P (t) from equation (5.1). Typical values for σ are 1 ns.

5.3 Extraction of the time profiles

A program which is similar to the program used for the light yield analysis was written
to analyze the waveforms offline individually. Thus, we adjust the parameters of the
analysis iteratively and optimize the data evaluation with the same set of data and
check the results of cuts. Here, the steps are described briefly which are needed to
extract the pulse times tstart and tstop.

Typical pulses from both the start-PMT and the stop-PMT are shown in Figure
5.5. The first step is a computation of the baseline at the beginning of each waveform.
Then, the onset of the pulses are searched for by looking for several (typically around 8)
consecutive channels below an adjustable threshold. The number of subsequent channels
below the threshold and the value of the threshold are tuned together in order to find the
pulse onset reliably and accurately. The best values depend on the level of the baseline
fluctuations. After the pulse onset determination the baseline is evaluated directly in
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(a) (b)

Figure 5.6: Quality cuts on the charge for start- (a) and stop-PMT (b) are shown as red
lines. Only pulses with a charge within these two values are accepted for the
final time PDF. In (a) a typical spectrum for electron excitation (Compton
scattering of γ) is shown.

front of the pulse in order to minimize the effect of possible slow baseline movements.
Then, the pulses are integrated with a fixed time window to get the charge.

The integrated charge is used to define quality cuts which are shown in Figure 5.6.
The shapes of the charge spectra for both PMTs can be explained qualitatively: We
expect a Compton spectrum for the energies which are deposited in the scintillator cell.
However, the spectrum is deformed since only events where a coincidence between both
PMTs occurred are selected. For events with a high energy deposition the probability
for a single photon measurement in the stop-PMT is higher and thus these events lead to
coincidences more often. The Compton spectrum is therefore deformed. The spectrum
for alpha particle excitation is shown in section 5.5.

In the stop-PMT charge spectrum we see the single PE peak which is cut by the
threshold of the discriminator on the left side. The quality cuts on the charge remove
events where the charge in either PMT has an unexpected high or low value. Especially
the removal of low charge events has a positive effect on the time resolution of the
measurement since for higher charges the determination of the pulse times are more
accurate. Additionally to the charge quality cuts defective events are rejected in the
offline analysis, for example pulses which exceed the range of the oscilloscope readout.

A precise determination of the time when the pulses occurred is done using the con-
stant fraction timing method. The determined time of the pulse onset can depend
slightly on the amplitude of the pulse (leading edge discrimination). A big pulse reaches
the threshold level (which is set to determine the onset) faster than a small pulse. In the
constant fraction timing method the information on the pulse height is used addition-
ally: The pulse maximum is determined and then the time when the pulse reaches half
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Figure 5.7: Typical measured spectrum of the scintillator photon emission time PDF.
Here, the result is shown for a range of 1.4 µs. The background of the
measurement can be estimated to the left of the distribution. It is at the
level of about 10−6 of the value in the peak. For the late part of the time
profile (bin number > 5000) the background level is comparable with the
level to the left of the distribution again.

of the maximum is taken. The rise of the pulse is usually steepest around the half of the
maximum and thus the accuracy is high. For pulses of different amplitudes which occur
at the same time, the bias on this time is smaller than on the pulse onset time. This
could be verified when the combined time resolution of the measurement was extracted
from the fit with and without constant fraction timing.

The determined times for the start-PMT and stop-PMT pulses are used as tstart and
tstop. The differences tstop− tstart represent the measurement of the photon emission time
PDF which is shown in Figure 5.7.

5.4 Evaluation of the experimental emission time
probability density functions

The fit function for the experimental photon emission time PDFs is a convolution of
the probability density function for photon emission P (t) (plus background) with a time
resolution function R(t). In the fit the constant instrumental time offset t0 between the
two PMTs is used as a free parameter. The fact that there is no light emission before
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Figure 5.8: Normalized asymmetric gaussian resolution function R(t) with σ1 = 0.58 ns
and σ2 = 1.1 ns (fit values for Target with α excitation).

excitation is expressed mathematically by the Heaviside step function Θ(x) (Θ(x) = 0
for x < 0 and Θ(x) = 1 for x ≥ 0). We thus have for the ideal case of no detector
resolution effects

P (t) =
n∑
i=1

qi
τi
e−(t−t0)/τi ·Θ(t− t0). (5.9)

The number of exponential terms n is not fixed a priori. If a good fit is obtained with
a certain n there is no reason to go to a higher n with this effective description of the
emission time PDF. It was therefore checked for which minimal n a good fit is obtained.
The resolution function R(t) is described as a normalized asymmetric gaussian function
shown in Figure 5.8:

R(t) =
2√

2π(σ1 + σ2)
·
[
e
− 1

2
( t
σ1

)2 ·Θ(−t) + e
− 1

2
( t
σ2

)2 ·Θ(t)
]

(5.10)

It turns out that the convolution can be expressed in a closed form and the fit function
is

f(t) = [c0 ·P (t) + b]⊗R(t)

=
n∑
i=1

c0

σ1 + σ2

[
qi
τi
·σ1 · e

σ2
1

2τ2
i

+
t0
τi
− t
τi ·
(
Erf
[

σ1√
2 · τi

]
− Erf

[
σ2

1 + τi(t0 − t)√
2 ·σ1 · τi

])
·Θ(t− t0)

+
qi
τi
·σ2 · e

σ2
2

2τ2
i

+
t0
τi
− t
τi ·
(
Erfc

[
σ2

2 + τi(t0 − t)√
2 ·σ2 · τi

]
·Θ(t0 − t) + Erfc

[
σ2√
2 · τi

]
·Θ(t− t0)

)]
+ b.

(5.11)

The background b is assumed to be constant. It is estimated from the number of events
which occur left of the peak of the time profiles (for example below channel 800 in Figure
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parameter explanation

c0 normalization of the signal
b constant background, fixed before the fit
t0 constant instrumental time offset between the two PMTs
τi time constant of the ith exponential term
qi weight of the ith exponential term
σ1 time resolution 1 (left)
σ2 time resolution 2 (right)

Table 5.1: Fit parameters for the photon emission time fit function f(t).

5.7) and is then fixed in the fit. The parameter c0 is the normalization depending on
the number of measured events,

Erf [x] =
2√
π

x∫
0

e−v
2

dv (5.12)

is the error function and Erfc [x] = 1 − Erf [x] is the inverted error function. The
parameters of the fit function are summarized in table 5.1.

A χ2 minimization is performed by MINUIT [120]. MINUIT is called within a Fortran
program (original version written by Dr. Florian Kaether), which implements the fit
function. The χ2 function is defined as

χ2({pj}) =

i2∑
i=i1

[N(ti)− f(ti, {pj})]2

N(ti)
(5.13)

with the parameters {pj} from table 5.1 and the number of entries in time bin i N(ti).
The error of each bin is assumed to be the square root of the entries in this bin.

5.5 Results and discussion

Excitation with electrons The experimental photon emission time PDF for the Target
scintillator and the GC scintillator (measured with e−) are shown in Figure 5.9 together
with the fit function f(t) which was described in the previous section. One can see the
different exponential contributions to the time profile in the data. The quality of the fit
(for example the χ2/dof is 367/341 for the Target scintillator with electron excitation)
does not improve if more than three exponential terms are used. The complete spectrum
can be described since the asymmetric resolution function is well suited to describe the
data also in the peak region. A symmetric resolution (σ1 = σ2) has been used as well.
The peak region can not be fit as well as with the asymmetric function in this case,
but it was found that the weights and the time constants of the exponential terms are

121



5 Scintillator emission time studies

(a) (b)

Figure 5.9: Experimental photon emission time PDFs for electrons in the Target (a) and
GC (b) scintillators.

close to the ones with the asymmetric resolution function. In fact, results for qi and τi
which have been obtained with a symmetric gaussian resolution function can be directly
compared with results using the new method.

Several scintillators apart from the Target and GC have been measured in order to in-
crease the understanding of the scintillator physics and thus optimize the composition of
the Double Chooz scintillators. The fit results for various compositions are summarized
in table 5.2.

Generally, one has to be careful when comparing the fit parameters of different scin-
tillators directly. The weights and the time constants are correlated. For example a
slightly lower weight and shorter time constant in the first component can be balanced
by a higher weight in the second component. Additionally, the number of exponential
terms in the chosen effective mathematical description is not specified. Here it was
chosen to use three components since the data can be described well. If the data is fit
with four exponentials different numbers for the first three components will be obtained.
The results also depend on the range which is fit. The range can vary for the different
scintillators due to differences in the PDFs and differences in the number of recorded
events. The comparison of single fit parameters should therefore not be overstressed.
The main results are discussed graphically in order to see the complete fit functions.
With these limitations in mind we can nevertheless look at the main tendencies with the
help of the fit parameters.

Different solvents have been tested with a PPO concentration of 6 g/l to check the
efficiency of transfer between the solvent and PPO. In these three samples no bis-MSB
is contained. A comparison of the emission time PDFs is shown in Figure 5.10. It
can be seen that for PXE the weight of the fastest component (q1) is higher than for
dodecane and LAB. This reflects that the efficiency for the main energy transfer path is
high (excitation of PXE into a singlet state, transfer to PPO and emission of a photon).
The weight of the second component is highest for dodecane. In general the less efficient
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Figure 5.10: Comparison of the photon emission time PDF of three different solvents
containing 6 g/l PPO each.

transfer from dodecane to PPO is thus reflected in a higher mean photon emission time.
The LAB plus PPO scintillator is in between dodecane and PXE. This shows that the
combination of PXE and PPO is a good choice for a fast and efficient scintillator. This
observation corresponds to the fact that PXE plus PPO has also the highest light yield
of these three scintillators.

Figure 5.11: Comparison of the photon emission time PDF of three Gamma Catcher
candidates before large scale production and the Target.

In section 2.6 the light yield and density matching of the Gamma Catcher and Target
scintillators were described. Before the large scale production of the Double Chooz far
detector liquids several options for the Gamma Catcher scintillator were discussed. The
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results for three Gamma Catcher candidates have been presented in [55] in more detail.
Here the main results are discussed. The photon emission time PDFs are shown in
Figure 5.11 together with the Target for discussion purposes. It has been checked with
an additional measurement that the dodecane/Ondina909 ratio in the Gamma Catcher,
which changed during the light yield and density matching process has negligible effect
on the time profile. This is expected since dodecane and the molecules in Ondina909 are
chemically similar. We thus can focus on the differences in the aromatic fraction (PXE)
and the PPO concentration. Gamma Catcher 1 has a higher PPO concentration of 5 g/l.
The first component is significantly faster than for the Double Chooz far detector Gamma
Catcher and its weight is higher. This can be explained with the light yield results and
the model as well. With 2 g/l PPO we are close to the critical concentration in dodecane
and Ondina909. This reduces the light yield since it decreases the efficiency of energy
transfer which also leads to higher photon emission times. Gamma Catcher 2 has 5 g/l
PPO and 3 % PXE. Its PDF is very similar to the PDF of Gamma Catcher 1, only the
third exponential component has slightly less weight at 3 % PXE. A possible explanation
is that the transfer from dodecane to PXE (‘cross term’) in Figure 2.5 accounts for this
part of the PDF. At 3 % PXE this term is less important than at 4 % PXE. As a result
of the PDF measurements, we decided to use the slower GC with 2 g/l PPO (with 4 %
PXE) instead of the 5 g/l PPO versions in order to maximize the difference between
Target and Gamma Catcher. This difference can be used to distinguish between pulses
from the two volumina with pulse shape discrimination techniques.

Multiple checks for systematic effects and reproducibility have been carried out in
order to probe the robustness of the results:

• The light yield stability during the measurements has been checked.

• Additionally, the time profile fit has been carried out for a split sample. The first
half of the data has been selected to have lower energy depositions in the start-
PMT, the second half contains the higher energy events. In other words, the sample
which passes the quality cut in Figure 5.6 (a) is split in two subsamples: one with
higher charge and one with lower charge. No systematic difference between the two
subsamples has been found in the time profile. This confirms the considerations
about the statistics of the start-PMT first photon arrival time in section 5.2. There
it has been estimated that the bias on the start time is low if enough PE are
observed.

• The measurements have been carried out with and without a half-open teflon cell
carrier which reflects more of the light to the start-PMT. This improves the energy
resolution. As expected from the second systematic test, also here no difference
was observed.

• Measurements of the same scintillator have been carried out twice to check the
reproducibility of the results. The deviations have been found to be negligible.

124



5 Scintillator emission time studies

Scintillator q1 q2 q3 τ1[ns] τ2[ns] τ3[ns]

Target 0.710 0.253 0.037 2.63 9.69 38.4
GC (4 % PXE, 2 g/l PPO) 0.813 0.123 0.064 5.36 17.0 56.7
GC 1 (4 % PXE, 5 g/l PPO) 0.73 0.19 0.08 3.7 14.0 53
GC 2 (3 % PXE, 5 g/l PPO) 0.75 0.18 0.07 3.7 13.4 38
Nucifer EJ-335 0.887 0.086 0.027 4.9 20.6 95.0
PXE + 6 g/l PPO 0.86 0.07 0.07 2.3 17 90
Dodecane + 6 g/l PPO 0.59 0.34 0.07 2.4 12 28
LAB + 6 g/l PPO 0.71 0.18 0.10 3.2 13 60

Target (α excitation) 0.654 0.210 0.136 2.87 13.9 70.8
GC (α excitation) 0.706 0.218 0.076 5.00 16.9 74.6

Table 5.2: Fit parameters from the measured time profiles for various scintillators. The
commercially available scintillator EJ-335 (Eljen Technology, with 0.5 %
gadolinium) is used for the Nucifer experiment [121].

Excitation with alpha particles For the evaluation of the time profiles measured with
alpha excitation one additional analysis step is required. Since we have 222Rn inside the
scintillator we get decays from the isotopes 222Rn, 218Po, 214Pb, 214Bi and 214Po until
210Pb is generated which has a half-life of 22.3 years (see Figure 4.2). This means that,
apart from the three alpha emitting isotopes, decays from two β− emitters occur inside
the scintillator which create a background for the time profile measurement with alpha
particles. Unfortunately, due to quenching, the visible energies of the alphas with 5 to
8 MeV and the betas (plus accompanying gammas) which have typically several hundreds
of keV up to few MeV overlap. Thus, the beta like events (electrons and gammas which
in turn can produce electrons) are a background for the time profile measurements with
alpha excitation. In order to correct for this background, the contribution from electron
events in the measurement sample is estimated. As explained in section 5.3, the PMT
charge of the pulses is determined.

The charge of the start-PMT corresponds to the deposited energy in the scintillator.
In Figure 5.12 (a) a typical charge spectrum is shown. The energy resolution is worse
than for the light yield measurements done in section 4.4 for the alpha quenching because
there it was possible to use a fully closed reflecting teflon cell holder which increases the
amount of light collected in the PMT. For the time profile measurements it is not possible
to use the same reflector since it would block the optical path to the stop-PMT. The
fully closed teflon block shows the clearest peak structure in the spectrum (see Figure
5.12 (b)). The red lines in the left plot (a) of Figure 5.12 represent typical quality cuts
which are applied for the time profile measurements. The relative positions of the cut
values to the double peak (222Rn and 218Po) are used to translate the quality cuts to the
high energy resolution plot (b). The combined signal and background fit of the spectrum
in (b) yields the fraction of background (β-like) events which pass the quality cuts.
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(a) (b)

Figure 5.12: (a): Typical charge spectrum for the time profile measurement with alpha
particle excitation. The two lines indicate a typical choice of the quality
cuts. (b): Charge spectrum for the light yield measurements with the teflon
cell holder block (higher energy resolution).

For the alpha measurements a beta contribution of 25 % to 35 % is obtained with this
procedure. The error on this number comes from different effects:

• The spectrum evolves with time. The 222Rn daughters have to be produced first
before they contribute to the spectrum. The effect is visible for the first few hours
of the measurement according to the half-lifes of the isotopes in the decay chain.
A time profile measurement lasts few days. For the light yield measurement only
hours are needed. This leads to a smaller peak at 7.687 MeV in Figure 5.12 (b)
compared to (a).

• In the left histogram of Figure 5.12 only events with a coincidence between start-
and stop-PMT are included. Thus, events with higher charge are selected more
often than events with lower charge since the probability that a single photon is
measured at the stop-PMT increases with the number of photons produced in the
scintillator.

The effects listed above contribute to the error on the fraction of beta like events in the
selected sample. We hence use the best estimate of 30 %. An additional test has been
done to see the influence of the beta contamination: The quality cuts on the start-PMT
charge distribution (Figure 5.6 (a)) have been relaxed. Thus, a larger fraction of beta
events is in the sample. Indeed, it was found that the time constants are slightly lowered.
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(a) (b)

Figure 5.13: Experimental photon emission time PDFs for alphas in the Target (a) and
GC (b) scintillators. The red line shows the fit with three exponential terms
from alpha excitation plus the fixed contribution from beta excitation.

In order to include the beta contamination in the fits of the alpha particle measure-
ments first the total number of events is determined. 30 % of this number are estimated
to be beta events. The time profile for beta events has been measured and fit (see Figure
5.9) and can be used to correct for the contamination. Instead of subtracting events from
data, a different approach is chosen: The beta contribution is added to the fit function
as three additional exponential terms with fixed parameters which have been obtained
by the fit to the electron data. The weight of this contribution is fixed to be 30 %.

(a) (b)

Figure 5.14: Comparison of the fit functions for alpha and beta excitation in Target and
GC with logarithmic scale (a) and linear scale (b). The fit functions have
been normalized at the peak for better comparability.

Results for the measurement of the time profile with alpha excitation are shown in
Figure 5.13 for the Target and GC. Together with the results obtained with the 137Cs
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source we can now compare the photon emission time PDFs for electrons and alphas
in Target and GC (Figure 5.14). Figure 5.15 shows the extracted PDFs normalized
to one. From these figures we can see that the difference between Target and GC is

(a) (b)

Figure 5.15: Comparison of the extracted photon emission time PDFs P (t) for alpha and
beta excitation in Target and GC with logarithmic scale (a) and linear scale
(b).

more significant than the difference between electrons and alpha particle excitation in
one of the volumes. This is evident especially when looking at the linear plots. The
difference between electrons and alphas is more pronounced in the Target than in the
GC. This can be explained by differences in the excitation of the solvent molecules: In
the Target the PXE to PPO energy transfer path contributes most to the light output.
In the GC there is only a fraction of 4 % PXE and thus the energy transfer paths
from dodecane (and the chemically similar molecules in Ondina909) to PPO becomes
more important. For aliphatics (for example dodecane) the complicated radiochemical
processes before excitation include bond breaking and free radical formation [122] also
for electron excitation. It is therefore intelligible that for example triplet states are
formed by both electrons and alphas with similar probabilities. Thus, excitation with
alphas and electrons lead to similar photon emission time PDFs.

For the Target we clearly see that there is an additional component with a rather
long time constant for the excitation with alphas which can in principle be exploited for
particle discrimination. It has to be studied with actual detector data or Monte Carlo
simulations whether the difference in the pulse shapes between electrons and alphas is
sufficient. The difference between Target and GC is promising for pulse shape discrimi-
nation. In fact, the Gamma Catcher composition has been deliberately tuned such that
the time profile can be more easily distinguished from the Target. This difference can be
for example used to check the size of the spill-in/spill-out effect for neutrino candidates
[45].

The Monte Carlo simulation has been tuned for alpha particles and electrons sepa-
rately with the results shown in Figure 5.15. In the Double Chooz detector other time
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resolution effects occur than with the small cell laboratory measurement tests. For ex-
ample the light travel times in the detector are of the order of nanoseconds. Also time
offsets between the PMTs contribute to the time resolution. With the work presented
here the Monte Carlo simulation was used to study pulse shape discrimination quan-
titatively [45]. Also the standard vertex reconstruction algorithm RecoBAMA [80] relies
on time information and can be improved with the accurate photon emission time PDF
information provided here.

5.6 Summary

Pulse shape discrimination techniques and event localization are important to under-
stand and reduce background events in Double Chooz. The determination of the scintil-
lator emission time probability density functions (PDFs) is essential for these methods.
In general, a better understanding of the scintillator signal characteristics is provided
which leads to a better modeling of the detector response for neutrino signals and back-
grounds.

A dedicated setup for measuring scintillator emission time PDFs has been presented.
The requirements for an unbiased measurements were quantified. A description of the
laboratory measurement data analysis was given including a fit function to describe the
data. The scintillator photon emission time PDF could be described by the sum of three
exponential terms. For the resolution function of the setup an asymmetric gaussian
function is used. The results of the scintillator photon emission time measurements are
presented in table 5.2. Additionally, the main results are presented graphically for better
comparability of different scintillators.

In general, scintillators with efficient energy transfer paths have low time constants.
If the sum of all rates related to the possible energy transfer paths is high, the time
constant for the processes including light emission is low. The understanding of the
correlation between the time profiles and the scintillator energy transfer paths led to
a tuning of the emission times in the GC. Simultaneously with light yield and density
matching an adjustment of the emission time profile was made by choosing 2 g/l as
the PPO concentration in the GC. The resulting photon emission times are higher than
for the other GC candidates with 5 g/l PPO. By choosing 2 g/l the difference between
Target (faster) and GC (slower) photon emission times is increased. This difference can
be used to distinguish Target events from GC events by pulse shape discrimination.

Alpha emitting isotopes were brought into Target and GC scintillator samples to
measure the emission time profiles after alpha excitation in the laboratory experiment.
The decay chain of the introduced 222Rn includes beta and gammas as well. A procedure
to statistically subtract the background from beta and gamma events was discussed.

The results for the time profiles under electron and alpha excitation were compared for
Target and GC. In the Target scintillator the relative weight of photons being emitted
at times higher than about 15 ns is increased for alpha particle excitation compared
to electrons. This can be explained by the increased excitation of triplet states in
the excitation process due to the higher specific energy loss of alpha particles. The
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difference can potentially be used to apply particle discrimination. For the GC the
difference between alpha and electron excitation is less pronounced. An explanation is
the high probability for triplet state formation for electrons as well as alphas at the high
concentration of non-aromatic solvents in the GC.

The results presented in this chapter have been used to tune the Double Chooz Monte
Carlo software. Pulse shape discrimination techniques can be studied quantitatively
with the tuned MC.
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with simulation

6.1 Introduction and Motivation

Sufficiently high light attenuation lengths in the liquid scintillators on a timescale of
years is critical for the success of the Double Chooz experiment. It is planned to take
data with Double Chooz for about five years (see sensitivity in Figure 1.5). In particular
for the Target scintillator, which contains the gadolinium complex, this task is non-
trivial. In the past, other experiments like Chooz [30] and Palo Verde [53] observed a
significant degradation of attenuation lengths in their gadolinium-loaded scintillators on
a timescale of hundreds of days. It is therefore of interest to quantify the requirements
on the attenuation lengths for Double Chooz. For the first months of data taking, no
indication for a scintillator degradation was observed.

In addition to a decrease in the absolute number of photoelectrons, a degradation of the
attenuation length would lead to a less homogeneous detector response. A degradation
in the homogeneity leads to a degradation in energy resolution. This motivates the study
of a correction method for detector light collection efficiency inhomogeneities.

This chapter starts with Monte Carlo (MC) simulation studies on the effects of a
hypothetical degradation of the Double Chooz Target scintillator attenuation length:
Electrons with 1 MeV kinetic energy are simulated in order to analyze the loss of pho-
toelectrons (PEs) and the increasing inhomogeneity with degrading Target attenuation
length (section 6.2). In section 6.3 it is simulated at which Target attenuation lengths the
efficiency of neutrino detection would be degraded. This attenuation length is compared
with the design goal of an attenuation length of 5 meters in the Target scintillator.
Section 6.4 deals with a correction method for detector efficiency inhomogeneities in
general.

6.2 Attenuation length effects with 1 MeV electrons

6.2.1 Implementation of a hypothetical attenuation length
degradation in the Monte Carlo simulation

Before the actual study, the attenuation lengths of the single components for the Target
and Gamma Catcher liquids have been adjusted in the MC simulation as a part of this
work. Spectrometer measurements of the attenuation lengths of the final components for
the large scale production have been used. These measurements were done with a Varian
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Cary 400 UV/Vis spectrometer by our group at MPIK. If batch-to-batch variations for
a single component are observed, the measurement with the highest attenuation length
was chosen because this measurement corresponds to the cleanest sample with fewest
impurities. Since the wavelength region of interest is outside the main absorption band of
the pure chemicals, it is dominated by impurities. Although chemicals of high purity have
been chosen small remaining impurities can have a sizeable impact on the attenuation
length. The attenuation lengths in the MC simulation have been kept updated during
this work. Thus, the results in this chapter have been obtained with attenuation lengths
which were tuned to the best of our knowledge at the time the simulations were done.
Before the discussion is continued, some terms and definitions are clarified. With the
spectrometer, the attenuation A is measured:

A(x) = log10

(
I(0)

I(x)

)
. (6.1)

The light intensity decreases from I(0) to I(x) when passing through a sample of the
length x in the spectrometer:

I(x) = I(0) · e−x/Λ. (6.2)

Here, Λ is the attenuation length. It includes absorption and scattering. Scattering is
neglected in the simulation. The attenuation of multiple components in a mixture is
additive. Consequently, via the relation

Λ = log10(e) · x
A
, (6.3)

which is obtained from equation (6.1) and (6.2), the inverse of the total attenuation
length is the sum of the inverse attenuation lengths of the components. In the sim-
ulation study reported here, the Target attenuation length has been varied while the
Gamma Catcher and the Buffer attenuation lengths are kept constant. Since the liquids
surrounding the Target are not metal-loaded they are not as sensitive to degradation.
The attenuation lengths before filling the Double Chooz far detector are listed in sec-
tion 1.2.6. For a possible variation in the Target a measured spectrum has been used:
Two light attenuation measurements of a scintillator sample with PXE, dodecane and
the gadolinium complex Gd(thd)3 were done at a time span of about 3 years (August
2006 to June 2009). This measurement might not reflect the evolution of the large scale
Target scintillator in the detector. Scintillator production was optimized since 2006 and
there are effects influencing the scintillator stability when working on the laboratory
scale which are not critical for the large scale production. However, the spectrum of the
attenuation difference in this small scale sample is more realistic than a simple scaling
factor in order to simulate a degradation. PPO and bis-MSB are omitted here in or-
der to be able to measure the spectra at lower wavelengths since they would otherwise
dominate the attenuation.

The wavelength-dependent difference after 3 years in the attenuation of the small scale
sample shown in Figure 6.1 can be used: In order to simulate different degrees of the
hypothetical degradation in the Target scintillator, this spectrum was scaled with various
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Figure 6.1: Difference in the attenuation (∆ A) of a PXE, dodecane and Gd(thd)3 mix-
ture after about 3 years measured with a 10 cm cell. The small difference
corresponds to an additional attenuation length of 13.7 m at 430 nm (see
equation (6.3)).

factors and then added to the attenuation spectrum as a mere absorption component
without reemission. A given factor f leads to a total attenuation length at 430 nm of

Λ =

(
1

12.5 m
+

1

f · 13.7 m

)−1

. (6.4)

The hypothetical degradation contributes with an attenuation length of f · 13.7 m while
the sum of the Target components (from the purest samples) is 12.5 m. In the following,
different Target attenuation lengths ΛTarget are obtained using this procedure.

6.2.2 Results for 1 MeV electrons

The MC study of attenuation length effects was started with 1 MeV electrons which
have been homogeneously distributed in the Target1. A simulation of 30000 electrons
has been done for 94 different Target attenuation lengths. Thus, 2.82 · 106 electrons and
their light production were simulated at the computing cluster CCIN2P3 in Lyon with
parallelized jobs.

The first result is the sum of the photoelectrons in all inner detector PMTs simulated
by DCGLG4sim (PEtrue, as opposed to PEreco after the electronics simulation and pulse

1For this study Geant4.9.1.p01 and DOGS Prod-05-01 have been used (with manually updated attenu-
ation lengths for Target and Gamma Catcher components).
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Figure 6.2: The number of PEtrue (mean over 30000 electron simulations) dependent on
the attenuation length in the Target at 430 nm.

reconstruction which is used later) for different Target attenuation lengths (Figure 6.2).
The starting point is the ideal attenuation length of 12.5 m. If not specified other-
wise, 430 nm is used as a reference wavelength since this is a typical wavelength of the
bis-MSB emission spectrum (see Figure 1.8). As explained above, the measurements
with the highest attenuation lengths for the single components have been used in the
simulation. In reality, there are batch-to-batch variations of the chemicals and thus a
lower attenuation length is expected. Attenuation lengths for the Target above 5 m
(design goal) are satisfactory as a starting point for Double Chooz. After the liquids
have been shipped to Chooz the complete Target mixture was measured to be 7.8 m at
430 nm and the attenuation length was adjusted in the simulation [49, 123]. The focus
of this study is the dependency of the detector performance on the attenuation length.
It can be discussed with the presented results for different starting points of the Target
attenuation length.

The number of PE is slowly decreasing with decreasing attenuation lengths for high
ΛTarget. At an attenuation length of 5 m, the number of photoelectrons is still 90 % of
the value at 12.5 m (and 93 % of the value at 7.8 m). The variation in photoelectron
statistics is thus rather flat above the design goal of ΛTarget = 5 m. The diameter of
the Target vessel is 2.3 m. If the attenuation length becomes comparable to the size
of the vessel, it is clear that significant attenuation of the light generated in the Target
occurs. This can be seen as a more rapid decrease of the number of photoelectrons with
decreasing attenuation lengths at attenuation lengths below 2.3 m.
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(a) ΛTarget=12.5 m (b) ΛTarget=10.6 m

(c) ΛTarget=6.5 m (d) ΛTarget=4.5 m

(e) ΛTarget=1.23 m (f) ΛTarget=0.13 m

Figure 6.3: The relative detector efficiency (see text for the definition) for different at-
tenuation lengths in the Target. It is taken advantage of the cylindrical
symmetry of the Double Chooz detector: The horizontal axis is the two-
dimensional radius r =

√
x2 + y2. The vertical axis is the z coordinate.

A two-dimensional bin thus represents a ring in the detector. Note that
the color scales have been adjusted for each attenuation length for better
visibility of the inhomogeneities.
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(a) (b)

Figure 6.4: The black rectangles in the left figure show the definition of a cylinder in
the Target center and a ring in the Target corner. The right figure shows
a view of the detector geometry implementation in the simulation (true to
scale) with a cross section through the cylinder (blue) and the ring (red).

The energy resolution of the detector becomes worse if less photoelectrons are detected
per MeV. In addition to the degradation due to lower photoelectron statistics the res-
olution is affected by the homogeneity of the detector response: For different locations
in the Target (and GC), particles of the same type and the same energy can yield a
different number of PE. As already mentioned in section 2.6, there has been an effort
to position the PMTs such that the homogeneity is high at the nominal attenuation
length. However, if the attenuation length of the Target decreased significantly, the
homogeneity is affected. This degradation of the homogeneity was further investigated.
In section 6.4, a method is presented which can be used to correct for detector response
inhomogeneities irrespective of the underlying physical cause.

In Figure 6.3, the light collection efficiency at different positions in the Target is
shown relative to the mean efficiency in the Target (relative detector efficiency) for
different Target attenuation lengths. The homogeneity at the starting point with an
attenuation length ΛTarget=12.5 m is at the level of few percent across the Target volume.
At ΛTarget=6.5 m the inhomogeneity is slightly increased but still in the same range. For
lower attenuation lengths the inhomogeneity increases more rapidly with decreasing
attenuation lengths.

In order to quantify the inhomogeneity across the Target volume further, a simple
quantity is constructed: At the corner of the Target the detector efficiency is in general
high (see Figure 6.3) while it is low in the Target center. These two regions are used
to calculate the spread of the detector efficiency. In Figure 6.4 the definition of the two
volumes is shown graphically. The relative difference between the two volumes (spread)
is shown in Figure 6.5 for varying attenuation lengths in the Target. The focus in this
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Figure 6.5: The relative difference in percent between the center of the Target and the
corner with statistical error bars. Note that this is close to the maximum
spread in the Target. The numbers are not to be confused with a mean
deviation from the overall Target efficiency.

study is on the variation with the attenuation length rather than the absolute numbers
of the spread. As for the total number of PE, the level of homogeneity is rather stable for
high attenuation lengths and decreases with decreasing attenuation length more rapidly
at lower attenuation lengths. A method to correct for the inhomogeneity can help to
improve the energy resolution. In section 6.4 such a method is presented. Prior to that
the effect of a decreasing attenuation length on the neutrino selection is studied in the
next section.

6.3 Attenuation length effect on neutrino candidate
selection

In order to investigate the effects of a degrading attenuation length on the Double
Chooz experiment, an analysis of the neutrino selection efficiency has been done with
MC. Standard cuts for the neutrino candidate selection have been used and a simple
energy calibration has been done.

In this analysis the complete simulation chain has been used2 (see section 1.2.5):
First, 25000 neutrino events have been generated with DCNuGen2 and distributed ho-

2The used DOGS versions were Prod-05-01 and Prod-06-00. Geant4.9.2p02 was used.
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(a) (b)

Figure 6.6: (a): Simulated PEreco spectra of prompt and delayed events in the neutrino
sample for ΛTarget = 12.5 m. A gaussian fit is done in order to get the
mean number of PEreco for the hydrogen and gadolinium peaks. (b): Linear
calibration with offset (red) and quadratic calibration function (blue).

mogeneously in the Target volume. At a rate of about 50 neutrino interactions per
day this corresponds to 500 days. Second, the light production and number of PEs
for the neutrino prompt event (positron) and delayed event (neutron) is simulated with
DCGLG4sim. The simulated number of PE after DCGLG4sim is called PEtrue. From this
stage on the simulation is repeated for 11 different attenuation lengths in the Target. In
order to get different attenuation lengths, the spectrum in Figure 6.1 has been scaled
with 11 different factors as explained in the previous section and was added as pure
absorption component. Third, DCRoSS is applied in order to simulate the PMT behavior
and electronics effects.

After the three simulation steps, the reconstruction software tool DCRecoPulse is ap-
plied in order to retrieve a reconstructed number of photoelectrons (PEreco) from the
simulated waveforms. In general, PEreco is lower than PEtrue due to several effects like
inefficiencies and the size of the charge integration window. However, in this analysis
the reconstructed energy Ereco is obtained by calibrating PEreco with the known energies
of the hydrogen and gadolinium neutron capture signals from the delayed events. The
combined simulated PEreco spectrum for prompt and delayed events is shown in Figure
6.6 (a). The mean number of PEreco has been extracted for the hydrogen (2.223 MeV)
and gadolinium (7.96 MeV) peaks at a Target attenuation length ΛTarget of 12.5 me-
ters. A slight nonlinearity in the calibration factor is found. The pulse reconstruction
DCRecoPulse, at the time this study was done, introduces the nonlinearity which is not
seen for PEtrue. However, the focus of this study is the effect of the attenuation length
in the Target which can be done regardless of this nonlinearity. Two different simple
energy calibration functions (see Figure 6.6 (b)) have been used to transform PEreco to
Ereco. Both the linear and the quadratic function give compatible results. The quadratic
function is used in this study since it is more realistic for energies . 0.5 MeV.
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(a) (b)

Figure 6.7: Monte Carlo reconstructed energy spectra for the prompt (a) and delayed
(b) events. The colors correspond to different Target attenuation lengths
after the hypothetical degradation has been applied (see legend). Neutrino
candidate selection cuts are displayed as red vertical lines. The calibration
of the reconstructed energy has been done at ΛTarget = 12.5 m with the
quadratic function (see Figure 6.6). Calibration with the linear function
yields compatible results.

The neutrino selection cuts used in this selection are:

1. Energy cut on the prompt event: 0.7 MeV ≤ Eprompt ≤ 8 MeV.

2. Energy cut on the delayed event: 6 MeV ≤ Edelayed ≤ 12 MeV.

3. Cut on the time difference ∆t between the prompt and delayed events: 0.5 µs ≤
∆t ≤ 200 µs.

For the final detector data analysis additional cuts are under discussion which are not
needed for the purpose of this simulation study. Also the values of the cuts listed above
can be different for the final Double Chooz analysis. The efficiency of the time cut is
unaffected by the attenuation length of the Target scintillator. Time differences due
to absorption and reemission are in the range of nanoseconds while the time difference
between prompt and delayed event is of the order of tens or hundreds of microseconds.
It was explicitly checked that the efficiency of cut 3 is independent of the attenuation
length in the Target. As from now, the first two cuts are studied in more detail.

Figure 6.7 shows the effect of the attenuation length in the Target on the prompt
and delayed reconstructed energies. First, we use a conservative approach and use one
calibration (obtained at ΛTarget = 12.5 m) for all attenuation lengths. Thus, the effect
of an unnoticed degradation in the Target on the neutrino selection efficiency can be
investigated. In the reconstructed energy spectrum of the delayed events, the two peaks
from hydrogen and gadolinium are in the correct position for ΛTarget = 12.5 m, since the
calibration has been done at this attenuation length. If the same calibration is applied
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Figure 6.8: The combined cut efficiency deviation from the nominal efficiency at
ΛTarget = 12.5 m is represented by the black points for the standard cuts
1-3. Statistical error bars are shown. The quadratic energy reconstruction
is used (only marginally different results are obtained for the linear energy
calibration). The green and red data show a relaxed lower cut on the delayed
energy deposition of 5 MeV and 4 MeV respectively. The cuts are given in the
format (prompt;delayed;time). The different higher energy cut for prompt
events has only marginal influence.

for the spectra which have been obtained with lower Target attenuation lengths, lower
energies are reconstructed as expected.

The tails in the delayed spectrum come from gammas which escape the Gamma
Catcher vessel into the non-scintillating Buffer volume. In this case only part of the
energy is converted to scintillation light. From Figure 6.7 it can be already seen that
the low energy cut for the delayed energy deposition is the most critical cut discussed
here. The efficiencies of the cuts will be presented quantitatively in the next paragraph.

For the prompt events we observe a shift of the reconstructed energies as well. How-
ever, the cut efficiencies do not change as dramatically as for the delayed events. If a
neutrino rate-only analysis is done, the prompt event efficiency is not affected strongly by
a decreasing attenuation length even in the conservative scenario with no re-calibration.
Interestingly, the shape of the spectrum changes with decreasing attenuation length. If
there was a small, unnoticed and uncalibrated degradation of the Target attenuation
length this has an influence on a shape analysis. A positive θ13 leads to a smaller signal
especially for the lower prompt energies. An uncalibrated degradation of the attenuation
length counteracts this change in shape and thus θ13 would be underestimated. This
shows the importance of detector stability checks (for example with hydrogen captures
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Figure 6.9: Deviation from the neutrino selection efficiency at ΛTarget = 12.5 m. The
neutron capture peaks have been used to recalibrate for each Target atten-
uation length.

presented in section 2.9) and subsequent recalibration, if needed.

Cut efficiencies For a neutrino rate-only analysis the cut efficiencies of the neutrino
candidate selection have been studied. The absolute efficiencies from this simulation at
ΛTarget = 12.5 m are about 0.997 for the prompt cut, 0.989 for the time cut and 0.809
for the delayed cut. The combined simulated efficiency is about 80.7 %. The main
inefficiency comes from captures at hydrogen instead of gadolinium. In the experiment
the efficiency can be quantified by using neutron source calibration in the Target. In this
study, the focus is on the effect of the attenuation length and thus on the deviation from
the nominal efficiency at ΛTarget = 12.5 m. In Figure 6.8, the decrease in cut efficiency for
decreasing Target attenuation lengths is shown with the black points. At an attenuation
length above about 6 to 7 meters, the efficiency is stable on the level of the statistical
errors of the simulation. Below, the efficiency decreases significantly if the starting point
of the initial calibration is at ΛTarget = 12.5 m. For a starting point and initial calibration
at 7.8 m the change in neutrino detection efficiency starts at attenuation lengths which
are lower. This is for the very conservative case that no recalibration is done over this
range. Still, it shows in which range the Target attenuation length begins to affect the
rate-only analysis. It can be concluded that in the range of ΛTarget ≈5 m (5 m is the
design goal), careful calibration of the detector is necessary.

Of the studied cuts, the low energy cut on the delayed events is the dominant source
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(a) (b)

Figure 6.10: Prompt and delayed spectra for different Target attenuation lengths (see
plot legend) after recalibration. Note that the number of events is not the
same for the different ΛTarget due to technical reasons in the MC production.

of inefficiency for the neutrino candidate selection. Physically, captures on hydrogen
and escaping gammas account for this inefficiency. This cut also accounts for the main
part of the efficiency decrease with decreasing Target attenuation length. Therefore, the
analysis of the simulation results has been repeated with a relaxation of this cut (see
red and green points in Figure 6.8). This study shows, that a relaxation of the lower
energy cut on the delayed event energy stabilizes the efficiency down to lower attenuation
lengths. However, the final cut for the detector data in Double Chooz depends on the
background in this region. Finally, a compromise has to be made between a lower
background contamination on the one hand and a higher efficiency and lower efficiency
uncertainty on the other hand.

To conclude this section the efficiency is studied with a recalibration of the energy
scale with the hydrogen and gadolinium peak for each attenuation length. The deviation
from the efficiency at ΛTarget = 12.5 m is shown in Figure 6.9. It is found that,within
the statistical errors, a recalibration can recuperate the efficiency of the MC neutrino
signal in a rate-only analysis for Target attenuation lengths as low as about 2 m.

The corresponding recalibrated prompt and delayed energy spectra are shown in Fig-
ure 6.10. While the peaks in the delayed energy spectrum are reconstructed at the
correct positions, the recalibration with the simple quadratic function is not enough to
recover the shape of the prompt spectrum. In order to do so, one also has to correct
for the increasing detector inhomogeneity which results in worse energy resolution (see
Figure 6.10 (b)). Although the efficiency for neutrino candidates is stable after recali-
bration, for a rate-only analysis with detector data the background has to be included
as well. The systematic error for the θ13 analysis which corresponds to the background
estimate increases with decreasing energy resolution. The energy resolution degradation
in case of a degrading attenuation length comes from a decrease in the photoelectron
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statistics and an increase in the detector inhomogeneity. In the next section a method
will be presented which can be used to correct for the inhomogeneity of the detector
response and thus improve the energy resolution again.

6.4 Detector efficiency inhomogeneity correction

6.4.1 Detector efficiency map concept

The general idea for the detector efficiency inhomogeneity correction is based on the
application of a vertex-dependent correction. Correction factors have to be determined
for each vertex in the detector. The ensemble of the vertex-dependent efficiency cor-
rection factors is also called ‘efficiency map’. In order to get the efficiency map, Monte
Carlo simulations of millions of particles have been done (up to the PEtrue level from
DCGLG4sim) at various positions in the detector. The resulting total number of pho-
toelectrons and the corresponding initial vertex are stored in a file. These data from
Monte Carlo can be compared with calibration data from the Articulated Arm system
(section 1.2.4) which plans to deploy sources at positions in the Target volume which
are distributed in three dimensions.

The MC file can be used to get a correction factor for a given event in Double Chooz.
After the pulse reconstruction and vertex reconstruction has been applied (either for
data or MC), the reconstructed number of photoelectrons (PEreco) and the reconstructed
vertex ~xreco are available. The correction factor can now be obtained from the Monte
Carlo events in the file which are closest to the reconstructed vertex (details are given
below). The mean efficiency of these events relative to the overall detector (Target plus
GC) mean efficiency is used as a correction factor for PEreco. Thus, the energy resolution
degradation due to detector efficiency inhomogeneities can be compensated for.

6.4.2 Production of the Monte Carlo detector efficiency map

Three different MC files have been produced3: The first file contains about 1.25 million
electrons (1 MeV) which are distributed homogeneously in the Target and GC volumes.
The default configuration for DCGLG4sim has been used (with a Target attenuation length
of ΛTarget = 11.9 m). Another file with the default configuration but with 4.80 million
events has been produced to investigate the accuracy of the method with an increased
number of events. The third file was produced with a reduced attenuation length in the
Target scintillator of ΛTarget = 5 m (1.02 million events). At the lower attenuation length
the performance of the correction can be checked if the inhomogeneity in the detector
is increased. In the files, the vertices for particle insertion by DCGLG4sim (~xtrue) and the
simulated number of photoelectrons after DCGLG4sim (PEtrue) are stored.

A graphical representation of the obtained detector efficiency map is shown in Figure
6.11. Similar plots have been shown for the Target only and with less statistics in section
6.2.2. The Target vessel can be seen at a radius of 1150 mm and at z=± 1250 mm. At

3The HEAD version of DOGS (as of July 9, 2010) has been used.
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(a) ΛTarget = 11.9 m (b) ΛTarget = 5.0 m

Figure 6.11: Graphical representation of the simulated relative detector efficiency for
different locations in the Double Chooz detector. The relative efficiency
is defined as the mean number of PEtrue for the events originating from
a given bin divided by the mean number of PEtrue for Target and GC.
On the horizontal axis the two-dimensional radius r =

√
x2 + y2 is shown.

The bin size has been chosen such that the 3-dimensional volume which is
represented by the bins is constant.

a radius of about 290 mm the Target support structure is visible. Close to the vessel
the efficiency is lower due to light reflection and partial energy deposition in the vessel
instead of the scintillator. In the chimney region of the detector, the detector efficiency
is found to be low as well. Light produced in this region has a lower probability to be
collected by the photomultipliers. However, the chimney volume is small compared to
the Target and GC volumes.

The difference between the two Target attenuation lengths can be seen clearly. For
ΛTarget = 5 m the center of the Target has a significantly reduced efficiency. The inho-
mogeneity of the detector response is increased as expected. The most efficient spots
in the detector simulation are at the edge and at the top and bottom of the Gamma
Catcher close to the PMTs.

6.4.3 PEreco correction with the detector efficiency map

The MC data presented in the previous section can be used to correct the number of
PEreco. Three different methods to calculate the efficiency correction factors have been
implemented. The difference is in the way events from the files are selected which are
close to the reconstructed vertex ~xreco of the event whose PEreco is to be corrected.

1. For the first method the detector is divided in 3-dimensional bins of the size 10 cm
× 10 cm × 10 cm. The efficiency correction factor for each bin is calculated from
the events in the MC file for which ~xtrue is in this bin.
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Figure 6.12: Simulated reconstructed photoelectron spectrum from DCRecoPulse for a
Target attenuation length of ΛTarget=11.9 m. The peak of the distribution
can be fit with a gaussian function with the mean µ = 159.34 ± 0.08 and
σ = 13.29± 0.06.

2. The second method executes a search for the Nnearest events in the file whose
vertices are closest to ~xreco. After optimization, it was found that Nnearest = 200
gives good results.

3. In the third method, a sphere of the size rsphere around the reconstructed vertex
~xreco is defined. Events from the MC file whose vertices are inside the sphere are
used to calculate the efficiency correction factor. Different sizes of the sphere were
tested and finally a radius rsphere=10 cm was used.

The first method is simple and fast since the list of MC events in the file has to be filled
to a histogram only once. Disadvantages of this method are that some bins contain
less events than others and sometimes vertices are reconstructed outside the GC by the
vertex reconstruction RecoBAMA, where no correction factor can be obtained since the
bins are not filled. A bin size of 10 cm per dimension was chosen because the vertex
reconstruction accuracy is in this range. Thus, a smaller bin size does not increase the
accuracy of the reconstruction significantly. The second method is the most accurate
but it is slower since for each event which has to be corrected a list of millions of events
has to be sorted. A compromise in accuracy and execution speed is implemented with
the third method.

Test of the correction performance In order to test the correction methods, two
additional samples (ΛTarget=11.9 m and 5.0 m) of 32000 electrons with 1 MeV energy
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have been simulated with homogeneously distributed vertices in Target and GC. For
these events the electronics simulation has been done (DCRoSS) and after that the pulse
reconstruction DCRecoPulse and vertex reconstruction RecoBAMA have been applied. The
uncorrected PEreco spectrum is shown in Figure 6.12 for ΛTarget=11.9 m. The relative
energy resolution can be extracted from the gaussian fit: ∆E/E = σ/µ = 8.34 %. If
the correction with the efficiency map is applied the energy resolution improves. The
results are listed in table 6.1.

Target attenuation length Method ∆E/E [%]

ΛTarget=11.9 m uncorrected 8.34 ± 0.04
method 1 8.28 ± 0.04
method 2 8.12 ± 0.03
method 3 8.17 ± 0.04

ΛTarget=5.0 m uncorrected 9.79 ± 0.05
method 1 8.65 ± 0.04
method 2 8.42 ± 0.04
method 3 8.49 ± 0.04

Table 6.1: Relative energy resolution for simulated 1 MeV electrons with different detec-
tor inhomogeneity corrections.

As expected, method 2 gives slightly better results than method 3 and significantly better
results than method 1. The results in the table have been obtained with the map with
1.25 million events for ΛTarget=11.9 m. The map with 4.80 million events has been used
as well. It was found that the energy resolution increases only marginally for method 1
while it stays the same for method 2 and 3. At ΛTarget=11.9 m, the improvement after
the correction is generally small since the detector inhomogeneity is small. The relative
energy resolution for 1 MeV electrons in the simulation is dominated by the statistical
fluctuations in the number of photoelectrons. For a lower Target attenuation length
ΛTarget=5.0 m the inhomogeneity in the detector efficiency is higher and the relative
energy resolution is worse. With the correction applied, an energy resolution close to
the one for ΛTarget=11.9 m can be re-established.

The corrected PEreco spectrum is shown for ΛTarget=5.0 m in Figure 6.13. It turns out
that for the small fraction of events in the chimney region, the vertex reconstruction
algorithm reconstructs the vertex of the events systematically too low. This means
that the chimney events have a ~xreco which is below the chimney where the simulated
detector efficiency is close to one. The applied correction factors are thus not high
enough to correct for the true efficiency in the chimney and the events remain in the
tail of the distribution. Apart from the chimney events the correction method works
well and an improvement of the energy resolution is obtained. In particular for low
Target attenuation lengths the correction is powerful since in this case the detector
inhomogeneities are more significant. In Appendix A, a software tool called ERecoHD is
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Figure 6.13: Comparison of the uncorrected (black) and corrected (red, method 2) pho-
toelectron spectra for ΛTarget=5.0 m.

presented which implements the detector inhomogeneity correction.

6.5 Summary

A homogeneous light collection efficiency is important for the energy resolution of the
Double Chooz experiment and thus a method to correct for possible inhomogeneities
can improve the systematic error associated with energy cuts.

The number of photoelectrons and the detector efficiency homogeneity have been sim-
ulated for varying attenuation lengths. Below about 4-5 m the inhomogeneity increases
to a level of about 10 %. If an inhomogeneity of this size was observed with calibration
data at different detector positions, these data could be used to estimate the attenuation
length in the Target. With a simple neutrino rate-only simulation analysis it could be
found that the efficiency is degraded below about ΛTarget = 6 m if no recalibration is
done and the starting point is 12.5 m. For a starting point calibration at 7.8 m the
neutrino detection efficiency stays stable longer. If a recalibration is done the neutrino
selection efficiency can be kept constant for Target attenuation lengths above 2 meters.
The shape of the prompt spectrum is affected by a degrading Target attenuation length
as well. If a shape analysis is done a more careful energy reconstruction is needed.

The studies show, that 5 m is a reasonable design goal for the Target attenuation
length for the Double Chooz experiment. With the measured 7.8 m attenuation length
in the Target before filling, the design goal specification is exceeded [49]. First detector
stability analyses as for example presented in section 2.9 show that over a time-span
of several months, no degradation in the photomultiplier charge is seen for both events
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located in the Target and GC which indicates that the attenuation lengths are stable.
In the second part of this chapter, a correction method for detector efficiency inho-

mogeneities was presented. The correction improves the energy resolution in particular
if the detector inhomogeneity is high. For a decreasing Target attenuation length be-
low 5 m, the inhomogeneity increases more rapidly and correction is more important.
Also other sources of detector inhomogeneity (for example switched-off PMTs) can be
corrected if an efficiency map can be produced with detector data.
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7 Summary

Neutrino oscillations provide a window to physics beyond the Standard Model. The
search for the last unknown neutrino mixing angle θ13 is ongoing with the complementary
accelerator-based and reactor neutrino approaches. The combined analysis of neutrino
oscillation experiments gives a hint for a non-zero θ13 in a region which can be explored
by the current reactor neutrino experiment generation.

The Double Chooz experiment uses a two-detector concept to determine the reactor
electron antineutrino flux at a baseline of one kilometer relative to the unoscillated flux
closer to the source. The projected sensitivity at 90 % confidence level is sin2(2θ13) =
0.03.
Electron antineutrinos are detected with inverse beta decay reactions in a newly de-

veloped gadolinium-loaded organic liquid scintillator. Both the Neutrino Target and
a gadolinium-free Gamma Catcher scintillator have to meet multiple requirements si-
multaneously. In this work, optical properties of the scintillators have been studied by
performing laboratory measurements, Monte Carlo simulations and first analyses of real
Double Chooz far detector data.

Measurements and a model of the light yield have been used to identify Target and
Gamma Catcher candidates which fulfill, among other requirements, light yield and
density matching for an unbiased energy reconstruction and mechanical stability of the
detector, respectively. The mean light collection efficiencies in Target and GC (3.3 %
less in the Target) have been obtained by Monte Carlo simulations. Before the large
scale production the light yield of the GC was therefore tuned to be (96.9±1.0) % of the
Target light yield. In this tuning process the final design for the chemical compositions
of the Double Chooz scintillators was determined. Analyzing Double Chooz far detector
data, the photoelectron yield matching within one percent has been preliminary verified
at the multi-ton scale with hydrogen capture events. In addition, no degradation in the
optical properties was found for the first 3.5 months of data taking.

The light production inefficiency and the associated non-proportionality of the light
output due to ionization quenching has been determined experimentally for electrons
and for alpha particles. At the precision which is aimed for in Double Chooz these
effects are important for the energy reconstruction and thus the energy cut efficiencies.
Birks model is applied to interpret the experimental results. For different Monte Carlo
simulation settings an effective Birks parameter kB was found which leads to a correct
description of the experimental data. The changes in kB have been thoroughly analyzed
and were understood. For alpha particles the quenching factors were given which allow
to calculate the visible energy. It was found that for most of the alphas in natural
radioactivity the visible energy is below the energy cut for prompt events and thus the
contribution to accidental background is lowered due to ionization quenching.
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7 Summary

In order to model the timing of the detector response for scintillator-induced signals,
the scintillation photon emission time probability density functions were measured with
a dedicated laboratory measurement. Differences between Target and GC have been
enhanced by deliberately increasing the photon emission times of the GC via choosing
a rather low PPO concentration of 2 g/l. Light yield and density matching have been
simultaneously done. The higher difference in Target and GC photon emission times
enhances the possibility of pulse shape discrimination of Target and Gamma Catcher
events which can be used complementary to vertex reconstruction information. Photon
emission times have been measured for alpha excitation of the Target and GC and
the Monte Carlo simulation has been tuned to provide the possibility to study particle
identification with pulse shape discrimination.

The neutrino selection efficiency was studied with Monte Carlo simulations for differ-
ent Target attenuation lengths with and without re-calibration of the energy scale. For
low Target attenuation lengths frequent re-calibration becomes more important to con-
trol the error on the cut efficiencies. The detector light collection efficiency homogeneity
is related to the energy resolution of the experiment. It has been studied how the homo-
geneity degrades for a hypothetical degradation in the Target attenuation length. Above
a Target attenuation length of 5 m at 430 nm the inhomogeneities lead to a contribution
to the energy resolution at 1 MeV which is rather small compared to the minimal energy
resolution coming from photoelectron statistics. Below 5 m the inhomogeneity would
become more important. A method has been developed with Monte Carlo simulations to
correct for detector inhomogeneities. The studies show, that 5 m is a reasonable design
goal for the Target attenuation length. With the measured 7.8 m attenuation length in
the Target before filling, the design goal specification is exceeded and no degradation is
observed so far.
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A The energy reconstruction tool
ERecoHD

The energy reconstruction tool ERecoHD (Energy Reconstruction Heidelberg) has been
developed together with Dr. Bernd Reinhold from MPIK. It has been tested and tuned
with the help of Monte Carlo simulations. The code is however suited to handle the data
from the detector as well. The input for the tool is the Common Trunk (CT) output
(MC or detector data) and more specifically the reconstructed vertex ~xreco and the
reconstructed number of photoelectrons PEreco. It performs a two-step reconstruction:
As a first step, the inhomogeneity of the detector efficiency is corrected for. This method
has been described in more detail in section 6.4. Here, the second step is described:

The corrected number of reconstructed photoelectrons is used to derive the recon-
structed energy. For each event, several reconstructed energies are calculated, one for
each of the relevant particle types in Double Chooz. Concretely, the energies for elec-
trons, positrons and gammas are provided up to now. These particles have different effec-
tive light production (and thus PE production) efficiencies due to ionization quenching
and Cherenkov light production. This is why the energy estimates differ for the different
particle types. The decision which particle caused the signal can be postponed and left
to a particle identification tool since the energies for different particle types are stored
in parallel. The code for ERecoHD has been derived from the common Double Chooz
DCReco base classes (C++) and it is foreseen to run it as a part of the automatized data
processing chain.

Pulse reconstruction nonlinearity correction The results presented in this appendix
have been obtained with the Double Chooz MC simulation DOGS1. As explained in section
1.2.5, the pulse reconstruction tool DCRecoPulse provides the number of reconstructed
photoelectrons PEreco. The ratio between PEreco and PEtrue from the detector simulation
DCGLG4sim was observed to be slightly dependent on the absolute number of PE. This
nonlinearity was corrected prior to the following reconstruction steps, since it mimics the
nonlinearity induced by ionization quenching and Cherenkov light production. The non-
linearity has to be revisited for newer versions of DCRecoPulse and DCRoSS. Currently,
efforts are made to understand this nonlinearity to higher precision.

After this step, an estimator of PEtrue is obtained. Next, the correction for the de-
tector efficiency inhomogeneity is applied (see section 6.4). The corrected number of
photoelectrons (PEcorr.) is proportional to the actual light output of the particle (visible
energy). It is stressed that the output of this inhomogeneity-corrected visible energy is

1The HEAD version of DOGS (as of July 9, 2010) has been used.
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Figure A.1: Number of simulated photoelectrons after DCGLG4sim (PEtrue) dependent on
the positron energy. The fit function from equation (A.1) is used.

the main output of ERecoHD. The following step additionally provides a reconstructed
real particle energy which can be convenient. The final analysis of the spectra in Double
Chooz is foreseen to be done in visible energy rather than reconstructed real energy.
Nevertheless, the reconstruction of the real particle energies with ERecoHD can be used
for cross-checks and quick analyses.

Reconstruction of the real particle energy In order to reconstruct the real parti-
cle energy from the visible energy (PEcorr.), ionization quenching (see section 3.2) and
Cherenkov light production have to be included. The contribution from both effects
leads to a nonlinearity in the light production. In order to quantify this effect, the
Monte Carlo simulation has been used. It has been tuned with laboratory measurement
results of the ionization quenching (see section 3.5) for electrons. Positrons are described
with the same effective Birks parameter as for electrons in the simulation.

For each of the three particle types, simulations have been done for energies between
0.5 MeV and 10 MeV. Two fixed positions have been used: The Target center and a
central position in the GC volume. For the fixed positions, the inhomogeneity does
not affect the results. Thus, the number of photoelectrons after the detector simulation
(PEtrue) corresponds directly to the visible energy. As an example, the results of such
a simulation series is shown for positrons in Figure A.1 in the Target center. In order
to describe the ionization quenching and Cherenkov light effect, an effective function is
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Figure A.2: Different representation of the simulation results in Figure A.1. The number
of photoelectrons PEtrue has been divided by a linear function PEtrue =
c ·Ereal with c = PEtrue(11.022 MeV)/11.022 MeV which goes through the
point at 11.022 MeV. This ratio is called relative PEtrue.

used:
PEtrue(Ereal) =

a ·E2
real

1 + b ·Ereal
. (A.1)

The two free parameters a and b characterize the nonlinearity. Figure A.2 shows the
same data and fit in another representation which shows the effect of quenching and
Cherenkov light production more clearly.

The values a and b from the fit function can then be used in ERecoHD to transform the
corrected number of photoelectrons to a real energy. For Target and GC the parameter
pair {a,b} is different in general since the ionization quenching effect is more pronounced
in the GC (see section 3.4). From the reconstructed vertex it can be decided in which
volume the event took place (with some uncertainty due to the vertex reconstruction
resolution). Also for gammas and electrons such constants have been obtained by simu-
lation analog to positrons. The shape of the function is particle dependent because the
effect of ionization quenching and Cherenkov light differs. Gammas produce multiple
electrons by Compton scattering which are each affected by the ionization quenching ef-
fect individually as described in section 3.2. Therefore the overall scintillation efficiency
is decreased for gammas compared to electrons.
Positrons lose their kinetic energy in the scintillator and directly produce scintillation

light. After that, the positron annihilates with an electron in the scintillator and pro-
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duces two gammas which on their part create Compton electrons. This explains why also
for positrons the total scintillation efficiency is different than for electrons in general. In
ERecoHD, no assumptions are made on the particle type. Rather, multiple energies are
given as output, one for each relevant particle type.

Figure A.3: Result of the energy reconstruction with ERecoHD for simulated positrons
distributed in the Target. The real energy consists of the kinetic energy of
the positron plus the 1.022 MeV from the two annihilation gammas. The
reconstructed energy for positrons from ERecoHD is used to show the per-
formance of the energy reconstruction. It is compared with a simple linear
energy reconstruction. The value at Ereal=5 MeV has been rechecked. The
cause for the deviation has to be investigated.

Energy reconstruction performance test As a test for the energy reconstruction tool,
MC samples have been produced containing positrons with multiple energies distributed
homogeneously in the Target volume. With MC the real energy of the particle which was
inserted can be compared with the reconstructed energy for positrons which is obtained
after ERecoHD has been applied. Therefor the complete MC chain is run: DCGLG4sim,
DCRoSS, DCRecoPulse, DCRecoBAMA and ERecoHD. In Figure A.3 the result is presented
for positrons compared with a simple reconstruction which does not take into account
the nonlinearity effects (a simple conversion factor between PEcorr. and Ereal obtained
from 1 MeV electrons in the Target center is applied). For a range of 0.5 MeV to
10 MeV, which is the relevant range for the prompt events in the neutrino detection
reaction in Double Chooz, and for a sample which is distributed homogeneously in the
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Target volume, the energy reconstruction bias is typically as low as one or two percent.
For gammas and electrons, the performance is even slightly better. The inhomogeneity
correction is applied using a detector efficiency map which has been produced with
electrons. It turns out that this is sufficient to correct the inhomogeneity to first order
for positrons and gammas as well. Since only one map has to be produced the tool can
be easily updated without consuming too much time.

Once detector calibration data is analyzed, the function in equation (A.1) can be
checked and retuned to get a calibration of ERecoHD which can be applied for detector
data. Other particles like for example alpha particles can be included in the future as
well.

Conclusions and summary In this appendix the main features of the energy recon-
struction tool ERecoHD were presented. It combines the correction for detector inhomo-
geneities with a correction for the ionization and Cherenkov light production nonlinear-
ities. It has been tuned and tested with Monte Carlo simulations. However, it can be
applied to detector data as well. Before that, it has to be re-tuned directly with detec-
tor data (spallation neutrons with subsequent capture on hydrogen can be studied with
sufficient statistics). Alternatively, the MC software itself has to be tuned with detector
data and then the parameters needed in ERecoHD can be derived from the tuned MC.
Results on the detector efficiency inhomogeneity correction have been shown in section
6.4. For the reconstruction of the real particle energy it could be shown with MC that
an energy reconstruction bias of the order of one to two percent over an energy range of
0.5 MeV to 10 MeV is achievable with a well-tuned ERecoHD.
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B List of analysed runs

11000, 11001, 11007, 11008, 11009, 11010, 11011, 11013, 11014, 11016, 11017, 11018,
11019, 11152, 11153, 11154, 11155, 11164, 11165, 11167, 11168, 11169, 11170, 11171,
11181, 11182, 11183, 11192, 11193, 11210, 11219, 11220, 11221, 11222, 11231, 11232,
11233, 11234, 11243, 11244, 11245, 11246, 11255, 11256, 11477, 11478, 11479, 11480,
11489, 11490, 11491, 11492, 11504, 11505, 11506, 11507, 11516, 11517, 11518, 11519,
11520, 11521, 11545, 11546, 11547, 11548, 11549, 11558, 11559, 11560, 11561, 11570,
11571, 11572, 11573, 11574, 11583, 11584, 11585, 11586, 11587, 11596, 11597, 11598,
11599, 11608, 11609, 11610, 11611, 11634, 11635, 11636, 11637, 11638, 11639, 11648,
11650, 11651, 11652, 11661, 11662, 11663, 11664, 11673, 11674, 11675, 11676, 11700,
11701, 11702, 11703, 11704, 11713, 11714, 11715, 11716, 11725, 11727, 11728, 11729,
11739, 11740, 11741, 11742, 11751, 11752, 11753, 11754, 11775, 11776, 11777, 11778,
11787, 11788, 11789, 11790, 11799, 11800, 11801, 11802, 11814, 11815, 11816, 11817,
11826, 11827, 11828, 11829, 11830, 12046, 12047, 12048, 12057, 12058, 12059, 12060,
12069, 12070, 12071, 12072, 12073, 12074, 12083, 12084, 12085, 12086, 12107, 12108,
12109, 12110, 12119, 12121, 12122, 12131, 12132, 12133, 12134, 12143, 12144, 12145,
12146, 12155, 12156, 12157, 12158, 12179, 12180, 12181, 12182, 12191, 12192, 12193,
12194, 12203, 12204, 12205, 12206, 12215, 12216, 12217, 12218, 12227, 12228, 12229,
12230, 12239, 12240, 12241, 12242, 12263, 12264, 12265, 12266, 12275, 12276, 12277,
12278, 12287, 12288, 12289, 12290, 12299, 12300, 12302, 12303, 12304, 12313, 12314,
12315, 12316, 12325, 12326, 12327, 12328, 12349, 12350, 12351, 12352, 12361, 12362,
12363, 12364, 12373, 12374, 12375, 12376, 12377, 12387, 12388, 12389, 12398, 12399,
12400, 12402, 12423, 12424, 12425, 12426, 12435, 12436, 12437, 12438, 12447, 12448,
12449, 12450, 12459, 12460, 12461, 12462, 12471, 12472, 12473, 12690, 12691, 12692,
12693, 12703, 12704, 12705, 12714, 12715, 12716, 12717, 12726, 12727, 12728, 12729,
13120, 13122, 13143, 13144, 13145, 13146, 13155, 13157, 13158, 13167, 13168, 13169,
13170, 13179, 13180, 13181, 13182, 13191, 13192, 13193, 13194, 13203, 13204, 13205,
13206, 13207, 13228, 13229, 13230, 13240, 13241, 13242, 13243, 13244, 13253, 13254,
13255, 13256, 13265, 13266, 13267, 13268, 13289, 13290, 13291, 13292, 13301, 13302,
13303, 13304, 13313, 13314, 13315, 13316, 13326, 13327, 13328, 13329, 13338, 13339,
13340, 13341, 13362, 13363, 13364, 13365, 13374, 13375, 13376, 13378, 13379, 13388,
13389, 13390, 13391, 13392, 13401, 13402, 13403, 13404, 13413, 13414, 13415, 13416,
13425, 13426, 13427, 13428, 13449, 13450, 13451, 13452, 13461, 13462, 13463, 13464,
13473, 13474, 13475, 13476, 13485, 13486, 13487, 13488, 13497, 13498, 13499, 13500,
13501, 13527, 13528, 13529, 13531, 13534, 13535, 13536, 13537, 13538, 13547, 13548,
13549, 13550, 13559, 13560, 13561, 13562, 13571, 13572, 13573, 13574, 13598, 13599,
13600, 13601, 13610, 13611, 13612, 13613, 13622, 13624, 13625, 13635, 13636, 13638,
13647, 13648, 13650, 13659, 13660, 13661, 13662, 13686, 13689, 13690, 13691, 13700,
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13701, 13702, 13703, 13712, 13714, 13724, 13725, 13727, 13926, 13927, 13928, 13929,
13930, 13939, 13941, 13953, 13954, 13955, 13956, 13966, 13967, 13968, 13969, 13979,
13980, 13981, 13982, 13983, 14004, 14005, 14006, 14007, 14015, 14016, 14017, 14018,
14027, 14028, 14029, 14039, 14040, 14042, 14043, 14044, 14053, 14054, 14055, 14056,
14057, 14066, 14067, 14068, 14069, 14082, 14083, 14084, 14085, 14094, 14095, 14096,
14106, 14108, 14118, 14119, 14120, 14121, 14142, 14143, 14144, 14145, 14154, 14156,
14157, 14158, 14159, 14160, 14161, 14170, 14171, 14172, 14173, 14174, 14175, 14184,
14185, 14186, 14187, 14188, 14197, 14198, 14199, 14200, 14201, 14202, 14223, 14224,
14225, 14226, 14235, 14236, 14237, 14238, 14251, 14252, 14253, 14254, 14255, 14264,
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