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Vielteilcheneffekte in Rydberg-Gasen: Kohärente Dynamik stark wechselwirkender Zwei-
Niveau-Atome und nichtlineare optische Antwort eines Rydberg-Gases in EIT Konfigura-
tion – Gegenstand dieser Arbeit ist die theoretische Untersuchung von Ensembles von Atomen,
die durch kohärente Laseranregung in einen Rydbergzustand gebracht werden. Rydbergatome
wechselwirken über weite Entfernungen miteinander, was zu stark korrelierter Vielteilchen-
dynamik führt, für deren Modellierung anspruchsvolle numerische Techniken notwendig sind.
Im ersten Teil der Arbeit werden effektive Zwei-Niveau-Atome bestehend aus Grundzu-
stand und Rydbergzustand untersucht. Bei resonanter Laseranregung wird ein verändertes
Skalierungsverhalten der Anregungszahl beobachtet, welches auf Effekte endlicher System-
größe und die Grobkörnigkeit des Mediums aufgrund der endlichen Atomdichte zurückzufüh-
ren ist. Bei nicht-resonanter Anregung bilden sich geordnete Strukturen aus einem anfänglich
homogenen Gas, die sich in ausgeprägten Peaks in den räumlichen Korrelationen und mo-
difizierter Anregungs-Statistik widerspiegeln. Im zweiten Teil wird ein schnell zerfallendes
mittleres Niveau hinzugenommen. Dadurch erhält man das Phänomen der elektromagnetisch
induzierten Transparenz (EIT). Durch die starken Wechselwirkungen zwischen den Rydberg-
atomen wird dieser Effekt jedoch unterdrückt, was zu einer optischen Nichtlinearität führt.
Es wird ein Modell entwickelt, mit dem sich die Eigenschaften einer Wolke von Rydberg-
atomen in EIT Konfiguration vorhersagen lassen. In beiden Teilen werden die Vorhersagen
der Modelle mit experimentellen Beobachtungen verglichen.

Many-Body Effects in Rydberg Gases: Coherent Dynamics of Strongly Interacting Two-
Level Atoms and Nonlinear Optical Response of a Rydberg Gas in EIT Configuration –
Subject of this thesis is the theoretical investigation of ensembles of atoms that are coher-
ently laser-excited to a Rydberg state. Rydberg excited atoms interact with each other over
large distances, which leads to strongly correlated many-body dynamics, demanding powerful
numerical tools for their modeling. The first part of the thesis deals with effective two-level
atoms consisting of a ground and a Rydberg state only. For resonant laser excitation a
modified scaling behavior of the excitation number is observed, which is caused by effects of
finite system size and coarse graining of the medium due to the finite atomic density. For
off-resonant excitation, ordered structures arise out of an initially homogeneous gas, which
are reflected in strongly peaked spatial correlations and modified excitation statistics. In
the second part a fast decaying intermediate level is additionally taken into account. In this
situation the phenomenon of electromagnetically induced transparency (EIT) is encountered.
This effect is suppressed in the presence of strong interactions between the Rydberg atoms
leading to an optical nonlinearity. A model predicting the properties of a cloud of Rydberg
atoms in EIT configuration is developed. In both parts the models are validated by comparing
their predictions to recent experimental observations.
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Chapter 1

Introduction

Rydberg states, highly excited electronic states of atoms, have been studied for more than a
century. The term Rydberg atom goes back to Johannes Rydberg (1854-1919), who studied
the spectral properties of the light emitted by atoms in the 1880s and discovered a simple
formula describing the frequencies of the emitted lines [1]. In twentieth century the properties
of Rydberg atoms were studied extensively [2]. However, until the year 2000 these studies
were focused on the spectroscopic properties of Rydberg atoms in thermal vapors. Then, the
appearance of several seminal articles [3–5] marked a decisive turning point in the development
of Rydberg physics. Triggered by the idea to use Rydberg atoms for applications in quantum
information science, Rydberg physics evolved into an interdisciplinary field with a broad range
of applications in other areas of physics. In the following, a brief outline of these fascinating
developments is provided.

During the 1990s powerful techniques for laser cooling and trapping of atoms were devel-
oped. With these techniques an unprecedented degree of coherent control over external and
internal degrees of freedom of atoms could be achieved. This lead to a number of remark-
able discoveries at the heart of quantum mechanics. The most well-known achievement was
probably the realization of a Bose-Einstein condensate (BEC) in 1995 [6, 7], a phenomenon
already predicted in the early days of quantum mechanics [8–10]. The advances in ultracold
physics and coherent control sparked a rapid growth of quantum information science [11,12].
What certainly heated this field additionally, were breakthroughs in quantum information
theory like Shor’s factoring algorithm [13] or quantum error correction [14].

These developments set the stage for the idea to combine the long-range interactions of
Rydberg atoms with the coherent control of cold atomic gases. In early studies of Rydberg
atoms in the “frozen” regime line broadening and deformation was observed as a signature
of Rydberg-Rydberg interactions [15, 16]. The key ideas, however, that lead to a real ex-
plosion of the field and let it become increasingly interdisciplinary, appeared in the years
2000/2001 [3, 4]. These works contain two aspects that reappear over and over in works on
many-body physics with Rydberg atoms and also in this thesis. These concepts are the dipole
blockade and collective Rabi oscillations. For two nearby atoms, the dipole-dipole interactions
between Rydberg atoms result in an energy shift of the doubly excited state, as illustrated
in Fig. 1.1(a). Thus, if those two atoms are laser-excited resonantly from the ground to the
Rydberg state, the doubly excited state becomes off-resonant due to the interaction shift and
double excitation is inhibited. This was first exploited in Ref. [3] to construct a quantum
gate. In an extended atomic sample the interaction shift of states with two nearby excitations
leads to a certain exclusion distance Rb. Therefore, two Rydberg excited atoms can never
appear at a distance smaller than the blockade radius Rb from each other, as illustrated in
Fig. 1.1(b). This phenomenon, leading to an interaction induced suppression of excitation,
is what is called the dipole blockade [4]. In Fig. 1.1(c) another consequence of the blockade
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Figure 1.1: (a) The dipole blockade mechanism: Two atoms in the ground state (green spheres) are excited
to the Rydberg state (red spheres). If the distance between the atoms is small, the doubly excited state is
shifted out of resonance due to the dipole-dipole interactions between Rydberg excited atoms. (b) Due to the
blockade effect any Rydberg atom inhibits the excitation of further Rydberg atoms in its vicinity, leading to
a suppression of excitation compared to the noninteracting case. (c) In a small sample, in which only one
excitation is possible, the atoms act collectively, since it is unknown which atom is excited. Therefore the
excitation dynamics is collectively enhanced.

is illustrated. In a perfectly blockaded ensemble only one atom can be excited to a Rydberg
state. If the excitation process is perfectly coherent, it is impossible to tell which atom gets
Rydberg excited. Thus, quantum mechanically the system will be in a symmetric super-
position of all possible singly excited states. This leads to a collective enhancement of the
atom-light coupling and hence to an enhanced excitation rate [4, 17,18].

From the theory point of view, before the year 2000, inter-atomic interactions were mostly
treated as point-like in cold atom physics. The Gross-Pitaevskii equation proved to be a pow-
erful tool for describing ensembles of ultracold atoms [19, 20]. Generally, the great majority
of tools for describing quantum many-body systems rely on the finite range of spatial corre-
lations [21]. For Rydberg atoms, however, these methods can only be applied in a limited
range of parameters due to the long-range interactions which lead to the emergence of strong
many-particle correlations. This poses a tremendous theoretical challenge on the simulation
of Rydberg gases and their interaction with light. The improvement of the modeling of the
many-body dynamics in strongly interacting Rydberg gases and the search for new intriguing
many-body effects arising in such systems are the goals of this thesis.

However, before outlining the content of the thesis in detail, the historical overview is
continued by briefly mentioning the major experimental and theoretical achievements that
have been made in the field of Rydberg physics over the past decade. The motivation for this
attempt of a review is to give an impression of how dynamical and interdisciplinary Rydberg
physics is, since this is what makes it such a fascinating field of research. During the past
few years it has become almost impossible to follow all the developments and new ideas that
pop up. These ideas range from applications in quantum information science over quantum
optics and BEC physics to solid state and plasma physics. It has to be noted that the view
of the “Rydberg world” presented here is naturally biased by the specific research interests
of the author and can never claim to be complete. For recent review articles of the topic, the
reader is referred to Refs. [22–26].
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Multidisciplinary Rydberg research

The early 2000s saw a tremendous boost of experimental activities aiming at the demonstra-
tion of the dipole blockade and collective effects in mesoscopic ensembles. Excitation suppres-
sion due to interaction effects was first reported in 2004 in Freiburg [27] and Storrs [28] (see
also Refs. [29–35]). Collective Rabi oscillations of two [17] and many atoms [18] have recently
been observed. For resonant excitation of Rydberg atoms the blockade mechanism leads
to a dense packing of blockade spheres, which manifests itself in sub-Poissonian excitation
number statistics [36–39]. Off resonance, the Rydberg-Rydberg interactions can lead to dis-
tance selective excitation of atom pairs and aggregates [40,41] that result in super-Poissonian
excitation statistics, which was recently observed in Pisa [42] and Heidelberg [43]. At the
moment, many groups are working on techniques for measuring spatially resolved observables
in Rydberg excited ensembles [44–48].

Great effort was put into the study of the atomic properties of Rydberg atoms [49–54] and
their interactions [55–63]. Initially the focus had mainly been on alkali atoms, but recently also
alkaline earth atoms and Rydberg ions have been under discussion [64–67]. Again in the year
2000, it was realized that the wave function of a Rydberg electron can feature bound states of
Rydberg and ground state atoms resulting in extremely weakly bound gigantic molecules [5].
The first observation of such molecules was reported by the Stuttgart group in 2009 [68]
and research on this topic is still ongoing [69–75]. Also, the sensitivity of Rydberg atoms
to external fields was investigated, which includes ionization by small electric fields [76–80],
tuning of interactions by external fields [81–85], surface effects [86–88], and the possibilities
of trapping of Rydberg atoms [89–94]. It was found that, due to their large polarizability,
Rydberg atoms find applications in electric field sensing [95,96].

Even more interesting from the author’s perspective are the advances in the modeling of
many-body dynamics of strongly interacting cold samples in the motionally frozen regime.
This is the field, in which the first main part of this thesis (Chap. 3) is located. Here,
the driving forces were (and are) the groups in Dresden [97–103], Nottingham [104–109],
Auburn [110–113], and Stuttgart [26, 114, 115], but also many others [116–133], as Fig. 1.2
illustrates. The progress in this discipline is discussed in detail in the main part of this thesis.
Here, we only highlight some of the findings that lead to connections of Rydberg physics with
other fields. As mentioned before, due to the Rydberg blockade, a dense packing of excitations,
i.e., a self assembled structure emerges in Rydberg gases [134–138]. A similar effect arises
for blue detuned excitation [139–145]. Here, also self assembled crystalline structures can be
created [136, 146–148]. By field ionizing the Rydberg atoms in such a structured medium
plasmas with a pre-structured charge distribution are accomplished [149–152]. Another idea
is, to use the Rydberg blockade to design a deterministic single-ion source [153]. Applying
far red detuned laser fields a small admixture of the Rydberg state is added to the atomic
ground state. This results in an effective soft core potential of the “Rydberg dressed” atoms
[92, 154–156]. Rydberg dressing of BECs results in interesting novel many-body phases such
as supersolids [157–168]. A connection to solid state physics arises for many-body simulations
in lattice geometries [169,170]. Laser driven lattice gases of Rydberg atoms can be mapped on
spin Hamiltonians, well known in solid state physics, but now including nonlocal interactions
[106,171–176]. Here, strongly interacting cold atoms offer a rich playground for exploring, for
example, the role of quantum correlations and entanglement in spin systems [177], quantum
phase transitions [178,179], or entanglement transport. Including dissipation in such models,
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Figure 1.2: The map of world-wide Rydberg research. In order to quantify the contributions of the different
groups to the field we tried to count the number of publications on this topic. This is of course not exact and
does not necessarily quantify the value of these contribution to the field of Rydberg physics.

interesting effects relating to classical thermodynamics [138, 180, 181] and chaotic, bistable
systems are encountered [182–188].

A largely unexplored direction is the physics beyond the frozen gas approximation, i.e.,
taking into account the motional dynamics of the atoms in a strongly interacting gas. On the
one hand, this is necessary for the description of many experimental setups [157,189–194] as
will be shown in Secs. 3.8 and 4.3. On the other hand, it also uncovers interesting physics,
such as transport phenomena and entanglement between motional and internal degrees of
freedom [25,102,195–202].

In the realm of quantum information applications, the blockade gate proposal from 2000 [3]
was soon followed by more and more involved studies [203–213]. The main driving force in
this direction was the group in Wisconsin [22, 214–218]. There, the experimental realization
of a CNOT gate with Rydberg atoms was achieved in 2010 [217, 218]. Recent ideas include
hybrid systems of Rydberg atoms and BECs [219], entanglement generation in dissipative
systems [220, 221], and quantum computation with Rydberg ions [25, 193]. An effort aiming
at coherent manipulation of micro cells filled with hot atomic vapor is pursued in Stuttgart
[222–225].

Another major part of Rydberg research is dedicated to quantum optics and the interaction
of laser light with Rydberg gases [226–244]. This field has probably been pushed most by
the group in Durham [24, 216, 245–252]. The phenomenon of electromagnetically induced
transparency (EIT) with Rydberg atoms is the main idea which the second part of this
thesis (Chap. 4) is based on [38, 43, 253–256]. The strong interactions between the Rydberg
atoms can be used to mediate effective interactions between photons [257–260]. On this
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basis, a number of groups recently realized single-photon sources using quasi-one-dimensional
clouds of Rydberg atoms [243, 247, 261]. Further theoretical ideas reach from single-photon
switches [262] over crystalline states of light [263] to photon-photon bound states.

This brief overview shows that as a researcher in Rydberg physics one can probably regard
oneself as a generalist among the often highly specialized modern physicists. From the au-
thor’s point of view, this is the main reason why not only the atoms themselves, but also the
scientists studying them, are highly excited.

Outline of this work

What is the objective of this thesis in this diverse Rydberg world? As indicated above, the
simulation of strongly interacting quantum many-body systems poses a great challenge due
to the emergence of long-range correlations. In this context a powerful toolbox of numeri-
cal methods has been developed in our group since the Rydberg project was started about
three years ago. This toolbox enabled us to reveal a number of intriguing many-body ef-
fects in different parameter regimes and setups. As we are lucky to work very closely with
an experimental group in Heidelberg, we had the chance to test our models by comparing
their predictions to experimental observations. This requires a modeling that is capable of
describing the dynamics of ultracold Rydberg gases under realistic experimental conditions.
Depending on those conditions different models may be suited. This is why this thesis is
divided into two main parts. The first part deals with coherent dynamics in an ensemble of
strongly interacting two-level atoms. The second part treats three-level atoms and the aspect
of nonlinear absorption in Rydberg media in the presence of dissipation. The structure of the
thesis is detailed in the following.

Chapter 2 summarizes the physical concepts leading to the working equations that are
used in later chapters as starting points for the many-body modeling. First, the exceptional
properties of Rydberg atoms are described. Then, we derive the interaction potential between
two Rydberg atoms in the simplest case of s-states (angular momentum quantum number
l = 0). Subsequently, an introduction to the interaction of light with a few level atom is
given. Also, it is shown how dissipation can be included in the description using the density
operator to represent the state of the system. The dynamics of this operator is then governed
by a master equation. Finally, the relevant energy, length, and time scales involved in typical
experiments are compared.

Chapter 3 is dedicated to the solution of the Schrödinger equation of an ensemble of
two-level atoms coherently laser-excited to a Rydberg state. We start with a technical part
on the structure of the underlying Hilbert space and Hamiltonian as well as its numerical
implementation. Thereafter, an extensive parameter study of the system is provided for
resonant excitation laser. Here, effects of finite sample size, atomic density and potential
shape are identified. Then, allowing the laser detuning to be nonzero, interesting effects are
found especially on the blue detuned side. We observe a broadening and asymmetry of the
Rydberg line caused by the presence of resonant excitation of Rydberg aggregates. This
asymmetry has recently been observed experimentally in Heidelberg, which is discussed in
the last section of Chap. 3.

Chapter 4 deals with three-level atoms that are driven to a Rydberg state by resonant
two-step excitation via an intermediate state. The laser which drives the lower transition is
very weak. Nevertheless, without Rydberg interaction the laser light would travel through
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the medium without being absorbed due to the EIT effect. If, however, strongly interacting
Rydberg atoms are present, this effect is rendered ineffective and the medium becomes opaque.
After introducing the basics of light propagation in atomic media and EIT, the phenomenology
of Rydberg EIT and current state-of-the-art models are reviewed. Then, a rate equation model
for the calculation of the steady state of an ensemble of three-level Rydberg atoms in the
strongly dissipative regime is introduced. The properties of this model can be understood in
terms of a semi-analytical approach explaining the emergence of collective effects. Testing the
rate equation model by comparing to exact master equation calculations we find interesting
parameter regimes featuring a coherent collective enhancement of Rydberg excitation. Finally,
we show how to include the absorption of the laser light in this model and compare our
simulation results to experimental observations.

Chapter 5 summarizes the results of the preceding two chapters and gives an outlook on
possible directions of future research.



Chapter 2

Basic concepts

This chapter summarizes the basic physical concepts underlying the description of an ensemble
of ultracold alkali atoms being laser excited to a Rydberg state. Particular focus is put on
the numerous approximations that are made in the derivation of our working equations,
some of which will have to be questioned under realistic experimental conditions in Secs. 3.8
and 4.3. We try to keep this introduction as short as possible and focus only on the aspects
relevant for the later discussion and rather refer the reader to the literature for further details.
Section 2.1 is dedicated to the basic properties of Rydberg atoms [2, 264, 265]. In Sec. 2.2 it
is demonstrated how these properties lead to long-range dipole-dipole interactions and that
the interaction potential is typically van der Waals like [22, 23, 266–270]. The modeling of
the excitation of Rydberg states by laser light is presented in Sec. 2.3. Here, we describe the
typical two-step excitation scheme and show how the intermediate level can be adiabatically
eliminated [271,272]. Section 2.4 formulates the working equations describing the many-body
dynamics in a motionally frozen Rydberg gas.

2.1 Rydberg atoms

The term Rydberg atoms refers to electronic states in which at least one electron is excited
to a state with a principal quantum number n that is much larger than the one of the
corresponding ground-state level [2]. Our discussion is restricted to alkali atoms, since these
are the ones most used in experiments. Note, however, that proposals to use alkaline earth
atoms and ions [64, 65] are presently being discussed. The experiments described in detail
in Secs. 3.8 and 4.3 exclusively use rubidium, as it has advantageous properties in terms
of laser cooling and trapping [273]. For alkali atoms, the electronic structure is particularly
simple, due to its similarity to atomic hydrogen. The highly excited valence electron orbits are
localized far away from the core which is shielded by the remaining closely bound electrons.
Therefore, deviations from the hydrogenic character are only present if the electronic wave
function of the Rydberg electron penetrates the closed-shell core and thus experiences the
effect of the highly charged nucleus. This is the case for low angular momentum l, as indicated
in Fig. 2.1(a). Thus, low angular momentum orbitals become more closely bound with respect
to the corresponding hydrogen levels and their binding energy increases, whereas high angular
momentum states (l & 3) are almost perfectly hydrogen-like [see Fig. 2.1(c)]. Rydberg levels
can be parametrized modifying the hydrogen levels by introducing the so called quantum
defect δnjl that depends on the quantum numbers n, j, and l. With this, the binding energy
of the Rydberg state reads

Enjl = − Ry

(n− δnjl)2
, (2.1)

where Ry = 13.61 eV is the Rydberg constant.
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Figure 2.1: Sketch of an alkali atom in a highly excited state with (a) high and (b) low angular momentum.
In the former case the Rydberg electron does not resolve the electronic structure of the ionic core. Such states
with m = l = n−1 are called circular Rydberg states [274]. Their orbitals coincide with the ones predicted by
the Bohr model. In the latter case the electron has a finite probability to be localized inside the finite size ionic
core. Thus the shielding of the core becomes nonperfect leading to stronger binding reflected by the quantum
defect δnjl. (c) Energy levels of rubidium and hydrogen. The numbers below the lines indicate the principle
quantum number n. Already for l = 3 (F-states) the quantum defect is small and the levels deviate little
from the respective hydrogen levels. For n ≥ 8 the energies are calculated from Eq. (2.1) where the values of
δnjl are taken from [49, 275]. The energies of the small n levels are taken from the NIST Atomic Spectra
Database [276]. Figure adopted from [264] with friendly permission of M. Mayle.

Rydberg atoms have exaggerate properties in many respects [2]. The small binding energy
of the Rydberg electron, scaling as n−2, makes Rydberg atoms very fragile objects, as already
a small electric field leads to their ionization. Nevertheless, they have extremely long radiative
lifetimes due to the fact that the transition dipole matrix elements to the ground state µgr =
〈g|µ |r〉 scale as n−3/2. This leads to lifetimes of ∼ 100µs for n ≈ 50 rendering Rydberg states
metastable. This is crucial for applications, e.g., in quantum information [22]. At the same
time the size of the transition dipole matrix element between adjacent Rydberg states µrr′
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Table 2.1: Properties of Rydberg atoms. The n-dependence is adapted from Ref. [2]. The numerical values
are calculated from the quantum defects in [49,275] and taken from [50].

Property n-dependence Value for 55s state of 87Rb

Binding energy n−2 -5 meV
Level spacing between adjacent n states1 n−3 46 GHz
Orbital radius2 n2 0.14µm
Dipole moment 〈ns| er |np〉 n2

Polarizability n7

Radiative lifetime τ0
3 n3 191µs

Black-body lifetime τbb
4 n2 143µs

Effective lifetime (1/τ0 + 1/τbb)
−1 82µs

scales as n2, which makes Rydberg atoms very easily polarizable and sensitive to electric and
microwave fields. The different scalings of µgr and µrr′ with n are easy to understand. The
spatial overlap with the ground-state wave function decreases with increasing n, while the for
example the matrix elements 〈ns| r |np〉 become larger with increasing n as the mean distance
to the core 〈r〉 increases. The large µrr′ and the small energy splitting ∆Err′ ∝ n−3 between
adjacent Rydberg levels leads to strong dipole-dipole interactions, which are discussed in the
next section. In the Bohr model, the orbital radius of the electron is

r =
4πε0~2

e2me
n2 = a0n

2 (2.2)

where a0 is the Bohr radius. This means that r is of the order of 1µm for n ≈ 100. The
scaling properties of various quantities with the principal quantum number n are summarized
in Tab. 2.1.

2.2 Rydberg-Rydberg interactions

Crucial for almost all applications of Rydberg atoms are the strong dipole-dipole interactions
between them. They arise as a result of the large mean separation between the Rydberg
electron and ionic core. In a classical picture, this large separation leads to a large dipole
moment µ = er. Two such dipoles will interact strongly and over large distances [23].
However, in the absence of external fields, there is no preferred orientation of the dipoles.
Thus, at least in the limit of interatomic distance R � |r|, the resulting interaction will
not be a direct dipole-dipole one (V ∝ R−3) but rather an induced (retarded) one (V ∝
R−6) [23]. Note that the potential arising from the retarded interaction in principle contains
additional terms decreasing with other powers of R. A detailed account of this can be found
in Refs. [23,269] and the references therein. In the following it is shown, how the interaction
potential V (R) can be obtained from perturbation theory in the case of a ns+ ns manifold.

1The numerical value is the spacing between 55s and 56s.
2Numerical value calculated as a0(n− δnjl)2 [2].
3Numerical value taken from Ref. [50].
4Numerical value calculated according to Eq. (14) in Ref. [50] with T = 300 K.
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R

Atom A Atom B

Electron 1 Electron 2

r2r1

(a) (b)

atomic states
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(n-1)p (n-1)p

npnp

ns+ns

ns+(n-1)p

ns+np

pair states

(n-1)p+np
ΔE

en
erg

y

Figure 2.2: (a) Sketch of two interacting Rydberg atoms. In the field-free case the expectation value of the
dipole moment of each atom is zero, such that there is no direct dipole-dipole interaction. (b) The product
states ns+ ns and (n− 1)p+ np are near degenerate and coupled by the interaction Hamiltonian Hdd, which
leads to strong, long-range interactions.

We also comment on permanent dipoles induced by external fields and the notion of a Förster
resonance.

The total Hamiltonian of the two Rydberg atoms is

Htot = HA +HB +Hint , (2.3)

where HA and HB are the single-atom Hamiltonians of atoms A and B. In a notation that
becomes obvious from Fig. 2.2(a) the interaction Hamiltonian between the two atoms is

Hint =
e2

R
− e2

rA2
− e2

rB1
+
e2

r12
. (2.4)

Here, the internuclear distance is R, with R = Rn. If R� r1, r2, a multipole expansion can
be performed, which, in leading order, yields the dipole-dipole Hamiltonian [23]

Hdd =
µ1 · µ2 − 3(µ1 · n)(µ2 · n)

R3
. (2.5)

This approximation is only valid as long as the Rydberg wave functions do not overlap and
electron 1 is always closer to core A than to core B and vice versa. Note that for the
calculation of Rydberg-Rydberg bound states one would have to take into account the full
Hamiltonian (2.3).

Van der Waals interactions

In the total Hamiltonian (2.3) the interaction Hamiltonian Hint ' Hdd can be treated as a
perturbation. Assuming that the atomic Rydberg states (eigenstates of HA,B) are known,
the level shift of a given product state |ns, ns〉 can be calculated. If there is no degeneracy,
the first and second order energy shifts are

E
(1)
i = 〈i|Hdd |i〉 , (2.6a)

E
(2)
i =

∑
k 6=i

|〈i|Hdd |k〉|2

E
(0)
i − E

(0)
k

. (2.6b)
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As the diagonal element 〈ns, ns|Hdd |ns, ns〉 vanishes due to parity, the first order term is zero.
In the second order term, a sum over all possible pair states has to be carried out. However,
in the case of |i〉 = |ns, ns〉, the dominating contribution comes from the energetically close
|(n− 1)p, np〉 states with ∆E = 2Ens− (E(n−1)p +Enp). All other states are energetically far
away as illustrated in Fig. 2.2(b). Thus, the leading order energy shift becomes

E(2)
ns,ns =

∑
m,m′

|〈ns, ns|Hdd |(n− 1)pm, npm′〉|2

∆E
=
Dϕ(µ1µ2/R

3)2

∆E
=

~C6

R6
(2.7)

where the µi = 〈Pns| er |Pnip〉, ni ∈ {n, n−1}, with the radial wave functions |Pnl〉, and Dϕ is
the angular part that depends on the Zeeman sublevels of the perturbing state. In the second
expression of Eq. (2.7) we sum over the Zeeman sublevels m,m′ of the state |(n− 1)p, np〉.
The interaction coefficient C6 appearing in Eq. (2.7) is defined as

C6 =
(µ1µ2)2

~∆E
Dϕ . (2.8)

The sign of C6 depends on the sign of ∆E. For |ns, ns〉 interactions in 87Rb with n < 235
[57, 62], and in particular in all cases discussed in this thesis, one finds ∆E > 0 and thus
repulsive van der Waals interactions. Substituting the scalings of µi and ∆E from Tab. 2.1,
the scaling C6 ∝ n11 is obtained, which means that extremely large C6 coefficients arise for
large n. Note that in Ref. [62] the Förster defect ∆E is defined with opposite sign.

Of course, the interaction also leads to an admixture of the |(n− 1)p, np〉 states to the
|ns, ns〉 state. However, in the following, this admixture is assumed to be small and, for
the calculation of the atom-light interaction it is neglected. In Chap. 4 the validity of this
approximation (three-level approximation) will have to be questioned. The reason is that in
the above calculation, the fine structure was neglected. Taking into account the electron spin,
the ns-level (j = 1/2) splits into two degenerate Zeeman sublevels. Taking this degeneracy
into account in the second order perturbation theory, the different Zeeman levels of |ns, ns〉
become mixed [62]. The experimental results presented in Sec. 4.3 will show that, if only
one Zeeman component is laser excited, the van der Waals interaction leads to a population
transfer to the other Zeeman sublevels [60,103,111,191].

Figure 2.3 shows the result of a numerical diagonalization of the full Hamiltonian (2.3) for
energies around the

∣∣45s1/2, 45s1/2

〉
level of 87Rb. It is obvious that the state

∣∣44p3/2, 45p3/2

〉
is not the only one energetically close to

∣∣45s1/2, 45s1/2

〉
. However, the nearby

∣∣44s1/2, 47f7/2

〉
state is not dipole coupled with

∣∣45s1/2, 45s1/2

〉
and therefore they only mix very weakly and

suffer a narrow avoided crossing at R ≈ 1.1µm. We thus find that our above assumption of
a two-state picture is justified since the

∣∣45s1/2, 45s1/2

〉
potential is dominated by the repul-

sion from
∣∣44p3/2, 45p3/2

〉
. For internuclear distances smaller than 1µm a tangle of states is

encountered. Here, already the description of the interactions by the dipole-dipole Hamil-
tonian (2.5) is not adequate any more. The inset shows that the potential curve coincides
well with a van der Waals potential for R & 1.5µm. The fitted interaction coefficient was
C6/2π = 4.35 GHzµm6. Recently, Rydberg-Rydberg interaction potentials could be mea-
sured by observing Rabi oscillations of two interacting atoms [63].
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Figure 2.3: Potential energies of rubidium around
∣∣45s1/2, 45s1/2

〉
[81]. The inset shows a double logarithmic

plot illustrating the van der Waals behavior in a large range of internuclear distances, and the R−3 behavior
at short distances. We thank L. Marcassa for providing the data for this figure.

Permanent dipoles and Förster regime

In the presence of an external static electric field or a microwave field coupling adjacent s-
and p-states, the spatial isotropy is broken and the atoms acquire permanent dipole moments.
In this case the atomic s- and p-levels are mixed which means that the first order energy
correction in Eq. (2.6a) does not vanish. The resulting interaction potential V (R) ∝ R−3 is
then anisotropic. This case has been studied in Refs. [55,58,82,83,85,277] for E-field induced
dipoles and in Refs. [84, 130,137,251,278] for microwave dressing.

A second case, in which a R−3 potential arises, is what is called a Förster resonance. It
occurs when two pair states, e.g., |ns, ns〉 and |(n− 1)p, np〉, are (near) degenerate. Then,
perturbation theory for degenerate states has to be applied. This means that we have to
diagonalize H in the basis of degenerate levels. The resulting matrix

H =

(
0 C3

R3

√
Dϕ

C3
R3

√
Dϕ −∆E

)
(2.9)

with C3 = µ1µ2 [22] can be diagonalized to give the eigenenergies

V±(R) = −∆E

2
± 1

2

√
∆E2 + 4

C2
3

R6
Dϕ . (2.10)
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For ∆E > 0 the potential V+(R) is connected to the |ns, ns〉-state. In the limit of ∆E �
2C3/R

3 the van der Waals case is recovered, while in the opposite limit V+(R) ≈ C3/R
3. In

this limit the interaction eigenstates are (anti)symmetric superpositions of the bare product
states. The critical radius at which one expects the van der Waals potential to turn into a
R−3-potential is Rc = (2C3/∆E)1/3. The inset of Fig. 2.3 shows that the |45s, 45s〉 potential
indeed approaches a R−3 behavior at small R.

2.3 Laser excitation of Rydberg atoms

In this section the Hamiltonian describing the interaction of a single three-level atom with
a two-mode classical light field is derived. It is shown how the intermediate state can be
adiabatically eliminated in the case of large single-photon detuning. Also, the master equation
description, taking into account spontaneous decay and dephasing caused by finite laser line
width, is introduced. We mainly follow Refs. [271,272] in our presentation.

Single atom in a laser field

The Hamiltonian describing a single atom interacting with an electric field is

H = H0 +HL , (2.11)

where H0 denotes the atomic Hamiltonian, and HL = −er ·E(r0, t) the atom-field interaction
in dipole approximation [271]. The two driving lasers are described by the two-component
field

E(r0, t) = Ep cos(ωpt) + Ec cos(ωct) . (2.12)

We assume that the two field components are near resonant with the transitions from |g〉 to |e〉
(probe laser) and from |e〉 to |r〉 (coupling laser), respectively, as sketched in Fig. 2.4, but not
resonant with any other atomic transition. Under these conditions a three-level description
can be adopted. Defining sab = |a〉 〈b|, the atomic Hamiltonian can be written as

H0 = Egsgg + Eesee + Ersrr . (2.13)

The atom-field interaction becomes

HL = ~(Ωpseg + Ω∗psge) cos(ωpt) + ~(Ωcsre + Ω∗cser) cos(ωct) , (2.14)

where the Rabi frequencies are defined as

Ωp = −
µeg · Ep

~
, (2.15a)

Ωc = −µre · Ec
~

. (2.15b)

Here, µab = µ∗ba = 〈a| er |b〉 are the dipole matrix elements. In the following ~ is set to unity
for convenience.

In order to eliminate the explicit time dependence from the Hamiltonian, we perform a
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RWA TLA

Figure 2.4: Level scheme of a three-level atom. Rabi frequencies, laser detunings, and decay rates are shown.
The effect of the rotating wave approximation and the adiabatic elimination of the intermediate level (two-level
approximation, TLA) on the diagonal elements of the Hamiltonian is illustrated.

unitary transformation to a frame rotating with the laser:

|ψ(t)〉 →
∣∣ψ′(t)〉 = U(t) |ψ(t)〉 (2.16)

with the unitary transformation U(t) which is explicitly given as

U(t) = eiEgt
(
sgg + eiωptsee + ei(ωp+ωc)tsrr

)
. (2.17)

Evaluating the time derivative of |ψ′(t)〉 using that |ψ(t)〉 obeys the time dependent Schrö-
dinger equation, one obtains

i∂t
∣∣ψ′(t)〉 = i∂tU(t) |ψ(t)〉

= i [∂tU(t)] |ψ(t)〉+ iU(t)∂t |ψ(t)〉
= [i∂tU(t) + U(t)H] |ψ(t)〉

=
{
i [∂tU(t)]U †(t) + U(t)HU †(t)

} ∣∣ψ′(t)〉 .
(2.18)

Thus, the transformed Hamiltonian, governing the time evolution of |ψ′(t)〉, is

Hrot = U(t)HU †(t) + i [∂tU(t)]U †(t)

= H0 + U(t)HLU
†(t)− Eg1− ωpsee − (ωp + ωc)srr .

(2.19)

The second term in this expression results in

U(t)HLU
†(t) =

1

2

[
Ωp

(
1 + e2iωpt

)
seg + Ωc

(
1 + e2iωct

)
sre + h.c.

]
, (2.20)

where ’h.c.’ denotes the hermitian conjugate. The rotating wave approximation (RWA)
now consists in dropping the fast rotating terms e2iωit. This is justified since the Rabi
frequencies Ωi that govern the dynamics of the population transfer between the levels are
much smaller than the transition frequencies ωi. Therefore, Hrot is time averaged over a
period ω−1

i � T � Ω−1
i , which lets the exponentials vanish. This coarse graining of the time
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evolution does not affect the slow dynamics. Typically ωi ∼ 109 MHz, and Ωi ∼ 1 MHz, so
this approximation is well justified for our system.

Thus, the final Hamiltonian is

HRWA = 〈Hrot〉T = −∆1see −∆2srr +
1

2
(Ωpseg + Ωcsre + h.c.) , (2.21)

where ∆i denote the one- and two-photon detunings defined as

∆1 = ωp − (Em − Eg) , (2.22a)

∆2 = ωp + ωc − (Er − Eg) . (2.22b)

In matrix notation, the final Hamiltonian reads

HRWA =

 0 Ω∗p/2 0

Ωp/2 −∆1 Ω∗c/2
0 Ωc/2 −∆2

 . (2.23)

An additional approximation, that has been made tacitly, is the classical treatment of the
light field. In many experiments (see Chap. 4) extremely weak probe intensities are used,
such that only a few photons are present in the atomic medium at a time. In such a setup,
which is designed to observe quantum features of the light field (e.g., single-photon sources),
of course, the semi-classical description employed here will break down.

The Rabi frequencies Ωp,c = |Ωp,c|eiϕp,c are in general complex. However, the constant
phases ϕp, ϕc can simply be absorbed into the states |m〉 and |r〉 by applying the unitary
transformation

Uϕ = e−iϕp |m〉 〈m|+ e−iϕc |r〉 〈r| . (2.24)

In the description of an ensemble of atoms, the phases ϕ
(i)
p , ϕ

(i)
c associated with the ith atom

will depend on the position of the atom: ϕ
(i)
p,c = kp,c · Ri. However, as long as the atoms

can be treated as independent with respect to the atom-light interactions, the phases can
still be transformed away. We will therefore assume real Rabi frequencies in the following. A
discussion of the validity of the assumption of independent atoms can be found in Sec. 4.1.

Elimination of the intermediate level

In the following we show how an effective two-level description can be obtained by adiabatic
elimination of the intermediate level |e〉 (two-level approximation, TLA). This is possible if
the intermediate state is far off-resonant (|∆1| � |∆2|, |Ωp|, |Ωc|). In this case, the states
|g〉 and |r〉 are nearly degenerate in the rotating frame, while |e〉 is comparably far detuned,
see Fig. 2.4. As a consequence, the laser driving will lead to direct excitation from |g〉 to
|r〉 without significantly populating the intermediate state. The formal procedure we use to
obtain an effective Hamiltonian describing the dynamics in the subspace spanned by |g〉 and
|r〉 is called quasi degenerate perturbation theory. More precisely, we employ the canonical
van-Vleck formalism as described in Ref. [279].

The basic idea is to find a unitary transformation S that transforms the Hamiltonian into
a block-diagonal form, where the couplings between the quasi-degenerate subspace and its
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complement vanish. Splitting the Hamiltonian into a diagonal part and a part containing the
unwanted couplings between the subspaces

H = H0 + V (2.25)

we get
H → Had = SHS† = H0 +W . (2.26)

In the van-Vleck formalism W is now calculated as a power series, where the small parameters
are the ratios of the off-diagonal couplings to the block-diagonal ones.

Applying this to the Hamiltonian (2.23), one obtains

H0 =

0 0 0
0 −∆2 0
0 0 −∆1

 and V =
1

2

 0 0 Ωp

0 0 Ωc

Ωp Ωc 0

 , (2.27)

where we have rearranged the basis to {|g〉 , |r〉 , |e〉}, anticipating the block-diagonal form.
With this, the transformed matrix W to lowest order (Eq. (2.2.69) in Ref. [272]) is obtained:

W =


2

Ω2
p

∆1
ΩpΩc

(
1

∆1
+ 1

∆1−∆2

)
0

ΩpΩc

(
1

∆1
+ 1

∆1−∆2

)
2 Ω2

c
∆1−∆2

0

0 0 −2
(

Ω2
p

∆1
+ Ω2

c
∆1−∆2

)
 . (2.28)

The transformed Hamiltonian therefore reads

Had = H0 +W =

0 0 0
0 −∆2 0
0 0 −∆1

+

 δg Ω0/2 0
Ω0/2 δr 0

0 0 δe

 (2.29)

with the definitions (ε = ∆2/∆1)

δg =
Ω2
p

4∆1
, (2.30a)

δr =
Ω2
c

4(∆1 −∆2)
=

4Ω2
c

∆1
[1 +O(ε)] , (2.30b)

δe = −

(
Ω2
p

4∆1
+

Ω2
c

4(∆1 −∆2)

)
= −

Ω2
p + Ω2

c

4∆1
[1 +O(ε)] , (2.30c)

Ω0 =
ΩpΩc

4

(
1

∆1
+

1

∆1 −∆2

)
=

ΩpΩc

2∆1
[1 +O(ε)] . (2.30d)

The upper block, describing the effective two-level system, becomes

H
[1]
ad =

(
0 Ω0/2

Ω0/2 −∆0

)
+

(
δg 0
0 δg

)
, (2.31)

where we have defined the effective detuning ∆0 = ∆2 − δr + δg. The second term is just an
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overall energy shift, which can be dropped. This leads to the final Hamiltonian

Hfinal =

(
0 Ω0/2

Ω0/2 −∆0

)
(2.32)

with the effective Rabi frequency and detuning

Ω0 =
ΩpΩc

2∆1
, (2.33a)

∆0 = ∆2 +
Ω2
p − Ω2

c

∆1
. (2.33b)

An alternative way to obtain the effective Hamiltonian (2.32) is the following [280,281]: We
write down the Schrödinger equation in terms of the coefficients ca in |ψ〉 = cg |g〉 + cr |r〉 +
ce |e〉, which reads

iċg =
1

2
Ωpce , (2.34a)

iċr =
1

2
Ωccr −∆2cr , (2.34b)

iċe =
1

2
Ωpcg +

1

2
Ωccr −∆1ce . (2.34c)

Recognizing that the last term in Eq. (2.34c) causes ce to oscillate rapidly compared to the
timescale on which the other amplitudes change, we can take another time average under
which leading to ċe = 0. Solving this for ce, we get

ce =
Ωpcg + Ωccr

2∆1
(2.35)

which can be substituted back into Eq. (2.34) to recover the result i∂t |ψ〉 = Hfinal |ψ〉 with
the Hamiltonian from Eq. (2.32).

Including dissipation

An isolated physical system is described completely by the state vector |ψ〉 and its dynamics
is governed by the Schrödinger equation

i~∂t |ψ〉 = H |ψ〉 . (2.36)

Any observable is represented by a Hermitian operator O and its expectation value can be
calculated as

〈O〉 = 〈ψ|O |ψ〉 . (2.37)

In many situations, however, the system we want to describe, will not be isolated from the
environment, but coupled to an infinite bath. In this case the quantum state of the system is
in general unknown. It is only know that the system is in state |ψ〉 with a certain (classical)
probability Pψ. In this case, in order to calculate the expectation value, we have to sum over
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all possible realizations |ψ〉 of the system weighted with their respective probabilities:

〈O〉 =
∑
ψ

Pψ 〈ψ|O |ψ〉 = Tr[Oρ] , (2.38)

where we have defined the density operator

ρ =
∑
ψ

Pψ |ψ〉 〈ψ| . (2.39)

More formally, one would start with the quantum state of the total system (system and bath)
|Ψtot〉 and define the density operator of the system ρtot = |Ψtot〉 〈Ψtot|. The density operator
of the system we are interested in is then obtained by taking the trace over the bath degrees
of freedom [271,282].

The coherent time evolution of the density operator can immediately be derived from the
Schrödinger equation

∂tρ =
∑
ψ

Pψ [(∂t |ψ〉) 〈ψ|+ |ψ〉 (∂t 〈ψ|)]

= − i
~
∑
ψ

Pψ (H |ψ〉 〈ψ|+ |ψ〉 〈ψ|H)

= − i
~

[H, ρ] ,

(2.40)

which is called the Von Neumann equation. The trace of ρ always equals unity since the
probability distribution Pψ is normalized. If it is possible to write the density operator
as ρ = |ψ〉 〈ψ|, we call ρ a pure state, which is equivalent to the requirement Tr[ρ2] = 1.
Otherwise the system is in a mixed state. For a three-level atom, it is natural to write the
density operator in the basis {|g〉 , |e〉 , |r〉}. The density matrix elements

ρab = 〈a| ρ |b〉 (2.41)

are called populations for a = b (diagonal elements) and coherences for a 6= b (off-diagonal
elements), since the probability to find the atom in state |a〉 is

〈saa〉 = Tr[saaρ] = ρaa . (2.42)

What makes a density matrix description necessary in an atomic multilevel system, is the
first of all the spontaneous decay from excited levels that is induced by coupling to the bath
of vacuum electric field modes. Since we work in a semi-classical framework of atom-light
interactions, we trace over the bath of vacuum field modes [271]. The resulting time evolution
in terms of the atomic levels is nonunitary and leads to the evolution of an initially pure state
into a mixed state. In order to include spontaneous emission, a Lindblad term can be added
to the Von Neumann equation. Such a term preserves the trace of ρ and has the otherwise
quite general form [283]

Lαβ[ρ] = CαβρC
†
αβ −

1

2

(
C†αβCαβρ+ ρC†αβCαβ

)
. (2.43)
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The derivation of the Lindblad term involves the Born approximation (the bath is not affected
by changes in the system) and the Markov approximation (reservoir correlation time is much
smaller than the typical time scales of the system). A detailed discussion of this derivation
can be found in Refs. [282, 284]. In the case of spontaneous emission from a level |a〉 to |b〉,
the projector Cαβ reads

Cαβ = Cab =
√
γabsab =

√
γab |a〉 〈b| (2.44)

with the spontaneous decay rate γab = τ−1
a that equals the natural line width of state |a〉. τa

is the life time of the state. Such a term leads to a population transfer from state |a〉 to |b〉
and to a decay of the coherence ρab between the two states.

An additional source of decoherence is the finite laser line width. We assumed initially
that each laser field only consists of a single field mode. The fact that a realistic laser field
possesses an approximately Lorentzian line profile of finite width leads to an additional decay
of the coherences. The line width of the laser driving a transition from |a〉 to |b〉 can be taken
into account by the additional term [266,285]

Ldab[ρ] = −Γab
2

(saaρsbb + sbbρsaa) (2.45)

where Γab is the full width of the spectral laser profile. This term just leads to a decay of
the coherence ρab. In the three-level system, the probe laser has a bandwidth Γp, leading to
a dephasing Γge = Γp, and the coupling laser bandwidth makes a dephasing Γer = Γc. In the
case of independent lasers, the dephasing of the coherence between |g〉 to |r〉 is just the sum
of the two laser line widths Γgr = Γp + Γc. The super-operator Ldab[·] does not have Lindblad
form, but it can be expressed as a sum of Lindblad terms

Ldab[ρ] =
1

2
(Laa[ρ] + Lbb[ρ]− Lcc[ρ]) (2.46)

with γaa = γbb = γcc = Γab, where (a, b, c) are permutations of (g, e, r). This is important for
the applicability of the Monte Carlo wave function method, that will be introduced Chap. 3.

The resulting master equation describing a laser driven three-level atom including sponta-
neous decay from the Rydberg and intermediate level as well as laser line widths is

∂tρ = − i
~

[HRWA, ρ] + L[ρ]

= − i
~

[HRWA, ρ] + Leg[ρ] + Lre[ρ] + Ldge[ρ] + Lder[ρ] + Ldgr[ρ]

(2.47)

In the case of far off-resonant intermediate state, in which one can reduce the coherent
dynamics to an effective two-level system, spontaneous decay is very small, since the Rydberg
state is long-lived as was shown in Sec. 2.1. Laser dephasing might still be present and can
be included phenomenologically analogous to the three-level case. It shall be noted, however,
that the adiabatic elimination of the intermediate level in the density matrix formalism, is
not straight froward and in general the effective master equation will not have Lindblad form.
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2.4 Ensembles of ultracold Rydberg atoms

So far, we have shown only the single-atom Hamiltonian for atom-laser interaction and derived
the binary interaction potentials between Rydberg atoms. In this section we will write down
the equations governing the many-body dynamics of an ensemble of motionally frozen atoms,
which will be our working equations in Chaps. 3 and 4, respectively. In the second part we
describe the typical setup of an ultracold gas of alkali atoms laser excited to a Rydberg state.
We revisit all the approximations that have been made in the course of this chapter and
compare the relevant energy and length scales. All parameters given in this section refer to
an experiment carried out in the group of M. Weidemüller [286].

Many-body quantum dynamics in a frozen gas

The general Hamiltonian describing an ensemble of N interacting atoms is

Htot =
N∑
i=1

(
H(i)
cm +H

(i)
0 +H

(i)
L

)
+
∑
i<j

H
(ij)
int , (2.48)

where H
(i)
cm describes the center of mass motion of atom i, possibly in an external potential,

H
(i)
0 + H

(i)
L is the internal atomic Hamiltonian and the atom-light interaction discussed in

Sec. 2.3, and H
(ij)
int accounts for the interactions between the Rydberg states of the atoms

introduced in Sec. 2.2. In an ultracold gas the kinetic energy of the atoms will be negligibly
small and the distances ∆R they travel during the time of a typical experiment are small
compared to the interatomic distances. Also the Rydberg-Rydberg interaction potential V (R)
around the characteristic distances between the Rydberg atoms changes little (e.g., compared

to Ω) if R it is varied by ∆R. Therefore, we can neglect H
(i)
cm and assume that the atoms

are fixed in space over the time of our simulation, i.e., that the interatomic distances Rij =
|Ri−Rj | are constant parameters. This is the so called frozen gas approximation. Its validity
will be discussed in detail in Chap. 4. In addition, we assume that the local phases of the of
light field can be absorbed in the state vectors and the interaction of any atom with the laser
field is independent from the other atoms as already mentioned in Sec. 2.3.

Combining this with the results of the previous sections we obtain the following many-body
Hamiltonian for the case of two-level atoms

H2L =
N∑
i=1

H
(i)
final +

∑
i<j

H
(ij)
int

=

N∑
i=1

[
−∆0s

(i)
rr +

Ω0

2
(s(i)
gr + s(i)

rg )

]
+
∑
i<j

C6

R6
ij

s(i)
rr ⊗ s(j)

rr .

(2.49)

Since there is only one detuning and Rabi frequency in the two-level case, we will drop the
index 0. In general, the laser parameters can be time dependent and the laser intensity can
vary spatially. The resulting Schrödinger equation, the solution of which Chap. 3 deals with,
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is

i∂t |ψ〉 =

 N∑
i=1

(
−∆s(i)

rr + Ω(i)σ(i)
x

)
+
∑
i<j

C6

R6
ij

s(i)
rr ⊗ s(j)

rr

 |ψ〉 , (2.50)

where σ
(i)
x = (s

(i)
rg + s

(i)
gr )/2 and |ψ〉 is the many-body wave function.

Chapter 4 is dedicated to the case of resonant two-step excitation. In this case including
decoherence is crucial due to the fast spontaneous decay from the intermediate level |e〉. This
makes a master equation treatment necessary. The full many-body Hamiltonian, in analogy
to Eq. (2.49), is

H3L =
N∑
i=1

H
(i)
RWA +

∑
i<j

H
(ij)
int

=
N∑
i=1

[
−∆1s

(i)
ee −∆2s

(i)
rr +

(
Ω

(i)
p

2
s(i)
ge +

Ω
(i)
c

2
s(i)
er + h.c.

)]
+
∑
i<j

C6

R6
ij

s(i)
rr ⊗ s(j)

rr .

(2.51)

The resulting many-body master equation reads

∂tρ = −i [H3L, ρ] +

N∑
i=1

L(i)[ρ] . (2.52)

Developing methods to solve this equation is the subject of Chap. 4.

Typical parameters and scales

In the experiments which we refer to in the following chapters [38, 43, 286, 287] 87Rb atoms
are trapped in an optical dipole trap at temperatures of a few µK and at densities of typically
109-1012 cm−3. These atoms are then excited from the |5s〉 ground state to the |55s〉 Rydberg
state via the intermediate state |5p〉. In such a setup various energy and length scales arise.
In the following, all energies will be given in units of MHz (~ = 1).

The ground-state binding energy as well as the transition energies between ground state and
(Rydberg-) excited state are on the order 1 eV or 109 MHz. As the typical Rabi frequencies
that can be reached are

Ωp,c ∼ 0.1− 10 MHz (2.53)

the rotating wave approximation is well justified in our system. We have seen that the Förster
defect ∆E, which is in any case smaller than the typical level spacings, is on the order of

∆E ∼ 103 MHz (2.54)

for a |55s〉 state, which is much larger than the Rabi frequencies and the typical laser line
widths

Γ ∼ 0.1− 1 MHz . (2.55)

Therefore, Rydberg states can usually be treated as isolated form other atomic levels. Note
that in the case of s-states there is only one fine structure component, so the fine-structure
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splitting is not an issue, and the Zeeman sublevels m = ±1/2 can be selected by the laser
polarizations. Going to higher lying Rydberg states, this changes and extremely narrow
banded lasers are required to address a specific Rydberg state [288]. Rydberg state lifetimes
are τ ∼ 100µs for n ≈ 55, corresponding to line widths of

γ ∼ 0.01 MHz , (2.56)

which is much larger than the typical experimental time scale of 1µs. Also, at T = 5µK the
Doppler width is on the order of

∆ωdoppler ∼ 0.01 MHz (2.57)

and thus negligible. With a detuning ∆1 ∼ 100 MHz from the intermediate state, the effective
two-level Rabi frequency becomes

Ω0 ∼ 0.1− 1 MHz , (2.58)

which is comparable to the laser line width, so decoherence due to laser dephasing will usually
not be negligible. Smaller line widths and higher intensities (larger Rabi frequencies) have
been achieved in recent experiments [48, 248]. For very high principal quantum numbers
(n & 100), the line width is limited by the electric field control due to the huge polarizabilities
of the Rydberg atoms [288].

In a cloud of ultracold atoms several characteristic length scales arise: The orbital radius
for a |55s〉 state is

ra ∼ 0.1µm (2.59)

but can be much larger for higher principal quantum numbers [288]. For densities n0 .
1013 cm−3 this radius is much smaller than the mean interparticle distance (Wigner-Seitz
radius)

rs ∼ n−1/3
0 ∼ 1µm . (2.60)

If the ra exceeds rs a regime is entered where our description of the Rydberg-Rydberg interac-
tion breaks down, and additional decoherence occurs due to scattering of the Rydberg electron
off the ground-state atoms [288]. Our description of the atom-light interactions requires that
the wave lengths of the excitation lasers

λp = 780 nm , (2.61a)

λc = 480 nm (2.61b)

are smaller than the mean interparticle spacing. If the volume λ3 contains several particles,
collective effects will arise that are not included in a description that treats the atoms as inter-
acting with the light field independently from each other [289, 290]. A further crucial length
scale is the blockade radius Rb that we define as the minimal distance at which two Rydberg
atoms can be excited simultaneously for given interaction strength and laser parameters. It
is typically

Rb ∼ 5µm (2.62)

for the parameters of Ref. [38]. By varying the atomic density, we can observe the transition
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from the noninteracting (rs � Rb) to the strongly interacting regime rs � Rb.

At T = 5µK the mean velocity of the particles is

vmean =

√
8kT

πm
= 0.03

µm

µs
. (2.63)

This means that an atom moves over a distance of 30 nm in a typical excitation time of 1µs
which is much smaller than the interparticle distance. Thus the frozen gas approximation is
justified for excitation times on the order of 1µs. An exception is the off-resonant excitation
of pairs [192], which we discuss in Sec. 3.7. The typical experimental time scale is given by
the time that the system needs to reach the steady state, which in turn depends on the laser
parameters. All Rabi frequencies and line widths are of the order of 1 MHz resulting in typical
time scales of 1µs. If, however, the experiment is carried out on longer timescales ∼ 100µs,
motional effects, such as collisions between Rydberg atoms, might become important, cf.
Chap. 4.





Chapter 3

Coherent dynamics of two-level Rydberg atoms

This chapter is based on the following publications:

Finite size effects in strongly interacting Rydberg gases
M. Gärttner, K. P. Heeg, T. Gasenzer, and J. Evers
Physical Review A 86, 033422 (2012)

Dynamic formation of Rydberg aggregates at off-resonant excitation
M. Gärttner, K. P. Heeg, T. Gasenzer, and J. Evers
Physical Review A 88, 043410 (2013)

Full counting statistics of laser excited Rydberg aggregates in a one-dimensional
geometry
H. Schempp, G. Günter, M. Robert-de-Saint-Vincent, C. S. Hofmann, D. Breyel, A. Komnik,
D. W. Schönleber, M. Gärttner, J. Evers, S. Whitlock, and M. Weidemüller
arXiv:1308.0264 (2013), submitted for publication

Towards the scaling limit in dense gases of Rydberg atoms
M. Gärttner, D. W. Schönleber, and J. Evers
in preparation

This chapter deals with the many-body effects arising in a cloud of atoms coherently excited
to a Rydberg state. In contrast to Chap. 4, we only take into account the ground and Rydberg
state of the atoms. First, the structure of the Hamiltonian (2.49) and the underlying basis of
many-body states is described and the techniques that are used for the truncation of this basis
are introduced. We explain the computational methods that are employed in our simulations
and discuss various observables that can be extracted from them. The presentation of the
simulation results starts with the case of a resonantly driven one-dimensional sample, where
we discuss effects of finite size and finite density. The second part of the results deals with
the emergence of spatial structure that arises in an off-resonantly driven ensemble. Such a
system has been recently studied experimentally [42,43] in the presence of strong decoherence
due to finite laser line width. The modeling of this dissipative dynamics is discussed in the
last section of this chapter.
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3.1 State space and Hamiltonian

Many-body basis and Hamiltonian

An ensemble of N van der Waals interacting two-level atoms, subject to coherent laser driving,
is described by the many-body state vector

|ψ〉 =

n∑
k=1

ck |φk〉 (3.1)

with n basis states |φk〉 and their corresponding complex amplitudes ck. A priori, any atom
of the gas can be either in the ground state or in the Rydberg state, which leads to a total
number of 2N canonical basis states

|φk〉 =

N⊗
i=1

|αi〉 = |α1α2 . . . αN 〉 (3.2)

where αi ∈ {g, r}. Typically, due to the dipole blockade, only a small number of atoms will
be in the Rydberg state |r〉, while the majority resides in the atomic ground state |g〉. We
will therefore sometimes use the following alternative notation to describe the basis states:
The many-body ground state of the ensemble, i.e., all N atoms in |g〉, is denoted as |0〉. A
state with m Rydberg excited atoms is then labeled as

|φk〉 = |g1g2 . . . gi1−1ri1gi1+1 . . . gim−1rim . . . gN 〉 = |m; i1, . . . , im〉 , (3.3)

where the indices i1, . . . , im indicate which atoms are in the Rydberg state. The first notation
is as in Eq. (3.2). The second notation is more compact, especially if m� N , and also corre-
sponds to the way the basis states are stored in our numerical simulation. In our convention
the atom excited indices is always increase monotonically, is < is+1.

We now recall the many-body Hamiltonian (2.49) and explain its structure. In the canonical
product basis

H2L = H∆ +HΩ +Hint (3.4)

has a diagonal part

H∆ +Hint = −
N∑
i=1

∆s(i)
rr +

∑
i<j

Vijs
(i)
rr ⊗ s(j)

rr (3.5)

and an off-diagonal part

HΩ =

N∑
i=1

Ω

2
σ(i)
x (3.6)

coupling states with m Rydberg excitations to states with m ± 1 excitations. Two states
are only coupled if they differ in the state of exactly one atom, i.e., the state |m; i1 . . . im〉 is
coupled to |m+ 1; i1 . . . im+1〉 if and only if {i1 . . . im} ⊂ {i1 . . . im+1}. The diagonal matrix
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Table 3.1: Structure of the Hamiltonian matrix in the excitation-number-sorted basis. ω = Ω/2, δ = −∆. By
E3 and E4 we denote the sum of pairwise interaction term as in Eq. (3.7). We only write down the off-diagonal
couplings for the upper right part, since the matrix is Hermitian and even symmetric in the case of real a Rabi
frequency Ω. The corresponding basis states are shown on the right.

m = 0 0 ω ω ω ω 0 0 0 0 0 0 0 0 |gggg〉
m = 1 ω δ 0 0 0 ω ω ω 0 0 0 |rggg〉

ω 0 δ 0 0 ω 0 0 ω ω 0 0 0 |grgg〉
ω 0 0 δ 0 0 ω 0 ω 0 ω |ggrg〉
ω 0 0 0 δ 0 0 ω 0 ω ω |gggr〉

m = 2 2δ+V12 ω ω 0 0 |rrgg〉
2δ+V13 ω 0 ω 0 |rgrg〉

0 . . . 2δ+V14 0 ω ω 0 0 |rggr〉
2δ+V23 ω 0 0 ω |grrg〉

2δ+V24 0 ω 0 ω |grgr〉
2δ+V34 0 0 ω ω |ggrr〉

m = 3 3δ+E3 ω |rrrg〉
0 0 . . .

. . . ω |rrgr〉
ω |rgrr〉
ω |grrr〉

m = 4 0 0 0 . . . 4δ+E4 |rrrr〉

element can immediately be evaluated to give

〈m; i1 . . . im|H2L |m; i1 . . . im〉 = −m∆ +

m∑
s<t

Visjt = −m∆ + Eint . (3.7)

Thus the Hamiltonian matrix can be divided into blocks of basis states sharing the same
number of Rydberg excitations. The matrix is tridiagonal in these blocks. The blocks on
the diagonal are themselves diagonal, containing the detuning part of the laser Hamiltonian
and the interaction part. The off-diagonal blocks contain the Rabi frequency, coupling states
differing by only one excitation. An example for a typical matrix for a system of 4 atoms is
given in Tab. 3.1.

3.2 Technical aspects and implementation

State space truncation

In the previous section it was shown that the dimension of the Hilbert space grows ex-
ponentially with the number of atoms N . This would limit numerically feasible calcula-
tions to atoms numbers of N . 20. However, we can exploit the dipole blockade to ex-
clude certain states from the computational basis and thereby reduce the dimension tremen-
dously [48,101,103,104,112,114,144,291].

If two atoms are very close to each other, their Rydberg-Rydberg interaction energy is
large, and we know that they will never be excited simultaneously. Therefore we can exclude
all states in which both of these atoms are in the Rydberg state |r〉 from the computational
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Table 3.2: Illustration of the state space reduction with N = 4. The cutoff distance Rc is larger than R12 and
R23 as illustrated in Fig. 3.1. The number of basis states is reduced from 16 to 10. The number of Rydberg
excitations in a given basis state is m.

m = 0 m = 1 m = 2 m = 3 m = 4

|gggg〉 |rggg〉 |rrgg〉 |rrrg〉 |rrrr〉
|grgg〉 |rgrg〉 |rrgr〉
|ggrg〉 |rggr〉 |rgrr〉
|gggr〉 |grrg〉 |grrr〉

|grgr〉
|ggrr〉

Figure 3.1: Example of a quasi one-dimensional trap containing N = 4 atoms. States containing pairs of
excited atoms with distance smaller than the cutoff Rc are discarded.

basis. This state space truncation is realized by introducing a cutoff radius Rc and excluding
excited pairs with Rij < Rc. We need to choose the cutoff distance smaller than the “physical”
blockade radius in order to ensure that the result of the simulation is not biased by the state
space reduction. Alternatively, one can introduce a cutoff energy Ec and exclude states |φk〉
if their interaction energy exceeds this cutoff:

E
(k)
int = 〈φk|Hint |φk〉 =

∑
i<j

αi=αj=r

Vij =
m∑
s<t

Visjt > Ec (3.8)

where we have written the sum over the pairwise interaction terms Vij = C6/R
6
ij in two

different ways, referring to the two different notations introduced above. Such an energy
cutoff will obviously lead to a maximal number of excitations of mmax = bL/Rcc + 1 in a
one-dimensional sample, where the symbol bxc denotes the largest integer smaller of equal to
x.

An example of N = 4 atoms is given in Fig. 3.1 and Tab. 3.2 to illustrate the truncation.

For one-dimensional systems an estimate for the number of remaining states can be derived
from combinatoric arguments. In a trap of length L containing N atoms, the number n of
remaining states after truncation is approximately

nest =

mmax∑
m=0

(N +Nc −mNc)!

m![N +Nc −m(Nc + 1)]!
, (3.9)
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Figure 3.2: Estimate for the number of basis states nest for a homogeneous one-dimensional sample of length
L containing N atoms. The trap length L is scaled by the cutoff distance Rc to give the maximal number of
excitations mmax that fit into the trap. The color scale is logarithmic. The dashed line shows the limit of 106

states beyond which simulations typically become unfeasible.

where Nc = bRcN/Lc [138]. This estimate assumes a homogeneous distribution of the atoms
in the trap. The dimension of the physically relevant Hilbert space which is used for the
computation thus depends on two parameters in one-dimensional geometry: the number of
atoms N and the maximal number of excited states mmax = bL/Rcc+ 1. In other geometries
the dependence can differ from Eq. (3.9). In Fig. 3.2 we show nest as a function of these
parameters. This illustrates that for N . 20 atoms arbitrary densities can be simulated,
while for N = 200 we are limited to volumes containing at most 5 excitations. In the most
costly simulations that have been done, the parameters were mmax ≈ 11 and N = 64 atoms,
leading to nest ≈ 5× 106 basis states, see Sec. 3.5.

In addition to reducing the number of basis states and thus the size of the Hamiltonian
matrix, the state space reduction has another advantage: If states with very large interaction
energies are included, these energies appear as diagonal elements in the Hamiltonian, ren-
dering the matrix stiff, i.e., having a large ratio of largest over smallest eigenvalue, and thus
requiring very small time steps in the time integration. This is avoided by excluding states
with high Eint.

Technically, the buildup of the state space is done recursively. We start with the ground
state |0〉 and from there build up all singly excited states by changing the state of each atom
from |g〉 to |r〉. Then, starting from the first singly excited state |1; 1〉, we build up the doubly
excited ones by converting atoms j > 1 to state |r〉. When doing so we check for any newly
crated state, whether it should be excluded because the distance between the two excited
atoms is smaller than the cutoff distance, R1j < Rc (or V1j > Ec for the energy cutoff). If
this is the case, the state is not stored. In the same way we proceed with all singly excited
states |1, i〉, trying to create doubly excited states by exciting atoms j > i. For i = N , there
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are no further atoms, so the recursion stops. From the doubly excited states the triply excited
ones are built up analogously by exciting atoms k > j and so on. This recursive method works
since the interaction energy increases monotonically with the number of excitations. By only
adding excited atoms with atom index im+1 higher than the highest index in the initial state
im, it is guaranteed that there are no double occurrences of states in our state tree. The
recursive state space construction is illustrated in Fig. 3.3. It becomes obvious that in the
recursive scheme, the number of states we generate and then discard again since they are
blockaded is small compared to the total number of states we generate. This is due to the
fact that each blockaded state cuts off a whole branch of the state tree that does not have
to be considered. Thus, the complexity of the state space buildup scales as nmmax, with the
number of valid basis states n. The term mmax stems from the number of operations that are
required to check the exclusion criterion for a newly generated state.

It should be noted that whole state space truncation and recursive buildup procedure gets
more difficult for large positive detuning ∆ since in this case the detuning term and the
interaction term can compensate and the value of the diagonal elements does not increase
monotonically with n any more. In this case the state space buildup has to be done first
without taking into account the detuning part of the diagonal element and using a cutoff
energy Ec > mmax∆ in order not to discard states with diagonal elements ≤ 0. Then, further
states can be discarded a posteriori by going through all generated states again and discarding
the ones with diagonal elements larger than a reduced cutoff. In the second step, also a lower
energy cutoff may be used since now, due to the detuning part −m∆, states can have very
small diagonal elements � 0, and thus will not take part in the dynamics if the initial state
is |0〉.

The exact choice of the truncation parameters depends on the physical parameters. The
numerical cutoff distance Rc should always be smaller than the blockade radius Rb, or, in
the case of off-resonant excitation, smaller than the pair resonant distance rres,2, see Sec. 3.7.
The pair correlation function g(2), which we introduce below, is a very useful observable for
verifying that the cutoff distance has been chosen adequately. In our simulations we always
verified that all observables are converged with respect to the numerical cutoff parameters.

Buildup and efficient storage of the Hamiltonian matrix

Having described the buildup of the state space, we now have to determine the Hamiltonian
matrix in the canonical product state representation. The diagonal elements have already
been evaluated above. Thus, only the off-diagonal part of the Hamiltonian remains to be
determined. The values of the nonzero off-diagonal elements are identical for homogeneous
intensity profiles of the driving lasers. However, determining which basis state is connected
with which can be the most time consuming part of the whole algorithm for large basis size
n, if it is not highly optimized.

The straightforward way of determining the Rabi couplings would be the following: For
any state |m; i1 . . . im〉 we search the states that are Rabi coupled to it among the states with
m− 1 and m+ 1 excitations. This can be done by exciting/deexciting one atom is and then
searching for the resulting state by iterating through the states of the respective block. For
this way of determining the off-diagonal elements, the complexity of the matrix buildup scales
as n2, while the number of nonzero off-diagonal elements is limited by nN (since any state
can couple at most to N other states by exciting/deexciting any atom). Since usually n� N
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Figure 3.3: Illustration of the recursive buildup of the numerical basis and Hamiltonian. Double-arrows sym-
bolize Rabi-couplings Ω. The black double arrows are the connections found during the recursive buildup of
the state tree. The purple ones are found during the second stage of the generation of the Hamiltonian matrix,
in which the Rabi couplings are generated using fast-access search in the state tree.

the buildup of the Hamiltonian, if done in this way, will be the most time consuming part of
the algorithm for large N .

However, by storing the basis states as a nested linked list (or tree), we can accelerate
the search for the Rabi couplings and achieve nN -scaling. The idea is that each state is a
node in the state tree. During the recursive buildup of the state space we store which states
were generated from a certain state |φk〉 = |m; i1 . . . im〉 by storing the pointers to the newly
generated states with |φk〉. When we now search the index k of a certain state during the
matrix buildup phase, we can go along the state tree starting at the ground state node |0〉
and taking the path through the branches specified by the excited atom indices is. Using
this way of state searching, the buildup of the Hamiltonian matrix scales as nNmmax. The
performance of this method depends very much on careful memory management. During
the recursive buildup of the state tree, memory can easily become fragmented. This has to
be avoided by preallocation of memory for the nodes and pointer arrays. An illustration of
the algorithm is provided in Fig. 3.3. The different scalings can be measured in terms of
CPU-time, which is shown in Fig. 3.4.

The insight that the number of nonzero matrix elements is ∼ nN shows that the Hamil-
tonian matrix will be sparse. Therefore, instead of storing all n2 matrix elements, we
only store the nonzero ones together with their respective column index in each line of the
matrix. Technically, the Hamiltonian is then represented by an n × N -array of doublets
(Hkrkc , kc) = (〈φkr |H |φkc〉 , kc), containing the value and the column index kc of the matrix
element. The state |ψ〉 of the system is represented by the coefficient vector ck. In this
notation the action of the Hamiltonian operator on a state, H |ψ〉, is accomplished by the
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Figure 3.4: (a) The number of basis states and nonzero matrix elements for a one-dimensional trap of length
L/Rc = mest = 8 as a function of the atom number. The lower dashed line is the estimate nest from Eq. (3.9)
showing that nest underestimates the state number slightly. The upper dashed line is 2mmaxnest, which turns
out to be a good estimate for the number of nonzero matrix elements at large Nb. Thus we obtain an estimate
for the memory requirements of the algorithm, since the Hamiltonian matrix is always the dominant object in
terms of memory. Note, however that memory is never the limiting factor for our simulations. The basis size
limit is set by the maximal computation time that we regard as feasible. (b) CPU-times for time evolution
(black) and state space buildup with different methods (red: naive search of Rabi couplings, blue: intelligent
search using the state tree). The dashed lines are fits proportional to n2 and nN , respectively. We have used
typical parameters, similar to those of Sec. 3.5 and an integration time of tendΩ = 20. All results shown here
have been obtained on an IntelrCoreTM i7-2600 processor (cache: 8 MB, clock speed: 3.4 GHz).

matrix-vector multiplication

n∑
kc=1

Hkr,kcckc =

nkr∑
s=1

Hkr,kc(s)ckc(s) , (3.10)

where nkr is the number of nonzero matrix elements in row kr and kc(s) is the column index
of the sth element of row kr of our sparse matrix. The complexity of this operation is thus
nN (number of nonzero matrix elements).

Time integration and performance

The algorithm consists of three main parts: The buildup of the state space and Hamiltonian,
the time integration of the time dependent Schrödinger equation

ċ(t) = −iHc(t) , (3.11)

and the evaluation of the observables. The initial condition for the time integration will
always be that all atoms are in the ground state |g〉, i.e., ck(t = 0) = δ1,k. As shown above,
the computation time for the first part scales as nN if implemented cleverly. The second part
is just the solution of a system of first order ordinary differential equations, which can be done
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using standard techniques. The third part, the evaluation of the observables is discussed in
Sec. 3.3. Here, we just note that this part is never a limiting factor in terms of computation
time. The computation time needed for the integration depends on the number of time steps
and the complexity of the evaluation of the right hand side of Eq. (3.11). As shown above,
the Hamiltonian matrix contains ∼ nN nonzero matrix elements, and thus the matrix-vector
multiplication Hc(t) scales as nN . For the time stepping we use Runge-Kutta methods from
the GNU Scientific Library [292], more precisely we used the embedded 8th order Runge-Kutta
Prince-Dormand method with 9th order error estimate (RK8PD). We note that if the same
methods are employed for propagation in imaginary time, one obtains a brute force method
for calculating the ground state of the Hamiltonian. Refining this, one would end up with
Lanczos methods for determining the ground state [293].

Figure 3.4(b) illustrates the CPU-times needed for the different parts of the algorithm
as a function of the basis size n for a one-dimensional sample with L/Rc = 8 and typical
parameters for resonant laser excitation (∆ = 0). The time evolution is calculated up to
Ωtend = 20. The matrix buildup and the time propagation both scale as nN . The different
prefactors, number of time steps ndt for the time propagation and mmax for the matrix
buildup, give an offset of about ndt/mmax between them. This factor was always large in our
simulations such that the time propagation is the bottleneck of the algorithm.

Note that this model exclusively contains the unitary time evolution, i.e., spontaneous
emission, dephasing or laser line widths are not explicitly accounted for. A proper treatment
of such incoherent processes would require methods such as a master equation or a quantum
Monte Carlo simulation of the incoherent jumps, which would considerably increase the com-
putational complexity, see Sec. 3.8. From a physical point of view, this approximation can be
justified if the experimental time scales are short compared to the life time of highly excited
Rydberg states, and if stabilized laser systems with low line width are used.

Direct integration or diagonalization of the many-body Hamiltonian using truncated Hilbert
spaces and related approaches have also been pursued by Hernandez and Robicheaux [110,112,
204], in the groups of T. Pohl [48,101–103,146], T. Pfau [114,115], and I. Lesanovsky [104,105],
and in [144,291].

Monte Carlo position sampling and parallelization

In thermal gas any atom has a well defined position but these positions are unknown. In the
density matrix formalism (see Sec. 2.3) this would be described by a statistical mixture of
position states. In frozen gas approximation (see Sec. 2.4) the kinetic term of the Hamiltonian
is neglected, which means that the total Hamiltonian is diagonal in the position component of
the wave function and thus we can calculate the time evolution in the internal states for each
possible realization of positions independently and then integrate over all possible position
realizations weighted with their respective probabilities [148]. The expectation value of an
observable O becomes

〈O〉 =

∫
d3NrPr 〈O〉r , (3.12)

where r = (R1, . . . ,RN ) is a certain realization of atom positions Ri, Pr the probability for
this realization and 〈O〉r the expectation value of the observable for this specific realization
of atomic positions. This integral we solve with Monte Carlo techniques [294] for large
atom numbers N . This means that we randomly generate atom positions for all atoms in a
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given trap volume and with a given density profile and calculate the time evolution of this
particular realization. This we do several times (typically 5000 times) with the same physical
parameters but other randomly chosen atom positions. At the end we average the outcomes
of the observables, such as the number of Rydberg excitations, over all realizations. We only
require convergence of this method with respect to the observables we are interested in. For
spatially resolved observables such as the local excitation density, this convergence may be
slow, depending on the atomic density. Such Monte Carlo methods have also been used for
example in Refs. [82, 103,117,148].

The Monte Carlo sampling allows for trivial parallelization of our algorithm: As the time
evolution can be solved independently for all realizations we can solve each one of them on a
different processors and take the Monte Carlo average once all calculations have terminated.
With this, the Monte Carlo sampling does not imply an additional factor in computation
time as long as enough CPUs are available.

Another, more sophisticated, way of parallelization would be to distribute the matrix-vector
multiplication to different processing units. In principle all the lines of the Hamiltonian matrix
can be multiplied with the coefficient state vector independently. Using the architecture
of graphic cards (GPUs) that possess thousands of parallel processing units (threads) one
could assign each of the n lines of the matrix to a distinct thread. Doing the n vector-
vector operations in parallel instead of serially would result in a tremendous speedup. The
bottleneck here would probably be the time needed to copy the Hamiltonian matrix from the
CPU memory to the GPU. Note that the recursive state space buildup can not be parallelized.
If the whole time evolution is done on the GPU, and only the final coefficient vector has to
be copied back to the CPU at the end, an enormous speedup should be possible. In the end
the efficiency will presumably depend on the clever handling of the memory again. However,
this a goal for future research and we will not go into further detail here.

3.3 Observables

In this section we introduce the most important observables that we will discuss in the further
course of this chapter and explain how they are calculated from the coefficient vector c.

Let us recall that for a single realization of our system, all information is contained in the
coefficient vector c, defined via

|ψ〉 =
∑
k

ck |φk〉 → ck = 〈φk| ψ〉 , (3.13)

where the basis states are the product states described above:

|φk〉 =

N⊗
i=1

|αi〉 = |α1α2 . . . αN 〉 (3.14)

where N is the number of atoms in the cloud and αi ∈ {g, r}. From this we can calculate
expectation values for various observables.
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The mean number of Rydberg atoms is

Nryd = 〈N̂ryd〉 =
n∑
k=1

|ck|2m(k) (3.15)

where m(k) is the number of excited atoms in state |φk〉.

In terms of the probability to find exactly m excited atoms,

Pryd(m) =
n∑
k=1

|ck|2δm(k)m , (3.16)

the q-th moment can be expressed as

〈N̂ q
ryd〉 =

mmax∑
m=0

mqPryd(m) . (3.17)

Having calculated the expectation values 〈N̂ryd〉 and 〈N̂2
ryd〉, we can in addition evaluate

Mandel’s Q parameter [295]

Q =
〈N̂2

ryd〉 − 〈N̂ryd〉2

〈N̂ryd〉
− 1 . (3.18)

Q characterizes the excitation statistics, and allows us, e.g., to identify squeezing in the
excitation numbers. For a Poisson distribution, Q vanishes while a negative (positive) Q-
parameter means sub-Poissonian (super-Poissonian) excitation statistics.

The excitation probability of the ith atom is given by

〈N̂ (i)
ryd〉 =

n∑
k=1

|ck|2δα(k)
i r

, (3.19)

where α
(k)
i is the internal state of atom i in state |φk〉, and the Kronecker delta selects the

coefficients of the states in which the ith atom is excited.

The spatial distribution of the Rydberg excitations Nryd(R) is obtained by dividing the trap
volume into small cells and summing up the excitation probabilities of all atoms that lie in
such a cell, normalized by their number. Most important in this work are spatial correlations
quantified by the pair correlation function g(2)(R,R′). This function is a measure for the
conditioned probability of having an excitation at R if there is already one at R′. Since
the interaction potential in our model only depends on the mutual distance of two atoms,
it is valid to assume that also g(2) only depends on R = |R − R′|. This has been verified
numerically. The pair correlation of two particles is defined as [296]

g
(2)
i,j =

〈sirrs
j
rr〉

〈sirr〉〈s
j
rr〉
. (3.20)
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Discretizing space, we define

g(2)(R) =

∑(R,∆R)
i,j g

(2)
i,j∑(R,∆R)

i,j 1
(3.21)

where
∑(R,∆R)

i,j denotes the sum over all pairs with mutual distance |Ri−Rj | lying within the
interval [R,R + ∆R]. This means that we sum up the correlations of all these pairs divided
by their number. Note that some authors use the alternative definition g̃(2) = g(2) − 1 [46].
According to our definition g(2)(R) = 1 corresponds to uncorrelated atoms.

The expectation value of the product operator s
(k1)
rr s

(k2)
rr is called G(2)-function. We can

define G(2)(R) in the same way as g(2)(R), only substituting g
(2)
i1,i2

with

G
(2)
i1,i2

= 〈si1rrsi2rr〉 (3.22)

and normalize by multiplying with N−2
ryd at the end. Note, that we have chosen R as the

center of the ∆R-interval now. In the following we will use the notation g(2)(R) and G(2)(R),
respectively, for the correlation functions. The physical meaning of G(2)(R) is the probability
density of finding an excited pair with separation R.

A last useful quantity is the energy density of states, i.e., the number of states with an
interaction energy Eint in a certain energy interval. After building up the basis of the Hilbert
space, we can calculates the (diagonal) interaction part of the Hamiltonian for each state.
Putting these energies into a histogram to see at which energies the density of states is high
an at which it is low, can help to interpret the evolution of the system.

3.4 Effects of finite system size

In a one-dimensional ensemble of atoms, two length scales are naturally present: The system
length L and the mean inter-particle spacing n−1

0 . For laser excited Rydberg atoms, due
to the interplay between long-range interactions and laser driving, a third length scale, the
blockade radius Rb arises. Nontrivial dynamics emerge in the case where L > Rb > n−1

0 . If all
the length scales are well separated from each other, i.e.,L� Rb � n−1

0 , again the properties
of the system simplify, since Rb is the only relevant length scale in the system. This limit is
called the scaling limit [114]. Signatures of L� Rb not being satisfied are what is meant by
finite size effects, whereas Rb not being well separated from n−1

0 implies a coarse graining of
the medium leading to, as we will call it, finite density effects (see Sec. 3.5).

In this section we study how the dependence of the number of Rydberg excitations in a
laser-driven cloud of atoms on the interaction strength is affected by the finite size of the
system. A theoretical model predicting a simple power-law dependence is compared with
results extracted from numerical many-body simulations. We find that for finite-size systems
the numerical results do not agree with the analytical prediction. By individually testing
the assumptions leading to the theoretical prediction using the results from the numerical
analysis, we identify the origin of the deviations, and explain it as arising from the finite size
of the system. Furthermore, finite-size effects in the pair correlation function g(2) are studied.

Here and the following sections we set Ω = 1, which is not a restriction of the parameter
space but just a rescaling of time, i.e., we measure energy in units of ~Ω and time in units of
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Figure 3.5: (a) Time evolution of the number of Rydberg excitations in an ensemble of N = 50 atoms enclosed
in a cylindrical trap with radius r = 1µm and length L = 10µm. gray: Single realization. The remaining
oscillations at long times reflect the fluctuations of the positions of the Rydberg atoms. black: Average over
1000 Monte Carlo samples. (b) Spatially resolved excitation density for an ensemble of N = 30 atoms in a
one-dimensional trap of length L = 10µm, averaged over 2000 Monte Carlo samples. Further parameters are:
∆ = 0, C6 = 900 Ωµm6 in both (a) and (b).

1/Ω. We assume that the intensity and wavelength of the laser is temporally and spatially
constant. In experimental terms this means that the exciting lasers are switched on instantly.
In this section and in Sec. 3.5 we study resonant excitation (∆ = 0), while in Sec. 3.7 and 3.8
the focus will be on the off-resonant case.

3.4.1 Dynamical properties

A single atom or a gas of noninteracting atoms undergoes simple Rabi oscillations on a time
scale short compared to the dephasing time. If the laser is detuned, only a part of the
population oscillates between the ground and excited states, while the rest of the population
remains in the ground state. The oscillation frequency is modified to

√
∆2 + Ω2. In the

case of infinite interaction strength, starting from the ground state |0〉 = |gg . . . g〉, only
singly excited states are accessible. Higher excited states can be discarded because they have
infinite interaction energy. The resulting dynamics is a Rabi oscillation between the ground
state |0〉 and the symmetrized singly excited state |s〉 = N−1/2

∑N
i=1 |1; i〉 [4], with collective

Rabi frequency Ωc =
√
NΩ [204]. Collective Rabi oscillations of two atoms could already be

observed in experiment [17,29,243].

In the intermediate case, in which several atoms can be excited simultaneously, but inter-
actions are nonzero, the dynamics is more complicated. In the example shown in Fig. 3.5
we use a cylindrical trap of length 10µm and diameter 2µm. We observe that the Rydberg
population of the cloud, initially being in the ground state, shows a saturation behavior.
However, even for long times some oscillations remain, cf. Fig. 3.5(a). The strength of these
oscillations depends on the number of excitations and on the number of atoms in the trap.
This saturation can be interpreted in two ways: On the one hand, the mean-field picture
predicts that, due to the disorder induced by the randomness of the atom positions, interac-
tion shifts δ differ from atom to atom, leading to different Rabi frequencies

√
δ2 + Ω2 for the

individual atoms. Consequently, the oscillations dephase over time and lead to a saturation of



38 Chapter 3 Coherent dynamics of two-level Rydberg atoms

the overall excitation. Alternatively, one uses the so-called super-atom picture: Any excited
atom in the ensemble blocks the excitation of the surrounding atoms which leads to collective
excitation of the atoms within this blockade sphere. Again due to the random positions of
the atoms, the number of atoms per blockade sphere and thus the collective Rabi frequency
varies across the ensemble. The occurrence of different collective Rabi frequencies leads to a
dephasing and thus to saturation. This subject of thermalization in Rydberg gases has been
subject of intense studies recently [106,109,110,113,173].

Averaging over many realizations shows that the mean number of Rydberg excitations
saturates fully after some time, cf. Fig. 3.5(a). The timescale of this saturation depends
on how many Rydberg excitations are present in the gas, on the system size and also the
detuning. Note that for very small traps that confine the gas to near one blockade volume,
ongoing strong oscillations are observed even after Monte Carlo averaging. The reason is that
in this case, only one or a few different collective Rabi frequencies are possible, depending on
the number of atoms in the blockade spheres. In the example shown in Fig. 3.5(a) we find
that the excitation number converges to about Nryd = 2.5 Rydberg excitations. This means
that Nb = N/Nryd = 20 atoms share one excitation and we expect to observe a collective
Rabi frequency of ΩC/Ω =

√
Nb = 4.47. Measuring the period of the initial oscillations in

Fig. 3.5(a) we obtain ΩC = 2π/T = 4.49 Ω, consistent with the super-atom picture.

It is interesting to note that the inhomogeneity induced be the trap boundaries leads to
faster relaxation towards a stationary state compared to a system with closed boundaries.
This is illustrated in Fig. 3.5(b). Close to the trap boundaries the excitation density is higher.
Thus one excitation is shared between less atoms than in regions of small excitation density.
Therefore the collective Rabi frequency is lower close to the trap edges leading to a dephasing
of the initial oscillations. This leads to an accelerated decay of the oscillations in Nryd. In a
system with closed boundaries the translational symmetry is not broken and the oscillations
are spatially in phase across the whole trap.

3.4.2 The concept of blockade spheres and super-atoms

Before starting with the further analysis of our numerical results, we more formally introduce
the concepts of blockade spheres and super-atoms, already mentioned in the introduction.
By inspecting the Hamiltonian (3.4) one recognizes that two nearby atoms cannot be excited
simultaneously by the laser field since the interaction part of the Hamiltonian would become
very large in this case. This fact leads to the notion of a blockade volume [22, 23], that is, a
volume that can contain at most one excitation due to the interaction. A natural length scale
of the system, the blockade radius Rb, emerges by comparing the interaction energy C6/R

6
b

to the collective Rabi frequency
√
NbΩ. With Nb we denote the number of atoms sharing

one excitation in such a blockade sphere of volume Vb, see also Sect. 3.4.1. Interestingly,
a qualitative understanding of a number of phenomena observed in Rydberg gases can be
gained by visualizing the total excitation volume V with atom density n0 as an arrangement
of densely packed blockade spheres. This picture is commonly called the super-atom picture.
Throughout this section, we will in particular consider the relations [22]

Nryd ∝ V/Vb , (3.23a)√
NbΩ = C6/R

6
b , (3.23b)
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Figure 3.6: Number Nryd of Rydberg excitations in a one-dimensional gas. (a) Nryd as a function of the line
density. Parameters: L = 10µm, C6 = 900 Ωµm6, ∆ = 0. (b) Number of excitations as a function of the
van der Waals interaction constant, on a double logarithmic scale. Crosses: numerical simulation. Solid line:
power-law fit Nryd ∼ C−0.128

6 . Parameters: L = 15µm, N = 45, ∆ = 0 of N = 45 atoms.

motivated above. From Nb = n0Vb ∝ n0R
d
b in d−dimensional space, and neglecting H∆

assuming resonant laser driving, we further obtain an estimate of the blockade radius

Rb ∝
(

C6

Ω
√
n0

)2/(d+12)

. (3.24)

Eqs. (3.23) and (3.24) can be used to derive a scaling law [29, 114] which we will probe
numerically for finite systems in the following. Throughout the following discussion, we in
particular refer to Eqs. (3.23) and (3.24) when we mention the super-atom picture.

3.4.3 Signatures of finite system size in bulk properties

In this section we study the properties of the system after is has saturated to its steady state.
For sufficiently high atomic density the number of Rydberg excitations does not scale linearly
with the number of atoms, as it would be expected for a dilute noninteracting gas. Instead,
a reduced Rydberg population is observed as is shown in Fig. 3.6(a). This is caused by the
well-known dipole blockade [28] inhibiting the simultaneous excitation of two nearby atoms
by means of a large interaction shift. This effect is the more pronounced the stronger the
interactions are. Thus Nryd decreases as a function of the interaction parameter C6, as is
illustrated in Fig. 3.6(b). From Eqs. (3.23) and (3.24), one finds that [114]

Nryd ∼
N

Nb
∼ R−db ∼ C

−2d/(d+12)
6 . (3.25)

This power-law behavior is the consequence of universal scaling connected to a quantum
critical point [114]. For a one-dimensional gas (d = 1), one obtains an algebraic scaling of
Nryd with C6, with exponent ν = −2/13 ≈ −0.1538.

Fig. 3.6(b) shows the data obtained from our numerical simulations for a one-dimensional
trap of length 15µm containing 45 atoms. We find that it is consistent with a power-law de-
pendence over the simulated range of interaction strengths covering approximately one decade
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Figure 3.7: Pair correlation function defined in Eq. (3.21) for three different interaction strengths C6 after
t = 200 Ω evolution time. One-dimensional trap of length L = 15µm holding N = 45 atoms exposed to a
resonant laser.

in C6 (500 − 5500 Ωµm6). However, the fitted exponent is found as νfit = −0.1283± 0.0006
(errors we give on fitted values just refer to the confidence interval of the fit). At first sight,
this result appears to be in contrast to the predicted scaling exponent ν and the calculations
reported in [114] where good agreement of numerical simulations with the analytically pre-
dicted value was reported. We will analyze this discrepancy in more detail in the following
section and show that the deviation from the theoretical prediction is due to finite-size effects
arising in our relatively small trap volume. Further calculations simulating larger volumes
using closed boundary conditions in Sect. 3.5 will confirm that our numerical model is capable
of reproducing the predicted scalings in larger volumes, such that the deviations found here
can indeed be attributed to finite size effects in smaller volumes. For now, we summarize that
the dependence of the excited fraction on the interaction strength in finite-size systems, al-
though it is consistent to a power law over the considered parameter range, does not show the
algebraic scaling predicted for an unbounded homogeneous gas. While our numerical results
do not prove the existence of universal scaling in finite systems due to the limited range of C6

and Nryd accessible to our simulations, the deviation from the scaling law for bulk systems
reported here could be probed experimentally already by scanning over a limited parameter
range.

3.4.4 Origin of the finite-size effects

In the previous subsection, we found that the scaling exponent νfit obtained by fitting the
numerical data with a power-law did not agree with the value ν predicted and confirmed
previously for a homogeneous gas. In the following, we trace back the origin of this discrepancy
to finite-size effects. For this, we individually examine the two assumptions which lead to the
prediction of the scaling parameter in Eq. (3.25). The first one is the estimate of the blockade
radius, Eq. (3.24). The second one is the assumption that the number of Rydberg excited
atoms can be obtained from an estimate based on the super-atom picture, Nryd ∝ mmax =
N/Nb = L/Rb, Eq. (3.23). Note that the effects studied here are physical finite-size effects
in the sense that they originate from the finite trap volume rather than from computational
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limitations. Therefore, they could possibly be observed in experiments.

Estimate for the blockade radius

In order to analyze the estimate for the blockade radius given in Eq. (3.24) we consider pair
correlations. Fig. 3.7 shows the pair correlation function (3.21) of a one-dimensional gas in
its stationary state (see also Ref. [138]). Pairs with small mutual distance are never excited
simultaneously, hence the g(2)-function is zero for small R. Note that the numerical blockade
radius Rc was chosen well below the onset of nonzero correlations to ensure that the state
space truncation does not affect the outcome of the simulations. The sharp peak which
emerges just outside the blockaded region is located precisely at

Rb =

(
C6

Ω
√
N/L

)2/13

, (3.26)

which was our estimate of the blockade radius (Eq. (3.24)) leading to Eq. (3.25). In order to
probe this conjecture more thoroughly we analyze g(2) for varying line density and interaction
strength. Results are shown in Fig. 3.8. The predicted blockade radius perfectly matches the
first maximum of g(2) in the whole parameter region. This indicates that the estimate for Rb
in Eq. (3.24) are reasonable even in finite geometries. We remark that in these figures one
can also observe that correlations become stronger as the density or the interaction strength
increases. We could also quantitatively verify Eq. (3.26). For this, we extracted the blockade
radius from the simulation results shown in Fig. 3.8 by defining it as the pair distance at which
the g(2)-function reaches its first turning point (point of steepest ascend). This observable
shows a power-law dependence over the whole range of parameters and fitting the exponent
yields perfect agreement with the results obtained for homogeneous systems in Sect. 3.5. The
remaining small deviations from the predicted scaling, cf. Eq. (3.26), can be explained by the
finite atom density, see Sect. 3.5.
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excitations.

Estimate for the number of Rydberg excited atoms

Next, we consider the assumption that Nryd ∼ mmax = N/Nb = L/Rb. In Fig. 3.9(a) results
are shown for the numerically obtained Nryd as a function of C6, expressed in units of L/Rb
via Eq. (3.24). In order to interpret the numerical data, we approximate the one-dimensional
excitation volume as a densely packed array of super-atoms, and estimate that each super-
atom in an average over time is excited with a probability of γ∗ = 1/2 since for resonant
excitation (∆ = 0) one expects full Rabi oscillations between zero and one excitation. With
these model assumptions, we obtain Nryd = γ∗L/Rb. This first estimate is shown as a dotted
line in Fig. 3.9(a). It can be seen that it does not coincide with the numerically found Nryd.

This failure is due to boundary effects and can be understood in two ways. First, from
Fig. 3.9(b) it can be seen that the distribution of excitations on the string shows strong
maxima at both ends. These can be understood in the mean-field picture. The interaction
shift of atoms close to the border is smaller than that of atoms in the center since they
only have potentially excited neighbors to one side. Consistent with the structure of the pair
correlation function, the side maxima have to be followed by minima due to the blockade effect
and, towards the center of the string, by further maxima corresponding to the first maximum
of g(2). The maxima at the edges of the string lead to a higher excited fraction compared
with the case of an infinite string. This effect becomes more dominant as C6 increases since
the number of excitations on the string decreases leading to an effectively smaller system.

Secondly, in a system of length L, the assumption of densely packed excitations at distances
Rb from each other does not necessarily lead to Nryd = γ∗L/Rb. The number of super-atoms
fitting on such a string is rather L/Rb + 1 due to the excitations sitting at both ends of the
string. This would result in Nryd = γ∗(L/Rb + 1) which fits the numerical data much better
but overestimates it a bit [dashed black line in Fig. 3.9(a)].

A further correction is connected to the finite density of the gas. The finite atomic line
density of ρ = 3µm−1 implies that it is very unlikely that two atoms are sitting exactly at
the trap ends, so the outermost super-atoms are shifted towards the trap center on average
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by 0.5n−1
0 leading to an efficient trap length of Leff = L − n−1

0 . We therefore show Nryd =
γ∗(Leff/Rb + 1) [solid black line in Fig. 3.9(a)] where again γ∗ = 0.5 was assumed. This line
now reproduces the behavior of the numerical data well but still overestimates it slightly. In
order to understand this, we should bear in mind that the notion of super-atoms sitting at the
edges of the trap is not consistent with the ansatz we used to estimate the blockade radius.
Rb is estimated by equating the collective Rabi frequency of Nb atoms to the interaction
strength at a distance Rb, i. e.,

√
NbΩ = C6/Rb. A super-atom sitting at the edge of the

trap would now contain less atoms, leading to a larger blockade radius. We conclude that the
super-atom picture is not adequate to explain the effects of the trap boundaries.

We note that also our choice γ∗ = 1/2 should be regarded as a model assumption, as
recently it has been predicted that atoms trapped in a lattice potential and interacting with
a hard core interaction potential can exhibit γ∗ > 1/2 at higher densities (Nb � 1) [138].
However, in our system, effects stemming from the finite system size dominate, and render a
numerical extraction of γ∗ difficult.

In general, the validity of universal scaling laws depends on how well length scales are
separated from each other. The blockade radius should be much smaller than the trap size
but much larger than the intermediate particle distance [114]. As the simulation in Fig. 3.9
was done at constant atom density and trap size, increasing L/Rb means that the number of
atoms per blockade sphere decreases. Thus by increasing L/Rb we effectively move towards
the regime of low density, where the inter-atomic distance is of similar size as the blockade
radius. In this regime the coarse graining induced by the decreasing ratio of Rb to the
intermediate particle distance leads to a smaller number of Rydberg excitation than expected
from the picture of densely packed super-atoms.

Fig. 3.9(a) shows yet another interesting property of small clouds. If L/Rb is smaller than
one, the cloud is perfectly blocked and Rabi oscillates between the ground state and the fully
symmetric singly excited state as mentioned in Sect. 3.4.1. Thus the time average ofNryd is 0.5
as confirmed by the simulation data. As L/Rb increases, Nryd increases steeply but smoothly
and reaches values higher than the line γ∗(L/Rb + 1). Some more oscillations around the line
with slope γ∗ = 0.5 follow before the dependence becomes linear in Fig. 3.9(a). This behavior
reflects the structure of the g(2)-function. For small pair distances it is zero, meaning that
simultaneous excitation of two atoms in a trap of size L < Rb is inhibited. It then increases
steeply to values greater than one, indicating enhanced probability of simultaneous excitation
at these pair distances. If now the trap size is slightly larger than Rb, the excitations near
both trap ends enhance each other due to their positive correlations leading to an enhanced
overall excitation probability. This effect is repeated, when three excitations just fit into the
trap. We thus see that the oscillatory behavior of Nryd as a function of trap size can be
related to the structure of the pair correlation function. It should also be mentioned that, as
the trap size is increased holding density and all other parameters constant, for L/Rb & 5.5,
Nryd increases linearly with a slope of 0.5/Rb in agreement with the super-atom picture.

Our above findings explain why the slope of Nryd(C6) is underestimated if finite-size effects
are neglected, and why it is quite difficult in finite systems to find an analytical relation
between Nryd and mmax based on simple assumptions. For larger systems, these finite-size
effects become negligible relative to the bulk properties of the large ensemble. We thus con-
clude that the assumptions Nryd ∼ mmax = N/Nb = L/Rb fails for small ensembles, leading
to the discrepancy between the numerically obtained scaling parameter ν and the theoretical
prediction in Eq. (3.25). It can be expected that in smaller systems, other predictions relying
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on this relation would suffer from similar discrepancies as well. Therefore, to the extent to
which one can associate this relation to the super-atom model, one can also conclude that
this model itself is of restricted validity for small systems.

3.4.5 Finite-size effects in the correlation function g(2)

We finally analyze finite-size effects in the pair correlation function. Fig. 3.10(a) shows g(2)(R)
for three different trap lengths and a density of n0 = 3.33µm−1. We notice that the deviation
from g(2)(R) = 1, indicating spatial correlations, decrease slightly with increasing L. We now
focus on the first maximum of the correlation function, cf. Fig. 3.10(a). This maximum is
the feature that depends on the trap size most strongly. Analyzing it more closely, we find
a double-peak structure which merges into a single maximum in the limit of large trap size.
Splitting up the g(2)-function into contributions from the different subspaces with definite
excitation number m we find a very pronounced peak in the contributions of the lowest-m
parts, especially of the two-fold excited states. This peak is located at the position of the
left sub-peak of the first maximum of the full g(2) function in Fig. 3.10(a). The m = 2 part
of the g(2)-function is shown for two examples, L = 15 and L = 18, in Fig. 3.10(a). This
structure was found for all trap lengths considered in our simulations, and even when periodic
boundary conditions were used. However, as the relative population of states with a very low
number of excitations decreases with increasing trap size, the effect on the structure of the
total g(2) becomes weaker for large traps. This explains why the height of the left sub-peak
decreases with increasing trap size, whereas the right sub-peak remains constant in size. The
structures seen on the m = 2 subspace can partly be interpreted in the two-atom picture
as arising from different excitation channels, as done in Ref. [118] for the case of ∆ � Ω.
However, for the Ω = 0 case one expects collective effects to be dominant, and thus it is clear
that the structure cannot be fully understood from the perspective of the two-atom problem.
As expected, correlation peaks are generally enhanced if the system size is smaller than the
range of the correlations. Fig. 3.10(b) confirms that g(2)(R) converges to a smooth function
in the limit of large L. In the simulations with largest system sizes in Fig. 3.10(b), the
g(2)-function saturates to 1 over a distance smaller than the trap length. Nevertheless, some
features of the correlation function (visible in Fig. 3.10(a) as discussed above) still depend
on the trap length. We note that, in order to experimentally resolve these features in a
measurement of g(2)(r), a distance resolution of . 1µm will be required.

3.4.6 Concluding remarks

We found finite-size effects in the scaling of Nryd with the van der Waals coefficient C6

which quantifies the dipole-dipole interaction strength between the excited Rydberg atoms.
Our numerical analysis shows that, in the considered range of interaction strengths, the
dependence of Nryd on C6 is still consistent to a power law dependence, but with a scaling
exponent different from the analytically predicted value for large ensembles. The analytical
prediction relies on two assumptions which can be motivated from the super-atom model: an
estimate of the blockade radius, and an estimate of the number of excited Rydberg atoms.
We could show that the estimate of the blockade radius provides a reliable prediction of the
position of the first maximum of the pair correlation function obtained from the numerical
simulations over a wide range of atom densities as well as interaction strengths. In contrast,
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Figure 3.10: Finite-size effects in the g(2)-function. If the correlation length is on the order of the trap size,
correlations are enhanced by the finite-size effects. The lower two lines are the g(2)-functions calculated on
the subspace of doubly excited states for L = 15µm and L = 18µm, scaled up by a factor of 10 for better
visibility. Parameters are C6 = 900 MHzµm6 and n0 = 3.33µm−1.

the analytical estimate of the number of excited Rydberg atoms did not agree with our
numerical results. This was found to be due to the fact that atoms at the ensemble borders can
only interact with other atoms to one side, leading to an overall enhanced Rydberg excitation.
Additionally, for a continuously varying ensemble size, the number of super-atoms fitting into
the volume is not L/Rb, but rather lies between L/Rb and L/Rb+ 1, and oscillates, reflecting
the oscillations in the pair correlation function. We also predicted finite-size effects in the pair
correlation function g(2), for which we have shown that some of its features depend on the
ensemble size even for lengths L exceeding the distance range over which g(2)(R) is different
from one. We conclude that two conditions are required to eliminate finite-size effects: First,
the condition Rb � n−1

0 needs to be fulfilled, such that the microscopic structure of the atom
distribution becomes irrelevant. Second, L � Rb is needed in order to eliminate the effects
of the trap boundaries. We have shown that for trap sizes of L/Rb < 6 finite size effects
significantly modify the dependence of the number of Rydberg excitations on the interaction
strength. For typical experimental parameters (Rb = 5µm to 10µm) this corresponds to
L = 30µm to 60µm which is an experimentally relevant length scale [34,86,120,207,225,243].
The finite-size effects are most pronounced for spatially homogeneous atom densities and
laser intensities. We note that in typical experimental setups both atom density and laser
intensities may vary spatially. However, near-homogeneous atom densities can be achieved
by defining the excitation volume via laser beam cross sections small compared to the atom
cloud extend. In combination, e.g., with flat-top beam shapers, an excitation volume with well
defined boundaries and homogeneous atom density and laser intensity can be achieved [31].
Alternatively, atomic vapor microcells can be used to achieve homogeneous densities and
excitation laser intensities [225].

3.5 Effects of finite density

Having understood the effects of finite system size in a one-dimensional setup with open
boundary conditions, we now want to focus on systems that are large enough for finite size ef-
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Figure 3.11: Same setup as in Fig. 3.7, but with periodic boundary conditions. (a) Pair correlation function
as a function of C6. Effects of artificial self coupling due to finite system size are visible particularly at high
C6. (b) Crosses: Number of Rydberg excitations obtained from numerical simulations. Solid line: Power law
fit. Only the first nine points are used for the fit.

fects to be irrelevant. This is accomplished by choosing closed (periodic) boundary conditions
that render the system homogeneous and by using large system sizes (L/Rb & 6). We will
revisit the dependence on C6 that was studied in the previous section, but now for periodic
boundary conditions, and find that for large system size and density the predicted scaling
exponents are reproduced by the numerical simulations. In a second step we will introduce
rescaled units in order to obtain effective, dimensionless parameters and find that, for resonant
excitation (∆ = 0) and in the large-trap regime (no finite size effects), we are left with only
one parameter. This dimensionless parameter is the number of atoms per blockade volume
Nb. If this parameter becomes large, the so called scaling limit is approached [114], in which
the scaling laws discussed in the previous section are expected to hold strictly. In this limit
the relevant length scales in the systems are well separated from each other: L� Rb � n−1

0 .
This means that the only relevant scale is Rb. We study the effects of not being perfectly in
the scaling limit, i.e., effects of finite density, meaning that the coarse graining of the atomic
medium plays a role since Nb � 1, i.e., Rb � n−1

0 , is not fulfilled.

3.5.1 Large ensembles via periodic boundary conditions

If periodic boundary conditions are used, the spatial excitation density is perfectly flat. How-
ever, if strong correlations are present, large system sizes are required in order to eliminate
artificial self-coupling effects. The latter are also known as aliasing effects that are caused
by atoms correlated with a neighboring atom twice, inside the string and across the string
boundary. Therefore the string length has to be at least twice as large as the range of the
correlations. This is illustrated in Fig. 3.11(a). At large values of the interaction strength, for
which the blockade radius is large and correlations are long-range, the g(2)-function deviates
strongly from the case without periodic boundaries. Only at small values of C6 the system
seems to become free of artificial self-coupling effects. Note that in contrast to the finite-size
effects without periodic boundary conditions discussed above, these self-couplings cannot be
observed in a linear 1D ensemble. They could, however, be observed if instead the gas was
arranged in a suitable 1D ring trap as, e.g., in Ref. [176]. In our case the self coupling effects
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observed at large C6 values are unphysical effects. Therefore, to avoid these unwanted effects,
we fitted the algebraic scaling law to the nine points with lowest C6 shown in Fig. 3.11(b)
and obtained ν ≈ −0.146 ± 0.003. The line density is ρ = 3µm−1 as in the fixed-boundary
case. For larger densities, i.e., larger Nb, the scaling exponent obtained from our numerical
simulations approaches the predicted value of ν = −2/13 ≈ 0.154 as we will see in Sec. 3.5.5.
For the parameters of Fig. 3.11, the nearest-neighbor distances between ground-state atoms
is much smaller than Rb, while the trap length is much larger than Rb. In this case, the
system appears homogeneous, as neither the finite trap size nor the coarseness of the atom
distribution are relevant. In the following we provide a more systematic analysis of the ques-
tion how the scaling limit is approached, i.e., what happens if the two effective parameters
L/Rb and Nb = n0Vb become large.

3.5.2 Effective parameters and scaling laws

In the following we will generalize the reasoning about the blockade radius as a characteristic
length scale of the system from Sec. 3.4 to the case of a d-dimensional system with binary
interactions of the form Vij = C/Rpij . Three length scales arise in such a system: The

system size L, the mean inter-particle distance n−d0 , and the blockade radius Rb arising from
comparing the characteristic energy scales, collective Rabi coupling and interaction strength.
In the general case we have

C/Rpb = Ω
√
Nb = Ω

√
n0Rdb , (3.27)

where constant factors (2 in 1d, π in 2d, 4π/3 in 3d) have been dropped in the last expression,
since we are only interested in the scaling laws. This results in the blockade radius

Rb =

(
C

Ω
√
n0

) 2
2p+d

. (3.28)

Different regimes are defined by comparing these length scales: The presence of finite size
effects will depend on the relative size of L and Rb, and the high density regime will be defined
by Rb � n−d0 .

We now want to write the Hamiltonian (3.4) in dimensionless units using Rb as a length
scale and ~Ω as an energy scale. This results in the rescaling

R→ R/Rb (3.29a)

H → H/~Ω (3.29b)

t→ Ωt . (3.29c)

Alternatively, one could use the collective Rabi frequency
√
NbΩ to define time and energy

units.

Rewriting the time dependent Schrödinger equation in these units, we obtain

i∂t |Ψ〉 =

N∑
i=1

1

2
σ(i)
x −

∆

Ω
s(i)
rr +

∑
i<j

C/Ω

RpbR
p
ij

s(i)
rr s

(j)
rr

 |Ψ〉 (3.30)
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Thus, as long as the system is sufficiently homogeneous, such that the precise atomic positions
do not matter, we are left with three physical parameter, namely, the dimensionless detuning
∆∗ = ∆/Ω and the interaction parameter α∗ = C/(ΩRpb), and the system size L/Rb. Note
that in the case of off-resonant excitation the detuning ∆ sets an additional energy scale,
such that also other length and time scales arise from comparing ∆ with V (R), namely the
resonant distance rres = (C/∆)1/p and the oscillation frequency of resonantly excited pairs
Ωres = Ω2/∆, see Sec. 3.7. In the following, however, we are only concerned with the case
∆ = 0 and thus work with Rb as the characteristic length. The rescaling of units we have
introduced corresponds to setting ~ = Ω = Rb = 1.

We now discuss the physical meaning of the effective interaction parameter α∗. Expressed
in terms of the original parameters, the parameter α∗ reads

α∗ =
C

ΩRpb
=

[(
C

Ω

)d
np0

] 1
2p+d

= α
− d

2p+d (3.31)

where we have defined α = Ω/(Cn
p/d
0 ) to be consistent with [114]. The number of atoms per

blockade sphere

Nb = n0R
d
b =

[
C

Ω
n
p/d
0

] 2d
2p+d

= α
− 2d

2p+d = (α∗)2 (3.32)

turns out to be just the square of the dimensionless interaction parameter α∗. This means
that the collective Rabi frequency is Ωc = Ωα∗. The excited fraction can be estimated as

fR =
Nryd

N
=

1

Nb
= α

2d
2p+d = (α∗)−2 (3.33)

if we assume a dense packing of super-atoms.

In summary, we found that in the case of zero detuning, all properties of the system should
follow a simple algebraic dependence on the parameter α [114]. Here we should point out that
the relations between the observables and α are to be understood rather as proportionalities
than equalities since dimensionality dependent constant factors have been neglected and for
the estimation of fR we assumed that in the steady state the super-atoms are densely packed
hard spheres and all of them are excited. In reality only a fraction of the super-atoms will
be excited, but the scaling dependence on α should hold. We want to stress again that this
universal scaling behavior can only be expected to be observed when the length scale Rb is
the only relevant length scale in the system. This means two things: First, the mean nearest
neighbor distance must be much smaller than Rb such that the system can be regarded as
homogeneous and the coarse graining in terms of atom positions does not matter. Second
the system size L must be much larger than the blockade radius. The second prerequisite
can be fulfilled by using periodic boundary conditions. However, still some requirements
have to be accounted for. To be precise, correlations between particles should have decayed
completely on a length scale of half of the trap length (or equivalently the ring circumference)
in order to avoid so called aliasing effects that come about when particles can be correlated
with themselves via the periodic boundaries. In this limit in which both these requirements
(L/Rb � 1 and Nb � 1) are fulfilled, we should expect that all properties of the system solely
depend on α∗.
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Figure 3.12: Time dependence of the number of Rydberg excitations for a one-dimensional sample of length
L ≈ 4Rb containing N = 30, 40, 50 atom for (a), (b), (c), respectively. (d)-(f) show the Fourier transform of
the above time dependence. The dashed lines mark the measured Nb.

Fulfilling both requirements poses substantial challenges for numerical simulations since
both, large numbers of particles per blockade sphere and a large number of excitations mmax

are required, and thus large total atom numbers N , which results in huge state spaces despite
of all truncations methods (see Fig. 3.2). In the following, we study how the universal scaling
regime is approached for increasing Nb in the case of van der Waals interactions (p = 6) in a
one-dimensional system (d = 1). It is important to realize that by varying C6 for otherwise
constant parameters, as it was done in Sec. 3.4, we change both L/Rb and Nb at the same
time, which makes it difficult to separate finite size from finite density effects. In order to
study effects of finite density we want L/Rb to be large and constant.

Table 3.3: Comparison of observed and estimated collective Rabi frequency. Nb is calculated as in Eq. (3.32).
Nobs
b is extracted from the time evolution as explained in the text.

N Nb Nobs
b Nobs

b /Nb

30 7.85 13.3 1.69
40 10.2 17.0 1.66
50 12.6 21.0 1.67
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Figure 3.13: Varying the trap size. One-dimensional trap with periodic boundary conditions, atomic density
ρ = 3.3µm−1, C6 = 900 (corresponds to α∗ = 2.94 or Nb = 8.65). The trap length is increased from 6µm to
18µm while the atom number N increases from 20 to 60. (a) Number of Rydberg excitations, also resolved
for contributions from subspaces with definite excitation number m. (b) Pair correlation function. Effects of
artificial self coupling due to finite system size are visible particularly for small L/Rb

3.5.3 Collective oscillations in a homogeneous system

In order to verify that the definitions of Rb and the collective Rabi frequency Ωc = Ω
√
Nb

are reasonable in the sense that they have a physical meaning, we analyze the time evolution
of Nryd in a dense one-dimensional sample. Figure 3.12(a)-(c) shows an example of a trap of
length L ≈ 4Rb containing N = 30, 40, and 50 atoms, respectively. In order to extract the
collective Rabi frequency, we can read off the period of the initial oscillations of Nryd. It is
well visible that this period becomes shorter as the density (atom number) increases. A more
systematic way to extract Ωc is to Fourier transform Nryd(t) and determine the position of
the peak in the spectrum. This is done in lower row of Fig. 3.12. Note that we plot over
the squared frequency, such that the peak position should be directly proportional to Nb.
The collective Rabi frequencies measured in this way are compared to the estimated ones
in Tab. 3.5.3. We observe that the observed collective enhancement of the Rabi frequency
is about Nobs

b = (Ωobs
c /Ω)2 = 1.7Nb. This indicates that the number of atoms that act

collectively in a one-dimensional sample is rather 2Rbn0 than Rbn0 in consistence with the
fact that we overestimate Rb slightly when comparing to the onset of nonzero correlations
in g(2), cf. Fig. 3.8. The fact that we obtain the same proportionality factor for all different
densities confirms again that the general scaling of Nb with the parameters is described
correctly by Eq. (3.32).

3.5.4 System size dependence

Before analyzing the dependence on Nb, we first discuss the system size dependence for
periodic boundary conditions. We thereby assure that, for our later analysis of finite density
effects, the requirement of large system size with negligible finite size effects is met. The
results are summarized in Fig. 3.13.

For large trap size the number of excitations is expected to increase linearly with the trap
size. The gray dashed line shows L/(2Rb). At low densities fluctuations due to finite size
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Figure 3.14: Same setup as in Fig. 3.13 but varying the interaction strength (or α∗, or Nb) instead. Each
group of data points corresponds to a simulation with fixed tap length and atom number and varying C6.
For all points L/Rb > 6.5, so finite size effects should be negligible. We checked this by redoing some of the
simulations with larger trap size but otherwise equal parameters (crosses). From left to right: L/Rb ≈ 20
(cyan), L/Rb ≈ 15 (magenta), L/Rb ≈ 10 (black), L/Rb ≈ 7.5 (blue pluses), L/Rb ≈ 9 (blue crosses),
L/Rb ≈ 7.9 (green pluses), L/Rb ≈ 9.2 (green crosses), L/Rb ≈ 8.0 (red pluses), L/Rb ≈ 8.5 (red crosses).
Inset: Local fits of the exponent ν in fR = Nryd/N = Nν

b . In the limit of high density the expected scaling of
ν = −1 is reached asymptotically.

effects are visible. The later analysis of density dependent scaling exponents will be done
in the region of L/Rb & 6. The contributions from different subspaces with definite exci-
tation number m are also shown in Fig. 3.13(a). The dashed vertical lines are obtained as
follows: We assume that m-fold excited states start to become populated when the ones
with minimal interaction energy lie lower than twice the collective Rabi frequency (collective
power broadening), Emin(m) < 2

√
NbΩ. The minimal energy state is the one with equidis-

tant excitations, i.e., Emin(m) = mC6/(L/m)1/6. Solving for L gives a critical length of
Lcrit(m) = 2−1/6Rbm

7/6. For trap lengths larger than this, m-fold excited states should
become populated. The positions of the Lcrit(m) indeed coincide with the onset of the con-
tribution of the respective state to Nryd, as depicted in Fig. 3.13(a). Figure 3.13(b) shows
that for small trap size correlations are present beyond the half trap length. This means that
unwanted aliasing effects are present here. However, for large trap length (L & 5.5Rb) the
g(2)-function has leveled out to unity before reaching L/2 and the artificial effects vanish.

3.5.5 Dependence on effective interaction parameter

Having quantified the effects of finite trap size in the case of periodic boundary conditions, we
now want to investigate the effect of finite density, i.e., the dependence on α∗ (or equivalently
on Nb = (α∗)2). For this, we vary C6 for fixed trap length and atom number. The trap
length is chosen large enough to ensure that finite size effects do not significantly distort the
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Figure 3.15: Same setup as in Fig. 3.14. Pair correlation function for various interaction parameters Nb. The
trap length is L/Rb ≈ 8 in all cases. The height and correlation length increases with the effective atomic
density Nb.

dependence on Nb. This has been checked by redoing the simulations for larger trap size (and
atom number) but otherwise identical parameters. We found that fR increases slightly with
increasing trap size even at L/Rb & 7, but this effect is much smaller than the dependence
on Nb. Figure 3.14 shows the dependence of the ratio of Nryd over the expected number
of super-atoms N/Nb. We observe that the curve saturates at high Nb and interestingly
slightly exceeds the value of 0.5, which means that the super-atom excitation probability can
exceed the limit of 1/2 that one naively expects for super-atoms undergoing coherent Rabi
oscillations. This will be further discussed in Sec. 3.6. The inset of Fig. 3.14 shows the fitted
exponent in fR = Nν

b for each group of data points. This exponent depends on Nb and seems
to converge to the universal scaling value of −1 in the limit of large Nb. We thus observe that
at low atomic densities Nb ∼ 1, the coarse graining of the atomic medium leads to a reduced
excitation probability.

Figure 3.15 shows the pair correlation function for different values of Nb, but same L/Rb.
We observe that spatial correlations become stronger and their range longer as Nb is increased.
At very low density the g(2)(R) becomes a step function in the sense that it never significantly
exceeds unity, but the transition from g(2) = 0 and g(2) = 1 is still smooth, depending on
the potential shape (see Sec. 3.6). It seems that the height of the first maximum of g(2)

increases about linearly with Nb. We can, however, not conclude from our numerical data
if the correlation height will keep increasing for ever increasing Nb or if it will saturate at
some finite value. This will be further discussed in Sec. 3.6. For the largest value of Nb some
small sub-peaks are visible. These are system-size dependent features and will vanish for even
larger trap size. The overall trend of correlations increasing with density is not affected by
this. The onset of nonzero correlations is independent of Nb if we plot g(2) over the rescaled
length R/Rb. This confirms that the density dependence of this onset is correctly described
by Rb as estimated above. If plotted over R in non-rescaled units, the onset of g(2) > 0, and
thus the blockade radius, would decrease with increasing Nb. Fitting the point of steepest
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Figure 3.16: Same setup as in Fig. 3.14. Mandel Q-parameter as a function of the interaction parameter. The
dotted line marks the value Qanalyt = (

√
5 − 9)/10 obtained for a hard dimer model [109]. Inset: trap size

dependence of the Q-parameter. Same parameters as in Fig. 3.13. The vertical lines indicate the onset of
contributions of higher m-fold excited states as in Fig. 3.13.

ascent of g(2), which would be a natural definition for a phenomenological blockade radius,
we obtain the turning point distance Rtp ≈ 0.9Rb.

Usually, increasing correlations are associated with increasingly dense packing of excita-
tions. Thus, one would expect that the Mandel Q-parameter quantifying excitation number
squeezing becomes smaller with increasing Nb. This is indeed the case, as Fig. 3.16 shows.
However, there seems to be a lower limit larger than −1 for Q to which it converges at large
Nb. This is surprising, since thermodynamic arguments [138] suggest that for a hard core
potential (and with closed boundaries), Q should tend to −1 as the density tends to infinity.
There is no obvious reason why this should not be the case for a van der Waals potential.
We observe that for our parameters larger trap sizes can still lead to slightly lower Q-values,
so finite trap size could be a reason why Q does not decrease further. However, as shown in
the inset of Fig 3.16, for increasing trap size, the Q parameter just shows oscillations with
decreasing amplitude but no global trend to lower values at large trap size. This indicates
that in our case the value of Q is indeed has a lower bound. Interestingly, the Q-parameter
seems to converge to

Qanalyt =

√
5− 9

10
, (3.34)

which is the analytical value that one obtains from a hard dimer model of a hard core nearest
neighbor interacting chain [109]. In this model, one uses purely classical arguments, essentially
counting the number of states and connections in the state tree (see Sec. 3.2) to obtain a
master equation for the probabilities P (m) of m-fold excitation. Calculating the steady state
of this master equation for a chain with N equidistant atoms, one obtains the equilibrium
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values

P (m) =

(
2

1 +
√

5

)L N

N −m

(
N −m
m

)
(3.35)

from which we calculated Qanalyt in the limit of large N . It should be emphasized that we have
not strictly proven the existence of a lower bound of Q since due to the high computational
complexity, we are limited to relatively small values of Nb. It could well be a coincidence that
our numerical results for Q seem to converge to Qanalyt. Note that Ref. [138] predicts that for
a lattice gas of with hard core interactions Q can come arbitrarily close to −1 for increasing
Nb. The question arises if this is also the case for non-hardcore potentials, such as the van
der Waals potential. This question and the relation to the results of [138] and [109] will be
discussed further in Sec. 3.6.

3.6 Effects of potential shape

This section discusses the question in what way the exponent p in the potential V (R) = CR−p

influences the properties of our one-dimensional system. How does the softness of the potential
manifest in the dynamics, the pair correlations, and the scaling laws discussed in the previous
section? Is there a fundamental difference between finite p and the case of a hard core
potential p = ∞? This discussion is mainly motivated by the findings of Ref. [138]: For a
lattice system with hard core interactions, all accessible states have zero interaction energy.
It is argued that therefore in thermal equilibrium all states should be occupied with the same
probability. Thus, the equilibrium properties of the system can be deduced just by counting
the states with a certain number of excitations m (micro-canonical ensemble). From this
reasoning one can derive that for increasing Nb, the excitations should become more and
more closely packed, such that the Mandel Q-parameter can get arbitrarily close to −1 and
the spatial correlations become arbitrarily strong. These are the properties of a maximum
entropy state of a Tonks gas. We previously argued that in the scaling limit (Nb � 1), the
number of excitations approaches Nryd = γN/Nb, with the packing fraction that was found
to be γ ≈ 0.5, i.e., every blockade sphere is excited with a probability of 1/2. The entropic
arguments of Ref. [138] now suggest that γ can exceed the value 1/2 and even approaches
unity in the limit Nb → ∞. The question now is if the classical entropic arguments still
apply if the dynamics is fully quantum, and if the potential has a finite exponent p. We will
not be able to give a definite answer to this question here. The numerical results give some
indications but are not conclusive.

For the numerical simulations of this section we varied N , adjusting α∗ such that Rb stays
constant, by just choosing C/Ω =

√
N/L =

√
n0. That way, we keep the ratio L/Rb constant

and vary Nb = n0Rb. As before, periodic boundary conditions and a relatively large trap
size are used in order to eliminate finite size effects. The observables are evaluated after a
simulation time that is sufficiently large to assure that the system has evolved into a stationary
state. Note that the numerical blockade radius Rc used as a truncation parameter has to be
chosen smaller than one for p < ∞. For smaller p, i.e., softer potential, the correlation will
rise more smoothly outside the blockade region, so we have to choose a smaller Rc. We usually
chose Rc such that V (Rc) = 10V (Rb) = 10

√
NbΩ.
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Figure 3.17: Time dependence of the number of Rydberg excitations for a one-dimensional sample of length
L = 10Rb containing N = 10 atoms. The potential is V (r) ∼ 1/Rp with p = 3, 6, ∞ in (a), (b), and (c),
respectively. (d)-(f) show the Fourier transform of the above time dependence.

3.6.1 Dynamical properties

Here, we study the dynamical properties of the system in the dilute regime (Nb ∼ 1). Fig-
ure 3.17 shows the time evolution of the number of Rydberg excitations in a sample of N = 10
atoms in a trap of length L = 10Rb. We observe that the larger p, i.e., the more hard core
like the potential, the larger the remaining oscillations. This can be understood since for a
soft core potential a continuum of interaction energies of the states taking part in the time
evolution is probed, while in the case of a hard core potential, all states have vanishing diag-
onal elements. Calculating the Fourier transform we observe sharp peaks at integer values of
(ω/Ω)2. The peak at (ω/Ω)2 = 1 corresponds to isolated atoms oscillating with the single-
atom Rabi frequency Ω. The other peaks correspond to pairs, triples, and so on, of atoms
that are within one blockade volume and undergo collective Rabi oscillations, enhanced by a
factor of

√
2,
√

3, etc. The fact that for a soft core potential, there will be sets of atoms that
are neither perfectly blockaded nor noninteracting, leads to a broadening of the peaks. In
other words, the presence of off-resonantly excited atoms adds more frequency components to
the system, which leads to a stronger dephasing and flattening of the temporal oscillations.

3.6.2 Pair correlation function

Next, we study the influence of the potential shape on the pair correlation function g(2). In
Fig. 3.18 we show the result of a simulation with N = 30 atoms in a trap of length L = 8Rb,
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Figure 3.18: Pair correlation function g(2) in a sample of length L = 8Rb containing N = 30 atoms for varying
potential shape, V (r) ∝ r−p. These parameters correspond to Nb = 3.75. The gray dashed lines are (R/Rb)

2p.
They fit the onset of the correlation function perfectly.

i.e., Nb = 3.75. Here, we used the definition Rb = [C/(Ω
√

2n0)]1/(2p+1) to scale the abscissa.
This choice has proven to be sensible in Sec. 3.5.3. If the exponent p is varied, it makes a
difference if the factor of 2 in the denominator is included or not. It turns out that the onset
of nonzero correlations is described better by including the 2, as the steepest point of g(2)(R)
in Fig. 3.18 is at R/Rb = 1 for p = 6, 12. For a very soft potential (p = 3), the blockade
radius is still overestimated. As p becomes larger, the shape of the pair correlation function
approaches the hard core case. We can quantify this by observing that for R . Rb the g(2)(R)
is very well approximated by (R/Rb)

2p, cf. the dashed lines in Fig. 3.18. Note that similar
observations have been made for the pairs correlations of the system ground state [291]. We
observe that the first correlation peak gets more strongly peaked as p increases, p = 3 being
an exception again. We conclude that there seems to be a smooth crossover from soft to hard
core potential as the exponent p is increased. For very soft potentials (p = 3), the shape of
g(2) is qualitatively different, from which we conclude that the simple arguments that lead to
the estimate of Rb probably are not valid any more in this case.

3.6.3 Excitation number

In order to assess the question whether the packing fraction Nryd/mmax of excitations can be-
come arbitrarily large in a dense sample, we study this quantity and the Mandel Q-parameter
for various potential shapes and varying Nb. The results are shown in Fig. 3.19. As Nb in-
creases, the packing fraction increases in all cases. The larger p, the faster the increase.
However, at very large p, the overall value of Nryd/mmax becomes smaller again. Also the
Mandel Q-parameter is minimal for some intermediate p at finite Nb. Here, the fact that
for soft potentials, states with m > mmax can be populated, outweighs the effect of smaller
probability to populate highly excited states due to their nonvanishing interaction energy. We
notice that for p = 12, the limit γ = N/mmax = 0.5 is slightly exceeded, and probably can be
exceeded also for lower p at sufficiently large Nb (see also Sec. 3.5, Fig. 3.14). This means that
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Figure 3.19: (a) Number of Rydberg excitations per blockade sphere and (b) Mandel Q-parameter for varying
interaction parameter Nb and potential shape. The sample length is held constant at L = 8Rb. Here we used
the definition Rb = [C/(Ω

√
2n0)]1/(2p+1), including the 2 in the denominator, since for different exponents p

this will result in different factors. The gray dashed lines show the predictions of a classical hard rod model.

for soft potentials and fully coherent dynamics, entropic effects, i.e., the fact that there are
more accessible states for high excitation numbers than for small ones, can in principle lead
to an enhancement of the excited fraction beyond the expectation from a simple super-atom
picture. However, the question if there is a limit on the packing fraction for finite p which is
smaller than what is expected from the classical arguments, cannot be answered.

In the following, we provide a quantitative comparison to the hard rod model from Ref. [138].
For increasing Nb (increasing atomic density), the scaling limit is approached and microscopic
structure of the atomic gas should become irrelevant. In this limit the deviations between
lattice case and disordered sample should vanish. Based on this argument it makes sense to
compare our numerical findings to the predictions of an analytical calculation that can be
done in the case of a lattice gas with hard core interactions and with classical arguments [138].
For a lattice with N sites and periodic boundaries, the number of m-fold excited states, where
any excitation blocks lb neighboring sites from being excited, is

Λ(m,N, lb) = N
(N −mlb − 1)!

m![N −m(lb + 1)]!
. (3.36)

This can be calculated using combinatoric arguments similar to the ones used in Ref. [138].
Under the assumption that all accessible states are populated with same probability, we can
immediately deduce the number of Rydberg excitations

Nryd =

∑
mmΛ(m,N, lb)∑
m Λ(m,N, lb)

(3.37)

and similarly the Mandel Q-parameter.

The analytic prediction is depicted as a gray dashed line in Fig. 3.19. We observe that
the qualitative behavior is predicted correctly, however, the number of excitations is overes-
timated, and the Q-parameter strongly underestimated. Thus, the hard rod model fails to
describe the dynamics in a fully coherent system, which one should probably expect due to
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the purely classical nature of this ansatz. Nevertheless, it would be interesting to investigate
if consistency with the hard rod model is reached in the presence of strong dissipation, e.g.,
caused by laser dephasing.

3.7 Off-resonant excitation of Rydberg aggregates

In this section we allow the laser detuning ∆ to be different from zero. In the blue detuned
case (∆ > 0) we encounter completely different physics than in the resonant case. We find
that the dynamics is dominated by resonant excitation channels in this regime. These lead
to strongly peaked spatial correlations associated with characteristic features in the spatial
excitation density, the Mandel Q parameter, and the total number of excitations. As an
application an implementation of the three-atom CSWAP or Fredkin gate with Rydberg
atoms is discussed. The gate not only exploits the Rydberg blockade, but also utilizes the
special features of an asymmetric geometric arrangement of the three atoms.

Our discussion of quasi-crystalline structures is partly motivated by previous work that
we shortly outline in the following. It has been predicted that spatial pair correlations can
be induced in a three-level Rydberg gas via the so-called anti-blockade arising from resonant
excitations due to single-atom Autler-Townes splitting [99]. These correlations could be mea-
sured based on mechanical forces due to the vdW interaction. The induced particle motion
leads to an encoding of position correlations into a time-dependent Penning ionization sig-
nal [40]. Interestingly, in this way, spatial information is gained without a spatially resolved
measurement. Following these works on spatial properties of pairs of Rydberg atoms in large
ensembles, it was subsequently shown that also the Rydberg ensemble as a whole could form
crystalline structures in the Rydberg excitation density [146,148]. In a repulsive vdW gas of
Rydberg atoms, it can be energetically favorable for a given number of excitations to assume
a highly ordered, crystalline state, with distances between the excitations maximized. If the
laser detuning acts opposite to the interaction contribution, these ordered states become the
quantum mechanical ground state of the system. It was proposed that such ground-state
crystals (GSC) could be produced using chirped laser pulses [142,146,148]. The chirp of the
laser driving induces adiabatic passage to the energetically most favorable state correspond-
ing to the crystalline excitation structure. For dipole-dipole interacting spins in a lattice
configuration a scheme for growing ordered structures by using resonant excitation processes
similar to the ones discussed here has been proposed recently [297].

Here, we systematically discuss the properties of a one-dimensional sample of van der Waals
interacting atoms subject to off-resonant coherent laser driving. We start by recalling the
state space and Hamiltonian and show how it is affected by changing the laser detuning.
We show for few atoms how resonant excitation channels arise and discuss the characteristic
distances and time scales that are associated with these. Studying the time evolution in
an extended sample, we re-encounter these time scales. Furthermore we show how resonant
excitation channels manifest themselves in different observables like pair correlation function,
excitation density, and excitation statistics. Finally, we show how the emerging resonantly
excited spatial structures can be exploited to implement a quantum gate.

Note that in this section, we will denote the inter-atomic distance with r instead of R, and
the Rydberg state will be called |e〉 instead of |r〉.
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3.7.1 State space and resonant excitation channels

In order to be able to interpret the numerical results obtained in this section we will revisit
the structure of the Hamiltonian and introduce some useful ways to visualize the state space
and Hamiltonian. Recall that the system Hamiltonian written in canonical product states
has the diagonal elements

Ediag = 〈m; i1 . . . im|H |m; i1 . . . im〉 = −m∆ +
∑
s<l

Visil , (3.38)

where we sum over the interaction energies of all pairs of Rydberg excited atoms. Two
basis states are Rabi coupled if they differ only in the state of one atom. For ∆ 6= 0 it
is convenient to employ a bare state picture in which one depicts the diagonal elements of
each state. The Rabi couplings then mix energetically close states. An example is given in
Fig. 3.20, where the bare energies of all states in a sample of N = 20 atoms in a trap of
length L ≈ 3rb are depicted. The gray dashed line shows the cutoff energy Ecut. States with
higher energies are discarded since they will not be populated during the time evolution. In
the case of ∆ = 0, the singly excited states are degenerate with the zero-excitation state. In
each m-manifold, the state with lowest energy is the one with maximal distances between the
interactions. These are the crystalline states that can be prepared by a chirped laser pulse as
mentioned above [142, 146, 148]. If we now add a detuning ∆ > 0, the m-fold excited states
get shifted down in energy by m∆. We note that now in our example in Fig. 3.20, the m = 3
minimal energy state is the ground state of the system. If the detuning is negative, the states
shift upwards and the ground state is always the state |0〉 = |g . . . g〉. Therefore, doing an
adiabatic sweep from ∆ < 0 to ∆ > 0, one can prepare the crystalline ground state. In our
case, however, we switch on the excitation laser instantaneously, meaning that we quench
the system from ∆ = Ω = 0 to some finite values of these parameters. In this case, the
relevant states are the ones that are near degenerate with the initial state |0〉. The singly
excited states are always detuned by ∆. For higher excited states, at positive detuning, the
interaction energy can compensate the detuning and, for example, atom pairs can be excited
resonantly. In Fig. 3.20 we highlighted two states: First, the resonantly excited pairs, fulfilling

0 = −2∆ + V (rres,2) = −2∆ +
C6

r6
res,2

→ rres,2 =

(
C6

2∆

)1/6

, (3.39)

are resonantly excited from |0〉 by a two-photon process. Second, if there is already an
excitation present, further excitations can be created resonantly at a distance defined by

−∆ = −2∆ + V (rres,1) = −2∆ +
C6

r6
res,1

→ rres,1 =

(
C6

∆

)1/6

. (3.40)

These two characteristic distances will be crucial for interpreting the many-body dynamics of
extended samples. In principle, there could also be higher order resonant processes, like the
simultaneous excitation of three atoms. However, if more than two excitations are involved,
there is no unique resonant distance, which makes it very difficult to observe these processes.
Moreover, the resonances would be very narrow and the corresponding process would take
place on a very slow timescale as we will see in the following.
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Figure 3.20: Bare energies (diagonal elements) for a one-dimensional sample of length L ≈ 3rb containing
N = 20 atoms. The lowest energy states of every manifold of m-fold excited states show a crystalline structure
of excitations. In the blue detuned case the states are shifted to lower energies by m∆. Pair states (m = 2) are
degenerate with the state |0〉 if the two excitation are at the resonant distance rres,2. For the chosen detuning
the state with lowest energy is the triply excited state with maximal distance between the excited atoms.

Already in the two-atom case rres,2 and rres,1 are encountered. In this case we can exploit
the symmetry of the system and use the symmetric and anti-symmetric singly excited states

|s〉 =
1√
2

(|ge〉+ |eg〉) (3.41a)

|a〉 =
1√
2

(|ge〉 − |eg〉) (3.41b)

instead of |g〉 and |e〉. The anti-symmetric state is not Rabi-coupled to |gg〉 or |ee〉, so we can
neglect it. Then, in the basis {|gg〉 , |s〉 , |ee〉}, the Hamiltonian for two atoms reads

H2-atom =

 0 Ω/
√

2 0

Ω/
√

2 −∆ Ω/
√

2

0 Ω/
√

2 −2∆ + V

 . (3.42)

Figures 3.21(a) and (b) illustrate the spectrum of this Hamiltonian for varying detuning
(a) and varying inter-atomic distance (b). This shows that our picture of bare states being
coupled only if they are near degenerate with each other is valid if ∆ � Ω (here ∆/Ω = 5):
Deviations from the bare energies (dashed lines) only happen at avoided crossings, i.e., when
two bare states become degenerate, which was exactly the resonance condition we introduced
above. We notice that the avoided crossing between |gg〉 and |rr〉, corresponding to the
pair resonance, is much narrower than the other ones. This is because those states are only
indirectly coupled via the singly excited one. For V = 2∆, the eigenvalues can indeed be
calculated analytically, yielding a width ∆E = 2Ω2/V of the crossing in the limit for Ω� ∆.

Having diagonalized the Hamiltonian, we can do some simple quantum mechanics and write
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Figure 3.21: Eigenenergies and overlap integrals of the two-atom Hamiltonian. The dashed lines denote the
bare state energies. In (a) and (c) the interaction energy is fixed at V = 1, while the detuning is varied. In (b)
and (d) we vary the pair distance r in V (r) = r−6, while the detuning is fixed at ∆ = 1. The Rabi frequency
is Ω = 0.2 in both cases.

down the time-evolution for the initial state |gg〉 in terms of the eigenstates |φk〉:

|ψ(t)〉 = e−iHt |gg〉 = e−iHt
∑
k

|φk〉 〈φk |gg〉 =
∑
k

e−iEkt〈φk |gg〉 |φk〉 . (3.43)

The probability of finding the system in some final state |f〉 after time t is

|〈f |ψ(t)〉 |2 =

∣∣∣∣∣∑
k

e−iEkt〈φk |gg〉 〈f |φk〉

∣∣∣∣∣
2

=
∑
k

|〈φk |gg〉 |2 |〈f |φk〉 |2 + terms ∝ cos (∆Eklt) .

(3.44)

Upon taking the time average over this expectation value, the oscillating terms will vanish
and only the first term〈

|〈f |ψ(t)〉 |2
〉
t

=
∑
k

|〈φk |gg〉 |2 |〈f |φk〉 |2 ≡ Pgg,f , (3.45)

which we call the overlap integral, remains. This quantity is a measure for degree to which
the base states |gg〉 and |f〉 get mixed by the Rabi coupling. In Figs. 3.21(c) and (d) we show
the overlap between the ground state and the singly and doubly excited state. The width of
the pair resonances can be calculated analytically by calculating the Taylor series of P−1

gg,ee in
δ = V − 2∆ to second order around δ = 0. Expanding numerator and denominator to second
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Figure 3.22: (a) and (c) show the time evolution of the number of Rydberg excitations for two atoms with
V = 0 (a) and V = 2∆ (c). The detuning is ∆ = 3Ω in both cases. (b) shows the time evolution for the
sample from Fig. 3.20 for different detunings: ∆ = 0 (gray), ∆ = 3Ω (blue), and ∆ = 6Ω (red). In (d) we
have averaged the result from (b) over 1000 random position samples.

order in Ω/∆ and neglecting terms proportional to δ2Ω2/∆2 one obtains a Lorentzian

Pgg,ee ≈
1

2

1− Ω2

∆2

1 + δ2

Ω2

(
1 + ∆2

Ω2

) =
1

2

1− Ω2

∆2

1 + δ2

(Γδ/2)2

(3.46)

with the energetic resonance width

Γδ =
2Ω2

√
Ω2 + ∆2

. (3.47)

We have checked that this fits the numeric values of Pgg,ee around the two-photon resonance
perfectly for large ∆/Ω. Linearizing the potential around rres,2 we can translate this into the
spatial resonance width

Γ = Γδ

(
dV

dr

)−1

r=rres,2

=
1

6

Ω2

∆
√

Ω2 + ∆2

(
C6

2∆

)1/6

. (3.48)

This result will be used in Sec. 3.7.3 to fit the resonance width of the pair correlation function
in the many-atom case. We also observe, that there is a flat maximum in Pgg,ee at V = ∆.
Thus, pair excitation is also slightly enhanced at the one-photon resonance. In extended
samples, this will be buried in the resonant excitation to higher excited states (m > 2), that
happens at a distance rres,1 from a previously present excitation.
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Figure 3.23: (a) Pair correlation function g(2)(r) as a function of interparticle distance r and detuning ∆.
Dashed lines are theoretical prediction for resonance positions as explained in the main text. (b) Sections
through (a) at detunings ∆/Ω = 3, 5, 7. Parameters are L = 30µm, N = 30, Ω = 10 MHz, and C6 =
6.6 THzµm6.

3.7.2 Time dependence of the excitation number

The spectral features encountered in the previous section translate into characteristic time
scales in the time evolution: For noninteracting atoms, the detuning leads to fast off-resonant
Rabi oscillations with amplitude Ω2/(Ω2 + ∆2) and frequency

√
Ω2 + ∆2. The sharp avoided

crossing associated with resonant pair excitation on the other hand leads to the emergence
of slow oscillations between |gg〉 and |ee〉 with frequency Ω2/∆, that completely invert the
population. This is shown in Figs. 3.22(a) and (c), where the time evolution for V = 0 and
V = 2∆ is shown. The Rabi frequency is Ω = ∆/3 in this case. These time scales are again
encountered in an extended sample as illustrated in Figs. 3.22(b) and (d). Here, we simulated
the dynamics of a one-dimensional sample of N = 20 atoms in a trap of length L ≈ 3Rb as
in Fig. 3.20 for different detunings. We also show the resonant case (∆ = 0) for comparison.
In the resonant case, the collective Rabi frequency Ωc =

√
NbΩ was the characteristic time

scale of oscillations. In the detuned case we observe slow oscillation stemming from resonant
pairs, modulated by fast oscillation from off-resonantly excited atoms. This shows that in the
detuned case a lot of the physics going on in the many-body case is already captured by the
two-atom case. For the time scale of thermalization this implies that for large detuning it can
take exceedingly long to reach a steady state of the Rydberg population. This observation
will be discussed further in Sec. 3.7.4 and 3.8.

We thus found that resonant excitation of pairs is associated with a very sharp resonance
peak and a slow time evolution for ∆� Ω. For higher order processes, e.g., the direct excita-
tion of triples, the resonance width would be even smaller and the corresponding time scale
even slower. Also, such higher order processes are suppressed in the presence of decoherence
as we will find in Sec. 3.8.

3.7.3 Spatial correlations

Here we show that characteristic geometric excitation structures form out of the homogeneous
cloud of atoms under continuous laser driving. For this we study the pair correlation function
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that was introduced in Sec. 3.3 as

g(2)(r) =
1

Np(r)

∑
i,j

′ 〈siees
j
ee〉

〈siee〉〈s
j
ee〉

, (3.49)

where
∑′

i,j sums over pairs with distance in [r, r + ∆r] and Np(r) is the total number of

such pairs. Recall that g(2)(r) is a measure for the conditioned probability for an excitation
if another excitation is already present at a distance r. As shown in Fig. 3.23, pronounced
resonances emerge in g(2) at regularly spaced distances for detunings ∆ > Ω. A closer look at
Fig. 3.23 reveals a sequence of double resonances. The first resonance at lowest inter-particle
distance is caused by resonant pair excitation in which the ground state is resonantly coupled
to a doubly excited state via two-photon excitation if 2∆ = C6/r

6
res,2. We identified the second

maximum at slightly higher r as the resonant transition from anm-fold to anm+1-fold excited
state, satisfying ∆ = C6/r

6
res,1. The two conditions are shown as dashed lines in Fig. 3.23(a)

and coincide very well with the maxima of g(2) from the numerical simulation results. We
can thus directly trace back the emergence of spatial correlations in a homogeneous many
atom sample to resonant excitation channels. Starting from a doubly-excited state with inter-
atomic distance rres,2, a triply excited state emerges by resonant excitation of a third atom
at a distance rres,1 from one of the original Rydberg excited atoms. This is also illustrated
in Fig. 3.24(a) where we show the bare energies (diagonal elements of the Hamiltonian) as a
function of the detuning. This is basically the same as Fig. 3.20 but now with continuously
varying ∆. It can be seen that, as long as the density of states is sufficiently high around
zero energy, pair states and triplet states are available that can be excited resonantly. For the
later analysis it is crucial to note that due to the mutual interaction shifts, the third atom
has distance rres,1 6= rres,2, such that an asymmetric three-particle structure is created. This
triplet causes the third resonance line at rres,1 + rres,2 in Fig. 3.23(a). Subsequent resonances
originate from higher-excited states, which most likely occur again at distances ≈ rres,1 from
the respective previous structures. In total, for highly excited states, a regular chain of atoms
with a single “defect” formed by the initial pair of atoms is created.

Interestingly, the triply excited state is distinguished by a ratio rres,1/rres,2 = 21/d for an
interaction potential V ∼ 1/rd, independent of the trap size and the laser parameters. In this
sense, the interaction potential leads to a self-assembly of asymmetric excitation structures.
This invites applications exploiting the robust and definite asymmetric spatial configuration
with distances rres,1 and rres,2 between the excitations, created out of a homogeneous cloud
of atoms. An example for this will be discussed in Sec. 3.7.6.

Next, we analyze the structure of the spatial correlations at high detunings in more detail.
Figure 3.23(b) shows that the pair correlation resonances become narrower with increasing
detuning. The origin of this effect is illustrated in the inset of Fig. 3.24(b). The resonances
are of Lorentzian shape in energy space as a function of the detuning. The interaction
potential V (r) translates this dependence on the detuning into a distance dependence. For the
same energy-resonance width, the position-space resonances become narrower as the distance
decreases at which the laser moves into resonance. Hence, an increase of the detuning leads
to a reduction of the resonant width. For the particular case of a two-photon resonance, the
energetic resonance width depends on the detuning itself. To quantify this, we studied the
width of the resonance in the overlap integral Pgg,ee above, see Eq. (3.48). Alternatively, one



3.7 Off-resonant excitation of Rydberg aggregates 65

|eg...g>
|gg...g>

0 ∆

0

2∆

3∆

en
er

g
y

detuning

(a)

4 6 8 10
0

0.1

0.2

0.3

Γ
 [

µ
m

]

∆/Ω

(b)

V
(r

)

r

r
res,2

r
res,2

r
res,1

Figure 3.24: (a) Illustration of the resonant excitation channels. Bare state energies [diagonal part of the
Hamiltonian (3.38)] as a function of the laser detuning. We used a sample of 16 atoms randomly placed
in a one-dimensional trap. The energy of m-fold excited states decreases with slope m. The solid red and
black line mark states that can be resonantly couples to from the ground state for a certain detuning ∆.
Note that in a dressed state picture (eigenstates of the Hamiltonian) all the crossings would become avoided.
(b) Dependence of the two-photon excitation line width on the detuning. The solid line is obtained from
Eq. (3.50), red crosses are obtained from the numerical simulations. The inset shows the detuning-dependent
transformation of energetic resonances into spatial resonances via the interaction potential V (r) = C6/r

6.

can adiabatically eliminate the singly excited states in the two-atom problem. This is valid if
∆ is much larger than both, Ω and the two photon detuning V − 2∆. The resulting effective
Rabi frequency is Ω2/∆, which means that the full width of the resonance with respect to the
two photon detuning (power broadening) is 2Ω2/∆. Linearizing the potential around rres,2

we obtain the position-space width of the two photon resonance

Γ =
2Ω2

∆

(
dV

dr

)
r=rres,2

=
1

6

Ω2

∆2

(
C6

2∆

)1/6

. (3.50)

As shown in Fig. 3.24(b), the numerical simulation data fully agrees with Eq. (3.50) up to an
overall prefactor of about 2 due to additional atoms in the trap which broaden the resonance
compared to the idealized two-atom case. Note that, since the potential is not strictly linear
across the width of the resonance, the spatial shape of the resonance peaks is asymmetric.

In summary, we find that in the limit of large ∆, the position-space two-photon resonance
width decreases as ∆−13/6. Therefore, in our model, resonant excitations are only possible at
definite positions with lattice spacings determined by the shape of the interaction potential.
In the limit of large detuning all features of the pair correlation function can be understood
in terms of two-atom properties.

3.7.4 Excitation density and excitation statistics

Number of Rydberg excitations

After having established the formation of stronger spatial ordering with increasing detuning,
we now address the question how this ordering manifests itself in various observables related
to the spatial distribution of Rydberg excitations. We start with the number of Rydberg
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Figure 3.25: (a) Total number of excited atoms and Mandel Q parameter as a function of the detuning. Q∗

is the corresponding parameter evaluated without the ground state fraction. Solid lines show N = 30; dashed
lines show N = 45. C6 and L are as in Fig. 3.23. (b) The probabilities Pm to find exactly m excitations for
the case of N = 30 atoms.

excitations Nryd. Fig. 3.25(a) shows that Nryd increases with detuning starting from the
resonant case, at some positive detuning assumes a maximum, and then decreases towards
larger values of ∆. The initial increase can be attributed to the presence of the off-resonant
excitation channels at positive detuning, which also lead to a better packing of the Rydberg
excitations. However, with increasing detuning, the spatial excitation resonances become
more narrow, as shown in Fig. 3.24(b). Therefore, the number of atom pairs with distance
compatible with the resonant distance reduces. Consequently, starting from a certain critical
detuning, the total number of excited atoms decreases with increasing ∆. For higher densities,
this effect is expected to set in at higher detunings, since at a given resonance width, the
number of pairs having a distance within the resonant range increases with density. This
is supported by our numerical simulation data, as the maximum of the number of Rydberg
excitations Nryd is shifted to higher detunings for higher densities, see Fig. 3.25(a).

Rydberg excitation statistics

Next we investigate the distribution of the number of excitations, which is characterized by
the Mandel Q parameter which was defined in Sec. 3.3 as

Q =
〈N̂2

ryd〉 − 〈N̂ryd〉2

〈N̂ryd〉
− 1 . (3.51)

For a Poissonian distribution of excitation numbers, like in a coherent state, the Q parameter
is zero, while for sub-Poissonian statistics it is negative. In previous proposals on GSC, for
a given detuning, a definite number of excitations was predicted in the system, as illustrated
in Fig. 3.20. Then, ideally Q reaches the value −1 for a Fock state.

In contrast, Fig. 3.25(a) shows that in our setup, the Q parameter assumes a minimum at
a detuning close to that of the maximum in Nryd, but then increases again towards larger ∆.
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The interpretation of this result is related to the behavior of Nryd. The underlying mechanism
is connected to the slowdown of the dynamics that we observed in Fig. 3.22 and finite density
of pair state that decreases as ∆ is increased. For small positive detuning, the resonant
channels for ordered excitation structures lead to a decrease of Q.

However, towards larger detunings, i.e., smaller spatial resonance widths (or equivalently
decreasing state space density of pair states around zero energy), there is an increasing prob-
ability that there are few or even no atom pairs at the resonant distance in the ensemble.
Furthermore, the spatial width of the resonant pair excitation (aggregate nucleation) de-
creases faster with the detuning than the width for subsequent resonant excitation of further
atoms (aggregate growth). Therefore, once a resonant pair is excited, there is a high prob-
ability that further atoms connected to this initial seed are excited subsequently. This then
leads to a nonzero probability to detect no excitation at all and at the same time to the
emergence of aggregates of size two and higher, while the population of singly excited states
is very low. Another effect reducing excitation density at finite time is the slowdown of the
dynamics at large detuning. In terms of the bare state picture: In order to reach higher ex-
cited states the population has to pass the bottleneck of the far detuned singly excited state,
which gets increasingly difficult as ∆/Ω is increased. A signature for this effect is that at
large detunings, the system evolves into a bimodal excitation distribution, with one fraction
in the ground state, and the second fraction distributed around a parameter-dependent exci-
tation number. This observation is supported by corresponding results shown in Fig. 3.25(a)
for Q∗, which is the ordinary Q parameter evaluated without the ground state fraction. It
can be seen that Q∗ remains low even for higher detunings ∆. The probability of m-fold
excitation is depicted in Fig. 3.25(b) clearly showing that at large detuning the population
of the zero-excitation state increases again. Another way of interpreting the bimodality, or
suppression of the singly excited state, is already possible in the two-atom picture: In the
regime, where resonant excitation of pairs is the dominant mechanism, these pairs will evolve
into a superposition of |gg〉 and |ee〉, as we have learned from the two-atom case. The singly
excited states can even be eliminated. If resonant pair excitation dominated over off-resonant
excitation of single atoms, this effect will lead to a suppression of the population of singly
excited states. This interpretation is in principle equivalent to the picture of a slowdown of
the excitation transport from m = 0 to m = 2 due to the large detuning intermediate state
with m = 1.

We thus conclude that in the present case of off-resonantly excited Rydberg gases, super-
Poissonian rather than sub-Poissonian excitation statistics are a sign of ordered structures
and the buildup of strong correlations, in contrast to the properties of the GSC.

Position-resolved Rydberg excitation density

The sharply peaked g(2)-function in Fig. 3.23 indicated that the distances between excitations
predominantly are multiples of the resonant excitation distances. However, interestingly,
this does not translate into a peaked structure in the spatially resolved excitation density.
Fig. 3.26(a) shows that at high detuning, the excitation density has a rather complicated
step-like dependence on the position. This can be explained with a geometric argument: If
we consider, e.g., the doubly excited states, we notice that these are only populated if the
distance between the excited atoms is the resonant one. If we now ask how such a pair of
excitations with fixed distance can be placed in the 1d ensemble volume, and assume that each
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Figure 3.26: (a) Rydberg excitation density in excitations per µm vs. position in the 1d trap and detuning.
Dashed line: resonance line corresponding to 2∆ = C6/r

6 as explained in the text. (b) Excitation density for
∆/Ω = 7 split into excitation-number subspaces.

of these possibilities is realized with equal probability, it becomes clear that atoms located
within one resonant radius from the ends of the trap are excited only half as often as atoms
at the center. This explains the outermost edges in the excitation density. The dashed line
in Fig. 3.26(a) indicates the position rres,2 away from one edge of the ensemble coinciding
with the position of the step in excitation density, clearly supporting this interpretation. The
other edges can be explained analogously, taking into account higher excited states. Note
that this reasoning only applies if the detuning is significantly larger than the Rabi frequency
and sharp spatial resonances are present. For small detuning |∆| . Ω the excitation density
is maximal at the edges of the trap. This is the kind of finite size effect that was discussed is
Sec. 3.4. In a mean field picture it can be understood as follows: For atoms close to the edges
the interaction shift is smaller since they only have potentially excited neighbors only to one
side. The characteristic features of excitation density at large detuning are also illustrated
in Fig. 3.26(b) in which the excitation density is split up into contributions of states with
different excitation numbers. Again, e.g., the plateau-structure of the doubly excited states
confirms the above reasoning. In higher dimensions the condition of resonant excitation is
fulfilled for various positions of the third excitation and thus it is less localized. These results
indicate a second fundamental difference of the regular structures found in our setup from
previous proposals. The GSC are located at fixed positions relative to the trap borders. In
our case, however, the resonant excitation structures are not fixed relative to the ensemble,
but can float over a certain position range in the atom gas from realization to realization.
This leads to the characteristic differences in the excitation density shown in Fig. 3.26.

3.7.5 Dynamical buildup of correlations

To reveal the emergence of spatial order in our setup, a measurement as illustrated in Fig. 3.27
could be performed. In each run, a certain excitation pattern is obtained. To compensate
for the floating, the positions of the leftmost excited atoms in the different runs are matched
by a shift of the position axis. Then, the shifted data of the different runs are averaged.
A histogram of 2000 runs analyzed in this way is shown in Fig. 3.27 and clearly shows the
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Figure 3.27: Illustration of the aggregate formation: Positions of the excitations are determined from the exact
quantum state by a Monte Carlo procedure mimicking a measurement. The distances of the excitations to the
leftmost excitation are collected in a histogram. Note that the scale of the ordinate in (c) and (d) differs from
(a) and (b). The height of the two-photon resonance is 12 in (c) and 19 in (d). Parameters are as in Fig. 3.23,
∆/Ω = 6. In (d) the steady state has been reached. Excitation times are given in µs.

strongly peaked structure at long times. At short excitation times the correlation peaks
build up successively. Remarkably, after 500 ns the qualitative features of the steady-state
situation are present already. Thereafter, only the absolute height of the peaks increases.
This successive buildup of correlation peaks can be attributed to a finite propagation speed
of entanglement, that was studied in lattice geometries recently [298].

It can be seen from Fig. 3.27 that the correlations decrease with increasing distance, unlike
in an ideal crystal. the correlations extend over a multiple of the interaction length scale.
In consistence with our interpretations, we found that the characteristic distances between
excitations are independent of the ensemble volume.

3.7.6 Quantum gate with asymmetric structures

We now turn to a specific application exploiting the spatially asymmetric excitation structure,
and show that the generated spatial structures are optimal in the sense that they maximize
the success probability of our proposed application. For this we consider an implementation
of a three-particle quantum gate [22, 206, 214, 217]. Based on the approach used in Ref. [48],
the excitation structure generated in the first step can be isolated by removing ground-state
atoms with a resonant laser pulse, and subsequently mapped onto ground states by resonantly
driving a transition to a rapidly decaying p-state. That way, a spatial arrangement of ground-
state atoms is prepared, that corresponds to one specific realization of the original excitation
structure. In the case that three atoms survive this procedure, their mutual distances are
rres,2, rres,1, and rres,2 + rres,1, and we denote the three atoms as C, A and B as indicated in
Fig. 3.26(a), respectively.

We exploit this asymmetric arrangement of atoms to implement a controlled SWAP or
Fredkin gate. Depending on the state of the control atom C, atoms A and B shall interchange
their states or not. The qubits are stored in two hyperfine components of the ground state
|0〉 and |1〉 that can both be coupled to the Rydberg state |e〉. The gate protocol consisting of
five laser pulses is illustrated in Fig. 3.28(a). As an example, two possible evolution sequences
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Figure 3.28: (a) Illustration of the gate protocol and level scheme of a single atom. The truth table is given
for two exemplary initial states |CAB〉 = |010〉 and |110〉. Depending on the control bit C bits A and B
interchange their states, or not. (b) Hamiltonian of the detuned pulse (blue in gate protocol). The thickness
of the bars stands for the value E of the diagonal element of the corresponding state (with m Rydberg
excitations). Double arrows indicate laser couplings. In the blue subspace, the state |0e0〉 evolves into |00e〉
under the

√
2π-pulse.

for initial states |CAB〉 = |010〉 or |110〉 out of the full truth table are shown in the bottom
part of Fig. 3.28(a).

In step 1, a resonant π-pulse on atoms C and B evolves them to |e〉 if they are initially in |1〉,
but leaves them untouched if they are in |0〉. Step 2 is a resonant π-pulse on atom A. Again, it
induces excitations of A from |1〉, but not from |0〉. However, due to the excitation blockade,
in addition the excitation only occurs if neither C nor B are excited. Therefore, atom A is
excited in this step for initial state |010〉, but not for initial state |110〉, see Fig. 3.28(a). The
crucial step is the detuned

√
2π-pulse (step 3) in the middle of the sequence applied to all

three atoms. The corresponding effective Hamiltonian is shown schematically in Fig. 3.28(b).
Because of the detuning, it decomposes into several approximately independent subspaces.
Due to this separation, its main effect is an interchange of states |0e0〉 and |00e〉. Besides this
desired exchange, also |ee0〉 would be resonantly coupled to |eee〉 causing unwanted dynamics.
However, due to the blockade in the second step, |ee0〉 and |eee〉 are never accessed, such that
this channel can be neglected. Steps 4 and 5 repeat the first two steps in reverse order, and
effectively evolve the atoms back into a superposition of ground states |0〉 and |1〉.

We have implemented this five-step sequence on the full three-atom state space and numer-
ically simulated the dynamics. To quantify the quality of the gate for arbitrary input states,
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Figure 3.29: (a) Fidelity Fgate of the CSWAP gate against detuning ∆ and imperfections δr of the spatial
arrangement of the three atoms. (b) Fgate and Fbell for the optimal rAB and averaged over a Lorentzian
distribution of distances rAB . The fidelity is relatively insensitive to variations in rCA.

we use the gate fidelity

Fgate =
1

8

∑
i

|〈Ψ(i)|Ψ(i)
id 〉|

2 , (3.52)

where Ψ
(i)
id and Ψ(i) are the ideal target and the numerically obtained output state, respec-

tively, as well as the confidence Fbell with which a maximally entangled state |Ψ〉bell =
(|001〉 − |110〉)/

√
2 can be prepared from the unentangled initial state (|010〉 + |110〉)/

√
2.

Figure 3.29(a) shows Fgate as a function of ∆/Ω and the deviation δr of rAB from rres,1.
The fidelity increases with ∆/Ω since the decomposition of the Hamiltonian into independent
subspaces improves with ∆. We also find that Fgate is very sensitive to variations in rAB,
and reaches the optimum value only for δr = 0. In Fig. 3.29(b) results for both, Fgate and
Fbell, with optimized rAB and integrated over the distribution of distances rAB that results
from the preparation using the resonant excitation scheme are shown. We notice that the
entanglement fidelity is even more sensitive to variations in rAB than the gate fidelity. The
reason is that the Bell state preparation strongly depends on the relative phases that the
different product states acquire during the gate operation. These phases are more difficult to
control, the higher ∆/Ω becomes. Thus they counteract the decreasing coupling between the
subspaces of the Hamiltonian and decrease the fidelity.

It is crucial to realize that the required separation of the Hamiltonian into different sub-
spaces only arises due to the asymmetric distances rCA/rAB 6= 1. Furthermore, already small
deviations in the optimum distance δr lead to a significant degradation of the gate fidelity.
In our setup this optimum distance is automatically achieved for each given laser detuning,
because the resonantly excited correlated structures are created with atomic distances such
that the laser detuning condition required for the gate operation is satisfied. It is in this
sense, that the self-assembly of the excitation structures is optimal.

An obvious drawback of the proposed scheme is, that after generating the resonantly excited
triples out of a homogeneous sample, one does not know where exactly the atoms are localized
due to the floating nature of the excitation structures. This will spoil the required single-atom
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addressability. A solution could be to use a dense sample in a small trap that accommodates
at most 3 excitations, such that the range for the floating is smaller than the distances between
the excitations. However, this still leaves two possible orientations for the created resonant
structure. Alternatively, one could use a lattice geometry for the whole protocol. This would
have the advantage that after preparing the asymmetric structure, one could determine the
positions of the individual atoms, e.g., by fluorescence imaging. The disadvantage would be
that the irrational distance ratio of 21/6 is difficult to realize. If single-site addressability is
achieved, the initial state preparation can be realized by coupling the two hyperfine states
by a microwave field. For readout, one could employ state selective fluorescence imaging, as
described in Ref. [48].

We also note that there can be additional sources of decoherence that lead to a decrease
of the gate fidelity. Decoherence effects beyond the uncertainty of the inter-atomic distances
have not been accounted for in our three atom simulations, cf. Fig. 3.29. First, finite laser
linewidth could lead to dephasing. Note, however, that state of the art experiments use lasers
with linewidths on the order of a few tens of kHz, which should be sufficient to not significantly
deteriorate our gate fidelity. Second, probably more severe, is the effect of atomic motion.
It has been shown recently [192], that resonantly excited pairs can suffer strong decoherence
due to the mechanical repulsion between the Rydberg atoms. Since our gate is an interaction
gate, meaning that for certain initial states, the doubly excited state |0ee〉 is temporarily
populated. In this state, the two excited atoms A and B having a distance rres,1 = (V6/∆)1/6

repel each other due to the van der Waals potential, and will thus start to accelerate. We
can use simple classical arguments to estimate how far they can move during the gate time
tgate =

√
2π/Ω. The acceleration they experience initially is

a = − 1

m

dV

dr

∣∣∣∣
r=rres,1

=
~∆

µ

(
∆

C6

)1/6

, (3.53)

where µ = Ma/2 is the reduced mass which equals half the atomic mass. The repulsion thus
makes the atoms travel a distance

dr =
1

2
at2gate =

π2~
µ

∆

Ω2

(
∆

C6

)1/6

=
π2~
µC

1/6
6

(
∆

Ω

)7/6

Ω−5/6 . (3.54)

The last expression shows that dr can be reduced by increasing Ω and keeping ∆/Ω constant.
The length scales (resonant distance rres,1 and the resonance width Γ) only decrease as Ω−1/6.
For the parameters used for the simulations of Fig. 3.29 (C6 = 6.6 THzµm6, Ω = ∆/10 =
10 MHz), we obtain dr = 14 nm, which is much smaller than the width of the fidelity peak
in Fig. 3.29(a). However, this does not mean that motional effects are negligible. In order
to investigate this thoroughly a full quantum mechanic simulation including the motional
degrees of freedom would be necessary. Note, that not only the gate protocol itself but also
the preparation of the resonant structures will be influenced by mechanical effects.

3.7.7 Discussion of possible experimental implementations

In summary, we have shown that regular Rydberg excitation structures form at off-resonant
laser driving. These structures differ from previously studied ground-state crystals, as their
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characteristic distances are independent of the ensemble length, as they are not localized
relative to the gas, and as the Mandel Q parameter, the Rydberg excitation density and the
total number of Rydberg excitations yield qualitatively different results. We have shown how
these structures build up dynamically and found that the ratio of the two different emerging
characteristic lengths depends on the interaction potential only.

As an application, we have shown that excitation structures generated by off-resonant laser
driving can be used to implement an efficient three-qubit quantum gate, because the excitation
scheme automatically generates an asymmetric spatial arrangement out of a homogeneous
atom cloud such that an optimum gate operation is achieved for the given laser parameters.
This asymmetry that the gate protocol relies on, is a feature that is inherent to resonantly
generated structures and cannot be found in ground-state crystals. Extensions to other gates
like CNOT or Toffoli are straight forward. We also expect that the general concept of self-
assembly of optimum asymmetric excitation structures will find other applications.

Experimentally, laser excited Rydberg atoms in a quasi one-dimensional dipole trap could
be used to verify our theoretical predictions. Depending on the capabilities of the experimen-
tal setup, different predictions can be probed. As the simplest observable, the total number
of excited atoms could be measured as a function of the detuning and the density. This way,
the shift of the maximum of the Rydberg excitation to higher detunings with increasing den-
sity and the increasingly super-Poissonian excitation statistics at very high detuning could
be verified as a first manifestation of the resonant excitation channels. A position-resolved
measurement of the excitations would allow to verify the predicted resonance peaks in g(2),
and the formation of the ordered structure as described in Sec. 3.7.5. By determining the
position of the resonances as a function of the detuning, also the precise structure of the
interaction potential could be probed. Furthermore, the spatial dependence of the various
excitation-number subspaces arising from the floating nature of our aggregates could be an-
alyzed. Realizing an excitation volume with sharp boundaries, for example by using flat top
beams, one could investigate the enhanced excitation density close to the trap border in the
case of resonant excitation which is suppressed in the far off-resonant case (see Fig. 3.26).
The resonant excitation aggregates are formed dynamically throughout the time evolution
and do not require a thermalization of the system. This invites a time-resolved study of the
dynamic formation of spatial correlations.

In approximately 1D systems or higher-dimensional systems, the higher-order resonance
conditions do not uniquely determine the positions of all involved particles. This leads to
a broadening of the corresponding resonances in g(2). Also decoherence due to spontaneous
emission, finite laser line width, or effects of atomic motion will lead to a broadening of the
resonance peaks in g(2). All these effects lead to a suppression of the resonant two photon
processes compared to the off-resonant single-photon excitation, which sets limits to the
observation of higher-order resonance peaks in experiments.

Finally, we note that very recently, super-Poissonian excitation statistics have been observed
in experiments operating at off-resonant driving in the strongly dissipative regime [42, 43].
We expect that the mechanism of aggregate formation discussed here leading to a bimodal
distribution of excitation numbers still applies in the presence of substantial decoherence. The
main difference would be that, rather than resonantly excited pairs, off-resonantly excited
single atoms function as initial grains for the aggregate formation [43]. The results reported
in Ref. [43] are discussed in detail in the next section.
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Figure 3.30: Schematic sketch of the experimental setup of Ref. [43]. A cloud of 87Rb atoms, initially prepared
in a quasi one-dimensional dipole trap, is Rydberg excited by two counter-propagating laser beams far detuned
from the intermediate state. After the excitation sequence the Rydberg atoms are ionized by an electric field
ramp and the ions are collected in a micro channel plate detector (MCP). The sketch of the level scheme
illustrates the two step excitation process.

3.8 Effects of dissipation and experimental realization

In this section we report on the recent experimental observation of some of the phenomena
predicted in the previous section. In this experiment the full counting statistics of Rydberg
excitations, i.e., the excitation number histogram P (m) can be measured [43]. The observed
shape of Nryd, Q, and even higher order moments as a function of the detuning show all
qualitative features predicted in Sec. 3.7.4. An important difference between the experimental
parameters and the coherently evolving system is the presence of dissipation due to finite
laser line widths and possibly other effects. This requires a more involved treatment of the
many-body dynamics including these decoherence effects. The basic mechanism of aggregate
formation due to resonant excitation channels is expected to work still, but the resonant pair
excitation will be suppressed in favor of sequential excitation of single atoms in the presence
of strong dissipation. After shortly introducing the experimental setup we will describe two
different ways to model dissipative many-body dynamics in strongly interacting Rydberg gas.
These models are the subject of the Master thesis of David Schönleber1, so we will just give a
brief description of these here and refer the interested reader to Ref. [299] for further details.

3.8.1 Experimental setup

The experiments we describe here, have been carried out in the group of M. Weidemüller
at the University of Heidelberg. In the following their measurement procedure is described
briefly. Further details can be found in Refs. [266, 286]. First, approximately 1.5× 104 87Rb
atoms are prepared in the state |g = 5S1/2, F = 2,mF = 2〉 in a tightly focused optical dipole

trap. This results in an elongated atom cloud with e−1/2 radii of ≈ 240µm (axial) ×1.65µm
(radial). Due to the finite optical resolution of the imaging system, the radial size cannot
be precisely measured, therefore we adjust this parameter in the comparison with theory.
However, it is smaller than the range of the Rydberg-Rydberg interactions given by the
blockade radius, giving rise to a quasi-1D geometry with respect to the Rydberg excitations.

1The numerical models have been developed by D. Schönleber in close collaboration with the author. All
results presented here have been discussed and interpreted jointly.
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The maximal peak density of ground-state atoms is ≈ 1.5 × 1012 cm−3, corresponding to a
mean inter-particle spacing at the trap center of approximately 0.9µm. Lower densities are
achieved by reducing the time taken for initial loading of the dipole trap.

Rydberg atoms in the state
∣∣50S1/2

〉
are excited by first turning off the optical trap and then

applying a two-photon laser pulse for 5 µs. The lasers are close to two-photon resonance,
detuned ∆1/2π = 65 MHz below the intermediate |5P3/2, F = 3,mF = 3〉 state. The first
laser at 780 nm uniformly illuminates the cloud, while the second excitation laser at 480 nm
is focused to an elliptical region of size ≈ 27µm × 11µm (vertical × horizontal Gaussian
beam waists). The two excitation laser beams counter-propagate and cross the atomic cloud
perpendicular to its long axis, see Fig. 3.30. The effective (single-atom) two-photon Rabi
frequency is Ω/2π ≈ 0.4 MHz and the line width related dephasing between ground and
Rydberg state is Γdeph/2π ≈ 1 MHz. The two-photon detuning ∆ can be varied by scanning
the frequency of the second step excitation laser (blue laser). The Rydberg atoms interact
repulsively with the van der Waals coefficient C6/2π = 16 GHzµm6. In the low density
limit this gives a blockade radius of Rb ≈ 5.3µm. At a density of 1.5 × 1012 cm−3 however
we calculate approximately Nb ≈ 160 atoms per blockade sphere. As a result the Rabi
frequency is collectively enhanced

√
NbΩ/2π ≈ 5.0 MHz and correspondingly Rb ≈ 4.1µm.

Given the extent of the excitation region we anticipate that 10− 15 Rydberg excitations are
possible. After excitation the Rydberg atoms are field ionized and one counts the number
of ions detected on a MCP detector, with an estimated detection efficiency of η ≈ 0.4 [38].
By repeating the experiment several hundred times statistical distributions of the Rydberg
number are built up from which the mean number of excitations (Nryd), and higher moments
can be extracted.

3.8.2 Modeling of dissipative many-body dynamics

If the system is subject to dissipation, in principle, a master equation description has to be
employed to model its dynamics, see Sec. 2.3. For a many-body system, this quickly becomes
computationally hard as the atom number increases, since the number of density matrix
elements, i.e., the size of the system increases as n2, where n is the dimension of the relevant
state space. There are two possible ways to overcome this problem. One is the solution of
the master equation using the Monte Carlo Wave Function (MCWF) technique, which is in
principle exact. The second is the reduction of the master equation to a rate equation that
can be solved with kinetic Monte Carlo methods. In this method multi-atom coherences and
thus quantum correlations are neglected and interactions are only included as local mean field
shifts of the Rydberg level.

Monte Carlo Wave Function methods

Here we introduce the so called MCWF technique for the solution of a master equation
including Lindblad terms. This method [300–303] allows for the numerical solution of the
many-body master equation (3.55) without employing the density matrix formalism. Instead,
a Schrödinger equation is solved and incoherent processes are included via non-Hermitian
time evolution and additional random quantum jumps. Averaging over many such random
trajectories allows to obtain a mixed state that can be shown to solve the corresponding master
equation. In that way, the problem of solving a system of n2 coupled ordinary differential
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equations can be reduced repeatedly solving a system of n equations.

Recall once more that the master equation describing the evolution of an ensemble of
interacting two-level atoms (see Sec. 2.3) reads

ρ̇ = −i[H, ρ] + L[ρ] (3.55)

with the Hamiltonian

H =
N∑
i=1

[
H

(i)
L +H

(i)
∆

]
+
∑
i<j

C6

|ri − rj |6
s(i)
ee ⊗ s(j)

ee , (3.56)

where H
(i)
L = Ω/2(s

(i)
ge + s

(i)
eg ), with sab = |a〉 〈b|, describes the coupling of the atoms to the

laser field and H
(i)
∆ = −∆s

(i)
ee accounts for the detuning from the two photon resonance. The

Lindblad terms accounting for spontaneous decay and dephasing have the form

Lab[ρ] = CabρC
†
ab −

1

2

(
C†abCabρ+ ρC†abCab

)
. (3.57)

In the MCWF model, in each step of the time evolution the system can either undergo a
deterministic time evolution or perform a random jump associated with incoherent processes
such as dephasing or decay. To include reservoir effects, the system Hamiltonian governing
the deterministic time evolution is replaced by a non-Hermitian Hamiltonian including the
anti-commutator part (second part) of the Lindblad term in Eq. (3.57). The incoherent
processes, namely dephasing and decay, are included via the constants Γdeph and γdec. Thus,
the non-Hermitian Hamiltonian becomes

H → H̃ = H − i

2
(Γdeph + γdec)

N∑
j=1

s(j)
ee . (3.58)

The jump operators associated with dephasing and decay, respectively, of the ith atom are
given accordingly by

C
(i)
deph =

√
Γdephs

(i)
ee , C

(i)
dec =

√
γdecs

(i)
ge . (3.59)

In each time step the wave function is either propagated non-unitary with exp[−iH̃ δt], or

projected by applying one of the jump operators C
(i)
k to it. Whether or not a jump occurs

in a single time step is determined stochastically by a Monte Carlo method, which randomly
selects the jumping atom as well as the jump operator according to the jump probability

given by δpi,k = 〈ψ(t)|C(i) †
k C

(i)
k |ψ(t)〉 δt, where ψ(t) denotes the many-body wave function

and δt is chosen such that
∑

i,k δpi,k � 1.

As the norm of a wave function undergoing non-Hermitian time evolution is not conserved,
the wave function is normalized after each time step, yielding a single (stochastic) wave
function trajectory for each time evolution. By averaging over the quantum trajectories, the
master equation result is obtained in the limit of large sample size. For further details on the
numerical modeling, see Refs. [118,299,303,304].

In our simulation we employed state space truncation to improve the performance, exclud-
ing states that cannot be populated due to the Rydberg blockade effect, see Sec. 3.2.
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A fully correlated many-body simulation for three-level atoms is numerically demanding
since the state space truncation technique can only be applied to strongly interacting states,
so the noninteracting intermediate state would cause a state space growing exponentially with
the atom number. This will be discussed in Chap. 4. However, as for the present experimental
parameters the intermediate state can be adiabatically eliminated, we expect to obtain good
results with an effective two-level approach.

Rate equation kinetic Monte Carlo methods

For the experimental setup described above, the excitation volume typically contains on the
order of N = 103 atoms in and accommodates about mmax = 20 excitations. With the
MCWF technique such large system sizes cannot be treated due to the huge Hilbert space. A
method that can deal with very large system sizes, as its complexity only scales linearly with
the atom number N , is the rate equation method [98,99,270]. The basic idea of this approach
is that in the presence of strong dephasing, the coherences in the density matrix decay fast
and the system is close to a maximally mixed state, in which the density matrix is diagonal
in the canonical product states |α1 . . . αN 〉, αi ∈ {g,m, e}. Thus the master equation can
be reduced to a rate equation between the populations (diagonal elements of ρ) by adiabatic
elimination of the coherences (off-diagonal elements). In the following we show how such
a rate equation can be obtained in the noninteracting case, where the full density matrix is
separable into atomic density matrices, and thus the master equation reduces to a single-atom
problem. In the case of a fast decaying intermediate state, this rate equation can be reduced
to a two-level one. Subsequently, we show how interactions can be taken into account in order
to generalize to a many-body rate equation, which involves a further approximation. Finally
we explain how to solve the resulting equation by Monte Carlo methods.

We start from the single-atom master equation (2.47). The dynamics of the Rydberg
population is governed by the slow effective two-photon Rabi frequency Ω = ΩpΩc/(2∆1),
which is smaller than the spontaneous decay from the intermediate level and also smaller
than the laser dephasing rates Γdeph. Under these conditions the coherences between the
levels and the population difference between the ground and intermediate state equilibrate
fast such that we can assume

ρ̇ab = 0 for a 6= b and ρ̇mm − ρ̇gg = 0 . (3.60)

Exploiting in addition the trace conservation
∑

a ρaa = 1 the single-atom master equation
reduces to the two-level rate equation

ρ̇ee = γ↑ρ
eff
gg − γ↓ρee , (3.61)

where we have defined the effective ground-state population ρeff
gg = 1− ρee. The rates γ↑ and

γ↓ are known functions of the laser parameters [98].

In the case of noninteracting atoms this can be easily generalized to the many-body case.
Introducing the populations P (α) = ραα, where α = {α1 . . . αN} corresponds to the many-
body state |α1 . . . αN 〉, αi ∈ {g, e} , where g is now the effective ground state, the rate
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equation can be written as

dP (α)

dt
= −

(
N∑
i=1

γαi,ᾱi

)
P (α) +

N∑
i=1

γᾱi,αiP (αi) . (3.62)

We have introduced the inverted state ᾱi = eδαig+gδαie and the rates γαi,ᾱi = γ↑δαig+γ↓δαie,
i.e., γge = γ↑ and γeg = γ↓. The symbol αi denotes the configuration where the ith atom has
changed its state with respect to α, i.e., αi = {α1 . . . ᾱi . . . αN}. This just means that any
configuration is coupled to any other configuration that only differs in the state of one atom
and the rate connecting them is just the single-atom rate γ↑↓ of the corresponding atom.

If the interaction Hamiltonian is included, this results in two additional terms, one being
just an interaction induced shift of the Rydberg level, the second one accounting for two
atoms changing their state simultaneously [98]. The second contribution was crucial for
off-resonant excitation in the coherent case (see Sec. 3.7.1), since it accounts for the pair
excitation. We will see later in this section that for large dephasing the direct pair excitations
become suppressed in favor of sequential excitation of the single atoms. This is because direct
pair excitation is associated with a two-atom coherence, that becomes strongly suppressed if
dissipation is dominant. We can therefore neglect direct two-atom processes and thus only
include interactions as local level shifts. This means that in the configuration α the detuning
∆ of the ith atom is modified to the effective detuning

∆→ ∆i = ∆−
∑
j, j 6=i

Vijδαje . (3.63)

With this, the rate equation (3.62) becomes

dP (α)

dt
= −

(
N∑
i=1

γ
(i)
αi,ᾱi

)
P (α) +

N∑
i=1

γ
(i)
ᾱi,αiP (αi) . (3.64)

The rates γ
(i)
ᾱi,αi are now calculated with the local detuning ∆i of atom i and depend on the

configuration α. Note that this rate equation still has the same simple structure as in the
noninteracting case, with the only difference that local, configuration dependent level shifts
appear.

Equation (3.64) is still a system of n first order linear equations, where n is the dimension
of the Hilbert space. Thus the complexity for solving it by direct time integration is still
the same as in the case of solving the time dependent Schrödinger equation. However, due
to its simple structure (every configuration is only coupled to N other configurations), this
rate equation can be solved very efficiently by Monte Carlo methods [132, 305]. The idea
is to perform a random walk through the space of configurations α where the system is in
a discrete configuration all the time and jumps to another configuration randomly with a

probability determined by the rates γ
(i)
αi,ᾱi . In this way the system is propagated up to the

end time and then the observables are evaluated for the discrete configuration it ends up in.
Many such random trajectories are calculated and the outcomes are averaged, which gives
expectation values for all desired observables. What is special about the kinetic Monte Carlo
approach pursued here [132], is that, instead of determining if a jump occurs or not in every
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Figure 3.31: Number of excitations and Mandel Q-parameter and Q3 in a spherical cloud of radius 2.3µm after
5µs evolution time. Solid black line: Rate equation model. Red dashed lines and crosses: MCWF simulation.
Parameters: Ω/2π = 0.3 MHz, Γdeph/2π = 1 MHz, γdec/2π = 4 kHz, C6/2π = 16 GHzµm6, N = 50 atoms
corresponds to a density of 1012 cm−3.

(fixed) time step, we randomly determine the time at which the next jump occurs and then
in a second stochastic process determine which atom changes its state (see Ref. [299]).

In Chap. 4 we will use a modified version of this Monte Carlo rate equation model, that
can handle the full three-level case but is not capable of simulating the time evolution of the
system but only predicts its steady state.

Comparison between the models

As a first benchmark of the rate equation model, we simulate a spherical volume containing
N = 50 atoms. The parameters are the same as in the experiment and are given in the caption
of Fig. 3.31. The number of excitations, the Mandel Q-parameter and the third moment Q3

coincide very well for the two model. Only at large detuning, Nryd is slightly underestimated
by the rate equation model. The third moment is defined as

Q3 =
〈〈m3〉〉
〈m〉

− 1 =
〈(m− 〈m〉)3〉

〈m〉
− 1 (3.65)

in analogy to the Q-parameter. 〈〈mi〉〉 = 〈(m − 〈m〉)i〉 is called the ith cumulant of the
distribution P (m).

An observable that is more sensitive to the presence of higher order processes like resonant
pair excitation, is the pair correlation function. First we justify that we can neglect two
photon processes for large dephasing by calculating the g(2)-function for two atoms in their
steady state by solving for the steady state of the full two-atom master equation. Precisely,
we calculated the steady state for fixed inter-atomic distance r between the two atoms and
from this

g(2)(r) =
ρee,ee

(ρeg + ρee)(ρge + ρee)
(3.66)

for several distances r. If laser dephasing and spontaneous decay is included, this steady
state always exists and is unique. The results are presented in Fig. 3.32(a). The spontaneous
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Figure 3.32: (a) Pair correlation between two atoms in steady state for different values of the laser dephasing
Γdeph (in units of 2πMHz). Full master equation calculation. Parameters are as in Fig. 3.31, except Ω/2π =
0.4 MHz. (b) G(2) function with and without dephasing and comparison between MCWF simulation and rate
equation model. The atoms are placed in a cylindrical volume with homogeneous density. Parameters are as
in Fig. 3.31. The excitation time was 5µs as in the experiment.

decay from the Rydberg level is very small (γdec = 15.5 kHz). We used the effective Rabi
frequency Ω/2π = 0.4 MHz as in the experiment. The interaction strength is absorbed in the
rescaling of length by rres,1. The detuning is ∆/2π = 10 MHz = 25Ω. For small dephasing
we observe a very sharp peak at the pair resonant distance rres,2 = 2−1/6rres,1 ≈ 0.89rres,1.
Note that there is a dip in the center of this peak. This behavior is also found in the many-
body case for small dephasing and is due to the small kink in the singly exited component
around rres,2 (see Fig. 3.21). For larger dephasing, the dip vanished and the pair-resonance
peak decreases much faster than the peak at rres,1 due to off-resonant single excitation and
subsequent resonant excitation of the second atom.

In a second step we compare the pair correlation functions predicted by the two models for
parameters that are very close to the experimental ones in Fig. 3.32(b). Namely, we use a
cylindrical volume and its radius equals the radial e1/2 width of the real atomic cloud but the
height is only 6µm, which is much smaller than the horizontal beam waist of the blue laser
defining the axial extent of the excitation volume. The density is homogeneous and equals
the mean density of the corresponding section of the real (experimental) cloud. Also the
intensity profile of the laser was taken as homogeneous for the benchmark calculations. Here,
we used Ω/2π = 0.3 MHz , which can be thought of as a mean value of the effective Rabi
frequency over the relevant excitation region. Recall that the peak effective Rabi frequency
is 0.4 MHz. Note also that here, we use G(2) instead of g(2) since in the rate equation model
it is difficult in terms of numerics to extract g(2). The function G(2) is just the normalized
distribution of excited pairs (see Sec. 3.3). G(2) typically shows much higher correlation
peaks than g(2) and can be biased by finite size effects in samples with inhomogeneous atomic
density. Nevertheless, it is the observable that would be accessible much more easily in an
experiment with position resolved detection of Rydberg excitations. Note that in Ref. [48]
yet another definition of the pair correlation function was used. Setting the dephasing to zero
we obtain an extremely strong peak at the pair resonance distance rres,2 in Fig. 3.32(b) (black
line). Switching on the laser dephasing (red line), the pair resonance peak is strongly reduced



3.8 Effects of dissipation and experimental realization 81

but still a small peak survives. The rate equation model naturally does not reproduce this
peak and overestimates the peak at rres,1 slightly. In the experiment the pair excitation peak
could be suppressed even more due to additional dephasing effects, e.g., due to atomic motion
(see also Sec. 3.8.3).

3.8.3 Experimental results

Figure 3.33(a) shows the measured mean Rydberg atom number 〈m〉 as a function of the
detuning ∆ for different atomic densities. At the lowest atomic densities (blue) the excitation
spectrum is narrow and almost symmetric, reflecting the single-atom excitation probability.
As the density is increased we observe a pronounced asymmetry extending to higher detunings,
despite the fact that the single-atom excitation probability is almost zero. This is consistent
with the simple picture for the excitation of aggregates comprised of several nearby Rydberg
atoms.

The mean number of Rydberg excitations only provides partial information on the under-
lying many-body correlations. To learn more about the nature of the excitation process we
analyze the second statistical moment quantified by the Mandel Q parameter. We also ana-
lyze the third moment characterized by the quantity Q3. This quantity gives an additional
measure of the nature of the correlations in our system and can be related to the three-body
spatial correlation function G3(r1, r2, r3) [97]. For uncorrelated excitation of single-atoms we
expect Q3 = 0 (Poissonian limit), and assuming independent excitation of m-atom aggregates
Q3 = m2 − 1. Estimating our statistical errors using bootstrap re-sampling [306], we con-
clude that measurements of fourth-order and higher statistical moments are not statistically
significant for our sample sizes.

In order to directly compare the measured with the simulated statistical moments we have
to take into account the finite detection efficiency η = 0.4 of detecting a Rydberg excitation
as an ion reaching the MCP detector. We assume the detection process to be independent
for each Rydberg atom and also to not be influenced by the total number of Rydberg atoms,
which excludes saturation effects. In this case we can model the detector operation as a
binomial process. The probability distribution of physically present Rydberg atoms P (m)
and the probability distribution of the detected Rydberg atoms P ′(m) are related by

P ′(m) =
∞∑
k=0

fη(m|k)P (k), (3.67)

where for all practical purposes the upper limit of the sum may be set to a finite value and
the kernel fη(m|k) of this transformation is given by

fη(m|k) =

(
k
m

)
ηm(1− η)k−m. (3.68)

Assuming η is known, equation (3.67) now allows to relate the p-th order physical moments
〈mp〉 =

∑
mpP (m) to the measured moments 〈mp〉′ =

∑
mpP ′(m) of their respective distri-



82 Chapter 3 Coherent dynamics of two-level Rydberg atoms

−15 −10 −5 0 5 10 15 20 25
0

1

2

3

4

5

6

∆/2π [MHz]

N
ry

d
(a)

0

0.2

0.4

P
(m

)

∆/2π=−5 MHz
(b)

0

0.2

0.4

P
(m

)

∆/2π=2 MHz

0 5 10
0

0.2

0.4

P
(m

)

m

∆/2π=22 MHz

−10 0 10 20
−0.5

0

0.5

1

1.5

Q

∆/2π [MHz]

(c)

−10 0 10 20
−1

0

1

2

3

4

Q
3

∆/2π [MHz]

(d)

Figure 3.33: (a) Rydberg excitation spectra for different atomic densities: 5×1010 cm−3 (blue), 2×1011 cm−3

(cyan), 8× 1011 cm−3 (green), 1.2× 1012 cm−3 (magenta) and 1.5× 1012 cm−3 (red). With increasing density
we find enhanced excitation probabilities on the blue side of the resonance due to repulsive Rydberg-Rydberg
interactions. The solid lines show the result of the rate equation model. (b) Measured histograms of the
Rydberg atom number distribution for different detunings (normalized). The solid lines are the results of
the rate equation simulations. The finite detection efficiency was accounted for by convolving the simulated
histograms with a binomial distribution. (c) Second and (d) third-order statistical moments of the distributions
as a function of the detuning ∆ of the excitation lasers at a density of 1.5× 1012cm−3. The red (blue) circles
are extracted from a dataset with 200 (800) experiments per data point. Error bars represent 68% confidence
intervals determined via bootstrapping. The solid lines show the statistical moments as obtained from the rate
equation model. The experimental data presented in this figure has been obtained in an experiment performed
in the group of M. Weidemüller [43]. We thank our collaborators for providing the original datasets.

butions. The results read

〈m〉′ = η〈m〉
〈m2〉′ = η2

(
〈m2〉 − 〈m〉

)
+ η〈m〉 and

〈m3〉′ = 〈m〉(η − 3η2 + 2η3) + 〈m2〉(3η2 − 3η3) + η3〈m3〉, (3.69)

and can be used to calculate the corresponding cumulants 〈〈mp〉〉′. Subsequently the measured
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Mandel-Q-parameter, generalized to p-th order,

Q′p =
〈〈mp〉〉′

〈m〉′
− 1. (3.70)

can be related to the Qp of the true distribution. Evaluating the above for variance 〈〈m2〉〉′
and third cumulant 〈〈m3〉〉′ we get

Q′2 = ηQ2 and

Q′3 = 3Q2(η − η2) +Q3η
2. (3.71)

where Q2 := Q. Note that in Fig. 3.33 the measured values Q′p are shown but the primes
have been dropped in the axis labels.

The comparison of the first statistical moment (the Rydberg population) in Fig. 3.33(a)
shows that for low atomic density one gets good agreement between experiment and theory
while at high densities the shift of the line is not as strong in the experimental data as
predicted by theory. Also the measured profile appears to be more strongly broadened than
the simulated one. One reason for these discrepancies could be the breakdown of the frozen
gas approximation. It was shown recently that the resonant excitation mechanism leading to
the line shift can be deteriorated by the mechanical repulsion between the nearby atoms [192].
Also collisions between Rydberg atoms can lead to additional dephasing effects in the high
density regime [253] that would lead to an additional broadening of the line. In order to
check if such effects are indeed to be expected in the parameter regime of the experiment,
simulations including the atomic motion in some way should be done.

In Fig. 3.33(b) the full histograms are shown for some specific values of the detuning. The
data used here is the same as for the blue circles in Fig. 3.33(c) and (d). The comparison
with the rate equation result show very good agreement. We will see in the next section that,
while in the case of ∆/2π = −5 and 2 MHz the system is already more or less in its steady
state after 5µs, the low excited fraction for ∆/2π = 22 MHz and the peak at zero excitations
is due to the slowdown of the dynamics at large detuning, and in this case the population
would still evolve towards higher excited states at longer times.

Figure 3.33(c) shows the measured Q parameter as a function of detuning at the highest
density of 1.5 × 1012 cm−3. The red circles show results averaged over 200 experimental
realizations while the blue circles are based on a larger sample with 800 measurements per
point. We observe a clearly asymmetric dependence of Q on the detuning. This is in marked
contrast to recent observations involving Rydberg |nD〉 states in a three-dimensional system,
where large fluctuations were observed either side of the resonance [39]. For negative detunings
we find Q ≈ 0 which reflects Poissonian fluctuations in the limit of weak excitation. For
excitation frequencies around resonance we find Q factors clearly below 0, which reflect anti-
bunching of excitations induced by the Rydberg blockade [38, 39, 59]. For positive detunings
the statistical distributions become clearly super-Poissonian (Q > 0), which we attribute to
the slowdown of the dynamics due to the small transition rate from zero to one excitation and
subsequent fast excitation of aggregates comprised of multiple Rydberg atoms. Figure 3.33(d)
shows Q3 as extracted from our measured distributions. We observe qualitatively similar
behavior to Q, with Q3 ≈ 0 for ∆ < 0, suggesting independent (Poissonian) excitation of
Rydberg atoms. For ∆ > 0 we find that Q3 rapidly increases also indicating the presence of
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Figure 3.34: Stroboscopic time evolution of the excitation number histogram (rate equation simulation) for the
parameters of the experimental run with the highest density of 1.5×1012 cm−3 and detuning ∆/2π = 15 MHz.
It is clearly visible that the bimodal structure leading to the high Q value is a transient feature and vanishes
again at long times.

larger aggregates. The agreement with the simulation results is very good for both Q and
Q3.

3.8.4 Discussion

Despite the fact that the RE model does not capture multi-atom coherences which would be
present in a direct multi-photon excitation, we find that the results of the RE model reproduce
the full statistical distributions including higher order correlations quite well (see Fig. 3.33).
Especially the features on the blue detuned side, i.e., the asymmetry increasing with atomic
density and the super-Poissonian behavior visible in Q and Q3, which show the excitation of
Rydberg aggregates, are reproduced nicely. From this we infer that coherent multi-photon
excitation is not required to explain the experimental observations. Instead, the dominant
mechanism by which aggregates are formed at large detuning is via sequential (single-atom)
excitations around an initial grain seeded by off-resonant excitation. While the excitation of
the initial grain is strongly suppressed, the excitation of additional Rydberg atoms at well
defined distances from the grain is resonant, and hence happens on faster time scales.

To further analyze the mechanism and to illustrate how it leads to the large Q-parameter
and bimodality in the excitation number distribution, we study the time evolution of the
full histograms predicted by the rate equation model. Figure 3.34 shows a stroboscopic time
evolution for the case of high atomic density and large positive detuning. It is obvious that
the decay of the zero excitation probability P (0) decays slowly while the population that
leaves m = 0 is quickly distributed into higher excitation numbers. This leads to a transient
bimodal structure that leads to the large values of the Mandel Q-parameter observed in the
experiment. At long times P (0) eventually goes to zero and the bimodal structure disappears
again. The reason for this behavior is a separation of time scales. As already mentioned, the
rate at which population is transfered from m = 0 to m = 1 slows down at large detuning since
they are separated by ∆ in energy. For transitions from m = 1 to m = 2 and subsequently
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Figure 3.35: Time evolution of the populations of the different excitation number subspaces P (m) with m
excitations. The four curves (crosses) in the lower part of the figure show the time evolution of the zero
excitation subspace P (0) for different detunings of the incident laser field. The data points obtained from the
RE model are overlaid with an exponential fit (dotted). The three red curves (solid, dashed, dotted) in the
upper half of the figure show the time evolution of ratios P (m)/P (m+1) of excitation probabilities of adjacent
subspaces for m ∈ {1, 2, 3}. From top to bottom, ratios with increasing m are shown.

to higher excited states, there are always resonant channels, as long as the atomic density
is high enough such that any atom has neighbors located at the resonant distance rres,1. In
short, aggregate nucleation slows down at large ∆, while aggregate growth is always fast.

In order to analyze this mechanism more quantitatively, we show P (0) as a function of time
for different detunings ∆/2π = {5, 10, 15, 25} MHz on a logarithmic scale in Fig. 3.35. In all
cases the population in the zero-excitation state decreases exponentially until a significant
part of the population is excited to higher N values. Furthermore, the depopulation of the
zero-excitation state becomes slower with increasing detuning. Fitting the exponential decay
rates, we find that the obtained rates approximately scale with 1/∆2, in particular for higher
detunings. This is compatible with the expectation for a detuning-dominated rate equation
modeling.

Next, the time evolution of the higher excited subspaces P (N > 0) is analyzed with fixed
detuning ∆/2π = 15 MHz. Rather than studying them individually, Fig. 3.35 shows ratios
P (N)/P (N + 1) for N ∈ {1, 2, 3}. Initially, these ratios are large, and they rapidly converge
to an approximate stationary state & 1 on a time scale much faster than the decay out of
the zero-excitation subspace P (0). This confirms the above reasoning about the separation
of time scales of aggregate nucleation and aggregate growth.

Considering the good agreement between the theory and experimental data, we can extract
more information about the underlying many-body correlations in the system from the results
of the RE model. Specifically, we extract the second order spatial correlation function G2(r),
as defined in Sec. 3.3, and shown in Fig. 3.36. For ∆/2π = +15 MHz we observe strong liquid-
like correlations which are responsible for the large measured Q values. The pronounced peak



86 Chapter 3 Coherent dynamics of two-level Rydberg atoms

0 2 4 6 8 10
0

2

4

6

8

10

r [µm]

G
(2
) (
r)

rres,2

rres,1

2 rres,1

Figure 3.36: Pair correlation functions G2(r) obtained from the rate equation model using parameters from
the experiment. The blue curve shows the correlation function for ∆/2π = 5 MHz, the red curve for ∆/2π =
15 MHz. The atomic density is 1.5× 1012 cm−3.

at rres,1 = (C6/∆)1/6 ≈ 3.2 µm reflects a strongly preferred pair distance. A second smaller
peak at 2 rres,1 ≈ 6.4µm is evidence for higher order correlations for m > 2. This feature
would be more pronounced in a truly one-dimensional system. However, in higher dimensions
the distance of the third resonantly excited atom in an aggregate to the other atoms is not
uniquely determined, and therefore the second order peak becomes smeared out. Both features
are strongly reduced for near resonant excitation (∆ = +5 MHz). There is of course no peak
at the position of the pair resonance rres,2 since simultaneous multi-photon processes are not
included in the rate equation model. These spatial correlations could be exploited in other
areas of physics such as in the creation of strongly-coupled plasmas [149,150,307].

It should be noted that there are also some discrepancies between theory and experiment
(see Fig. 3.33). Most prominently, the number of Rydberg excitations is systematically un-
derestimated by our model on the red detuned side. On this side also Q and Q3 are under-
estimated. While the measured data shows Poissonian statistics for ∆ < 0, the simulations
predict sub-Poissonian ones in a relatively broad region around ∆ = 0. Furthermore, at high
atomic densities a shoulder or side peak seems to develop in Nryd at some positive detuning.
In oder to explore the reasons for these discrepancies, we, on the one hand, varied all the
experimental parameters entering in our simulations within the uncertainties to which they
could be determined in independent measurements. We found that the observed Nryd on
the red detuned side can only be reproduced by the rate equation model if very low atomic
densities and large laser line widths are assumed. These parameters are already outside the
credibility region given by the their experimental uncertainties. The perfectly Poissonian Q
and Q3 and the onset of a double peak structure in Nryd can not be reproduced at all by our
rate equation simulations. On the other hand, we checked by various benchmark calculations
in smaller systems that in the parameter regime under consideration the rate equation model
coincides with the solution of the full three-level master equation. From this we conclude
that the observed deviations must be due to physics beyond the master equation description
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of a frozen gas of three-level Rydberg atoms.

An obvious candidate for an approximation entering in the master equation description,
is the frozen gas approximation. Considering the mechanical forces that act on a resonantly
excited pair due to the repulsive van der Waals potential one finds that these forces cause the
atoms, within a typical time scale of 1µs, to acquire velocities well above the mean thermal
velocity at 5µK and travel across distances much larger than, e.g., the spatial resonance
width of the pair excitation resonance. This implies that motional dephasing and/or other
motion induced effects should play a role in this parameter regime.

A second approximation that might break down at high atomic density is the one of a single
Rydberg level. At small interatomic distances interaction induced couplings to additional
Rydberg states might become important, which could, in principle, explain the emergence of
the side lobe at high densities.





Chapter 4

Nonlinear optics and Rydberg EIT

This chapter is based on the following publications:

Hybrid model for Rydberg gases including exact two-body correlations
K. Heeg, M. Gärttner, and J. Evers
Physical Review A 86, 063421 (2012)

Sub-Poissonian Statistics of Rydberg-Interacting Dark-State Polaritons
C. S. Hofmann, G. Günter, H. Schempp, M. Robert-de-Saint-Vincent, M. Gärttner, J. Evers,
S. Whitlock, and M. Weidemüller
Physical Review Letters 110, 203601 (2013)

Nonlinear absorption and density dependent dephasing in Rydberg EIT-media
M. Gärttner and J. Evers
Physical Review A 88, 033417 (2013)

Rate equation models and the breakdown of universality in Rydberg gases
M. Gärttner, D. W. Schönleber, S. Whitlock, and J. Evers
in preparation

Electromagnetically induced transparency (EIT) is a well studied phenomenon in quantum
optics [308] having a multitude of consequences and applications. Using this effect an opaque
atomic medium can be rendered transparent by switching on a control laser coupling to an
additional metastable level. The group velocity of light pulses traveling through a medium
can be controlled and the pulses can even by stopped completely allowing for storage and
retrieval of optical signal pulses. EIT in Rydberg gases has been the subject of intense studies
both theoretically [100, 230, 233, 241, 242, 250, 251, 256–258, 263, 309, 310] and experimentally
[38,247–249,261,287,311] in the recent years. One motivation is to achieve strong interactions
between photons by interfacing them with interacting states of matter. In particular, based
on the excitation blockade [4], non-classical states of light can be prepared out of an initially
classical driving field [38, 247, 261, 311]. Possible applications include deterministic single-
photon sources, storage and retrieval of photons, as well as quantum gates based on photon-
photon interactions. However, already the simulation of classical light propagating through a
strongly interacting medium is a substantial theoretical challenge due to the high complexity
of the underlying many-body physics. At the heart of this is the exponential complexity
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of the quantum many-body problem of interacting 3-level atoms and the non-linearity and
non-locality of the propagation equations of the light related to the long-range interactions.

In the present chapter we introduce the basic principles of light propagation in three-level
Rydberg gases such as EIT and the Maxwell-Bloch equations. We briefly introduce the
methods that have been used to calculate the medium response, i.e., to solve the many-body
master equation of interacting three-level atoms. We focus on the rate equation methods
that have been developed in Refs. [98–100, 119] and reveal the limitations of this approach
by comparing to full master equation calculations with few atoms [312]. We then show
how the back-action of the medium response on the light field can be included in the rate
equation model self consistently [253]. The resulting model is employed to reproduce recent
experimental findings [38].

4.1 Light propagation and electromagnetically induced
transparency

In classical electrodynamics, light traveling through a polarizable medium gets absorbed and
diffracted according to the complex refractive index n of the medium. The refractive index
is defined via the complex electric susceptibility χ as

n =
√

1 + χ ' 1 +
χR + iχI

2
, (4.1)

where the approximation is valid as long as |χ| � 1, which is fulfilled in conventional media
[285]. We assume for now that the medium response is linear; i.e., the susceptibility is
independent of the strength of the input field. Then, a probe field with E traveling through
a homogeneous medium of length L is modified as

E = E0e
i(knL−ωt) = E0e

−kχIL/2ei(kχRL/2−ωt) . (4.2)

Thus it is possible to obtain the electric susceptibility of the medium by measuring the
transmission

T =
I

I0
=
|E|2

|E0|2
= e−kχIL (4.3)

and phase shift
∆φ = kχRL/2 . (4.4)

Two-level case: Absorption

The electromagnetic susceptibility χ is in general a tensorial quantity that quantifies the
response of a dielectric medium to an electric field

P = ε0χE . (4.5)

In an atomic medium in which the probe field E drives a transition between two levels a and
b (see Fig. 4.1) the polarization is caused by the induced atomic transition dipoles 〈d〉. Thus
we have

P = n0〈d〉 , (4.6)
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where n0 is the atomic density. In rotating wave approximation the complex susceptibility
of an atomic medium therefore equals the mean induced dipole density per field amplitude
E [24, 271,285,313]

χ =
n0〈d〉
ε0E

=
2n0µab
ε0E

Tr[ρsab] = −2n0|µab|2

~ε0Ω
ρba = −3λ2γn0

2πkΩ
ρba (4.7)

where we have used the definition (2.15) of the Rabi frequency Ω = −µbaE/~ in the third
equality. To obtain the last equality, we have rewritten the dipole matrix element µab in
terms of the spontaneous decay rate γ, given by

γ =
|µab|2k3

3ε0~
, (4.8)

where k = 2π/λ is the wave vector of the transition. For two-level atoms, neglecting the laser
dephasing, the steady-state value of the coherence ρba is

ρ(ss)
eg =

Ω

2

∆− iγ/2
Ω2/2 + (γ/2)2 + ∆2

(4.9)

and thus the complex susceptibility

χ = −σabsn0γ

2k

∆− iγ/2
Ω2/2 + (γ/2)2 + ∆2

(4.10)

where we have defined the absorption cross section σabs = 3λ2/2π. We thus find that the
absorption, i.e., the imaginary part of χ, is just a Lorentzian with width

√
2Ω2 + γ2. For

weak driving, Ω � γ, the absorption is linear as χ does not depend on Ω. On resonance
(∆ = 0) the laser intensity I ∝ |E|2 is thus attenuated as

I(L) = I(0)e−σabsn0L , (4.11)

which justifies the definition of σabs as the two-level resonant absorption cross section. The
real part of χ vanishes on resonance. The shapes of the real and imaginary part of χ are
illustrated in Fig. 4.2. In the later discussion we will refer to the resonant two-level response
as χ2L = χ(∆ = 0).

Three-level case: Transparency

If an additional laser coupling to a third metastable level is added to the simple two-level
system, the absorption on resonance vanishes. This effect is called electromagnetically induced
transparency (EIT) [308]. Originally EIT was studied in Λ-systems, where the third level is
energetically lower than the decaying level. However, EIT is also possible in a ladder scheme,
if the upper level is metastable, which is the case for Rydberg states as we have seen in
Sec. 2.1. The different schemes are shown in Fig. 4.1, also to recall the nomenclature of levels
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Figure 4.1: Level scheme of two-level atoms and three-level atoms in EIT configuration. A two-level atom
just scatters light due to the spontaneous emission. In the three-level Λ-scheme the system evolves into the
dark state |d〉 ∝ Ωc |1〉 − Ωp |3〉. In the ladder scheme the upper state |r〉 is meta-stable and the dark state
becomes |d〉 ∝ Ωc |g〉 − Ωp |r〉. Definitions of Rabi frequencies, laser detunings, line widths, and decay rates
are illustrated.

and parameters. The Hamiltonian of this three-level system was derived in Sec. 2.3 and reads

H =

 0 Ωp/2 0
Ωp/2 −∆1 Ωc/2

0 Ωc/2 −∆2

 . (4.12)

It is easy to see that on the two-photon resonance (∆2 = 0) H possesses an eigenstate with
eigenvalue zero, namely the state

|d〉 =
Ωc |g〉 − Ωp |r〉√

Ω2
c + Ω2

p

. (4.13)

This state is called a dark state. In the case of perfect EIT, meaning that there is no decay
from the Rydberg state |r〉 and no dephasing of the coherence between |g〉 and |r〉, this state
is also the steady state of the system. The laser Hamiltonian does not couple it to other
states and the it does not contain the fast decaying state |e〉 which means that dark state is
immune to decay. We are interested in the effect of the atomic medium on the probe beam,
which is quantified by the susceptibility χge ∝ ρeg. It is obvious that, once the system is in
the dark state |d〉, the coherence ρeg vanishes. Thus the probe beam is neither absorbed nor
diffracted and the medium becomes transparent.

Figure 4.2 shows the dependence of the real and imaginary part of χge on the detuning
∆p = ∆1 of the probe laser, while the detuning of the coupling laser ∆c = ∆2 −∆p is kept
at zero. The width w of the dip at ∆1 = 0 (EIT window) depends on the strength of the
coupling laser as

w = γrg +
Ω2
c

γeg
, (4.14)

where the γrg = γr + Γ2 = γr + Γp + Γc and γeg = γ + Γp are the full line widths of the
one-photon and two-photon transition respectively. Here, γr and γ are the spontaneous decay
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Figure 4.2: (a) Imaginary and (b) real part of the electromagnetic susceptibility χ (steady states). The dashed
lines show the two-level case (Ωc = 0). Here, the maximum dispersion, i.e., the steepest slope of the real part,
is accompanied by a maximum in absorption (large imaginary part). The black line in (a) shows the Rydberg
excitation probability in the tree-level case. Parameters are γ = 3Ωc = 6Ωp. γr and the laser dephasings have
been set to zero.

rates and Γp and Γc the laser line widths (see Fig. 4.1). Note that we always refer to the
full line width of a transition or laser, while sometime the laser line width is defined as the
half width of the spectral laser profile in the literature. The EIT width w is also equal to
the width of the Rydberg population ρrr(∆p) which has approximately Lorentzian shape
(see Fig. 4.2). From the steady state |d〉 we immediately find ρrr(∆p = 0) = (Ωp/Ωc)

2 in
the weak (and strong) probe limit. This means that for weak probe intensity the Rydberg
population per atom is small while in the strong probe case (Ωp � Ωp) the ground state is
depopulated. This technique of inverting the population from the from |g〉 to |r〉 by driving
the lower transition more strongly than the upper one, is called coherent population trapping
(CPT) [314]. Adiabatically sweeping from the weak to the strong probe limit the population
can be transfered from |g〉 to |r〉 without ever populating |e〉, which is called stimulated
Raman adiabatic passage (STIRAP) [315,316].

Another interesting observation in Fig. 4.2 is that the real part of χ has a zero crossing with
very steep slope at ∆1 = 0. This slope relates to the propagation speed of the electromagnetic
wave [308]

vg =
c

n(ωp) + ωp
dn
dωp

. (4.15)

The slope of Re[χ] can be increased by decreasing the EIT width w, which can be accomplished
by reducing the coupling strength Ωc. Thus, by dynamically changing the intensity of the
coupling laser, light pulses can be decelerated and even stored in an atomic medium and
retrieved again [317–320].

At this point we should comment on cooperative effects that can arise in dense atomic
media even in the absence of Rydberg excitations. In principle the dipoles induced in the
atoms not only weaken the probe field but also irradiate themselves. This radiation could in
principle influence the atoms in their vicinity and lead to dipole-dipole interactions similar
to the mechanism leading to the Rydberg-Rydberg interactions, but with a much shorter
wave length. This leads to cooperative effects like super-radiance [289, 290]. However, such
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Figure 4.3: (a) Susceptibility as a function of probe laser detuning for two atoms. The different lines correspond
to different interaction strengths between the atoms. Black, non-interacting; red, V = Ωc; blue, V = 5Ωc. The
parameters are as in Fig. 4.2. If the interaction strength is comparable to the EIT width an asymmetry arises
due to resonant excitation channels. (b) Susceptibility (red) and doubly excited fraction (black) as a function
of the interatomic distance. The interaction potential is V (r) = C6/r

6 with C6/2π = 50 GHZµm6, which
corresponds to the Rydberg state |55s〉 of 87Rb. Solid lines are for perfect EIT conditions (Γp = Γc = 0),
dashed lines for Γp = Γc = 0.05Ωc.

effects are only relevant if the interatomic distance is smaller than the wavelength of the
radiation mediating the dipole-dipole coupling. Also, effects like super-radiance are easily
destroyed by decoherence effects like van der Waals dephasing or dephasing by the finite laser
line widths [285]. We will therefore neglect those effects and treat the atoms as independent
with respect to the atom-light interactions. The only interactions between the atoms that
we take into account are the van der Waals interactions between the Rydberg atoms. Note,
however, that it is interesting to examine the irradiated field of a sample of Rydberg atoms
since information about interatomic correlations can be obtained from the correlations in the
detected light field [226,237,250,321].

EIT with interacting atoms

The previous discussion illustrated the principle of EIT for non-interacting atoms. In the
following it is shown how Rydberg-Rydberg interactions destroy transparency again, which
leads to non-linear absorption. The basic mechanism already becomes obvious in the case of
two atoms. If the atoms are close to each other, they cannot be excited simultaneously. The
steady state can therefore not be |d1〉⊗|d2〉, since this state would contain an |rr〉 component.
The fact that the state |rr〉 is far detuned due to the interaction shift leads to a steady state
with nonzero population of the intermediate state |m〉 and nonzero coherence ρeg. Therefore,
EIT is not perfect anymore and the probe beam gets absorbed. This is illustrated in Fig. 4.3
where we show how the spectral shape of the susceptibility changes if interaction is included.
An increasing interaction strength leads to increasing absorption on resonance (∆p = 0). In
the non-interacting case [V = 0, black line in Fig. 4.3(a)] and in the case of full blockade
(V � Ωc, γ, blue line), the spectrum is symmetric. For intermediate interaction strength (red
line) one observes an asymmetry. This feature is due to degeneracies similar to the resonant
excitation channels studied in Sec. 3.7 that arise at positive detuning where detuning and
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interaction shift can cancel each other. We also show the population of the state |rr〉 and
the susceptibility as a function of the interatomic distance. At small distance the atoms
are perfectly blockaded and therefore the double excitation probability is zero, while Im[χge]
approaches a finite limiting value. At large distance double excitation is possible and the
susceptibility vanishes, as the EIT condition (∆2 = 0) is recovered. For nonzero dephasing of
the coherence between |g〉 and |r〉 the susceptibility tends to the single-atom value χ0. The
distance at which the crossover happens is what we define as the two-atom blockade radius
here.

Going from two to many atoms the following picture arises: Any Rydberg excitation created
by the incident laser field blocks Nb neighbors from being excited and thus generates Nb two-
level absorbers. As the number of generated excitations depends on the probe field intensity,
ρrr = (Ωp/Ωc)

2, this results in a strong optical non-linearity. This optical non-linearity not
only depends on the strength of the incident probe field but also on Nb and therefore on the
density of the medium. Note also that the effect is nonlocal in the sense that the blockade
radius Rb, the characteristic distance over which atoms influence each other, is typically
on the order of several micrometers. For high atomic densities (large optical depth) the
nonlinearity can be strong enough to be observable on the single-photon level [247,261,311].
This is the idea of a single-photon switch [262]. A first photon creates an excitation and
a second photon can herald the presence of the first one by getting absorbed or not. In
order to account for effects involving non-classical photon statistics one should start from
the propagation equations for a quantized light field. In the non-interacting case this leads
to stable propagating solutions, that are superpositions of photonic excitation and atomic
coherences [317]. These solutions are called dark-state polaritons. The relative weight of
the photonic and matter-like components can be tuned by the coupling field. That way it is
possible to store and retrieve single photons in an atomic medium. In the presence of Rydberg
interactions, the matter-part of the polaritons will induce interactions between them. Thus,
effectively, one obtains interactions between photons and a photon blockade (anti-bunching
of photons) can be realized [247,261,311].

In the experimental setup this chapter refers to, the photon blockade could not be observed.
This was mainly due to the unsuited cloud geometry, but also because of strong dephasing
due to the finite laser line width that destroys the coherence and leads to scattering of the
polaritons. It is therefore justified to employ a description based on classical light fields, but
keep in mind that the effects of non-classical photon statistics could still have an impact on
the experimental observations that is not captured by our model.

Maxwell-Bloch equations

The fact that we deal with a nonlocal optical nonlinearity makes the problem of light prop-
agation in an extended Rydberg gas computationally challenging. The propagation equation
for the probe Rabi frequency (proportional to the probe field amplitude) in slowly-varying-
amplitude approximation is [309,317](

1

c

∂

∂t
− i

2k
∇⊥ +

∂

∂z

)
Ωp(r, t) =

ik

2
χge(r, t)Ωp(r, t) . (4.16)
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We are interested in the steady-state solution and assume that the medium is sufficiently
homogeneous such that transverse dynamics can be neglected. Furthermore we will only be
concerned with the case of resonant probe and coupling fields. In this case the real part of
χge vanishes and we define χ = Im[χge]. Thus the propagation equation reduces to

∂

∂z
Ωp(r) = −k

2
χ(r)Ωp(r) . (4.17)

This equation might look simple but the complexity is hidden in the local medium response χ.
The local susceptibility depends on the local atomic coherence ρge, which has to be calculated
from the full many-body master equation. For atom i at position ri this equation reads (see
Sec. 2.3) [100,269,310]

∂

∂t
ρ(i)
ge = i

Ωp(ri)

2
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ee

)
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Ωc

2
ρ(i)
gr − i∆pρ

(i)
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1

2
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(i)
ge (4.18a)
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1
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ρ(i)
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re

)
− γrρ(i)

rr . (4.18f)

The single-atom and two-atom density matrix elements are defined as

ρ
(i)
ab = Tr[ρ s

(i)
ba ] and ρ

(i,j)
ab,cd = Tr[ρ s

(i)
ba ⊗ s

(j)
dc ] , (4.19)

which is consistent with ρab = 〈a| ρ |b〉 in the single-atom case. The interaction potential is
Vij = C6/|ri−rj |6. From Eq. (4.18) some important insights can be gained. Equation (4.18d)
shows that in the steady-state (∂ρ/∂t = 0) we have

i
1

2

(
ρ(i)
ge − ρ(i)

eg

)
= Im[ρ(i)

eg ] = −Im[ρ(i)
ge ] = − γ

Ωp(ri)
ρ(i)
ee . (4.20)

The last relation will be used in Secs. 4.2 and 4.3 to calculate the local susceptibility from rate
equation simulations. Equation (4.18) also shows how the nonlocality and complexity of the
problem arises. The interaction terms in Eqs. (4.18b) and (4.18c) connect the state of atom i
to distant atoms j and the equations for single-atom matrix elements always involve couplings
to the two-atom matrix elements. The equations for the two-atom matrix elements would
in turn be coupled to the three-atom ones and so on. This is usually called the hierarchy
problem and makes the solution of Eq. (4.18) in long-range interacting Rydberg media very
challenging. In the following we briefly discuss some of the approaches that have been pursued
in order to solve this problem.
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Figure 4.4: Illustration of the super-atom picture. Any excitation blocks volume Vb from containing further
excitations. The walls of this volume are hard, meaning that any atom is either blockaded or unblockaded.

The simplest way to overcome the hierarchy problem is a mean field approximation or
Hatree-Fock approximation [55]. By imposing

ρ
(i,j)
ab,cd ≈ ρ

(i)
ab ⊗ ρ

(j)
cd (4.21)

one obtains a closed set of equations for the single-atom density matrix elements [28, 114,
132, 265]. The mean field approach, however, turns out to break down already at moderate
densities. In order to improve this one can take into account the two-atom density matrix el-
ements and truncate the hierarchy problem one order higher by employing the approximation
(cluster expansion) [269,287]

ρ(i,j,k) ≈ ρ(i)ρ(j,k) + ρ(j)ρ(i,k) + ρ(k)ρ(i,j) − 2ρ(i)ρ(j)ρ(k) . (4.22)

This was used in Ref. [309] to derive an analytical expression for the third order optical non-
linearity. However, at high atomic densities the cluster expansion approach breaks down [100].

In the weak probe regime, where the probe field consists only of a few photons a treatment
of the quantum dynamics is possible [258, 261]. However, for more than two photons in the
probe field and imperfect EIT, numerical calculations become very demanding. Petrosyan et
al. [242] developed a model including correlations in the light field. This model is based on
coarse graining the atomic medium by introducing super-atoms.

Simple hard sphere models

An alternative approach to calculate the optical response χ of an interacting EIT medium
is the introduction of a simple super-atom picture [228, 230]. This view is based on rather
heuristic arguments and starts by a coarse graining of the medium into blockade spheres,
which is illustrated in Fig. 4.4. We give the details of this approach here since it will be
shown later in this chapter, that a modified version of the hard sphere model reproduces the
results of the rate equation model introduced in Sec. 4.2 surprisingly well. The argument
given in the following assumes resonant probe and coupling lasers.

Without the Rydberg interactions, the fraction of excited atoms would be f0, which is

the steady-state excitation probability of a single atom, f0 = ρ
(ss)
rr . So the total number of

Rydberg excitations would be Nryd = Nf0 = f0n0V where n0 the atomic density and V the
trap volume. Assuming that the only effect of the interaction is that every Rydberg excitation
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prevents a certain volume Vb surrounding it from containing further excitations, the number
of Rydberg excitations becomes Nryd = f0n0Vu, where Vu = V − VbNryd is the unblocked
volume. Solving these equations self consistently and using that the Rydberg excited fraction
is fr = Nryd/N = Nryd/(V n0), we find

fr =
Nryd

N
= f0n0

V − VbNryd

N
= f0 − f0n0Vbfr , (4.23)

which we can rearrange to

f0Vbn0 =
f0 − fr
fr

=
f0

fr
− 1 . (4.24)

Defining the blockaded fraction fbl = f0/fr − 1 and the critical density ncrit = (f0Vb)
−1 one

obtains the extremely simple relation

fbl = n0/ncrit . (4.25)

In the later discussion we show that this relation is indeed reproduced by many-body calcu-
lations using rate equations, at least as long as n0 < ncrit. At higher densities the assumption
that the blockade volume is a constant parameter and that blockade spheres do not overlap
is expected to break down. However we find that in this regime rate equation models are still
consistent with a modified version of Eq. (4.25) that takes into account collective effects.

In the framework of the hard sphere picture, also the optical response can be estimated
[228,230]. For any blockaded atom the Rydberg level is inaccessible and thus it acts as a two-
level absorber with susceptibility χ2L for the probe field. The susceptibility of unblockaded
atoms is just the non-interacting three-level response χ0 ∝ Im[ρge] which vanishes for perfect
EIT. As there are NrydNb two-level absorbers, the susceptibility per atom becomes

χ = χ2LfrNb + χ0(1− frNb)

= χ2Lfrfbl/f0 + χ0(1− frfbl/f0)

=
χ2Lfbl + χ0(1 + fbl − fbl)

1 + fbl

=
χ0 + χ2Lfbl

1 + fbl
,

(4.26)

where we have used Eq. (4.25) as fbl = f0Nb and fr/f0 = (fbl + 1)−1 from the definition of
fbl. In Sec. 4.2.4 we show that this relation is always fulfilled in rate equation simulations in
the case of vanishing χ0 (perfect EIT). It is an intrinsic property of the rate equation model.

Equations (4.25) and (4.26) can be used to calculate the medium response in Eq. (4.17).
That way one obtains a very simple model for light propagation in a Rydberg EIT medium,
where the local susceptibility can be calculated analytically. In the following the already
mentioned rate equation model that solves Eq. (4.18) without employing the very simplified
view of the super-atom model, is introduced. The range of validity of this model and relation
to hard sphere models, cf. Eqs. (4.25) and (4.26), is discussed. Thereafter it is shown how the
absorption of the probe light can be included self-consistently into the rate equation model
to solve Eq. (4.17) simultaneously. The resulting model is applied to recent experimental
findings [38] and is compared to other state of the art models. Finally, reasons for deviations
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from the experimental observations are discussed.

4.2 Rate equation models for strongly interacting three-level
atoms

The rate equation (RE) approach [98–100,119,136] may be used to calculate the steady state
of a cloud of two- or three-level atoms subject to near resonant laser driving by adiabatic
elimination of all coherences and including interactions as level shifts of the Rydberg level of
individual atoms (see also Sec. 3.8.2). This model is fast, simple to implement and allows
to treat up to 105 atoms and thus the susceptibility χ of an extended atomic cloud at high
density (Nb � 1) can be calculated very efficiently. The model is therefore directly applicable
to many experimental setups. There is, however, a lack of understanding of many properties of
the model, and, more importantly, of its validity range with respect to the system parameters.

We therefore study an ensemble of resonantly driven atoms in different density regimes using
the RE model and thereby point out the characteristic properties of the model. First, at low
atomic densities the results of the RE model are consistent with a pure blockade picture,
leading to a simple relation between the Rydberg excited fraction and the atomic density
[228,230] (see Eq. (4.25)). The RE model reproduces this relation for any trap dimensionality.
In the high density regime we show that the RE model is capable of reproducing collective
many-body features, namely the scaling laws discussed previously in Secs. 3.4 and 3.5 and
reported in Ref. [114]. We give an explanation of this based on a super-atom picture that
uses the intrinsic properties of the RE model as a starting point. The different regimes are
further characterized by studying pair correlations and excitation statistics as complementary
observables to the Rydberg excited fraction.

Next, we discuss the universal dependence of the electromagnetic susceptibility on the
fraction of blockaded atoms [100,310] (see Eq. (4.26)) and show that it is an intrinsic property
of the RE model. Combining this result with the extended hard sphere model show how
this universal relation can be exploited to construct a simple model for light propagation in
Rydberg EIT media.

In summary we show that all features of the RE model can be understood from classical
statistical arguments. The question that arises immediately is, whether those properties are
only valid if the system indeed behaves classically due to strong decoherence or if they also
hold in largely coherent systems. In other words: In which parameter regime is the (classical)
RE model valid? In Sec. 4.2.5 we therefore benchmark the RE model by comparing it to
full master equation simulations with few atoms. We find that the RE model is expected
to perform well whenever strong decoherence effects are present, or more precisely, whenever
interatomic coherences are small. If the system is rather coherent, the RE can fail dramat-
ically and even lead to qualitatively wrong predictions. As a consequence, for unfavorable
parameters also the universal relation between scaled susceptibility and blockaded fraction
breaks down.

4.2.1 Rate equation model

The RE model provides a way to calculate the steady state of a strongly interacting many-
body system subject to lasers in EIT configuration that scales almost linearly with the atom
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Figure 4.5: Illustration of the RE model. Starting with all atoms in the ground state the loop is typically
executed 10N times. This guarantees that a global steady state has been reached. For each set of parameters
we average over on the order of 1000 Monte Carlo samples of randomly chosen atom positions.

number as long as the Rydberg excited fraction is small. The setup we have in mind is
as in Ref. [38] (and Sec. 3.8) and is illustrated in Fig. 4.1 (three-level ladder system). The
spontaneous decay of the intermediate and Rydberg state plus the dephasings caused by the
finite laser bandwidths lead to the total line widths γeg and γgr of the probe transition and the
two-photon transition, respectively. Two atoms that are in the Rydberg state show repulsive
van der Waals interactions.

The Hamiltonian of an ensemble of N three-level atoms, in rotating wave approximation,
was introduced in Sec. 2.3. Writing out the projectors sab it reads (~ = 1)

H =

N∑
i=1

[
H

(i)
L +H

(i)
∆

]
+
∑
i<j

C6 |rirj〉 〈rirj |
|ri − rj |6

(4.27)

where H
(i)
L = Ωp/2 |gi〉 〈ei| + Ωc/2 |ei〉 〈ri| + h.c. describes the coupling of the atoms to the

laser fields and H
(i)
∆ = −∆1 |ei〉 〈ei|− (∆1 + ∆) |ri〉 〈ri| accounts for the laser detunings. Here,

∆1 = ∆p denotes the probe detuning and ∆1 +∆ is detuning from the two-photon resonance,
where ∆ = ∆c is the detuning of the coupling laser. Incoherent processes can be included as
Lindblad terms [308] leading to the master equation for the density matrix

ρ̇ = −i[H, ρ] + L[ρ]. (4.28)

For a single atom (N = 1) one can transform this into a RE for the populations of the
atomic levels by adiabatically eliminating the coherences (ρ̇ij = 0 for i 6= j) [98]. For the
many-body case one can generalize this to a RE for the populations of the product states
|σ〉 = |σ1, σ2, . . . , σN 〉, where σi ∈ {g, e, r}. We employ a Monte Carlo technique for the
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solution of the many-body RE, that is, starting in the global ground state |g, g, . . . , g〉 we
perform a random walk through the configuration space of states |σ〉 and average over many
such trajectories, ensuring the convergence to a global steady state. The Hamiltonian H as
well as the Lindblad operators couple two such many-body states only if they differ solely
in the state of one atom. Therefore, in order to calculate the transition rates between two
states, one only has to take into account the jump probability of the atom the state of which
is changing. The interaction between atoms in the Rydberg state is incorporated as a shift

of the Rydberg level of the considered atom ∆
(i)
int =

∑′
j 6=i Vij , where the sum only runs over

atoms that are currently in the Rydberg state. ∆
(i)
int enters as an additional detuning into the

master equation of atom i, i.e., ∆→ ∆(i) = ∆−∆
(i)
int, where ∆(i) is the local detuning at atom

i. This approximation clearly leads to an exclusion of true quantum correlations. Technically,
in a single step of the Monte Carlo procedure, an atom is picked randomly, its transition rates
to other states are calculated based on the local interaction shift and the single-atom master
equation, and in a further random process the decision is made on whether the atom changes
its state and, if it does, which state it jumps to. Figure 4.5 illustrates the different steps of this
algorithm. The calculation of the jump rates by the adiabatic elimination procedure is quite
time consuming and negative rates can occur, which makes the application of Monte Carlo
methods impossible [100]. Therefore, we use the steady-state values of the populations of the
considered atom directly as jump probabilities, which obviously leads the same steady-state
values after Monte Carlo averaging as described in Ref. [119]. The use of this fast method
enables us to simulate atomic ensembles consisting of up to 5 × 104 atoms in reasonable
computation times on the cost of abandoning any physical dynamics and restricting only to
the calculation of the global steady state. Further details of the algorithm can be found in
Refs. [119,269].

4.2.2 Blockade physics in the low density regime

At low atomic densities the steady-state properties of a resonantly excited Rydberg gas (∆1 =
∆ = 0) can be interpreted purely in terms of the dipole blockade. As we have shown in the
previous section, this results in the very simple relation

Vbf0n0 =
f0

fR
− 1 = fbl . (4.29)

We show in the following that this is consistent with the predictions of the RE model at low
atomic densities.

We simulated an ensemble of 5×104 atoms in a box with periodic boundary conditions and
varied the density n0 by decreasing the box size. The parameters are given in the caption of
Fig. 4.6 and are the same as in the experiment in Ref. [38] except that we use a higher probe
Rabi frequency. The results are shown in Fig. 4.6. We plot over the number of blockaded
atoms Nb = n0Vb to show that the curves obtained for different trap dimensionalities collapse
to a single line for low densities, confirming the linear density dependence anticipated by the
simple blockade argument. This line turns out to be Nbf0 (dashed line) as predicted. Vb
equals 2rb, πr

2
b and 4πr3

b/3 for 1D, 2D and 3D, respectively. The blockade radius is obtained
by comparing the EIT width w = γgr + Ω2

c/γeg [width of single-atom steady-state population
ρRR(∆)] to the interaction strength at the blockade distance C6/r

6
b , which yields the numerical
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Figure 4.6: Blockade fraction as a function of atomic density for different trap geometries. Parameters as
in [38]: C6/2π = 50 GHzµm6, Ωp/2π = 1 MHz, Ωc/2π = 5.1 MHz, γ/2π = 6.06 MHz, dephasing of the probe
transition 0.33 MHz, dephasing of the two-photon transition 1.7 MHz. The density is varied by changing the
edge length of the cube/square/string for a fixed atom number of N = 5× 104. Densities are multiplied with
Vb = 2rb, πr

2
b , 4π/3r3

b for 1D, 2D, 3D, respectively. The dashed line has unit slope and corresponds to Nbf0.
The solid lines have slopes 12/13, 6/7, and 4/5, corresponding to the predicted scaling exponents. The inset
shows fbl plotted over n0/ncrit, where ncrit is obtained from the collective blockade radius as described in
Sec. 4.2.3.

value

rb =

(
2C6γeg

γegγgr + Ω2
c

)1/6

≈ 5µm (4.30)

for the given parameters. The high density behavior shown in Fig. 4.6 will be discussed in
Sec. 4.2.3.

To further illustrate the low density behavior we discuss how variations in the parameters
affect the density dependence. Figure 4.7(a) shows the dependence on the probe Rabi fre-
quency. It is obvious that for smaller probe Rabi frequency the blockaded fraction is reduced,
as f0 gets smaller. Note that in the weak probe limit f0 ∼ (Ωp/Ωc)

2 the regime, in which
fbl = n0/ncrit holds, extends to higher atomic density, consistent with our claim that devia-
tions are to be expected when fbl exceeds one, i.e., when the density exceeds ncrit. We have
plotted over the atomic density here in order to illustrate up to which densities the linear
density dependence holds for typical parameters, however, plotting over n0/ncrit instead, the
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Figure 4.7: Blockade fraction as a function of density for different probe Rabi frequencies (a) and gr-dephasings
(b). The trap geometry is 3D (cube). Parameters are as in Fig. 4.6. The solid lines show the linear density

dependence and the n
4/5
0 -scaling for high densities.

data points would again collapse to a single line in the low density regime. This shows that
in the weak probe or low density regime (n0 < ncrit) the RE model is consistent with the
simple relation fbl = n0/ncrit. As mentioned above, one can exploit this fact in combination
with Eq. (4.26) to construct a simple model for light propagation in Rydberg media. This is
discussed in detail in Sec. 4.2.4.

In Fig. 4.7(b) we vary the dephasing of the Rydberg level. For larger dephasing fbl gets
smaller as f0 is reduced, in consistence with fbl ∝ f0. For small decoherence, however, it is
questionable whether the RE model gives an adequate description of the strongly correlated
quantum dynamics, as we discuss in Sec. 4.2.5.

4.2.3 Collectivity in the high density regime

So far we have only discussed the low density regime in Fig. 4.6. Moving to high atomic
densities, where n0 > ncrit, we encounter genuine collective many-body effects associated
with a density dependent blockade radius. In this regime we recover scaling laws that have
been obtained from mean field models in Ref. [114]. Reinspecting Fig. 4.6 we observe that in

the high density limit fbl is proportional to n
2p/(2p+d)
0 , where d is the system dimensionality

and p is the exponent in the interaction potential. As we used a van der Waals potential
(p = 6) for all simulations, this yields exponents 12/13, 6/7, and 4/5 for 1D, 2D, and 3D,
respectively.

The observation that the slope of fbl becomes smaller than one in the high density limit is
connected to the blockade radius becoming smaller for high densities. For low densities it was
sufficient to deduce the blockade radius from binary interaction shifts between atoms, which
results in a density independent rb [cf. Eq. (4.30)]. In the collective regime this is not the
case any longer. To illustrate this, we show the pair correlation function g(2)(r) as a function
of atomic density in the 3D case in Fig. 4.8. The g(2)-function is defined as [119]

g(2)(r) =

∑
i,j

(r)
〈
|rirj〉 〈rirj |

〉
f2
r ·
∑

i,j
(r) 1

. (4.31)
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Figure 4.8: Pair correlation function for varying density. Solid line: pair-blockade radius [cf. Eq. (4.30)];

dashed line: collective blockade radius; dotted line: n
−1/15
0 -scaling (see main text for details). For the highest

simulated density values, fluctuations in fr due to non-perfect convergence of the Monte Carlo sampling cause
fluctuations in the height of the correlation function. Parameters are as in Fig. 4.6.

Here,
∑

i,j
(r) denotes the sum over all pairs of atoms with distance r. We indeed observe

that for low density, the blockade radius is constant (solid line), whereas for high density it

decreases as n
−1/15
0 (dotted line). The high density behavior can be understood by comparing

the collective Rabi frequency
√
NbΩp, where Nb = Vbn0 = 4πr3

bn0/3, to the interaction
strength at the blockade radius C6/r

6
b . In the intermediate region we observe an arched

feature, a region where rb decreases faster with density than predicted by this estimate.

It seems very surprising at the first glance that the RE model can reproduce this kind
of collective effect since it is rooted in the

√
Nb-enhancement of the Rabi frequency due

to coherent collective excitation that does not enter explicitly in the RE model. In the
following we will show why the RE model behaves like this starting by considering a single
fully blockaded ensemble and using a mean field model to explain the density dependence of
rb over the full range of densities shown in Fig. 4.8.

We start by examining the case of a perfectly blockaded ensemble of Nb atoms. In terms of
single-atom properties, there is only one relevant quantity, namely the steady-state population
of the Rydberg level for zero interaction shift f0. With respect to the Rydberg excitations
the ensemble can only be in two states: one atom is excited or no atom is excited. We
now want to analyze the probability to find an excitation after k Monte Carlo steps of the
RE model. If the ensemble is in the (singly) excited state, the probability to still find an
excitation after the next Monte Carlo step becomes (Nb − 1)/Nb + f0/Nb (either we pick one
of the non-excited atoms, then the ensemble stays in its state, or we pick the excited one,
which then stays excited with a probability f0). If all atoms are non-excited, the probability
to create an excitation in the next step is f0. The probability Pk to find an excited atom
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after k Monte Carlo steps thus follows the recursive relation

Pk+1 = Pk

(
Nb − 1 + f0

Nb

)
+ (1− Pk)f0 (4.32)

with P0 = 0 if we start with all atoms in the ground state. For k going to infinity this series
converges to the super-atom excitation probability

Pryd =
f0Nb

f0Nb + 1− f0
. (4.33)

Note that this result coincides with what is found by adiabatically eliminating all but the
collective excited state and the ground state of a super-atom in the weak probe limit [128,242],
which explains why the RE model coincides with the super-atom model proposed in Ref. [242]
(see also Ref. [253]). This expression is also consistent with Pryd = Nb/(Nb+1) found in [238]
for f0 = 1/2 (resonant driving and strong dephasing), and for the case of perfect EIT (no decay
of the gr-coherence) coincides with the steady-state population obtained for a single atom with√
Nb-enhanced probe Rabi frequency. A similar argument leads to an analytic expression for

the intermediate-state population predicted by the RE model for a fully blockaded ensemble

Pe = ρ2L
ee (Nb − 1)Pryd + ρ0

ee[1− (Nb − 1)Pryd], (4.34)

where ρ2L
ee (ρ0

ee) is the steady-state value of the intermediate-state population of a single atom
in the limit of infinite (zero) interaction shift. Studying the series (4.32) we can estimate the
convergence properties of the RE model with respect to the number of required Monte Carlo
steps.

We now want to determine the blockade radius rb self-consistently by viewing a homoge-
neous atomic cloud as an ensemble of super-atoms including interactions as mean field shifts.
In this picture, any super-atom is surrounded by other super-atoms that induce a shift ∆MF

of the Rydberg level of the atomic constituents of the super-atom. Thus, the excitation prob-
ability f0 in Pryd changes to f = f(∆MF ) which is the steady-state value of the Rydberg
population for a given detuning of the Rydberg state. The mean field shift of a super-atom
is obtained by integrating over the space surrounding it. Assuming a homogeneous medium
and a step-like pair correlation function g(2)(r) = Θ(r − rb) [114] yields

∆MF =

∫
V
g(2)(r)nrydV (r)dV =

∫
r>rb

nrydV (r)dV, (4.35)

where nryd is the density of Rydberg atoms, which can be written as nryd = V −1
b ∝ r−db

where d is the dimensionality of the system. For potentials V (r) = Cpr
−p the mean field shift

becomes
∆MF = ζ(p, d)Cpr

−p
b , (4.36)

where the prefactor ζ(p, d) depends on the dimensionality and the potential shape. In three
dimensions and with van-der-Waals interactions we obtain ζ(p, d) = 1, since Vb = 4πr3

b/3. The
super-atom excitation probability Pryd has an approximately Lorentzian shape as a function
of the detuning from the Rydberg level (just as f). Equating the half width of Pryd to the
mean field shift, one can self consistently determine rb, which means one has to solve the
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equation

Pryd[∆ = ∆MF (rb)] =
1

2
Pryd[∆ = 0] (4.37)

for a given atomic density n0. Solving Eq. (4.37) for rb numerically for several atomic densities
one obtains the dashed line in Fig. 4.8, which reproduces the low density case as well as
the scaling in the high density case well and even reproduces an arched structure in the
intermediate region. Thus, the behavior of the RE model an be understood in terms of a
mean field model of super-atoms and reproduces the scaling laws predicted by Weimer et
al. [114] in the collective regime. It should be noted that the assumption of a step-like g(2)-
function is not quite justified since the many-body RE simulation shows that the onset of
non-zero correlations is smooth and also since for very high densities the pair correlation
develops peaks as the excitations become densely packed. So we cannot expect that the
mean field model holds at very high densities, however, the predicted scaling behavior is still
expected to be recovered qualitatively. We note that this feature is not restricted to the case
of three-level atoms. Our derivation only assumed that there is exactly one interacting level
(Rydberg level).

Thus, in summary, we have shown numerically and understood semi-analytically, that
the rate equation model reproduces the expected universal scaling in the high density limit
correctly.

We now want to come back once more to Fig. 4.6. From Eq. (4.37) one can analytically

deduce that in the limit of large n0 (large Nb), rb scales as n
−1/(2p+d)
0 , and thus the Rydberg

density nryd ∝ r−db ∝ n
d/(2p+d)
0 , and the Rydberg excited fraction fr = nryd/n0 ∝ n−2p/(2p+d)

0 .

Since fbl ≈ f0/fr in the high density regime (fbl � 1), we obtain fbl ∝ n
2p/(2p+d)
0 , which

is the scaling observed in Fig. 4.6. The inset of Fig. 4.6 shows the same data as the main
frame, but now plotted over f0V

∗
b n0, where V ∗b is the blockade volume obtained with the

density dependent blockade radius determined from Eq. (4.33). We observe that all data
point now lie on the diagonal, which means that fbl predicted by the RE model is nicely
modeled by fbl = f0V

∗
b n0. Note, that we calculated rb from (4.33) by setting ζ(p, d) = 1

for all dimensionalities, which rather corresponds to a picture of binary interactions between
super-atoms than to a mean field of super-atoms. Note, however, that the super-atom picture
should not be taken to literal at high densities since super-atoms overlap and the correlation
function is far from step-like for low dimensionalities as we show the following.

To further characterize the collective regime, we study the influence of the dimensionality
on the shape of the pair-correlation function (g(2)-function) at high atomic density. Figure
4.8 shows that in 3D the pair correlation function hardly exceeds unity, except at very high
densities. For comparison we show the pair correlation in the 1D case in Fig. 4.9(a). As soon
as the collective regime is entered, a clearly visible maximum arises at the onset of non-zero
correlations. The comparison between different dimensionalities for a certain value of n0

in Fig. 4.9(b) shows that the correlations are stronger the smaller the dimensionality. This
means that in lower dimensions excitations get more densely packed for the same number of
atoms per blockade volume Nb. Arguing again with hard blockade spheres, it is clear that
in the process of randomly exciting and deexciting atoms spatial order arises more easily in
lower dimensional systems. If the g(2)-function shows a strong maximum, our mean field
argument using step-like pair correlations will not work any more. Indeed, for the 1D-case
Eq. (4.37) with the mean field shift (4.35) would predict a much too small blockade radius
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Figure 4.9: (a) Pair correlation function for a one-dimensional trap as a function of line density. Solid line:

Blockade radius estimated from two-atom picture. Dotted line: scaling n
−1/13
0 . Dashed line: rb following from

Eq. (4.37) with ∆MF = 2C6/r
6
b . (b) Comparison between different dimensionalities for Nb = Vbn0 ≈ 600,

indicated by the dot-dashed line in (a). Parameters are as in Fig. 4.6.

for high density. Here, a better picture is that of densely packed excitations with distance rb.
In this case the interaction shift would be ∆int = 2C6/r

6
b and the excitation would be shared

among rbn0 atoms. Solving (4.37) under these assumptions gives the dashed line in Fig. 4.9
which nicely agrees with numerical result of the RE simulations.

A further indicator of the degree of dense packing achieved is the Mandel Q-parameter,
which quantifies the width of the excitation number distribution. The Q-parameter was
defined as Q = var(m)/Nryd − 1, where m is the number of Rydberg excitations and Nryd its
mean (see Sec. 3.3). Figure 4.10(a) shows that, as soon as the collective regime is entered, the
lowest Q-parameter is achieved for the 1D setup, which is in accordance with the observations
in the g(2)-function. In the low density regime, all curves appear to yield the same Q-
parameter. To further illustrate the dense packing and the strongly sub-Poissonian character
that is associated with it, we show the distribution of excitation numbers in the 1D case in
Figs. 4.10(b) and (c). The solid line in (b) is the maximum number of excitations fitting into
the volume. For high densities the observed excitation number distribution approaches this
limit confirming that excitations become increasingly densely packed. This justifies the dense
packing assumption that we used to estimate the blockade radius in Fig. 4.9(a) (dashed line).
The dotted lines in (c) show a Poissonian distribution with the same mean for comparison.
In consistence with the Q-values observed in (a), we find strong excitation number squeezing
at high density and nearly Poissonian behavior at low density.

To conclude, we have shown that the properties of the RE model are determined by simple
blockade physics and classical statistical effects that lead to collectivity at high densities. In
Sec. 4.2.5, we will pose the question in which parameter regimes such a description is valid
and what are the consequences of its breakdown.

4.2.4 Universal light propagation

Having shown the consistency of RE simulations with the simple relation between fbl and the
atomic density and f0 [see Eq. (4.25)], we can use the universal relation between the scaled
susceptibility and fbl [see Eq. (4.26)] reported by Ates et al. [100] to construct a simple model



108 Chapter 4 Nonlinear optics and Rydberg EIT

−1

−0.8

−0.6

−0.4

−0.2

0

V
b
 n

0

Q
−

p
ar

am
et

er

1D
2D
3D

(a)

10
0

10
1

10
2

10
3

10
4

V
b
n

0

ex
ci

ta
ti

o
n
 n

u
m

b
er

 m

(b)

10
0

10
1

10
2

10
3

10
4

1D
P(m)

0

500

1000

0

0.01

0.02

0.03

V
b
n

0

x0.1

10
3

10
4

0

20

40

60

80

0 50
0

0.1

m

P
(m

)

V
b
 n

0
=2400(c)

1100 1500
0

0.01

m

V
b
 n

0
=7.5

Figure 4.10: Excitation statistics. (a) Density dependence of the Mandel Q-parameter for different dimension-
alities. (b) and (c) Excitation number histograms for the 1D case. The dashed lines show the positions of the
two histograms of (c). The solid line in (b) indicates the maximum number of excitations mmax = L/rb, where
rb was extracted from the pair correlation function. Parameters are as in Fig. 4.6.

for the absorption of the probe light in a resonantly driven Rydberg medium. Before doing
so, we will however illustrate that this universal relation is an intrinsic feature of the RE
model.

In the case of perfect EIT the universal relation (4.26) simplifies to

χ/χ2L =
fbl

1 + fbl
. (4.38)

In Sec. 4.1 we found that for a single atom χ is proportional to the steady-state population of
the intermediate level ρee. As in Eq. (4.38) ensemble averaged quantities are used, we obtain
χ/χ2L = 〈ρee〉/〈ρ2L

ee 〉 and fbl = f0/fr − 1 = 〈ρ0
rr〉/〈ρrr〉 − 1, where 〈·〉 denotes the ensemble

average. Substituting this into Eq. (4.38), the relation becomes

〈ρee〉/ρ2L
ee = 1− 〈ρrr〉/ρ0

rr . (4.39)

Note that both the two-level susceptibility ∝ ρ2L
ee and the non-interacting Rydberg fraction

ρ0
rr = f0 are the same for all atoms, and thus we have dropped the ensemble averages. If this

linear relation between the steady-state population of the intermediate level and the Rydberg
level holds for the single-atom steady states for any (interaction induced) detuning ∆, then
it also holds for the ensemble average obtained from the RE model due to the fact that in
the RE model interactions are only taken into account as level shifts of the Rydberg level.
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Indeed we find that both sides of Eq. (4.39) are equal to

∆2(γ2 + 2Ω2
p)

∆2(γ2 + 2Ω2
p) + 1

4(Ω2
c + Ω2

p)
2
, (4.40)

in the single-atom case. Thus the universal relation (4.38) is found to be an intrinsic property
of the RE model that is due to the fact that in the RE model interactions are included as
shifts in the two-photon detuning.

If γgr > 0, that is, if dephasings of the gr-coherence lead to nonzero susceptibility on the
two-photon resonance (non-perfect EIT), the universal relation the relation has be modified.
From a simple hard sphere picture, we obtained

χ/χ2L =
χ0/χ2L + fbl

1 + fbl
, (4.41)

where χ0 is the remaining absorptivity (imaginary part of the susceptibility) in the nonin-
teracting case [228, 230, 251, 310]. This generalized relation can not be traced back to an
analytical equality in the single-atom steady states. However, as long as laser dephasings are
not too large, the equality on the single-atom level is still fulfilled to a good approximation.
In particular, it is always fulfilled in the limiting cases of zero and infinite interaction shift.
For a steep inter-atomic potential, i.e., close to hard core potential, the intermediate region
between fully blockaded and non-interacting case where the relation breaks down in general,
is small. Therefore the number of atom pairs having a mutual distance within this region is
small, too, and the generalized relation (4.41) is expected to hold for the ensemble average.

In the following we show how the insights gained from the preceding discussion can be
exploited to develop an efficient model for the absorption of a resonant probe beam in a
Rydberg EIT-medium. Our numerical RE simulations confirm that Eq. (4.25) (with density
dependent rb) and Eq. (4.41) hold. Thus, the local susceptibility χ only depends on the local
density n0 and the single-atom quantities f0, χ0 and χ2L that are obtained from the laser
parameters. We can therefore write down an analytic expression for the local susceptibility
χ[Ωp(r), n0(r)]. Under the assumption that the steady state is reached quickly and n0 and
Ωp vary slowly spatially, one can calculate the probe beam absorption by integrating

∂zΩp(r) = −k
2
χ[Ωp(r), n0(r)]Ωp(r)

χ[Ωp(r), n0(r)] =
χ0 + n0f0V

∗
b χ2L

1 + n0f0V ∗b

(4.42)

along the propagation direction z. For low atomic density n0 < ncrit we have V ∗b = Vb and the
formula for χ can be calculated analytically for given atomic density and laser parameters.
Otherwise one first has to solve Eq. (4.37) to obtain V ∗b . For the setup of Ref. [38] this
model yields results identical to the RE simulations including the probe beam attenuation
intrinsically [38, 253]. Compared to the extended RE model [253], the continuous model
allows to calculate absorption numerically very efficiently. The reliability of this simple model
will depend on how well the RE model performs compared to an exact master equation
treatment, and on whether the assumption of classical light propagation is justified. We show
in the following sections that for small decoherence the first prerequisite can break down
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Figure 4.11: Rescaled absorption for varying atomic density. The density has been rescaled with Vbl. Solid lines
are the result of a semi-analytical model described in Sec. 4.2.4. Parameters as in [38]: C6/2π = 50 GHzµm6,
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dramatically.

The results of this simple model for χ in the case of a one-dimensional sample are summa-
rized in Fig. 4.11. We observe that for low dephasing (green) the RE result agrees perfectly
with the universal curve, while for relatively large dephasing (red) small deviations from the
universal curve arise (inset). In the main frame we plot over the atomic density. The solid
lines are the result of a semi-analytical model that describes the dependence of fbl on n0 and
the laser parameters and uses Eq. (4.41) to obtain the scaled susceptibility. The deviations
that are observed at large dephasing are mainly due to the deviations form Eq. (4.41), that
are already visible in the inset.

4.2.5 Comparison to few-atom master equation simulations

We have found in Sec. 4.2.3 that the RE model can be well understood in terms of classical
arguments which nonetheless lead to collective effects and non-trivial spatial correlations. In
the following we test the validity of the RE model by comparing to full master equation
simulations of the steady state of few-atom systems. We will start with the case of a fully
blockaded sample and study the full range of laser parameters. Subsequently we show that the
characteristic features encountered in the case of full blockade, are still observed if extended
samples are used.

Figure 4.12 shows the typical dependence of Rydberg (ρrr = fr) and intermediate-state
population (ρee) on the probe Rabi frequency going from the weak probe to the strong probe
regime. A fully blockaded sample of 4 atoms under perfect EIT conditions (zero laser dephas-
ings and no spontaneous decay from the Rydberg state) is simulated. In Figs. 4.12(a) and (c)
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Figure 4.12: Steady-state values of Rydberg population ρrr and intermediate-state population ρee for an en-
semble of 4 perfectly blockaded atoms as a function of probe Rabi frequency. Laser dephasings and decay from
the Rydberg level are set to zero (perfect EIT). In (a) and (c), the coherent laser driving is weak compared
to the decay rate γ of the intermediate level, in (b) and (d) the coherent driving is rather strong. Solid black
lines show the exact ME solution, red dashed lines show the RE result. The blue dot-dashed lines show the
non-interacting value of ρrr and the two-level value (without Rydberg level) of ρee, respectively, for reference.

we are in the regime of weak driving (Ωc < γ). We observe that the Rydberg population is
severely overestimated by the RE model for intermediate Ωp/Ωc, while it agrees well with the
exact solution in the very weak and in the strong probe regime. For strong coherent driving
[Figs. 4.12(b) and (d)] the Rydberg population is still overestimated for intermediate probe
frequencies, but underestimated for weak probe. In this case the steady-state Rydberg pop-
ulation of a fully blockaded sample even exceeds the non-interacting value. This means that
due the blockade the Rydberg population is enhanced instead of suppressed. This counter-
intuitive feature can never be reproduced by the RE model, since fr is always between f0/N
and f0, according to Eq. (4.33). If fr exceeds f0, it means that fbl becomes negative and the
notion of fbl being the fraction of blockaded atoms is not meaningful any more.

Figure 4.13 shows a systematic study of the relative deviation between the RE and the
ME result. All qualitative features are present already in the case of two atoms. Note,
that Fig. 4.13(c) shows the relative deviation in ρee, while the other sub-figures show the
deviation in fr. More precisely, we calculated |(fME

r − fRE
r )/fME

r |. In all plots, two regions
can be distinguished: In the weak probe regime, there is a region where the RE model
underestimates the exact result, and in the intermediate probe regime, the exact result is
overestimated. The two regions are separated by a line of vanishing deviation. The region
of underestimated Rydberg population only exists for sufficiently strong coherent driving
(Ωc > γ). Comparing Figs. 4.13(a) and (b) we observe that including further decoherence
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various parameters. In each figure, the parameters are varied between weak and strong coherent drive from
left to right, and between weak and strong probe from bottom to top. We use perfect EIT conditions for all
but (b), where a dephasing of the coherences with the Rydberg level Γc = 0.3Ωc is included. The red cross
marks (approximately) the parameters used in Fig. 4.6.

effects such as finite laser line widths, the deviations decrease, however the qualitative features
persist. In (b) we included a dephasing rate of the Rydberg level of Γc = 0.3Ωc, which
approximately corresponds to the parameters used in Sec. 4.2.1. The red cross marks the
parameters used is Fig. 4.6, showing that we are in a region where the RE model performs
quite well. Comparing different atom numbers [cf. Figs. 4.13(a) and (d)] it turns out that at
weak driving, deviations are globally increased, while at strong driving the deviations increase
at weak probe, but decrease at intermediate probe (Ωp ≈ Ωc). Interestingly, the weak probe
feature, where the RE underestimates the exact result, gets narrower. We will see in the
following, that this is due to collective effects beyond classical statistics. The deviations in
ρee look quite similar, however, here now the population is overestimated by the RE model for
weak probe and underestimated for intermediate and strong probe intensity. Additionally, the
weak probe feature is much narrower than for fr. Exceedingly large deviations are possible
here for strong driving in the case of perfect EIT. Note, that the data in Fig. 4.13(c) has been
scaled down by a factor of two.

In Fig. 4.12(b) we have observed, that in a fully blockaded ensemble the Rydberg population
can be larger than the non-interacting case (fr > f0), resulting in a negative fbl = fr/f0 − 1.
We now analyze this counter-intuitive observation more systematically, by showing fbl as a
function of the Rabi frequencies in Fig. 4.14(a) for the case of two fully blockaded atoms. We
observe a region of negative fbl for strong driving and weak probe. It is also remarkable that
as Ωp increases fbl exceeds the value N − 1 and then approaches it from above. In the case of
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Figure 4.14: (a) fbl as a function of Rabi frequencies. For strong coherent driving and weak probe, a region of
negative fbl is encountered. At stronger probe intensity fbl can get larger than N − 1. Both is impossible for
the RE result. (b) Position of the zero crossing of fbl for different atom numbers. Ωp is rescaled by a factor√
N such that the curves collapse to a single one, which shows the intimate collectivity of this feature.

the RE model, using Eq. (4.33) and the fact that 0 < f0 < 1 one can show that fr = Pryd/N
is bounded by f0 from above and by f0/N from below. Therefore the RE will always give
0 < fbl < N − 1 in a fully blockaded sample. For N > 2, the onset of the region with fbl < 0
shifts to smaller Ωp/Ωc, while the onset in Ωc/γ stays constant at about 1. We extracted
the zero-line of fbl for different N , and found that if Ωp is rescaled by

√
N , all these lines

collapse to a single one [see Fig. 4.14(b)], indicating that the underlying effects are intimately
connected to the collectivity arising due to the blockade.

Having seen that for unfavorable parameters the RE model can show large deviations from
exact ME calculations and can even give qualitatively wrong predictions for fully blockaded
ensembles, we have to check whether these features also persist for extended samples that
admit the population of higher than singly excited states. For this, we first study four atoms
on a regular lattice with varying lattice constant in Fig. 4.15. We choose parameters in the
strong driving regime (Ωc/γ = 3). The black lines show a simulation in the intermediate
probe regime, where the Rydberg population is overestimated considerably by the RE model
over the whole range of lattice spacings. Only in the trivial non-interacting limit (large
lattice spacing) they coincide. The step like features come from the successive blockade
two, three, and eventually all four neighboring sites. The intermediate-state population is
strongly underestimated by the RE model in this case, for the case of non-perfect blockade
(intermediate lattice spacing) even more than in the perfect blockade case (small spacing).
For intermediate lattice spacings with partial blockade (Nb atoms per blockade sphere) the
deviation is approximately equal to the case of Nb fully blockaded atoms. Thus our findings
for N fully blockaded atoms, provide a good estimate for the deviations in an extended sample
with N atoms per blockade volume.

The red curves in Fig. 4.15 show the results for strong driving and weak probe, in the regime
where a negative blockade fraction is observed in the fully blockaded case. We see, that this
feature is robust with respect to non-perfect blockade as the exact fr increases monotonically
from non-interacting to fully blockaded, while the RE predicts a monotonic decrease.

We further studied the case of a disordered sample of few atoms in a spherical volume
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Figure 4.16: Few atoms in a sphere of varying radius with random position sampling. The parameters are as
in Fig. 4.6 for the black curves, and have four fold increased Rabi frequencies for the red curves. Increasing
both Rabi frequencies brings us in an unfavorable parameter region. We observe that the unintuitive fr > f0

feature in present at all sphere radii (densities). Note that the black lines have been obtained with an ensemble
of five atoms while for the red ones four atoms have been used.

of varying radius. The results are shown in Fig. 4.16. We chose the parameters of Fig. 4.6
(relatively weak probe, black lines in the Figure) and also the same parameters with both
Rabi frequencies increased by about a factor of four (red lines in the Figure). In the weak
driving case the agreement between RE and ME is fairly good, while for strong driving, again,
huge deviations, especially in the number of Rydberg excitations occur. The fluctuations that
are visible in the ME data at large sphere radius are due to the finite number of samples of
atom positions. Here, laser dephasings are already relatively large, and still the feature of
fr > f0 persists at all densities.

In terms of atoms per blockade, we are still far in the low-density regime with 5 atoms if one
reinspects Fig. 4.6. Going to larger densities is however difficult for full quantum calculations
due to the exponential growth of the Hilbert space. Alternative methods for benchmarking
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Figure 4.17: (a) The deviations from Eq. (4.39) for varying Rabi frequencies in the case of a perfectly blockaded
ensemble of four atoms under perfect EIT conditions. We find that χ/χ2L + fr/f0 is always larger than one.
(b) Deviation from Eq. (4.41) for the same setup as in Fig. 4.16.

rate equation models such as Monte Carlo wave function calculations and DMRG methods
are currently being pursued [129,136,304].

In summary, the rate equation model performs well in the strong probe and very weak
probe regime, when f0 is either close to one or close to zero, where the weak probe regime is
defined by

√
NbΩp � Ωc rather than by comparing the bare Rabi frequencies. In these case

the inter-atomic coherences are small. In the case of full blockade we looked at the coherence
between the ground state |gg . . . g〉 and the symmetrized singly excited state (Dicke state)
|s〉 =

∑N
i=1 |g1 . . . ri . . . gN 〉. Large deviations can be expected whenever this coherence is

large.

4.2.6 Breakdown of universality

In Sec. 4.2.4 we have found that the universal relation (4.38) between scaled susceptibility
(χ/χ2L = ρee/ρ

2L
ee ) and fbl is an intrinsic property of the rate equation model. It remains to

be clarified if this relation still holds in an exact model. We have now found in the previous
section, that for strong driving fbl can get negative in a large range of parameters already
indicating that the answer to this question is going to be no. At least it makes no sense to plot
the scaled susceptibility as a function of fbl. We instead test the validity of the reformulated
universal scaling relation (4.39) by comparing the sum of χ/χ2L and fr/f0 to one. As both
summands are positive, and we have learned that fr/f0 can become larger than one, it is
already clear that, the relation will not hold.

Figure 4.17(a) shows χ/χ2L + fr/f0 − 1 for a fully blockaded ensemble of four atoms as
a function of the Rabi frequencies. We observe that there are severe deviations at interme-
diate probe intensities that increase with the strength of the coherent drive. Interestingly,
the observable is always positive. We also study the deviation from universal scaling in an
extended sample in Fig. 4.17(b), now referring to Eq. (4.41). The parameters are the same
as in Fig. 4.16. We observe that the deviation increases with density (or number of atoms
per blockade volume) and is moderate for weak driving while it approaches 20% for strong
driving. For the simple model for light propagation (4.42) this means that it will fail for un-
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favorable parameters, since both the relation fbl = n0/ncrit (4.25) and the universal relation
(4.41) can break down.

4.2.7 Concluding remarks

In summary we have shown that the RE model is a powerful tool to model the many-body
physics of long-range interacting three-level atoms in the frozen gas regime as long a inter-
atomic coherences are small. The smallness of these coherences can be due to strong dephasing
effects, or due to strongly differing sizes of the Rabi frequencies, i.e., strong probe (Ωp � Ωc)
or weak probe (Ωp � Ωc). We have found that the RE model is capable of reproducing col-
lective effects that can be understood in terms of classical statistical arguments and resembles
the expected steady state for a strongly dissipative fully blockaded ensemble.

The universal relation between the electromagnetic susceptibility χ and the blockade frac-
tion fbl has been shown to be an intrinsic feature of the RE model that can be deduced
from the single-atom master equation and appears in RE simulations due to the fact that
interactions are included only as level shifts.

Despite the fact that universal scaling relations are reproduced by the RE model, it is
questionable if the results obtained in this regime are quantitatively consistent with fully
correlated many-body calculations. In order to check this, we have carried out full master
equation calculations with few atoms for comparison. We find that for intermediate probe
Rabi frequencies, parameter regimes are encountered, where the RE fails severely. We identi-
fied a feature occurring in this regime, that cannot be reproduced by the RE model, namely
the occurrence of negative values of fbl, implying that the Rydberg excitation of a perfectly
blockaded ensemble can exceed the one of a non-interacting one.

We conclude that the universal scaling relation of [100] generally breaks down and is a mere
artifact arising from the way the RE model functions.

We note that we have only studied the case of resonant laser excitation here. In the case
of off-resonant excitation different physics are to be expected, but again the reliability of the
RE model depends on the degree of decoherence and dissipation in the system [43,119].

The insights about the range of validity are important for the next section, where we apply
the RE model to a realistic experimental setup and compare our results to the experimentally
measured absorption and excitation number.

4.3 Nonlinear absorption in a Rydberg EIT medium

In this section we show how the effect of probe beam attenuation can be taken into account
in the RE model in order to self-consistently solve Eqs. (4.17) and (4.18). This model is
analyzed by comparing it to experimental results and other models for light propagation
in Rydberg EIT media. As a first example, we compare our results to recent experimental
data obtained for resonant probe fields of low intensity [38]. We find that best agreement
is achieved if, in addition to the constant dephasing induced by the finite laser line width,
also a density-dependent dephasing is introduced. This additional dephasing could arise due
motion-induced effects, and we find that the collision rates one obtains from a simple estimate
based on kinetic gas theory are comparable to the relevant experimental time scales. Another
effect that would also lead to density dependent enhancement of absorption is the coupling
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Figure 4.18: (Color online) Setup considered in the numerical calculations, adapted from [38]. A cylindrical
cloud of Rydberg atoms interacts with counter-propagating probe and coupling laser fields. We model the
attenuation of the probe laser field to evaluate its intensity at the position of atom i by considering an
attenuation tube of transverse area A, as explained in the main text. Within this tube, large red spheres
represent Rydberg excited atoms, while small green ones are atoms in non-Rydberg states at the time of
evaluation. The internal states of the atoms in the tube determines the amount of attenuation. Next to the
light absorption, we also calculate the number of Rydberg excitations, indicated by an ionizing field Eion and
an ion detector (MCP). g indicates gravitation also included as classical motion in our calculations.

of the Rydberg state excited by the lasers to neighboring Rydberg levels. We further study
light propagation with off-resonant probe fields, and compare our results to those of other
models [242, 309]. We find that the models disagree at higher probe intensities, as the RE
include resonant excitation channels at off-resonant laser driving which are not captured in
the other super-atom based models. The resulting asymmetry in the spectra predicted by
the RE, however, were not observed in recent experiments [248,287]. A possible explanation
for this discrepancy is that atomic motion could render the resonant excitation channels
ineffective [192].

4.3.1 Model description

According to Eq. (4.17) classical light propagating through an atomic medium with electric
susceptibility χ = Im(χeg) and thickness L is damped exponentially

Ωp(L) = Ωp(0)e−χkL/2 , (4.43)

where k is the wave vector of the light. For resonant probe fields, dispersion and transverse
beam dynamics can be neglected [309]. As discussed in Sec. 4.1, χ is given in terms of atomic
properties as

χ =
2|µeg|2n0

ε0~Ωp
Im(ρge) =

3λ2n0γ
2

2πkΩ2
p

ρee (4.44)

where µeg is the dipole matrix element of the probe transition, n0 the atomic density, λ = 2π/k
the probe wavelength, and γ the spontaneous decay rate from |e〉 to |g〉.

In order to include the propagation effect in the Monte Carlo simulation, we have to cal-
culate the local probe Rabi frequency that a certain atom i experiences. For this, we define
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a cylindrical volume (tube) of cross section A located around atom i and extending into the
opposite direction of the probe light propagation, see Fig. 4.18. All atoms inside this tubes
contribute to the attenuation of the probe beam before it reaches atom i. The attenuation
is calculated recursively, starting at the first atom in the tube (i1), that experiences the full

probe laser power corresponding to the Rabi frequency Ω
(0)
p . Using Ω

(0)
p we calculate the

steady-state value of ρ
(i1)
ee for the current configuration |σ〉 and use this to determine the

Rabi frequency behind atom i1 as

Ω(i1)
p = Ω(0)

p exp

[
− 3λ2γ2ρ

(i1)
ee

4πA(Ω
(0)
p )2

]
. (4.45)

Using Ω
(i1)
p this procedure is repeated with the next atom i2 in the tube and so on until atom

i is reached. The local Rabi frequency Ω
(i)
p is then used to determine the steady states and

thus the jump probabilities for atom i and to update its state. This procedure is repeated
until the global observables converge. Additionally we average over many random Monte
Carlo samples of atom positions.

In our numerical routines the recursive calculation of Ωp is not required in every step.
Instead, the values of the local susceptibility and Rabi frequency are stored and reused. They
only have to be updated, when an atom jumps into the Rydberg state or out of the Rydberg
state, since in this case the interaction shifts of all other atoms change.

The only parameter that we can choose freely is the tube cross section A. We found that
the results are independent of the exact choice of A as long as two criteria are fulfilled: A
must be large enough to obtain Ntube � 1 atoms per tube on average, and it must be small
enough, such that the atomic density does not vary much over the tube diameter. When
simulating samples of varying density, we choose A such that the average Ntube is the same
for all densities.

4.3.2 Density dependence on resonance

In the first part, we consider the setup in Fig. 4.18, and compare our theoretical predictions to
corresponding experimental data reported in [38]. As sketched in Fig. 4.18, a small ensemble
of 87Rb atoms is illuminated by counter-propagating probe and coupling lasers, where the
coupling laser is focused to a small spot. We calculate the absorption image of the could as
well as the number of produced Rydberg excitations, as a function of the atomic density of
the Gaussian-shaped cloud. The laser parameters used throughout this section are given in
the caption of Fig. 4.19.

Figure 4.19 shows how the probe beam is attenuated while propagating through the atomic
cloud. The higher the atomic density, the faster the probe intensity drops. Therefore the
maximum of the Rydberg density does not coincide with the maximum of the atomic density.
This is indicated by the dashed vertical lines in Fig. 4.19. The next quantity of interest is
the transmitted probe intensity relative to the respective intensity observed in the two-level
medium obtained in the absence of the coupling beam (without EIT). Figure 4.20 shows the
distribution of this relative intensity in a section transverse to the beam propagation direction.
In (a), a single Monte Carlo trajectory is shown. The noise is due to fluctuations in the local
atomic density. The two dips close to the trap center are signatures of Rydberg excitations
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Figure 4.19: (Color online) Probe beam intensity Ip (dashed blue), atomic density n0 (dotted black), and
density of Rydberg excitations nryd (solid red) along the propagation direction of the probe beam. The
Rydberg density has been amplified by a factor of 500 with respect to the atomic density. The peak value of n0 is
1.5×1012 cm−3. Parameters are Ω

(0)
p /2π = 0.235 MHz, Ωc/2π = 5.1 MHz, γ/2π = 6.1 MHz, γeg/2π = 6.4 MHz,

γgr/2π = 1.7 MHz, and C6/2π = 50 GHzµm6.

reducing the transmission in their vicinity. Such images cannot be obtained easily with current
state-of-the-art experiments since the exposition time required to obtain an absorption image
of sufficient signal to noise ratio is long on the time scale of the excitation dynamics. Thus
excitations will vanish and reappear at other positions while the image is acquired making the
spatially resolved detection of Rydberg excitations impossible. To overcome this difficulty,
alternative imaging schemes have been proposed [46,176].

In typical experiments, a time-integrated transmission signal is recorded, which is in ad-
dition averaged over several repetitions of the experiment. This procedure is mimicked in
our Monte Carlo simulation by averaging over several Monte Carlo trajectories and several
realizations of randomly chosen atom positions. Such an averaging results in a transmission
pattern as shown in Fig. 4.20(b) which can be compared directly to camera images obtained
in the experiment reported in [38].

We simulated the probe intensity behind the cloud (z =∞) in the center of the excitation
region (x = y = 0). The results for the EIT-absorption are divided by the absorption obtained
with the coupling laser switched off in order to eliminate trivial density dependences. In the
low and high density limit the results (see solid black line in Fig. 4.21) agree well with the
experimental data from [38] (red open circles in Fig. 4.21). However, at intermediate densities,
the experimentally observed scaled absorption is clearly underestimated by the RE model. In
order to understand this discrepancy, we inspect the four major approximations that enter into
our calculations. These are, first, the inclusion of interactions as mere level shifts, which is the
main approximation of the RE model, second, the classical treatment of the light propagation,
third, the frozen gas approximation, and fourth, the assumption of a single Rydberg level.
We note that the simulations of the scaled absorption have no adjustable parameters. In [38],
all experimental parameters have been determined in independent measurements.

In order to check whether the local medium response is reproduced correctly by the RE
model, we benchmark it by comparing it to full ME simulations. For this, we recall that in the
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Figure 4.20: (Color online) Simulated absorption images of the atomic cloud. We plot the relative difference

between the transmitted probe Rabi frequency and the respective two-level response, (Ωp −Ω
(2L)
p )/Ω

(2L)
p . (a)

shows a snapshot of a single Monte Carlo trajectory. We observe two prominent structures near the center
stemming from Rydberg excitations that cause enhanced absorption in their vicinity. The peak density is
chosen as 2.8 × 1011 cm−3 in this figure. The white ellipse marks the border of the coupling laser spot. (b)
Average over 500 Monte Carlo samples. The dashed line marks the position of the original center of the cloud
before falling under gravity.

RE model with probe absorption, the local susceptibility is calculated from the intermediate-
state population using Im[ρge] = ρeeγ/Ωp. We therefore compare the intermediate-state
population obtained from the RE model to Im[ρge]Ωp/γ from full ME calculations. Due to
the exponential growth of the state space with the number of three-level atoms, the ME
simulations are restricted to only few atoms. The atoms are placed in a regular chain and
the distance between neighboring atoms is varied. Small lattice spacing corresponds to high
density, while for large lattice spacing the non-interacting regime is approached. The results
are shown in Fig. 4.22 for up to 5 atoms. The parameters are as in Figs. 4.21 and 4.23. We
find that the probe beam absorption is underestimated systematically by the RE model, and
the deviation to the ME result increases with density. The deviations, however, are only on
the order of 10−3 for five fully blockaded atoms, which corresponds to a density of about
1010 cm−3 (solving Nb = n0Vb = 5 for n0 with Vb = 4πr3

b/3 and rb = 5µm). Higher densities
are not accessible for the ME, as then there would be more atoms per blockade radius than
included in the simulation. At density 1011 cm−3, where the deviation in scaled absorption
between theory and experiment is largest, there are approximately 50 atoms per blockade
radius, inaccessible to ME treatments.

For up to 5 atoms, the deviation approximately increases linearly with the number of block-
aded atoms. Naively extrapolating this linear dependence to higher densities would lead to a
deviation in ρee of order of 1% at a density of 1011 cm−3. The relative differences in the Ryd-
berg population are of the same order. This would not be sufficient to explain the deviations



4.3 Nonlinear absorption in a Rydberg EIT medium 121

10
9

10
10

10
11

10
12

10
13

0

0.2

0.4

0.6

0.8

1

density in spot center [cm
−3

]

sc
al

ed
 a

b
so

rp
ti

o
n

RE model

SA model

χ
(3)

 model

RE with density
dep. dephasing

Figure 4.21: (Color online) Density dependence of scaled absorption. Red open circles: experimental data [38],
solid black line: RE model, dotted blue line: super-atom model [242], dashed green line: Calculations using the
third order susceptibility from [309]. The dot-dashed line is obtained by including additional atomic motion
induced dephasings. The experimental data was acquired over an exposure time of 100µs, much longer than
the excitation time 2µs for the data in Fig. 4.23. The experimental data presented in this figure and in
Fig. 4.23 has been obtained in an experiment performed in the group of M. Weidemüller [38, 286]. We thank
our collaborators for providing the original datasets.

from the experimental data of & 10%. Obviously, this linear extrapolation is expected to
break down at higher densities. However, in related calculations, as expected we found that
the RE model generally performs better as dephasing rates increase compared to the coherent
drive. This was also pointed out in [128] for the case of two-level atoms [312]. In our present
calculations, the dephasing rates are quite large compared to the probe Rabi frequency, as√
NΩ

(0)
p only exceeds γgr starting from N ≈ 50. This explains the good performance of the

RE model in the lower density regime, and suggests that its validity range extends into the
region of substantial deviation between theory and experiment in Fig. 4.21.

Since a direct benchmark of the RE results to corresponding ME results is possible only
over a restricted density range, an alternative strategy to investigate the validity of the RE
approach is to compare theory and experiment for other observables in the parameter range
inaccessible to ME treatments. In particular, the RE model also gives access to the Rydberg
excitations. The predicted number of excitations agrees well with experimental values of
Ref. [38] over the entire density range, see Fig. 4.23. Here, we adjusted two parameters that
were not determined from independent measurements. Namely, the semi-major axis of the
coupling laser spot was found to be 65µm, and the detection efficiency of the MCP was found
to be η = 0.4, in accordance with Ref. [38]. Note that this data was taken after an excitation
of 2µs, such that motional dephasing is not expected to be relevant here. We have added the
results for the excitation number that we obtain if we exclude attenuation and interaction
effects (green dashed line in Fig. 4.23). The obtained number of excitations is given by f0N ,
where f0 is the single-atom excitation probability. Additionally we simulated the system
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Figure 4.22: (Color online) Comparison between rate equation and master equation for few atoms in a lattice
configuration. The parameters are the same as in Fig. 4.21. The atoms are arranged in a regular lattice
with varying lattice spacing. The limit of small lattice spacing corresponds to full blockade, while for large
spacing the atoms are non-interacting. (a) Intermediate-state population ρee and Im[ρge]γ/Ωp as a function of
lattice spacing for N = 5 atoms. We additionally show the analytical solution of the rate equation for a fully
blockaded ensemble as dashed line. (b) Relative difference between rate equation and master equation. Solid
line: N = 5, dashed lines: deviation in the full blockade case for other atom numbers.

excluding interactions but including attenuation effects and vice versa. The strong deviations
from the experimental data at high densities in both cases show that both, attenuation of
the probe beam and interaction between the atoms, have a significant impact on the number
of produced Rydberg excitations. This means that including the probe beam attenuation
self-consistently in the RE model is indispensable for the simulation of Rydberg EIT in a
dense gas. The good agreement of the Rydberg population with the experimental data is
a further indication that the comparison between RE theory and experiment in Fig. 4.23 is
meaningful.

In order to address possible issues with the light propagation, we compare our results to
a model proposed by Petrosyan et al. [242]. This work makes use of a simple super-atom
model for the atom dynamics and focuses on the propagated light which is characterized via
coupled propagation equations for the intensity and the correlation function of the probe
light. This way, correlations in the light field going beyond the classical treatment in our
approach can be included. The model describes light propagation through a one-dimensional
array of super-atoms with diameter 2rb. The blockade radius rb is defined by equating the
EIT-width to C6/r

6
b . Interactions between super-atoms are included as a small mean field

shift appearing in the susceptibility, which will be discussed in more detail in Sec. 4.3.3. We
extended the original model by replacing the EIT width w = |Ωc|2/γeg by γgr + |Ωc|2/γeg
due to the larger dephasing rates in our setup, such that the contribution γgr can not be
neglected. Furthermore we include spatially varying densities, i.e., the number of atoms per
super-atom nSA becomes spatially dependent. With the above extensions, we obtain very
good agreement for the properties of the propagated light between the two models. However,
we found that for our parameters, the simulation results remain unchanged if the photon
statistics is forced to remain classical in the extended model of Petrosyan et al.. For this, we
set the g(2) of the light field to one. This indicates that for the parameters of this experiment,
the non-classical character of the light does not influence the total absorption.
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Figure 4.23: (Color online) Number of excited atoms as a function of cloud density. The detector efficiency η
and the semi-major axis of the excitation spot used in the simulations are 0.4 and 65µm, respectively [38]. Red
dots show experimental data [38]. In addition to the full simulation results (black solid line), also curves with
probe beam attenuation and/or inter-atomic interaction switched off are shown for comparison. As explained
in the main text, the dash-dotted curve in addition includes a density-dependent dephasing, which is not
expected to occur at the short exposure time of 2µs at which the Rydberg excitations were recorded.

As a further cross check for our model, in Fig. 4.21(a) we show the scaled absorption
obtained including the third order non-linear absorption calculated in [309]. However, this
model deviates stronger from the experimental data in the relevant density regime. One
reason for this could be that the original assumption of neglecting the transverse beam profile
exploited in [309] to derive an analytic expression for the nonlinear susceptibility is not
satisfied for the present parameters, since the density varies rapidly perpendicular to the
propagation direction. Moreover, this model is based on a truncation in the correlation order
at the two-particle level, and is thus expected to fail at high densities, where higher order
correlations become crucial.

The third key assumption is the frozen gas approximation. Higher absorption could be
caused by atomic motion induced dephasing. In the experimental situation under discussion,
a thermal cloud of atoms at T = 5µK is considered. The average speed of an atom is
thus v =

√
8kT/πm = 0.035 m/s. This means that within the excitation time of 100µs an

atom typically moves across a distance of 3.5µm. As a consequence, in a binary picture,
an atom that is initially unblockaded with respect to second atom, can move towards the
second atom within the excitation time and undergo a collision that entangles the internal
with the motional degrees of freedom and therefore leads to decoherence of the internal
dynamics. Estimating the collision rate from classical kinetic gas theory, we obtain ncoll =
σvn0 ≈ 1µs−1 at a density of n0 = 1011 cm−3. Here, the scattering cross section σ = πr2

t is
determined by estimating the classical turning point from mv2/2 = ~C6/r

6
t . This means that

after an excitation time of 100µs, essentially all atoms would have undergone several such
collisions. From this estimate, one would expect a motion-induced additional dephasing of
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the the Rydberg level which is proportional to the atomic density. We test our hypothesis
of an additional dephasing proportional to the atomic density by adding a dephasing rate
Γr,mot/2π = αn0 to our model. The result is the dot-dashed curve in Fig. 4.21, which
shows good agreement with the experimental data. This curve was obtained with α = 1.2×
10−11 MHz cm3, which is of the same order of magnitude as the estimated collision rate
ncoll ≈ 10−11 MHz cm3n0. For the given value of α, the density-dependent dephasing exceeds
the constant laser-induced dephasing for densities larger than approximately 1.5×1011 cm−3.
It should be noted, however, that a quantitative estimate of such a dephasing rate would
require a study of the underlying mechanism of dephasing collisions on the microscopic scale
which is beyond the scope of this work.

We also studied the effect of the density dependent dephasing on the number of Ryd-
berg excitations shown in Fig. 4.23 (dot-dashed line). We find that with the additional
density-dependent dephasing rate, the Rydberg excitations are severely underestimated at
high densities. Since the Rydberg excitations were recorded after a short exposure time of
2µs at which motional effects are not expected to be significant, we interpret this result as a
further indication that the deviations in absorption in Fig. 4.21 are caused by a mechanism
that is only relevant for long excitation times, consistent with motion-induced dephasing.

Density dependent dephasing effects have recently been studied in hot atomic vapors [222]
(see also [33]). The setup in this experiment is different from ours as the excitation lasers are
far detuned from the intermediate level. Nevertheless, a linear dependence of the dephasing
on the atomic density was found in this work as well. Additionally, in [222], the motional de-
phasing was found to be proportional to the Rydberg population fr. While we have employed
a motional dephasing that is independent of fr in our calculations, we note that we checked
that an additional dephasing term proportional to the Rydberg density frn0 instead of the
atomic density n0 alone would also lead to good agreement between theory and experiment
in our case.

Finally, we investigate the truncation of the level space to three-level atoms. In Ref. [38]
signatures for transfer of Rydberg excitations to adjacent states have been observed. Such ex-
citations would be excluded from the laser dynamics, and thus effectively become meta-stable.
This effect would lead to an increased number of Rydberg excitations at long excitation times
and could therefore enhance absorption. The significance of additional Rydberg excitations
is expected to depend on the number of particles per blockade volume and thus on the atomic
density. Opposite to the motional dephasing, this effect would result in slowly in creasing
number of Rydberg excitations and could be checked for experimentally by state selective
ionization. Excitation of neighboring Rydberg levels at long excitation times has also been
observed in [261].

4.3.3 Dependence on probe field detuning

So far, we have only considered resonant probe and coupling beams. Next, we study the
dependence of the transmission through an elongated cloud of length L = 1.3 mm and constant
density n0 = 1.2 × 1010 cm−3 on the probe field detuning. The laser parameters are as in
Refs. [242,248]. Dephasings are smaller compared to Ref. [38] and C6 is larger (a |60s〉-state
with C6/2π = 140 GHzµm6 is used). In the super-atom model of Ref. [242], the correlation
function of the light field was included to account for the emergence of non-classical states of
light.



4.3 Nonlinear absorption in a Rydberg EIT medium 125

−4 −2 0 2 4
0

0.2

0.4

0.6
I/

I 0

0.3 MHz

∆1/2π [MHz]

−4 −2 0 2 4

Ω
p
(0)/2π=1 MHz

∆1/2π [MHz]

−4 −2 0 2 4

Ω
p
(0)/2π=2 MHz

∆1/2π [MHz]

Figure 4.24: (Color online) Transmission through an elongated cloud (L = 1.3 mm) of density 1.2× 1010 cm−3

as a function of probe detuning and intensity. Remaining parameters are C6/2π = 140 GHzµm6, Ωc/2π =
4.5 MHz, γeg/2π = 6.1 MHz, γgr/2π = 0.1 MHz and ∆/2π = −0.1 MHz as in Ref. [248]. Solid black line:
super-atom model, dotted blue line: RE model, dashed red line: super-atom model with g(2) = 1.

Scanning the probe detuning ∆1 for various initial probe Rabi frequencies Ωp(0), we obtain
the transmission curves depicted in Fig. 4.24. For low probe intensity the models agree well.
In this case g(2) does not deviate much from unity. As the probe intensity is increased, the
transmission on resonance decreases showing the non-linearity of the process. The transmis-
sion obtained from the RE model shows a clear shift and broadening of the EIT resonance
while the super-atom model does not. If g(2) is set to unity in the super-atom model, the
resulting shift and asymmetry is still small, while the main effect is a decrease of transmission
near resonance. The asymmetry observed in the RE results is due to higher-order resonant
excitation channels. If the interaction shift cancels the detuning, Rydberg excitation is en-
hanced (anti-blockade) which leads to smaller ρee and thus reduces absorption. As this only
happens for positive detunings, the curve becomes asymmetric. The asymmetry is not present
in the super-atom model since here interactions between different super-atoms are only in-
cluded as a small mean field shift in the EIT-absorption. This shift is indeed negligible for
the parameters studied here and does not account for the anti-blockade.

Nevertheless, the asymmetry predicted by the RE model was not observed in related ex-
periments [248, 287], which invites a further investigation. For this, we next show that this
asymmetry is not an artifact of the RE model, but is indeed underestimated by it, by compar-
ing to exact ME calculation with few atoms. Fig. 4.25 shows the result of a simulation with
2 to 5 atoms in a spherical trap with random position sampling. N = 5 atoms corresponds
to a density of n0 = 7× 109 cm−3. The remaining parameters are the same as in Fig. 4.24(c),
except that we ignore the small detuning of the coupling laser (∆ = −0.1×2πMHz), in order
not to bias our asymmetry parameter by this small shift. Note that the overall shape of the
curve is unchanged if we include this detuning. We observe that while for N = 2 atoms the
asymmetry is still rather small, it becomes increasingly pronounced at larger densities. We
also found that increasing the system size holding the density constant renders the asymmetry
even more pronounced. In Fig. 4.25(b) we quantitatively analyze the asymmetry by calcu-
lating the difference of the integral over the blue detuned side (∆1 > 0) and the red detuned
side (∆1 < 0), normalized by the integral over the full range of (−5 ≤ ∆1 ≤ 5)×2πMHz. We
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Figure 4.25: Comparison between RE and master equation for few atoms in a spherical trap. The parameters
are comparable to the ones of Fig. 4.24(c). The atoms are placed randomly in a spherical trap of radius
5.5µm. (a) Intermediate-state population and rescaled imaginary part of the coherence ρge (for RE and
ME, respectively) as a function of probe laser detuning and for two different atom numbers (densities). (b)
Asymmetry of the Rydberg population as a function of atom number.

observe that the asymmetry grows approximately linearly with the atom number (density)
and is underestimated by the RE model, which we attribute to the fact that higher order
resonant processes relying on higher-order atom correlations are not accounted for [119,140].
The large relative differences between ME and RE are due to the fact that the asymmetry
parameter is very sensitive already to small deviations in the transmission spectra. However,
they also show that the predictions of the RE model can not always be trusted, and that the
validity also depends strongly on the chosen observable.

This asymmetry is not present in the super-atom model because interactions between dif-
ferent super-atoms are only included as a small mean field shifts in the EIT-absorption which
cannot account for an anti-blockade. However, the physical reason why this asymmetry is
not observed in experiment [248, 287] must be different. One candidate are again atomic
motion and effects beyond the frozen gas approximation. After a pair of atoms is excited
resonantly, the atoms start repelling each other as they feel the repulsive force induced by
the Rydberg-Rydberg interactions, thereby moving out of the pair excitation resonance. This
effect can render resonant excitation processes inefficient for long exposure times. To estimate
the relevance of this effect, we consider the case of ∆/2π = 1 MHz. Two atoms can be excited
resonantly if they are at a distance rres = [C6/(2∆)]1/6 = 6.4µm. Assuming that both atoms
get excited initially and calculating the classical trajectory on which the atoms move apart
one obtains that after 10µs the interatomic distance has increased by about 1µm and the
atoms have taken up a relative velocity of 0.13µm/µs. Thus, they have moved out of the pair
resonance, such that the double excitation probability decreases again, and they have received
a momentum kick well above the mean thermal momenta at cryogenic temperatures. Thus
the effect of resonant processes is rather a heating of the gas than an enhancement of the
Rydberg population if excitation times are too long. These mechanisms have been studied
recently in microtraps and optical lattice setups, concluding that motional effects can inhibit
resonant pair excitation [192]. Recalling that the data of Ref. [248] was taken by scanning
∆/2π from −20 MHz to 20 MHz in 500µs it becomes clear that such effects should play a role,
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possibly enhanced by the dynamic frequency sweep. We note that for the case of attractive
interactions it was found that the transmission spectrum strongly depends on the direction
of the detuning scan, indicating that mechanical effects come into play [249]. Mechanical
effects playing a role in this context have also been mentioned in Ref. [310]. Next to motional
effects, there are other possible reasons for the absence of an asymmetry in the experimental
results of Ref. [248]. For example, light propagation effects beyond pure absorption could
play a role [261]. We further note that by reducing the atomic density, Pritchard et al. did
obtain an asymmetric transmission profile that matched very well the results of a three-atom
master equation calculation, cf. Fig. 4 in Ref. [248].





Chapter 5

Conclusions and outlook

In this chapter the main results of this thesis are summarized and an outlook on future re-
search directions is provided. As the two main parts, Chap. 3 and Chap. 4, treat different
parameter regimes and stand for themselves, we summarize them in separate sections. On
the technical side, we have developed a powerful toolbox of numerical methods for simulating
coherent and incoherent many-body dynamics applicable to a large range of experimental
settings currently being studied. This entails efficient methods for Hilbert space truncation,
Monte Carlo wave function methods, as well as Monte Carlo rate equation methods for dis-
sipative systems. These tools can not only be applied to ensembles of Rydberg atoms, but
to a wide range of many-body systems with discrete internal states and long-range interac-
tions. In both main parts of the thesis we applied the respective models to reproduce recent
experimental observations and the comparison between theory and experiment showed good
agreement. For both setups we verified that the simplifications we make in our modeling are
justified in the sense that the results of our simulations do not deviate significantly from the
solution of the full many-body master equation of an ensemble of three-level atoms. This
means that the physics responsible for the observed residual deviations between theory and
experiment must be physics beyond the employed master equation description. We conclude
that, in order to understand the remaining discrepancies, one or several of the approximations
that enter into the derivation of this master equation have to be questioned and new fasci-
nating physics are expected to be uncovered. Among the additional effects that might play
a role, the most probable candidates seem to be the influence of atomic motion, population
of additional Rydberg levels leading to more involved excitation dynamics, and, in the EIT
case, the signatures of the non-classical character of the light fields. Thus, there are many
open questions that call for further investigation and promise more exciting physics to be
discovered.

Coherent dynamics of two-level Rydberg atoms

In Chap. 3 we developed numerical tools for the solution of the time dependent Schrödinger
equation of an ensemble of strongly interacting two-level atoms. In order to reduce the
Hilbert space, which grows exponentially with the number of particles, to a tractable size,
we truncated it by discarding states not being populating during the physical time evolution.
This model was then used to provide a detailed parameter study of a one-dimensional gas of
two-level Rydberg atoms under coherent laser driving. In the case of resonant laser excitation,
we found that the system can be characterized by three length scales, namely the system
length L, the mean inter-particle separation (or Wigner-Seitz radius) n−1

0 , where n0 is the
atomic (line-) density, and the blockade radius Rb. If all three scales are well separated
from each other, the system properties can be described by simple scaling laws with the
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number of blockaded atoms Nb being the only relevant parameter [114]. We studied how
deviations from L� Rb (finite size effects) as well as deviations from Rb � n−1

0 (finite density
effects) influence the properties of the system. In both cases deviations from the predicted
scaling laws and signatures in spatially resolved observables and the excitation statistics have
been found. Finite size effects, for example, lead to accelerated dephasing of collective Rabi
oscillations while for finite atomic density the sub-Poissonian excitation statistics due to dense
packing of excitations is imperfect leading to higher values of the Mandel Q parameter than
expected in the scaling limit. A detailed understanding of such effects will be beneficial for
applications of Rydberg gases, e.g., in quantum information science. Also, effects of potential
shapes differing from the usual van der Waals potential have been studied. We found that
there are substantial differences between the van der Waals case and the direct dipole-dipole
case (R−3) which manifest in a strongly differing shape of the pair correlation function. As
consequence, by measuring spatial correlations experimentally it should be possible, in turn,
to gain information about the shape of the interaction potential. In the case of a hard core
potential, we compared our numerical findings in a disordered gas to a classical argument [138]
and found that they disagree for fully coherent laser excitation.

For blue detuned laser excitation the emergence of strong spatial correlations was ob-
served. These quasi-crystalline structures are due to the resonant excitation of aggregates
that becomes possible as the detuning can cancel the interaction term in the Hamiltonian.
A resonantly excited pair can serve as a seed for the subsequent growth of larger aggregates.
As the resonant pair excitation is associated with a different distance between the excitations
than the subsequent aggregate growth, two distinct length scales emerge. This was proven
by the observation of a double peak structure in the pair correlation function. As a conse-
quence of this mechanism, spatially asymmetric excitation structures emerge. We exploited
this asymmetry to construct an efficient three-atom quantum gate, specifically a C-SWAP or
Fredkin gate.

In order to realistically model an experimental situation various sources of decoherence,
above all laser dephasing, have to be accounted for. Including this in our modeling we found
that in the presence of strong dissipation the aggregate formation mechanism still functions,
with the only difference that now not pairs but predominantly off-resonantly excited single
atoms serve as seeds for the aggregate formation. The comparison to recent experimental
observations showed that the characteristic features of the aggregate formation, namely an
asymmetry of the Rydberg line and super-Poissonian excitation statistics on the blue detuned
side, are clearly present in the measured data. Still some features of the experimental line
shape could not be reproduced by our simulations which points to the relevance of addi-
tional effects such as mechanical repulsion between resonantly excited pairs or the interaction
induced coupling to additional Rydberg levels.

Nonlinear optics and Rydberg EIT

The focus of Chap. 4 was on light propagation through a medium of atoms coupled to a
Rydberg state in a two-step excitation process. Without interactions the medium would act
as an EIT medium, i.e., it would become transparent for the light that drives the lower tran-
sition (probe light). However, due to the Rydberg-Rydberg interactions this transparency is
destroyed leading to a strong optical nonlinearity. For three-level atoms, the state space trun-
cation techniques employed in Chap. 3 fails, since only one out of three levels is interacting,



Outlook 131

which leads to a still exponentially growing Hilbert space. In addition, incoherent effects,
such as spontaneous emission from the intermediate level, have to be taken into account
since they are crucial for the EIT effect. This made a master equation treatment necessary
which is in general even more demanding than the Schrödinger equation used in Chap. 3.
We therefore introduced an alternative approach based on a classical rate equation model for
the calculation of the steady state of an ensemble of strongly interacting three-level atoms.
Based on this model we studied the properties of the system. It turned out that the optical
response predicted by the rate equation model can be reproduced by employing a simple
blockade picture including collective effects. The universal relation between electromagnetic
susceptibility and Rydberg excited fraction reported previously [100] was shown to be an
intrinsic feature of the rate equation model. Employing a full master equation description
for small ensembles of up to five atoms we found that this universal relation is violated in
large parts of the parameter space. Also, it turns out that the rate equation description only
holds in the case of strong probe intensity or in the presence of strong decoherence. In the
regime of intermediate probe and strong coherent driving, inter-atomic coherences lead to
counter-intuitive effects like an interaction induced enhancement of Rydberg population at
resonant laser driving.

In the second part of Chap. 4 we extended the rate equation model to include the effect
of attenuation of the probe field self-consistently and applied it to the setup of a recent
experiment [38]. For low Rydberg densities (low atomic density or weak probe power) the
rate equation modeling reproduces the experimental findings very well. However, at high
densities the probe beam absorption is slightly underestimated. This deviation is likely to
arise from dephasing effects induced by atomic motion or to the coupling to other Zeeman
sublevels of the prepared Rydberg state that are decoupled from the laser driving. Also
the assumption of classical light fields might have to be questioned in the regime of large
optical depth, since related experiments show that non-classical states of light can emerge
under such conditions [247, 261, 311]. The rate equation model also predicts a shift of the
Rydberg line that could not yet be observed in experiments [248,287]. It remains an exciting
question if this asymmetry is indeed suppressed due to additional effects or if the parameters
of the experiments performed so far are just unsuited for its observation. In any case new
fascinating phenomena can be expected as the modeling of such complex many-body physics
is still only in the beginning phase and more sophisticated techniques, which include more of
the intriguing physics going on in these systems, are to be developed.

Outlook

As already mentioned above, the quantitative comparison to experimental data reveals that a
description assuming motionally frozen three-level atoms can be insufficient, especially at high
atomic densities. One should question the approximations that enter into this description and
think about extensions of the existing models. Particularly interesting seems the study of
motional effects in strongly interacting atomic gases. A fully quantum mechanical treatment
of the motional and internal dynamics is challenging already for more than two atoms. An
efficient, semi-classical modeling, similar to the ansatz used, e.g., in Ref. [197], would be
desirable. Tools from quantum chemistry used for the simulation of large molecules might be
applicable [322,323]. In addition it seems promising to exploit the mechanical forces between
Rydberg excited atoms as a feature, e.g., for entanglement generation or to implement a
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controllable dephasing mechanism. It might also be important to check to what degree the
dipole approximation and the use of a single Rydberg level are justified for the parameters used
in recent experiments that enter regimes of higher and higher densities. In the very extreme
case of Rydberg states with n ∼ 200 and n0 ∼ 1014 cm−3 recently reported in Stuttgart [288]
the Rydberg electron is scattered off the surrounding ground-state atoms. Here we enter
a regime where all the approximations assuming well separated atoms without any spatial
overlap of electronic wave functions break down. In this regime very little theoretical work
has been done so far.

Besides the aspect of atomic motion, a comprehensive modeling of a quantized light field
interacting with a strongly correlated atomic medium is still missing. In the context of light
propagation in Rydberg EIT media, advances in this direction would be highly desirable. So
far, under realistic conditions, simulations are limited to two photons being described in a
quantum mechanical framework.

Apart from the lack of techniques and models, simulations under realistic experimental
conditions are usually limited by the available computation power. At this point we can be
sure that progress will be made in the near future since most of the numerical techniques
employed in our models can easily be parallelized which makes it possible to solve them on
massively parallel computation structures like GPUs.

From the point of view of an experimentalists it would be desirable to develop techniques
for measuring spatially resolved properties of Rydberg gases. This would enable us to directly
probe our predictions about the strong correlations and their formation dynamics made in
this thesis. Also experiments in better controllable environments, e.g., with few atoms like in
Ref. [63], would enable us to test the approximations that we use in the description of extended
ensembles of Rydberg atoms in a controlled fashion. This would give us, as theorists, valuable
hints in which direction our models should be extended.

As already pointed out in the introduction of this thesis, there has been a plethora of
ideas for applications of Rydberg atoms in many-body physics, quantum optics, solid state
physics, quantum simulation and quantum information processing. Current efforts aiming at
the experimental realization of these ideas will certainly reveal new interesting effects and
challenges for the modeling of quantum many-body systems. For example, in the field of
quantum optics further experimental progress into the direction of single-photon switches
and photon-photon interactions is to be expected in the near future. Groups working with
degenerate quantum gases are pursuing the realization of new phases of matter that emerge in
Rydberg-dressed BECs. Also, the recently predicted excitation crystals will presumably soon
be realized using optical lattices. In such setups Feynman’s vision of a quantum simulator
seems to be in reach and the use of Rydberg atoms will pave the road to the simulation of a
large class of spin Hamiltonians relevant in solid state physics. This will help to gain a better
understanding of material properties of solids and the role of coherence in these. In the realm
of quantum information multi-state Rydberg atoms, hybrid systems using Rydberg-Rydberg
interactions for entangling operations, and micro-cell arrays of Rydberg ensembles are being
worked on in order to push towards the long term goal of a scalable quantum computer. All
these promising perspectives make the field of Rydberg physics an exciting research topic for
both, theoretical and experimental physicists.
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Gate Based on Electromagnetically Induced Transparency, Phys. Rev. Lett. 102, 170502
(2009).

[209] L. H. Pedersen and K. Mølmer, Few qubit atom-light interfaces with collective encoding,
Phys. Rev. A 79, 012320 (2009).

[210] H. Weimer, N. Y. Yao, C. R. Laumann, and M. D. Lukin, Long-Range Quantum Gates
using Dipolar Crystals, Phys. Rev. Lett. 108, 100501 (2012).

[211] E. Brion, F. Carlier, V. M. Akulin, and K. Mølmer, Quantum repeater with Rydberg-
blocked atomic ensembles in fiber-coupled cavities, Phys. Rev. A 85, 042324 (2012).

[212] T. Keating, K. Goyal, Y.-Y. Jau, G. W. Biedermann, A. J. Landahl, and I. H. Deutsch,
Adiabatic quantum computation with Rydberg-dressed atoms, Phys. Rev. A 87, 052314
(2013).

[213] J. C. Garcia-Escartin and P. Chamorro-Posada, Counterfactual Rydberg gate for pho-
tons, Phys. Rev. A 85, 032309 (2012).

[214] M. Saffman and T. G. Walker, Analysis of a quantum logic device based on dipole-dipole
interactions of optically trapped Rydberg atoms, Phys. Rev. A 72, 022347 (2005).

[215] X. L. Zhang, A. T. Gill, L. Isenhower, T. G. Walker, and M. Saffman, Fidelity of
a Rydberg-blockade quantum gate from simulated quantum process tomography, Phys.
Rev. A 85, 042310 (2012).

[216] C. Carr, R. Ritter, C. G. Wade, C. S. Adams, and K. J. Weatherill, Nonequilibrium
Phase Transition in a Dilute Rydberg Ensemble, Phys. Rev. Lett. 111, 113901 (2013).

[217] L. Isenhower, E. Urban, X. L. Zhang, A. T. Gill, T. Henage, T. A. Johnson, T. G.
Walker, and M. Saffman, Demonstration of a Neutral Atom Controlled-NOT Quantum
Gate, Phys. Rev. Lett. 104, 010503 (2010).



146 Bibliography

[218] E. Urban, T. A. Johnson, T. Henage, L. Isenhower, D. D. Yavuz, T. G. Walker, and
M. Saffmanu, Observation of Rydberg blockade between two atoms, Nature Phys. 5, 110
(2009).

[219] K. R. Patton and U. R. Fischer, arXiv:1307.0963 [quant-ph].
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Do More Than Atoms: Deterministic Single Photon Subtraction from Arbitrary Light
Fields, Phys. Rev. Lett. 107, 093601 (2011).
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