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Abstract
With the Re�ective Stereo Slope Gauge and the Medium Angle Slope Gauge, two new
imaging instruments for the measurement of short wind waves on the ocean have been
developed, validated, and deployed to a four week �eld experiment. Using active illumination
with near-infrared LED light sources they are independent of natural light. Unlike other
re�ection-based techniques, they can be operated day and night under a wide range of
environmental conditions. ¿e instruments’ performance was carefully validated in the
laboratory and in the �eld. ¿eir unique capabilities of simultaneously measuring the two-
dimensional slope probability distribution and the mean square slope (mss) of the waves,
as well as wave height and a parameter linked to local surface curvature are demonstrated.
Extensive measurements of short wave statistics from an air-sea interaction experiment o�
the coast of Peru are reported. A large variability of surface conditions due to the changing
presence of surfactants on spatial scales smaller than one hundred meters was encountered.
In a laboratory experiment, the dependence of gas transfer velocities on the suppression
of waves by the soluble arti�cial surfactant Triton X-100 was investigated. It is shown that
mss describes gas transfer velocities better than wind speed or the friction velocity. ¿e new
instruments can provide robust routine ship-borne measurements of mss, a key component
in the e�ort of replacing wind speed with mean square slope as the standard parameter for
gas transfer velocities.

Zusammenfassung
Zwei neue Instrumente zur Vermessung von kleinskaligen Windwellen auf dem Ozean,
die Re�ective Stereo Slope Gauge und die Medium Angle Slope Gauge, wurden entwick-
elt, validiert und in einem vierwöchigen Feldexperiment eingesetzt. Durch die Benutzung
von LED-Lichtquellen zur Beleuchtung sind sie unabhängig von natürlichem Licht. Im
Gegensatz zu anderen re�exionsbasierten Messtechniken können sie dadurch bei Tag und
Nacht unter sehr unterschiedlichen Umweltbedingungen eingesetzt werden. Die Leis-
tung der Instrumente wurde in Labor- und Feldexperimenten sorgfältig validiert. Ihre
einzigartigen Fähigkeiten zur gleichzeitigen Messung der zweidimensionalen Wahrschein-
lichkeitsverteilung der Wellenneigung und der mittleren quadratischen Neigung (mss),
sowie von Wellenhöhen und einem Parameter, der die lokale Krümmung der Wasserober-
�äche beschreibt, werden demonstriert. Umfangreiche Messungen der Statistik kleinskaliger
Wellen aus einem Feldexperiment vor der Küste von Peru werden vorgestellt. Aufgrund der
wechselha en Bedeckung der Ozeanober�äche mit Ober�ächen�lmen wurden sehr variable
Bedingungen vorgefunden, die sich auf Skalen von weniger als hundert Metern stark än-
derten. In einem Laborexperiment wurde der Ein�uss der Unterdrückung vonWellen durch
den künstlichen, löslichen Ober�ächen�lm Triton X-100 auf Gastransfergeschwindigkeiten
untersucht. Es wird gezeigt, dass die mss den Transfer besser beschreibt als die Wind- oder
Schubspannungsgeschwindigkeit. Die neuen Instrumente sind in der Lage, routinemäßig
robuste Messungen der mss auf Schi�en durchzuführen. Dies ist eine Schlüsselkomponente
in den Bemühungen, in Gasaustauschparametrisierungen Windgeschwindigkeit durch mss
zu ersetzen.
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1
Introduction

The ocean in the global carbon cycle

¿e ocean is a net sink for anthropogenic carbon dioxide (CO2) emissions. About
25% − 30% of fossil fuel CO2 emissions are taken up by the world ocean (Le Quéré
et al. 2010, Sabine et al. 2004). Since pre-industrial times, a total of 155 PgC¹ of
anthropogenic carbon has been sequestered by the ocean (Khatiwala et al. 2013).
Compared to the estimated total reservoir size of approximately 38000 PgC (IPCC
2007) this may seem a small amount. Still, a decrease in oceanic pH value due to the
uptake of anthropogenic CO2 is recorded, the ocean acidi�es (Doney et al. 2009).
¿is causes an imbalance in the ocean’s carbonate equilibrium leading to reduced
growth of reef-building coral (Hoegh-Guldberg et al. 2007) and other key marine
organisms depending on carbonate shells (Orr et al. 2005).
From an atmospheric point of view, the oceanic uptake reduces the rate at which

the concentration of CO2 increases. To predict this mitigation and its consequences
for future climate evolution, coupled climate models are required which account for
changes in the oceanic sink (Cox et al. 2000). Changes in the wind speed distribution
already lead to a weakening of net CO2 uptake by the Southern Ocean (Le Quéré
et al. 2007). On regional scales, the strength of the oceanic sink is known to vary
signi�cantly on interannual time scales (Dore et al. 2003). Good parameterizations
of air-sea gas transfer are a key component in modeling the development of the
strength of the oceanic sink in the future.
¿e average yearly �ux of CO2 from atmosphere to ocean is estimated to be

2.3 ± 0.6 Pg/yr (for the years 2000-2010, Khatiwala et al. 2013). Uncertainties in the
parameterizations of air-sea gas exchange are a major contributor to the overall error

¹PgC = Peta gram carbon; 1 Pg = 1015 g
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Variables

Kinetic 
forcing

Atm. stability

Fetch

Wind dir.
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stress
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Boundary
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dynamics

k

Figure 1.1
Simpli�ed scheme of the factors in�uencing
the transfer velocity k. Wind transfers momen-
tum into the water, creating a shear current
and waves. Both the shear current and break-
ing waves a�ect the dynamics in the boundary
layer. The near-surface turbulence ultimately
controls the transfer velocity. A number of en-
vironmental variables can a�ect the di�erent
elements of the chain. Modi�ed after Wan-
ninkhof et al. (2009).

margins (Takahashi et al. 2009).

Processes controlling air-sea transfer velocities

¿e transfer velocity² of sparingly soluble gases like CO2 is controlled by the hydrody-
namics very close to the water surface in the aqueous mass boundary layer, in which
turbulent motion is inhibited (Soloviev et al. 2007). A simpli�ed overview of the
main factors in�uencing the transfer velocity is shown in Fig. 1.1. By far the majority
of kinetic forcing at the water surface is due to the wind. However, wind does not
directly a�ect the boundary layer dynamics, but indirectly through inducing a shear
current and waves. Still, since the quantity that is ultimately of interest, near-surface
turbulence, is very di�cult to measure, semi-empirical parameterizations for k using
wind speed U as a parameter are widely used.
Two small-scale processes have been credited with being responsible for the

enhancement of transfer velocities over the levels expected from shear-generated
turbulence at low to moderate wind speeds: Microscale wave breaking and (micro)
Langmuir circulation (Frew et al. 2004).
Microscale wave breaking (Banner and Phillips 1974) denotes the instability of

short gravity waves with wavelengths of the order of decimeters. Because of the short
wavelengths and small amplitudes of the waves involved, turbulent kinetic energy
(TKE) from the breaking process is created close to the surface (Jessup et al. 1997),
leading to a large enhancement of gas exchange (Siddiqui et al. 2004, Zappa et al.
2001). Longer waves which break producing more spectacular “whitecaps” inject
most of their TKE deep into the well-mixed bulk of the water body. ¿erefore, they
do not contribute as much to gas exchange³. Zappa et al. (2004) show that microscale
breaking is responsible for up to 75% of the total transfer at moderate wind speeds.

²�ux = transfer velocity × concentration di�erence.
³Bubble plumes created in whitecapping contribute, especially at high wind speeds.

2



1.0

Small-scale Langmuir circulations are created by the interaction of the shear
current with waves. ¿ey are near-surface helices with their axis almost aligned with
the wind (Caulliez 1998). ¿ese vortices have been observed both in the laboratory
(Melville et al. 1998) and in the �eld (Veron et al. 2009). ¿eir appearance has been
shown to coincide with the enhancement of gas exchange during initial wave growth
(Veron and Melville 2001).

Estimating air-sea �uxes

One approach to get to an estimate of global air-sea CO2 �uxes is combining large
numbers of worldwide ∆pCO2 measurements4 with a parameterization linking the
transfer velocity k to wind speed U (Takahashi et al. 2002). Existing parameteriza-
tions have very di�erent functional forms, e.g. piecewise linear (Liss and Merlivat
1986), quadratic (Wanninkhof 1992), cubic (Wanninkhof and McGillis 1999), or
polynomial (Nightingale et al. 2000). To obtain global CO2 �uxes, Takahashi et al.
(2009) use a quadratic relation of transfer velocity with wind speed found by Ho et al.
(2006). ¿e scaling factor in the relation is taken from “bomb” 14C measurements
(Naegler et al. 2006, Sweeney et al. 2007). ¿e errors associated with uncertainties
in the k-U-parameterization are estimated to be ±30%.
Parameterizations with wind speed are neat, because it is a very accessible pa-

rameter. Available satellite data products or meteorological models allow global
estimates. Locally, wind speed is routinely recorded on research vessels. Using a
k-U-parameterization it is thus possible to obtain �uxes for any trace gas from the
measurement of concentration di�erences between the atmosphere and the ocean
(e.g. Quack et al. 2004).
Ho et al. (2011) argue that wind speed is a su�cient correlate for gas exchange

time scales of the order of days to weeks. While this may be correct, experiments
have also shown that wind speed is not generally a good parameter describing local
transfer velocities: In the presence of surface active substances (surfactants5), which
may form a mono-molecular surface layer, gas exchange rates are signi�cantly lower
than for clean water surfaces (e.g. Asher and Pankow 1986, Broecker et al. 1978, Jähne
et al. 1987). ¿is is due to the damping e�ect that these mono-molecular layers have
on waves (Alpers 1989, Bock and Mann 1989), which then in turn do not produce as
much near-surface turbulence. Especially in coastal areas, where biological activity
can be strong and very variable, surfactants can have an immense impact on transfer
velocities (Frew et al. 2004).
¿is was also noted by Kock et al. (2012) who were only able to close their budget

of N2O in the upper ocean in coastal upwelling regions by using a parameterization
that explicitly accounts for a reduction of transfer velocities due to surfactants.

4∆pCO2 is the di�erence in partial pressure of CO2 in the air and the water.
5surfactant = surface active agent
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Chapter 1 INTRODUCTION

Alternative parameterizations for transfer velocities

A number of alternative parameters have been proposed to describe air-sea gas trans-
fer. A parameter that is closely related to near-surface turbulence is the turbulent
kinetic energy (TKE) dissipation є. An expression linking it to transfer velocities
can be derived from di�erent assumptions on the near-surface turbulence structure
(Kitaigorodskii 1984, Lamont and Scott 1970). Experimentally, є has been found
capable of explaining transfer velocities under very di�erent turbulence genera-
tion conditions, e.g. in rivers, estuaries, a model oceans (Zappa et al. 2007). To
determine є, measurements of the �ow �eld are required. ¿is requires underwater
instrumentation, making є a very inaccessible parameter.
Another alternative that has been successfully used to describe transfer velocities is

the divergence of the �ow �eld at the surface (Banerjee andMcIntyre 2004,McKenna
and McGillis 2004). It is related to surface renewal, i.e. the replacement of �uid
particles at the surface with water from the bulk. It is possible to measure surface
divergence using thermal imagery (Asher et al. 2012), so that underwater equipment
is not required. However, because of the small scale of the divergence structures,
measurements cannot easily be upscaled to large footprints.
Jähne et al. (1984) proposed to use the mean square slope of the wave �eld, σ2s .

It is a measure for the roughness of the water surface. While there is no direct
theoretical justi�cation for its use as a correlate for transfer velocities, evidence was
collected in numerous laboratory and �eld studies that σ 2s can account for the e�ects
of surfactants on gas transfer (e.g. Bock et al. 1999, Degreif 2006, Frew et al. 2004,
Hara et al. 1995, Krall 2013). Zappa et al. (2004) show that σ2s is a good correlate
for the spatial coverage of microscale breaking. ¿is and the fact that Langmuir
circulations also require the presence of small-scale waves may explain why σ 2s is a
good correlate for the transfer velocity. 995While from a theoretical point of view,
TKE dissipation є or surface divergence are preferred due to their more direct link
to near-surface turbulence, mean square slope has a decisive advantage: It can in
principle be measured by remote sensing and on all scales. Field measurements have
been conducted for example from small research catamarans (Bock and Hara 1995),
platforms (e.g. Zappa et al. 2012), airplanes (Cox and Munk 1954a), satellite imagery
(Bréon and Henriot 2006, Ebuchi and Kizu 2002) or satellite radar backscatter
(Glover et al. 2007).
It was already noted that the accessibility of a parameter is crucial for its chances

of success in replacing wind speed as a correlate for gas exchange. In the �rst step, a
robust measurement technique is needed, capable of measuring local mean square
slope (mss) with minimal e�ort. Such a technique has not been available thus far
for the open ocean. Only if it is possible to measure the mss routinely on research
vessels, there is a chance that the k-U-relationships will be replaced one day. ¿e
feasibility of upscaling a local k-mss-parameterization to global scales has already
been demonstrated (Frew et al. 2007).
¿e goal of this study is to explore optical techniques for the measurement of

4
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waves in the �eld and �nd a robust way to measure mean square slope (and other
parameters of short wind waves). ¿e novel instruments are then deployed to a �eld
campaign to measure short wave characteristics as part of an air-sea interaction
experiment. Furthermore, the suitability of wave parameters for the description of
transfer velocities is investigated from laboratory data.
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2
Theory

In this chapter, an introduction into the theoretical description of free waves at
the water surface is given. Starting from fundamental conservation principles and
the governing equation of �uid mechanics, the Navier-Stokes equation, the path
to its solution for small-amplitude, irrotational waves is presented. ¿e e�ect of a
viscoelastic mono-molecular layer of surface active material is accounted for and an
overview of the theory of Marangoni wave damping is given. Important statistical
concepts for the description of wave �elds are introduced – the wave spectrum
and probability distribution functions. ¿e chapter concludes with a very brief
introduction of the mechanisms and description of air-sea gas exchange.

2.1 Waves on the water surface

2.1.1 Conservation of mass and momentum

The continuity equation

¿e continuity equation for �uids is simply an expression of mass conservation. In
integral form, it states that

d
dt

⎛
⎝ ∫
V

ρ dv
⎞
⎠
= − ∫

S

ρ u ⋅ nds, (2.1)

namely that changes in the density ρ of a �uid in a volume V can only be due
to a �ow of mass through the surface S of the volume. Here, u ⋅ n is the velocity
component normal to the surface. By applying Gauss’ theorem to the right hand

7



Chapter 2 THEORY

Table 2.1.: Symbols used in sec. 2.1.

Symbol Description Unit

x = (x , y) (surface) position vector m
t time s
η(x, t) vertical water surface displacement m
ξ(x, t) horizontal water surface displacement m
u = (u, v ,w) velocity vector m/s
k = (kx , ky) wavenumber vector (2D), ∣k∣ = k rad/m
h water depth m
ω wave angular frequency rad/s
τ i j stress tensor N/m2

ρ �uid density kg/m3

µ dynamic viscosity Pa s
ν kinematic viscosity m2/s
p pressure Pa
σ surface tension N/m
є surface dilatational elasticity dσ/d lnA N/m
g gravitational acceleration m/s2
ϕ(x, t) velocity potential m2/s
ψ(x, t) vorticity �eld m2/s
N wave action J s
n(k) wave action density J s/m2

side and changing the order of di�erentiation and integration (e.g. Johnson 1997; p.
4), the continuity equation is obtained in the more familiar di�erential form

∂ρ
∂t

+∇ ⋅ (ρu) = ∂ρ
∂t

+ ρ(∇ ⋅ u) + (u ⋅ ∇)ρ = Dρ
Dt

+ ρ(∇ ⋅ u) = 0. (2.2)

¿e operator D/Dt ≡ ∂/∂t+(u ⋅∇), thematerial derivative, expresses that the change
of a �uid variable (here: density) for an observer at a �xed location is either due
to local temporal changes ∂/∂t or due to advection by the mean �ow u. Such a
reference frame that is �xed in space is referred to as Eulerian reference frame. In
contrast to this, a Lagrangian reference frame is moving with a �uid particle along
the streamlines of the mean current. For incompressible �uids, the derivative of the
density Dρ/Dt = 0, so that the equation reduces to

∇ ⋅ u = 0. (2.3)
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Waves on the water surface 2.1

The Navier-Stokes equation

Newton’s Second Law requires that the rate of change of momentum of a �uid in a
volume V is the result of the forces acting on the �uid in V and the rate of �ow of
momentum across the surface S of V :

∫
V

(ρDui
Dt

−
∂τi j
∂x j

− ρFi) dv = 0, (2.4)

where the summation convention was used. F ≡ (F1, F2, F3) represents the body
forces, acting on the �uid as a whole, and τi j is the stress tensor. ¿is tensor describes
the local forces acting on the �uid volume; τi j represents the i-component of the
stress (force per unit area) on a surface with a surface normal in the j-direction. ¿e
tensor is symmetric and can be represented by

τi j = −pδi j + 2µei j, (2.5)

where p is the pressure, δi j is the Kronecker delta, µ is the dynamic viscosity, and

ei j =
1
2
(∂ui
∂x j

+
∂u j
∂xi

) (2.6)

is the rate of strain tensor for an incompressible �uid (Johnson 1997).
Inserting eq. (2.6) and (2.5) into eq. (2.4), assuming constant viscosity, and using

the continuity equation for an incompressible �uid (eq. (2.3)), this becomes the
Navier-Stokes equation

Dui
Dt

= − 1
ρ
∂p
∂xi

+ Fi +
µ
ρ
∂
∂x j

(∂ui
∂x j

+
∂u j
∂xi

) , (2.7)

or written in vector notation

∂u
∂t

+ (u ⋅ ∇)u = F − 1
ρ
∇p + µ

ρ
∇2u. (2.8)

¿ematerial derivative was expanded on the le hand side of eq. (2.8) to highlight the
“problem” with the Navier-Stokes equation: ¿e advection term (u ⋅ ∇)u is quadratic
in u, the equation thus a non-linear di�erential equation. In certain situations,
when only small velocities are involved, the non-linear term can be neglected to
�rst order of accuracy, being quadratic in small quantities. One of these cases is the
development of (surface) wave theory for small-amplitude waves, which is given in
the following.

9



Chapter 2 THEORY

Linear dispersion relation

Aderivation of the velocity �eld and the dispersion relation of linear (small-amplitude)
waves in irrotational, inviscid �ow is found in most textbooks on water waves or
�uid mechanics (e.g. Dean 1991, Johnson 1997, Kinsman 1965, Kundu 2008). ¿e
linear dispersion relation is a good approximation for the behavior of longer waves
(such as swells, see sec. 2.1.6) in clean water, when almost no energy is dissipated.
Only the resulting dispersion and phase velocity relations are given here, omitting
the derivation.
¿e solution to the problem of waves in viscous �uids with a viscoelastic surface

layer consisting of surface active material is discussed in the next section. ¿e
solution for inviscid �ow (in the deep water limit) is then obtained in the limit µ → 0
as a special case. ¿e required assumptions on the boundary conditions and the
Navier-Stokes equation for inviscid waves are also included in the case of viscous
�uids.
¿e dispersion relation of wave frequency ω and wavenumber k for inviscid,

irrotational �ow in linear, small-amplitude approximation is given by

ω =
¿
ÁÁÀk (g + σk2

ρ
) tanh kh, (2.9)

where h is the water depth, g the acceleration of gravity and σ the surface tension.
¿e dispersion relation can be simpli�ed for waves propagating in deep water to

ω =
¿
ÁÁÀk (g + σk2

ρ
), c(k) = ω

k
=
√

g
k
+ σk

ρ
(2.10)

because tanh kh ≈ 1 for large kh (see Fig. 2.1a). ¿e phase velocity c(k) = ω/k has
a minimum at k = 370 rad/m, equivalent to a wavelength λ = 2π/k = 1.7 cm (see
Fig. 2.1b). In the vicinity of this wavenumber, there are always two solutions with
di�erent wavenumbers but the same phase velocity. By nonlinear interaction, these
can then exchange energy resonantly (Longuet-Higgins 1963a). In shallow water (i.e.
for small kh), tanh kh ≈ kh, so that for gravity waves the phase velocity becomes
independent of the wavenumber and only depends on water height

ω = k
√
gh, c = ω/k =

√
gh. (2.11)
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Figure 2.1.: a Linear dispersion relation for deep water waves (purple) with the two asymptotic
cases of pure gravity (green) and pure capillary (blue) waves.
b The phase velocity c = ω/k has a minimum at k = 370 rad/m and then increases
for both gravity towards lower wavenumbers and capillary waves towards higher
wavenumbers.

2.1.2 Linear waves in viscous �uids

Linear wave theory is usually derived for inviscid �ow. ¿e results are applicable in
a wide range of conditions for larger gravity waves. Whenever short waves are of
interest, both non-linear and viscous e�ects may become relevant. While viscous
damping of waves by the viscosity of water itself is usually negligible (except for very
high wavenumbers, e.g. Apel 1994), viscoelastic �lms on top of the water surface
can a�ect wave propagation, especially for small-scale waves, in a profound way
(van den Tempel and van de Riet 1965).

Surfactants

Surface active agents (= surfactants) are substances with hydrophilic and hydropho-
bic parts. While they may be soluble or insoluble, their energetically preferred state
is having the hydrophilic (polar) end submerged in water with the hydrophobic
part sticking out of the surface. ¿erefore, these substances tend to form mono-
molecular layers on top of the water surface (Hühnerfuss 2006). ¿ese layers change
the hydrodynamic boundary conditions, their dilatational elasticity and viscosity
severely a�ect the propagation of waves. ¿is will be outlined below. For a complete
hydrodynamic derivation, the reader is referred to the cited references.
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Chapter 2 THEORY

Equations of motion

¿e velocity �eld in an incompressible but viscous �uid can be described by the
superposition of a gradient of a velocity potential ϕ and the rotation of a vorticity
�eld¹ Ψ (Levich 1962):

u = u1 + u2 = −∇ϕ +∇ ×Ψ. (2.12)

For an inviscid �uid, the velocity �eld is irrotational and can be described as the
gradient of a velocity potential alone.
¿e divergence of the velocity �eld in eq. (2.12) is given by

∇ ⋅ u = −∇2ϕ +∇ ⋅ (∇ ×Ψ) = −∆ϕ != 0, (2.13)

where the last equality is due to the continuity equation (2.3). ¿is is the Laplace
equation for the velocity potential.
Inserting eq. (2.12) into the linearized Navier-Stokes equation (2.8) yields

∂
∂x

[−ρ ∂ϕ
∂t

+ p] + ∂
∂z

[−ρ ∂ψ
∂t

+ µ∆ψ] = 0 (2.14)

∂
∂z

[−ρ ∂ϕ
∂t

+ p + ρgz] − ∂
∂x

[−ρ ∂ψ
∂t

+ µ∆ψ] = 0, (2.15)

where eq. (2.13) has been used. A solution to eq. (2.14) and eq. (2.15) is given by

−ρ ∂ϕ
∂t

+ p + ρgz = c1 → c1 = p0, (2.16)

−ρ ∂ψ
∂t

+ µ∆ψ = c2 → c2 = 0, (2.17)

with constants c1, c2, which are determined from the case of zero �ow to be equal
to the atmospheric pressure p0 and 0 (Lucassen-Reynders and Lucassen 1969; from
here on referred to as LRL69). Equations (2.16) and (2.17), together with eq. (2.13)
are solved by damped harmonic functions of the form

ϕ = Z1(z)e i(kx−ωt), (2.18)
ψ = Z2(z)e i(kx−ωt). (2.19)

Note that in contrast to its conventional use in the linear theory of waves for inviscid
�ow, here k = κ + iβ is a complex wavenumber to account for wave damping.
¿e depth-dependences Z1(z) and Z2(z) are obtained by inserting eq. (2.18) and
eq. (2.19) into the Laplace equation and eq. (2.17) and by solving the resulting ordinary

¹¿e �eld is a three component vector �eld with vanishing derivatives in the y-direction. ¿e
components of the rotation of Ψ in the x- and z-direction depend only on the y-component of ψ.
In the following, ψ denotes this y-component of Ψ.
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Waves on the water surface 2.1

di�erential equations to give

ϕ = Ae lze i(kx−ωt), (2.20)
ψ = Bemze i(kx−ωt). (2.21)

Some care has to be taken when de�ning the penetration depths l and m of the
velocity potential ϕ and the stream function ψ as was pointed out by Bock andMann
(1989): For z → −∞, the velocity �elds due to wave motion at the surface need to
vanish. ¿is can be guaranteed by de�ning

l ∶= +
√
k2, (2.22)

m ∶= +

√
k2 − iωρ/µ, (2.23)

where the +

√ denotes the root with positive real part.
If the �uid above the interface (air, for surface waves) also has a non-neglectable

viscosity, equivalent equations are required for the upper �uid and a no-slip boundary
condition at the interface connects the two �uids. In the following, the viscosity of
air is neglected. To derive the dispersion relation of ω and k, the constants A and B
need to be determined by applying the boundary condition at the surface.

Boundary conditions

¿e kinematic boundary condition at the free surface states that the �uid particles
move with the velocity of the �ow. ¿e condition for the change in vertical surface
displacement η is identical with the case of inviscid irrotational waves:

w∣z=η =
Dη
Dt

∣
z=η

≈ ∂η
∂t

∣
z=0

(2.24)

¿e last equality is an approximation which is only valid for small-amplitude waves,
where the maximum surface displacement is much smaller than the wavelength
a ≪ λ. Since then also the associated velocities are small, the advection component
of the material derivative is a term of second-order in small quantities and can be
neglected. Furthermore, the derivative can be evaluated at z = 0 instead of z = η
(Kundu 2008).
A second boundary condition exists if the surface is covered with a surface �lm.

¿en, horizontal displacement ξ is possible (with the �lm’s elasticity as a restoring
force):

u∣x=ξ =
Dξ
Dt

∣
x=ξ

≈ ∂ξ
∂t

∣
x=0

(2.25)

Again, small-amplitude approximation simpli�es the boundary condition. A bottom
boundary condition was already implicitly used above. It was required that the
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Chapter 2 THEORY

velocity �elds decay to zero for z → −∞. ¿erefore, the properties of deep water
waves are derived.
¿e dynamic boundary conditions for a viscoelastic �uid are

∂σ
∂x

+ (τ′zx − τzx) = 0 (2.26)

for the x-direction, tangential to the undisturbed water surface, and

σ
∂2η
∂x2

+ (τ′zz − τzz) = 0 (2.27)

for the z-direction, normal to the undisturbed interface. Here primed quantities
are on the air side of the interface, unprimed quantities on the water side. ¿e
approximation of small wave amplitude was implicitly made here, as in the Young-
Laplace equation, relating pressure and surface tension, the inverse radius 1/r was
replaced by the curvature ∂2η/∂z2. ¿is requires the wave slope ∂η/∂x ∼ a/λ to be
a small quantity (Kundu 2008). A detailed derivation of these boundary conditions
is given by LRL69.
¿e gradient of surface tension in the tangential boundary condition eq. (2.26) is

converted with the de�nition of the (possibly complex) surface dilatational elasticity²

є = dσ
d lnA

. (2.28)

¿is elasticity describes the change in surface tension due to a change in area A of a
surface element (Lucassen 1982). With this, the gradient of surface tension in the
x-direction becomes

∂σ
∂x

= є ∂ lnA
∂x

= є ∂
2ξ
∂x2

, (2.29)

where ξ denotes horizontal displacement. In the last equality it was used that the
relative change in area ∆A/A is equal to the gradient in horizontal displacement
∂ξ/∂x (LRL69).
Combining the kinematic boundary conditions eq. (2.24) and eq. (2.25) and the

dynamic boundary conditions eq. (2.27) and eq. (2.26) with the solutions obtained
for the velocity potential eq. (2.20) and the stream function eq. (2.21), the following
set of equations is obtained (e.g. Bock and Mann 1989):

[ρω2 − ρgl + 2iωµl2 − σk2 l]A+ [−iρgk − 2ωµmk − σ ik3]B = 0, (2.30)

for the normal boundary condition, and

[2ωµkl + iєk3]A+ [iωµ(k2 +m2) − єk2m]B = 0, (2.31)

²Davies and Rideal (1963; p. 265) use an alternative description, de�ning a compressibility of the
surface �lm, CS = є−1.
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for the tangential condition. ¿e two equations form a homogeneous linear system
of equations in terms of A and B; for a nontrivial solution, its determinant

∣(ρω
2 − ρgl + 2iωµl2 − σk2 l) (−iρgk − 2ωµmk − σ ik3)

(2ωµkl + iєk3) (iωµ(k2 +m2) − єk2m) ∣ != 0 (2.32)

must vanish. For µ = 0 and є = 0, the well-known dispersion relation for inviscid
�ow (in the deep water limit) is obtained (see eq. (2.10)):

ω2 = gk + σk3

ρ
. (2.33)

¿e major di�erence between the solution for �ow without an elastic surface layer
and the solution presented here is the additional term in the dynamic boundary
condition. In the case of a clean water surface, the viscous tangential stress vanishes
for free waves. For coverage with a mono-molecular slick, it is balanced by the
tangential stress exerted on the water due to surface tension gradients.

2.1.3 The Marangoni e�ect

Marangoni waves

Figure 2.2a shows the determinant in eq. (2.32) for a �xed frequency ofω = 157.1 rad/s
(= 25Hz) and an elasticity є = 20mN/m. Plotted are the real and imaginary part of
the complex wavenumber k = κ + iβ. ¿e imaginary part β determines the damping
rate of the waves.
¿edeterminant has four solutions: two correspond to transversal gravity-capillary

waves, propagating in the positive and negative x-direction (κ = ±640 rad/m). ¿ey
are almost undamped, β = ±12 rad/m≪ κ. Two additional solutions exist that only
appear for non-zero elastic modulus є: ¿ese are theMaragoni waves. Since they are
predominantly associated with horizontal motion, they are also called “longitudinal
waves”. ¿eir damping coe�cients are of the same order as the real part of the
wave number (k = (294 + 117i) rad/m), so that their amplitude decreases to less than
10% over only one wavelength Alpers (1989). Because of their longitudinal motion,
Marangoni waves create strong velocity gradients in the boundary layer. ¿is is
probably the reason for the enhanced viscous energy dissipation.
Marangoni wave were �rst detected experimentally by Lucassen (1968a;b). He

found waves with a dispersion relation consistent with that predicted by Marangoni
theory. More important than the characteristics of the Marangoni waves themselves
are their interactions with the transversal gravity-capillary waves.
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Figure 2.2.: a The determinant in eq. (2.32) for ω = 157.1 rad/s, ρ = 1000 kg/m3, σ = 72.6mN/m,
µ = 1mPa s. There are four poles, two corresponding to gravity-capillary waves (close
to the β = 0 line), two corresponding to Marangoni waves.
b Dispersion relation of gravity-capillary and Marangoni waves for a monomolecular
�lm of CEM3AB (є = 25.5mN/m). The curves intersect at approx. k = 32 rad/m.

Marangoni wave damping

Marangoni waves themselves are damped rapidly. ¿e energy they dissipate must
come from the transversal gravity-capillary waves. ¿us, these waves also lose energy,
an e�ect that is referred to asMarangoni wave damping or simply theMarangoni
e�ect. ¿e transfer of energy from transversal to Marangoni waves is not unlike
a forced damped harmonic oscillator: Transversal wave propagation dilates and
compresses the slick on the surface. If the frequency of the wave at a certain wave
number is near the frequency of theMarangoni wave at this wave number, the energy
transfer is greatly enhanced.
An approximate dispersion relation forMarangoni waves is given by Alpers (1989);

a similar relation was already derived by Lucassen (1968a):

ω3
M = [(−i)є2/(ρµ)] k4M (2.34)

From the exact hydrodynamic equations, this relation is obtained when both the
gravity and surface tension terms are eliminated and only the terms with gradients
in surface tension are kept.
Figure 2.2b shows the intersection of the dispersion relations of Marangoni and

gravity-capillary modes on a slick covered water surface. ¿e intersection point is
dependent on the type of surfactant used, here the value for the dilatational elasticity
є is that of CEM3AB (Alpers 1989). ¿e existence of a frequency, at which maximum
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damping of the waves occurs, was veri�ed in numerous experimental studies (e.g.
Cini and Lombardini 1981, Hühnerfuss et al. 1987). On the other hand, slicks are
known to a�ect the wave �eld over a wide range of wavenumbers and frequencies,
as will also be demonstrated in sec. 7.3. To understand the underlying mechanisms
of this broadband wave dampening, the total energy balance of waves needs to be
considered. ¿is will be discussed in the following section.

Slicks and spills

¿e derivation given above is valid for mono-molecular layers of surfactants only.
¿ese are substances which have both hydrophobic and hydrophilic parts, so they
preferably accumulate on the surface with the hydrophobic part sticking out of the
water.
A di�erent situation arises in oil spills: Crude oil is not surface active, it does not

have a hydrophilic part. Its components are long para�n chains or benzene-type
structures; they are fully unpolar and hydrophobic. ¿erefore, crude oil does not
create mono-molecular surface �lms, but rather thick layers on top of the water
Hühnerfuss (2006). Because of its high viscosity, it can also e�ciently dampen the
waves, but Marangoni waves can only be excited in slicks. A dispersion relation for
the case of a layer with a viscous �uid on top of another �uid is given by Jenkins and
Jacobs (1997).

2.1.4 The wave action balance

For waves which interact with currents or propagate in a basin with varying depth,
and in the absence of forcing, wave energy E is not conserved, but wave action
N = E/ω is (Janssen 2004). ¿e wave action balance in the presence of forcing then
takes the form

∂
∂t
N +∇ ⋅ (cgN) = S = Sin + Snl + Sds. (2.35)

¿e wave action is balanced by three source terms for atmospheric input Sin, non-
linear wave-wave interactions Snl and dissipation (mostly by wave breaking) Sds.
Note that in contrast to the material derivative (see eq. (2.2)), wave action is not
advected with the current velocity, but with the group velocity of the wave group,
cg = ∂ω/∂k = cph/2, which is half the phase velocity in the absence of currents.
¿e source terms, especially for wind input and dissipation, are subject to ongoing

research (Holthuijsen 2007) and a comprehensive discussion cannot be given here. In
the context of wave damping by surfactants, it is the term for non-linear interactions
which plays a prominent role.
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Non-linear wave-wave interactions

¿e non-linear interactions between wave quadruplets were �rst described by Has-
selmann (1962; 1963). From perturbation theory for weakly non-linear waves, he
found that sets of four waves could exchange energy when the conditions

k1 + k2 = k3 + k4, (2.36)
ω1 + ω2 = ω3 + ω4 (2.37)

are ful�lled. ¿e spectral energy transfer can then be described in terms of the action
density n(k) = Ψ(k)/ω, where Ψ(k) is the wavenumber power spectrum, which
will be de�ned in eq. (2.49). ¿e rate of change of the action density by non-linear
interactions is given by (see Young 1999; sec. 4.4)

∂n(k)
∂t

= ∫∫∫ G(k1, k2, k3, k4) × δ(k1 + k2 − k3 − k4) × δ(ω1 + ω2 − ω3 − ω4)

[n1n3(n4 − n2) + n2n4(n3 − n1)] dk1 dk2 dk3, (2.38)

where δ is the Kronecker delta andG is a coupling constant. Both energy andmomen-
tum of the wave �eld are conserved by eq. (2.38), the energy is merely redistributed
within the wave power spectrum (Young 1999).

Shape stabilization

Non-linear interactions play an important role in determining the shape of the
spectrum. Wind-wave spectra typically have a characteristic shape with a single peak
and a decay of spectral density towards higher frequencies (or wavenumbers). Young
and Vledder (1993) could show that this universal shape is largely due to the Snl term
in the wave action balance. ¿ey used numerical models to show that a perturbation
in the form of a reduction of spectral energy at a given frequency was responded
with increased non-linear transfer of energy to this frequency, until the original
shape of the spectrum was restored. ¿ey named this e�ect shape stabilization.
Shape stabilization is also a main reason for the overall damping e�ect of surfac-

tants on wave spectral energy. Experimentally it is found that energy is reduced
not only in those frequency regions were resonant transfer to Maragoni modes is
possible. ¿is was explained by Alpers (1989), who noted that the non-linear transfer
of energy away from a certain frequency depends on the spectral energy at this
frequency, while the transfer of energy to this frequency does not. A dip in the
wind-wave spectrum, as observed under the in�uence of surface �lms, will thus be
balanced by non-linear transfer from other frequencies. ¿erefore, spectral energy
will be reduced even far from the resonance region.
In the �rst studies on the Marangoni e�ect, monochromatic, mechanically gener-

ated waves were used. Obviously, the four-wave resonance conditions eq. (2.36) were
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not ful�lled in that case. ¿is has to be accounted for when comparing damping fac-
tors for wind-generated wave �elds with those from monochromatic measurements.

2.1.5 Non-linear waves

¿edispersive nature of linear deepwaterwaves usually limits non-linear interactions.
Two waves with di�erent wavenumbers propagate at di�erent phase velocities which
limits the time they can interact to exchange energy (or wave action). However,
linear theory assumes in�nitesimal amplitude of waves and reality is more complex,
especially in the short wave range.

Stokes waves

Stokes (1849) found an approximate solution for the surface displacement of pure
gravity waves. He showed that the solution to the Laplace equation for the velocity
potential for inviscid and irrotational �ow with the appropriate boundary conditions
at the surface and bottom could be expanded into a series of terms of increasing
order. By truncating the series a er the third order, the (instantaneous) wave pro�le
is given as

η = −a cos kx + 1
2
ka2 cos 2kx − 3

8
k2a2 cos 3kx , (2.39)

which results in waves that have a sharper crest and a �at trough (Kinsman 1965).
¿e phase speed of Stokes waves is slightly higher than that of linear waves and
increases with amplitude a:

c =
√ g

k
(1 + a2k2) (2.40)

¿e factor a2k2 describes the steepness of the wave, since ak = πH/λ, whereH is the
wave height and λ the wavelength. Steeper waves propagate faster than smoother
waves, a fact well-known to surfers: When a new swell from a distant storm comes
to shore, the steepest waves will arrive �rst (Butt and Russell 2004).
From Stokes’ solution, in the limit of in�nitesimal amplitudes, the linear pro�le

and phase velocity are obtained. An interesting consequence of this solution is that
the orbitals of individual �uid particles are not circular anymore. ¿e propagation
of Stokes waves thus induces a current at the surface, the Stokes dri .
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Figure 2.3.: Parasitic capillary waves riding in front of short gravity waves with λ = 6 cm wave-
length. The capillaries have a shape very close to that described by Crapper (1957).
Wave development is limited by the interaction length of wind and waves, the fetch,
of only 2.4m. Wind speed is 6m/s. Modi�ed after Huhn (2008).

Crapper waves

For pure capillary waves, whose restoring force is surface tension alone, an exact
solution was found by Crapper (1957). ¿e pro�le of these waves is similar to an
inverted Stokes wave, they have round crests and narrower troughs. ¿ey also have an
opposite behaviour in phase velocity. ¿e e�ect of increased amplitude (or steepness
ak) is to slow them down:

c =

¿
ÁÁÀkσ

ρ
(1 + a2k2

16
)
−1/4

, (2.41)

where the �rst factor kσ/ρ with �uid density ρ and surface tension σ is the result for
the phase velocity of capillary waves for in�nitesimal amplitudes. Crapper waves are
omnipresent as parasitic capillaries (see Fig. 2.3), which propagate on the leeward
side of short gravity waves and are fed energy from the instability of their carrier
wave.

2.1.6 Wave nomenclature

In wave literature (and this work), a number of terms describing waves are commonly
used. Here, a short de�nition of some commonly used expressions is attempted.

Swell describes very long waves, with wavelengths on the order of multiple hun-
dreds of meters. ¿ese waves are not generated by or in equilibrium with local
wind, but come from distant storms. If their origin is su�ciently far away, due
to interference of waves with slightly di�erent wavenumbers (or steepness),
they usually arrive in groups (Kinsman 1965).

Wind-sea is the term used to generally describe the waves that were created locally
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by the wind. ¿ey need not be in equilibrium (i.e. fully developed). Unless the
local wind has storm force, dominant wavelengths are typically on the order
of meters to tens of meters. ¿e spectrum and the angular spreading of locally
generated waves is usually broader than that of swells.

Gravity waves are surface displacementswhich are restored by gravity. ¿is implies
that their wavelengths are su�ciently larger than that of the phase velocity
minimum at 1.7 cm. In deep water, longer waves have larger phase velocities.
Because the term gravitywave applies towaveswithwavelengths of centimeters
to hundreds of meters, additional speci�cations are o en given, e.g. short
gravity waves. However, there is no clear de�nition of when a wave is short, it
is depending on the context. Short usually means shorter than the wavelength
of the dominant wave, the wavenumber of the peak in the power spectrum.
¿is, of course, is depending on wind speed.

Capillary waves are those waves, whose restoring force is surface tension, not
gravity. ¿us, they are limited to very short wavelengths, corresponding to
very high curvature (low curvature radius). Waves in the transition region
between gravity and capillary waves around the minimum in phase velocity
at λ = 1.7 cm are also named gravity-capillary waves. Pure capillaries have
shorter wavelengths and have higher phase velocities at shorter wavelengths.

2.2 Description of wave �elds

At any given time and place, the ocean surface wave �eld is a superposition of many
waves with di�erent wavenumbers. A full description of the temporal evolution
of the two-dimensional surface elevation on a large area on scales of millimeters
to kilometers would create massive amounts of data. Apart from the fact that no
measurement technique exists to capture such a data set, the useful information
contained in it is limited. In the study of many physical interactions phase-resolved
measurements are not required (Janssen 2004). ¿erefore, a spectral description of
the wave �eld is generally preferred.
An alternative way of describing certain average properties of the wave �eld is

using various statistical measures, e.g. variances and higher order moments of
the probability distribution functions of wave height and slope. In the description
of processes that depend on the wave �eld, e.g. air-sea gas exchange (sec. 2.3),
the challenge then is to identify the statistical parameters which characterize the
dependency without loss of information.
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Table 2.2.: Symbols used in sec. 2.2 and sec. 2.3.

Symbol Description Unit

x = (x , y) horizontal two-dimensional position vector m
k = (kx , ky) wavenumber vector (2D) rad/m
t time s
ω angular frequency rad/s
η(x, t) water surface elevation m
η̂(k,ω) Fourier complex amplitude function for η m3 s
s(x, t) two component slope vector (sx , sy) = ∇η -
ŝ(k,ω) Fourier complex amplitude function for s -
R(r, τ) auto-correlation of η(x, t) m2

X(k,ω) (height/displacement) power density spectrum m4 s
Ψ(k) wavenumber power density spectrum m4

Φ(ω) frequency power density spectrum m2 s
S(k,ω) slope power density spectrum m2 s
B(k) saturation (curvature) spectrum -
u∗ (water-side) friction velocity u∗ =

√
τ/ρ m/s

Hs signi�cant wave height, Hs = 4ση m
jc concentration �ux mol/(sm2)
D (molecular) di�usivity m2/s
K(z) turbulent di�usivity m2/s
c concentration mol/m3

Sc Schmidt number Sc = ν/D -
n Schmidt number exponent -
k transfer velocity m/s
σ 2s mean square slope (mss) -
F Fourier transform -

2.2.1 Spectral description of the wave �eld

¿e statistical and spectral description used in this thesis mostly follows the ideas
and concepts given by Phillips (1977) and Longuet-Higgins (1957).

Power density spectrum

¿e surface displacement η(x, t) is de�ned as the displacement from the mean water
level, so that η = 0. ¿en, the power density spectrum X(k,ω) of the waves is de�ned
as the Fourier transform of the autocorrelation of η(x, t):

X(k,ω) ∶= F[R(r, τ)] = ∫∫∫ R(r, τ)e−i(kr−ωτ) drdτ, (2.42)
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with the autocorrelation function itself being

R(r, τ) = lim
T ,X ,Y→∞

1
TXY ∫

T ,X ,Y

∫
0,0,0
∫ η∗(x, t) η(x + r, t + τ)dxdt. (2.43)

¿e autocorrelation is here taken to be independent of position x and time t. ¿e for-
mal requirement for this is that the surface displacement η is a wide-sense stationary
process (Oppenheim and Schafer 2010). ¿is is ful�lled if a mean and a covariance
exists. ¿e mathematical treatment of wave spectra requires some care, because
the surface displacement η does not generally need to be square integrable (which
is a prerequisite for its Fourier transform to exist). However, since physical wave
�elds in �nite oceans will be studied here, it is safe to assume that the total energy
of the wave �eld is �nite and the spectra are band-limited. Because all records of
surface displacement are also �nite and have limited resolution, the discrete Fourier
transform (DFT) of the data always exists. For more general cases, wave spectra
can be de�ned in terms of Fourier-Stieltjes integrals (e.g. Phillips 1977) or using
generalized formulations of the Fourier transform (e.g. Kinsman 1965).
If the Fourier transform of the squared surface displacement η(x, t) exists, the

displacement power density spectrum can be directly expressed through the Fourier
components of η, because the autocorrelation is³

R(r, τ) = ∫∫∫dxdt η∗(x, t) η(x + r, t + τ) (2.44)

= 1
(2π)6 ∫∫∫dxdt dk dω dk′ dω′η̂∗(k,ω)η̂(k′,ω′)e−i(k⋅x−ωt)e i(k

′(x+r)−ω′(t+τ))

(2.45)

= 1
(2π)3 ∫∫∫dk dω dk′ dω′η̂∗(k,ω)η̂(k′,ω′)e i(k

′r−ω′τ) 1
(2π)3 ∫∫∫dxdte−i((k−k

′)x−(ω−ω′)t)

(2.46)

= 1
(2π)3 ∫∫∫dk dω ∣η(k,ω)∣2 e i(k′r−ω′ t) (2.47)

=F−1 [∣η(k,ω)∣2] . (2.48)

In eq. (2.46), the Fourier transform of the Dirac delta distribution was used, the last
integral was replaced by δ(k − k′,ω − ω′). ¿us, the power density spectrum, being
X(k,ω) = F[R(r, τ)] is given by the squared magnitude of the Fourier components
of surface displacement ∣η(k,ω)∣2.
Reduced spectra are obtained by integration of the power density spectrum, yield-

³For the sake of legibility, the maximum number of integrals is limited to 3 and the normalization
factors from eq. (2.43) are suppressed.
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ing the wavenumber (power density) spectrum

Ψ(k) =
∞

∫
−∞

X(k,ω)dω, (2.49)

and the frequency (power density) spectrum

Φ(ω) = ∫
−∞

∞

∫ X(k,ω)dk. (2.50)

Slope spectra

For small-scale (short wavelength) waves, it is easier to measure surface slope
s(x, t) = ∇η(x, t) instead of displacement. With the Fourier representation of
displacement

η(x, t) = 1
(2π)3 ∫

∞

∫
−∞

∫ η̂(k,ω)e−i(kx−ωt) dk dω, (2.51)

the derivative can be computed in Fourier space so that the slope component in the
x-direction

sx(x, t) =
∂η(x, t)
∂x

= 1
(2π)3 ∫

∞

∫
−∞

∫ (−ikx)η̂(k,ω)e−i(kx−ωt) dk dω. (2.52)

Fourier transform of the le hand side and comparison of the coe�cients shows that

ŝx(k,ω) = −ikx η̂(k,ω), (2.53)

so that the derivative of the displacement reduces to a multiplication in Fourier
space. With the equivalent expression for the second slope component, the sum of
the squared magnitude of the Fourier coe�cients of slope is

∣ŝ(k,ω)∣2 = ∣ŝx(k,ω)∣2 + ∣ŝy(k,ω)∣
2 = (k2x + k2y) ∣η̂(k,ω)∣

2 = k2 ∣η̂(k,ω)∣2 , (2.54)

where k2 = k2x + k2y. Comparison with eq. (2.48) shows that the slope power density
spectrum is related to the power density spectrum of displacement by

S(k,ω) = ∣ŝ(k,ω)∣2 = k2 ∣η̂(k,ω)∣2 = k2X(k,ω). (2.55)

And completely analogous to the de�nitions in eq. (2.49) and eq. (2.50), upon inte-
gration the slope wavenumber (power density) spectrum Sk(k) and the slope frequency
(power density) spectrum Sω(ω) are obtained.
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Saturation spectrum

For historical reasons, the wavenumber spectrum of curvature

B(k) = k4Ψ(k) = k2Sk(k) (2.56)

is usually named saturation spectrum (or degree of saturation). ¿is goes back to the
pioneering work of Phillips (1958), who argued that there must be an equilibrium
range in the displacement wavenumber spectrum Ψ(k,ω). In this range, waves
are fully developed and the energy input from the wind is in equilibrium with
wave breaking. ¿en, from dimensional analysis he concluded that the spectrum
in this region (at wavenumbers much larger than the spectral peak, but well below
the gravity-capillary range) is proportional to k−4. In the limiting case of a fully
developed wave spectrum, the saturation spectrum B is not depending on k anymore.
Although his assumptions on wave breaking turned out to be incorrect (Phillips
1985) and the saturation spectrum generally does depend on k, the dependence is
much weaker than that of Ψ(k) or Sk(k), so that a representation of wave spectra
in terms of the saturation spectrum has lower dynamical range. For the saturation
range, Phillips (1985) gives

B(k) = β
√g

f (θ)u∗k1/2, (2.57)

with an empirical scaling factor β. ¿e friction velocity u∗ =
√
τ/ρ is a measure for

the shear stress τ at the water surface. ¿e angular spreading of the wave propagation
with respect to the wind is described by f (θ). For even higher wavenumbers, Jähne
and Riemer (1990) proposed a spectral cuto�, from which the spectral energy in
the saturation spectrum decreases with k−2. Rocholz (2008) did not observe such
a cuto� in his data, a er he had corrected his optical system for the reduction of
contrast at high spatial frequencies by measuring and correcting the modulation
transfer function.

2.2.2 Probability distributions

Random amplitude/phasemodel

Instead of using a spectral description, it is also possible to describe the water surface
in terms of probability distributions. In linear theory, the sea surface elevation is
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described as a superposition of harmonic waves

η(x, t) =
N

∑
n=1
an cos(kn ⋅ x − ωnt) + bn sin(kn ⋅ x − ωnt) (2.58)

=
N

∑
n=1
An cos(kn ⋅ x − ωnt − ϕn). (2.59)

Here, amplitudes an and bn are random amplitudes which, by the law of large num-
bers, are Gaussian distributed for large N (with the samemean and standard distribu-
tion). ¿e surface elevation η(x, t) is then also described by a Gaussian distribution.
¿e amplitude An =

√
a2n + b2n is Rayleigh distributed, the phases ϕn follow a uniform

distribution (see Holthuijsen 2007).

Slope probability distribution

Because of non-linearities, the distribution of η(x, t) has higher order moments
that distort the Gaussian distribution. For weakly non-linear waves, these can
be obtained from perturbation analysis. ¿e probability density function (pdf)
of surface elevation can then be expressed in terms of the normalized elevation
f = (η − η̄)/ση, with the mean value η̄ and its root-mean square (rms) value ση. ¿e
pdf is then given by

p(η) = 1√
2πση

exp(− f 2/2) [1 + 1
6
λ3H3 +

1
24
λ4H4 +

1
72
λ23H6 + . . . ] , (2.60)

where λ3 and λ4 are coe�cients of skewness and kurtosis and can be de�ned in
terms of the cumulants of the distribution p(η) (Longuet-Higgins 1963b). ¿e
Hn are Hermite polynomials of degree n. A similar expression was used by Cox
and Munk (1954a) who found that their measured distributions of surface slope
were approximately Gaussian but contained higher order terms. ¿ey proposed a
truncated Gram-Charlier series of the form

p(sx , sy) =
1

2πσcσa
e−

1
2 (ξ

2+ζ2) [1 − 1
2
c21(ξ2 − 1) −

1
6
c03(ζ3 − 3ζ)

+ 1
24
c40(ξ4 − 6ξ2 + 3) +

1
4
c22(ξ2 − 1)(ζ2 − 1) +

1
24
c04(η4 − 6η2 + 3)] , (2.61)

where normalized slope components ξ = sx/σc and ζ = sy/σa have been used. ¿e
cross-wind and along-wind rms slopes are denoted by σc and σa. ¿e two correc-
tion terms on the �rst line, with coe�cients c21 and c03 lead to a skewness of the
distribution in the along-wind direction. In the cross-wind direction, a symmetrical
distribution is expected, skewness terms disappear. ¿e second line contains three
peakedness terms. ¿e resulting “peaked” pdf has higher probabilities for small and
large slopes.
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¿e use of a truncated Gram-Charlier series has been criticized (Tatarskii 2003,
Wentz 1976) because it is not positive for all slopes and thus cannot represent a true
pdf. A physical justi�cation for the use of a truncated Gram-Charlier series was
not given by Cox and Munk. Longuet-Higgins (1963b; 1982) demonstrates how the
skewness and higher order terms are consequences of the non-linearity of waves and
notes that the skewness should be correlatedwithwind stress τ at the surface. Liu et al.
(1997) found that peakedness of the distribution is due to non-linear interaction of
gravity waves and that the skewness is associated with the modulation of short waves
by longer gravity waves. A similar result was also presented by Longuet-Higgins
(1982), who �nds that the modulation of ripples that are riding on longer waves
and thus propagate on a tilted, slowly changing water surface, can lead to the right
magnitude of distribution skewness.
A number of alternate descriptions of the slope pdf using eithermultiple Gaussians

(e.g. Plant 2003, Tatarskii 2003) or non-Gaussian descriptions (Chapron et al. 2000,
Joelson and Néel 2008, Liu et al. 1997) have been published. In the absence of a
high resolution data set that also incorporates large slopes, it is nearly impossible to
quantitatively determine the best description of the surface slope distribution.

2.2.3 Statistical parameters

Several statistical parameters are typically used to characterize wave �elds of long
gravity waves. ¿ese parameters are also given by the operational wave models,
which predict the sea state for shipping and coastal protection.

Signi�cant wave height

Signi�cant wave height is de�ned as four times the root-mean-square wave height
Hs = 4ση. Historically, it was de�ned as the average height of the highest third of
all waves (H1/3). Since obviously this de�nition depends on the used measurement
resolution and/or frequency cuto� used to eliminate small-scale waves from the
dataset, the more formal de�nition with the surface displacement has become the
accepted way to compute this quantity (Holthuijsen 2007). It is equivalent to the
old de�nition if the statistical distribution of wave height is a Rayleigh distribution
(corresponding to a Gaussian distribution of surface displacement η), if the wave
spectrum is narrow. Longuet-Higgins (1980) discusses the consequences of a broad
spectrum with non-linearities and concludes that Hs overestimates H1/3 by 7.5%.
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Wave period / peak frequency

It is not trivial to de�ne a mean wave period for a general wave �eld, which may
have a very broad spectrum and consists of locally generated wind waves and swell.
A “wave” can then be de�ned as the pro�le of the surface elevation between two
successive downward zero-crossings (Holthuijsen 2007). For a broad wave spectrum
and especially in the presence of small ripples, this de�nition may lead to problems
with high resolution measurements.
¿e mean frequency between two zero crossings of surface displacement η is

given by

f =
√

m2

m0
, (2.62)

where m0 and m2 are the zeroth- and second-order moment of the frequency power
spectrum Φ(ω) (Holthuijsen 2007). ¿is relation was derived for a surface with
a Gaussian probability distribution for the elevation. Furthermore, the precise
measurement of the second-order moment is not trivial. Noise in high frequencies is
ampli�ed, which requires the use of an upper cut-o� frequency. Holthuijsen (2007)
gives alternate de�nitions of mean period or height which have been de�ned to
avoid the measurement of the second-order moment.
In many cases it is su�cient to characterize the peak frequency of the spectrum.

If the spectrum consists of signi�cant contributions of swell and wind-sea, separate
peak frequencies are given.

Wave age

Wave age is used to di�erentiate “young” seas which have been generated by local
wind and may not be in equilibrium and “mature” seas, which may be dominated by
swell or in equilibrium with local wind. Wave age is commonly de�ned as cpeak/u∗,
the ratio between the phase velocity of waves cpeak at the spectral peak and the
friction velocity u∗ =

√
τ/ρ. Since for gravity waves the phase velocity increases with

increasing wavelength, wave age is higher for swell than for locally generated waves.
Wave age is o en used for parameterizations of the drag coe�cient CD = u2∗/U2

10
with sea state (Drennan et al. 2003, Toba et al. 1990).
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2.2.4 Mean square slope

Mean square slope (mss) σ 2s has been used o en as a parameter describing the
roughness of the sea surface. Unlike wave height parameters, it is also sensitive to
the smaller scale waves. It is well de�ned in principle as the variance of surface slope.
In practice, measurements are usually limited in one way or the other and mss can
be determined in multiple ways. Each method has its advantages and limitations
and may be more or less applicable for a certain purpose.

Brute-force From a record of surface slope, either a time-series at a single point,
or a two-dimensional snapshot of the surface, or a combination of both, one
can simply compute the variance. However, most measurement techniques
can only record slopes up to a certain maximum value. In addition, they
may lack the spatial (or temporal) resolution to resolve the smallest capillary
waves, which typically have the largest slopes. Together, these e�ects lead
to an underestimation of the mean square slope determined by computing
the variance of the record. Because higher slopes occur increasingly o en at
higher wind speeds, the disparity between the “real” σ2s and the measured mss
likely increases with wind speed.

Probability distribution Any instrument with a limited slopemeasurement range
(i.e. where the maximum resolvable slope is smaller than the maximum
occurring slope) can measure partial probability distributions of slope. If
the shape of the distribution is assumed to be known, the variance of the
distribution can be estimated by �tting amodel to themeasured data. ¿is then
also accounts for the missing measurements of higher slope. However, since
the determined mss then depends on an extrapolation of the measured partial
distribution to higher values, such a procedure requires good knowledge of the
actual pdf. In general, such a procedure can only be expected to give reliable
estimates of mss when the measurement range is at least on the order of the
rms slope. ¿is will also be discussed in sec. 7.1.2.

Spectral integration Instead of determining mss in the space-time domain, it is
also possible to compute it from slope spectra in the wavenumber-frequency
domain. ¿e integral of the slope spectrum over all wavenumbers/frequencies
is mss. ¿is is simply due to Parseval’s theorem, which states that the total
energy is conserved by Fourier transformation. Of course, the result is then
identical to that of the brute-force method, with all the limitations discussed
there. On the other hand, it is possible to study contributions of di�erent
wavenumber ranges to the overall mss. ¿is way, one can determine the
importance of waves on di�erent scales for the overall roughness of the surface.
In processes, where certain ranges of wavelengths are known to be more
important than other (i.e. air-sea gas exchange, radar backscatter), it is possible
to limit the description of roughness to the relevant scale.
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2.3 Air-sea gas exchange and waves

It has long been recognized that waves play a crucial role in the exchange of heat,
momentum and trace gases between the atmosphere and the ocean (e.g. Jähne et al.
1979). Still, it has so far not been possible to derive a physically based model of gas
transfer that correctly accounts for wave e�ects. In this section, a very brief overview
of gas exchange and its dependence on the wave �eld is given. For more details, the
reviews of Jähne (2009), Jähne and Haußecker (1998) and Wanninkhof et al. (2009)
are recommended.

2.3.1 Mass transport in �uids

Trace gases are transported in �uids (air or water) by turbulent and molecular
motion. For large scale transport, turbulence is the more e�cient mechanism.
In the boundary layers close to the air-sea interface however, di�usion becomes
important. ¿e turbulent eddies cannot penetrate the surface; eddy size thus sinks
approaching the interface. Turbulence becomes less e�cient, molecular di�usion
becomes relevant. Both transport mechanisms are typically described in analogy to
Fick’s law for di�usion by Reynolds decomposition:

jc = −(D + K(z)) ∂c
∂z
, (2.63)

in other words, the �ux of a trace gas jc is proportional to the gradient in its con-
centration (horizontal homogeneity is assumed, so that ∇c ≡ ∂c/∂z). ¿e molecular
di�usion constant D from Fick’s law was complemented with a turbulent di�usion
coe�cient K(z). Unlike D, the turbulent di�usivity has a depth dependence to
account for the reduction of turbulence approaching the interface.

The transfer velocity

¿eboundary layers near the surface, with typical thicknesses of less than amillimeter
constitute the overall bottleneck for the exchange of gases and heat between the
atmosphere and the ocean, because of the signi�cant reduction of K(z) approaching
the surface (K(z) → 0).
¿is allows the de�nition of an integrated quantity, which macroscopically de-

scribes the rate of air-sea gas transfer. Such a macroscopic formulation is obtained
from eq. (2.63) by integration:

c(z2) − c(z1) = − jc ∫ z2

z1
(D + K(z))−1 dz = jcR = jc/k (2.64)

Here, it was used that the �ux density jc is constant (due to mass conservation and
in the absence of sources or sinks). ¿e newly de�ned transfer velocity k (the inverse
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transfer resistance R) now contains the structure of turbulence in the boundary layer.
It generally depends on the integration boundaries z1, z2. However, because (D +
K(z)) is much smaller in the boundary layers than outside, most of the resistance
is concentrated in the boundary layers. ¿erefore, the dependence of k on the
integration boundaries is not strong, provided that the boundary layers are included
in the integral.

2.3.2 Modeling gas exchange

Even though signi�cant progress in measurement techniques has been made in the
past years, exact knowledge of the turbulent motion under a wavy water surface –
and thus knowledge of K(z) – remains elusive. Measuring processes in the boundary
layer is complicated, because of a) the thinness of the layers (typically 20−200µm in
the water); and b) the large amplitude of motion of the wavy water surface. ¿erefore
both very high resolution (on the order of few µm) and a large measurement range
(at least on the order of centimeters) are required to study realistic wind-driven
surface conditions. So far, direct measurements of pro�les of gas concentrations
in the boundary layer have been limited to cases of either mechanically generated
turbulence or wind waves with very low amplitude (Asher and Litchendorf 2009,
Friedl 2013, Herlina and Jirka 2008, Münsterer and Jähne 1998).
A number of di�erent models have been developed that describe the turbulence

structure and allow to derive integrated expressions for the transfer velocity k (e.g.
Coantic 1986, Deacon 1977, Lamont and Scott 1970). Jähne et al. (1987) proposed to
use the generalized relation4

k = 1
β
u∗ Sc−n , (2.65)

where the transfer velocity k depends on the friction velocity u∗, a dimensionless
scaling parameter β which describes the strength of near-surface turbulence and
the Schmidt number (Sc = ν/D, with the kinematic viscosity ν) with exponent n.
¿e Schmidt number exponent n is assumed to be 2/3 for a smooth water surface
(Deacon 1977) and 1/2 at a rough, wavywater surface (Jähne et al. 1979). Experimental
evidence suggests that the transition between those limiting cases is gradual (Krall
2013, Nielsen 2004, Richter and Jähne 2011). ¿e variation of β with the sea state has
still to be investigated. Both dimensionless parameters β and n depend on the wave
�eld, the exact relations are unknown. Jähne et al. (1987) propose the mean square
slope of the waves σ 2s as a parameter to describe the in�uence of the waves on gas
exchange.

4Unless speci�ed otherwise, u∗ denotes the water-side friction velocity: u∗ =
√
ρa/ρwu∗,a, with the

air-side friction velocity u∗,a and the densities of air and water.

31



Chapter 2 THEORY

2.3.3 The facet model

¿e facet model tries to account for the intermittency of gas exchange (Jähne et al.
2007): At a smooth water surface, the transfer velocity is assumed to be described by
the Deacon (1977) model,

ks =
1
βs
u∗ Sc−2/3. (2.66)

With the development of waves, and the onset of (microscale) wave breaking, some
patches (or facets) start behaving like a rough surface, described by a “wavy” transfer
velocity

kw =
1
βw

u∗ Sc−1/2, (2.67)

with Schmidt number exponent n = 1/2. ¿e fraction of the surface that is subject to
the rough boundary conditions is denoted by aw, and the total transfer velocity is
then given by

k = (1 − aw)
u∗
βs
Sc−2/3 + aw

u∗
βw
Sc−1/2. (2.68)

A parameterization of the fraction of rough surface facets aw in terms of the mean
square slope σ 2s of the waves is given by Richter and Jähne (2011):

aw(σ 2s ) =
(σ2s )

γ

δγ + (σ 2s )
γ . (2.69)

¿e gradual transition from smooth to rough surface conditions is depending on the
mss and two model parameters δ and γ. ¿ese can be interpreted as the midpoint
(δ) and the steepness (γ) of the transition of the Schmidt number exponent n from
2/3 to 1/2 (Krall 2013).
¿e model has been applied to transfer velocities measured at di�erent laboratory

facilities by Degreif (2006), Nielsen (2004) and Krall (2013) and di�erent values for
these parameters have been obtained. ¿e observed deviations have been linked to
experimental di�culties and in�uences by the geometry of the facilities.
Zappa et al. (2001) and Zappa et al. (2004) derive a similar model, where the

surface is parted into facets that exhibit surface renewal due to microscale wave
breaking and facets that do not. ¿e fraction of the surface that is in�uenced by
microscale breaking is shown to depend on the mean square slope of the surface.
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2.3.4 Parameterizations of air-sea gas exchange

Despite irrefutable evidence that wind speed alone cannot fully describe the com-
plex interactions controlling near-surface turbulence under all circumstances (Wan-
ninkhof et al. 2009), parameterizations using wind speed to quantify transfer veloci-
ties are still state-of-the-art (Ho et al. 2011).
¿is is not caused by the ignorance of the users, but for a practical reason: Wind

speed is readily available both from local measurements and from global satellite
products, while measuring other parameters requires extensive experimental e�ort.
¿us, not only is it necessary to understand the basic physical processes driving gas
exchange. For a parameterization to be successful, it is also required that instrumen-
tation is available on all relevant scales to measure the required quantities without
disproportional e�ort.
Frew et al. (2007) have shown that it is possible to use satellite measurements to

determine parameters – other than wind speed – which describe the water surface
roughness. ¿ey derived the mean square slope σ2s in the wavenumber range of
40− 100 rad/m from dual-frequency radar backscatter. ¿en, they used an empirical
relation of the transfer velocity k and mss to derive an estimate for the global mean
transfer velocity.
Mean square slope is not the most desirable parameter. ¿ere is no fundamental

link between mss and gas exchange. Parameters such as turbulent kinetic energy
dissipation or the surface divergence (see sec. 1) have a stronger theoretical foun-
dation. However, these parameters are hard to measure even in the laboratory and
it is certainly not possible to estimate them on larger scales. Currently, the only
parameters that have the potential to replace wind speed are those connected to
the waves, such as mean square slope. Measurements are possible on all scales (see
sec. 1). So far, robust methods for local measurements have been lacking. In this
work, new instruments capable of measuring mean square slope under a wide range
of conditions are presented.
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3
Methods

In this work, di�erent instruments were developed and used to measure waves in the
laboratory and in the �eld. All measurements are non-invasive and optical; they use
cameras and natural or arti�cial light sources. Before the measurement principles
of the Re�ective Stereo Slope Gauge (RSSG) and of its successor theMedium Angle
Slope Gauge (MASG) are presented in sec. 3.2, 3.3, and 3.4, an overview of the state
of the art in optical wave measurement and imaging is given in sec. 3.1.

3.1 Optical measurement of ocean waves

Waves have been studied with optical techniques for more than 100 years, dating
back to the pioneers Laas (1905; 1906; 1921) and Kohlschütter (1906) who used
stereo photography to measure wave heights. A historical review of some of the
techniques that were developed over the past decades is given in Kiefhaber (2010).
Here, the focus is set on the state of the art and an overview of the most promising
measurement principles is given. While in the laboratory, methods based on the
refraction of light at the water surface are superior (Jähne et al. 1994), re�ection-based
methods have the advantage of not requiring parts to be submerged in the water.
In �eld experiments, this signi�cantly reduces the complexity of the setup. Most
techniques rely on the re�ection of natural light at the water surface. In contrast, the
new Re�ective Stereo Slope Gauge employs arti�cial light sources and is thus able to
measure independent of natural lighting, also at night.

35



Chapter 3 METHODS

a

1.0 m

f = 0.76 m

1.4 m

mirror

f = 2.0 m

telecentric lens

window

window

Fresnel lens

light source

b

90°

α
α

β
γ

γ

δ

δ

water surface

bottom window

air

air

air

water

Fresnel lens

illumination
screen

principal axis
of Fresnel lens

f

Figure 3.1.: a The ISG setup at the Aeolotron: The camera is observing the refraction of light from
an underwater position-coded light source. Modi�ed after Kiefhaber et al. (2013).
b The ray geometry of the ISG. The light source is placed in the focal plane of a Fresnel
lens. This guarantees that all rays that are refracted by waves of the same slope are
focused on one position, independent of wave height.

3.1.1 Imaging Slope Gauge

¿e arguably best method for measuring small-scale waves in the laboratory is the
imaging slope gauge (e.g. Jähne and Riemer 1990, Zhang and Cox 1994). A color
imaging slope gauge (CISG) was set up at the Aeolotron wind wave facility between
2009 and 2011 by Roland Rocholz andwas used during several air-water gas exchange
experiments (Krall 2013, Kräuter 2011). ¿e measurement principle of the CISG is
described in detail by Rocholz (2008); a detailed description of the speci�c setup at
the Aeolotron can be found in Kiefhaber et al. (2013), so that only a short summary
is given here.

Principle

¿e setup of the ISG is shown in Fig. 3.1a: A camera is observing the water surface
from above. ¿e camera aperture is placed in the focal point of a large lens (diameter
d = 0.32m, focal length f = 2m). ¿en, only light rays that are parallel to the optical
axis of the large lens (on the side away from the camera) are refracted into the camera
(the focal point). ¿us, all light rays are vertical at the water surface. ¿e camera lens
together with the large lens form an object-space telecentric lens. ¿is guarantees
a constant magni�cation factor independent of object distance. ¿e mean water
surface is in the second focal plane of the lens.
¿e light is coming from a light source that is installed underneath the wind wave

facility. ¿e light source is placed in the focal plane of a large Fresnel lens (diameter
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d = 0.89m, focal length f = 0.76m). To understand the trace of a ray on its way from
the light source to the camera, it is instructive to start at the water surface. Due to the
telecentric lens, only light rays that are vertical at the water surface enter the camera.
If the water surface normal is not vertical, the ray is refracted at the surface (see
Fig. 3.1b). If it encloses the angle α with the surface normal above water, the refracted
angle β to the surface normal in the water is given by Snell’s law: sin α = nw sin β,
where nw ≈ 1.33 is the refractive index of water. ¿e ray is also refracted entering and
leaving the bottom window, so that it leaves the Fresnel lens at an angle δ. Because
the light source is placed in the focal plane of the Fresnel lens, all rays that have the
same angle δ to the vertical at the Fresnel lens are refracted onto the same location
on the light source (the extension of the well-known “parallel rays become focal
point rays” of geometric optics). ¿is e�ectively translates the surface slope α into a
position on the light source, independent of wave height and position on the water
surface. ¿e dependence of the position on the light source on surface slope is almost
linear (Jähne et al. 1994).
To measure the slope of the surface, the origin of the light rays on the light source

need to be measured. In the new high speed imaging slope gauge, this is done by fast
switching of four di�erent intensity gradients on the LED light source (Kiefhaber
et al. 2013). From ratios of these gradients, each position on the light source can be
identi�ed uniquely.
In the gas exchange experiment of 2011 which is analyzed in this thesis, a dif-

ferent coding-scheme was used. In the color imaging slope gauge (CISG) set up by
Roland Rocholz, the light source position is color-coded with three linear wedges in
red, green and blue, oriented at 45°, 0°, and −45° to the x-axis (Balschbach 2000).
Since only two independent channels are needed to determine the 2D position, the
third channel can be used for normalization, making measurements independent of
surface curvature e�ects and dirt or bubbles in the water.
¿e advantage of the CISG, that both slope components can be measured from

a single image, comes at a cost: ¿e large custom planoconvex lens that is used to
satisfy the telecentricity condition for measurements that are independent of wave
height is not achromatic. Using light from broad wavelength band leads to signi�cant
chromatic aberration, as will be discussed in sec. 6.5.1. Also, the light output of the
old color light source (�uorescent tubes with a colored transparency) was hardly
su�cient even at relatively high integration times.
With the availability of a high speed camera, there is no more need for a multi-

chromatic light source, the di�erent slope components can be measured in sequence.
A raw image rate of 6000Hz still gives 2D slope images at a rate of 1250Hz (Fahle
2013). ¿e integration time is then limited by the frame rate of the camera; only
with the high power LEDs that have very recently become available such a scheme is
possible.
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Requirements and limitations

Because surface slope is measured from the refraction of light, it is necessary that
either the light source or the camera are submerged in the water. While it is generally
possible – and has been attempted, see Klinke and Jähne (1995) – to deploy an ISG on
a buoy, such a complicated system is not well suited for routine �eld measurements.
Also, it can hardly be considered non-invasive, since the buoy and the underwater
light source will certainly a�ect water and wave motion.
¿e slope range that can be measured with the ISG is depending on the size of

the light source, while the footprint on the water surface cannot be larger than the
diameter of the large telecentric lens. For studies of the dynamics and interactions
of small-scale waves in the laboratory, the ISG is the ideal instrument. For including
e�ects of larger scale waves that are not much smaller than the image footprint
additional instruments are required, e.g. a wave height measurement at a single
point. An optical system for wave height measurements that can be fused with the
ISG to measure the full range of waves in the Aeolotron facility has been set up by
Horn (2013).

3.1.2 Polarimetric Slope Sensing

Polarimetric slope sensing has been introduced recently by Zappa et al. (2008) as a
way to determine the surface slope of small-scale waves from the measurement of
the polarization of re�ected light. A new polarimeter with a very simple optical setup
was designed and built for deployment to the SOLAS-Peru cruise (see sec. 5.2.2).
¿e system is described in detail by Bauer (2013).

Principle

¿e polarization of light (coming from the sky or an arti�cial light source) that is
re�ected at the water surface – or any other dielectric surface – is partially polarized.
¿e degree and orientation of polarization is dependent on the angle of incidence.
¿is can be used to compute the two dimensional surface slope from images of the
sea surface acquired with a special imaging polarimeter. A polarimeter does not only
measure the brightness of light re�ected at the water surface, but also its polarization,
using an array of cameras and polarization optics.
¿e polarization of light that is re�ected at the water surface is described by the

Fresnel re�ection coe�cients (see, e.g. Jackson 1998). ¿e coe�cients Rp and Rs for
light polarized in the directions parallel and orthogonal to the plane of re�ection are
shown in Fig. 3.2a. At low incidence angles, only about 2% of the light is re�ected.
Only around 50° the re�ection coe�cients increase steeply to reach 1 at 90°. ¿e
component polarized in the direction orthogonal to the plane of re�ection (see
Fig. 3.3) increases monotonically. ¿e component polarized in parallel with the
plane of re�ection �rst decreases slowly and is zero at Brewster’s angle 53°. ¿en

38



Optical measurement of ocean waves 3.1

a

0 30 60 90
0

0.2

0.4

0.6

0.8

1

incidence angle [°]

re
"e

ct
io

n 
co

e#
ci

en
t

 

 
Rs

Rp

(Rs +Rp )/2

b

0 30 60 90
0

0.2

0.4

0.6

0.8

1

incidence angle [°]

D
O

LP

26.5°

37°

Figure 3.2.: a The Fresnel coe�cients for re�ection at the water surface: The component of
light polarized in the direction parallel to the plane of re�ection Rp (see Fig. 3.3)
is not re�ected at Brewster’s angle 53°. The total re�ection coe�cient (the sum of
the parallel Rp and orthogonal Rs components) is about 0.02 for normal incidence
and constant up to almost 50°. It then increases steeply to reach 1 at 90° incidence.
Re�ected light is unpolarized at incidence angles 0° and 90°, and fully polarized at
Brewster’s angle.
b The degree of linear polarization (DOLP) as a function of incidence angle. The
maximum is at Brewster’s angle (53 degrees). The black lines denote camera viewing
angles for maximum measurement range (dashed) and maximum sensitivity and
linearity for low slopes (solid).

it also increases to reach full re�ection at orthogonal incidence. ¿is di�erence in
the behavior of the two polarization components is utilized in polarimetric slope
sensing.
Figure 3.3 shows the basic geometry for polarization measurements: A light ray

falling onto a facet on the water surface under an incidence angle θ is (partly)
re�ected, the angle of re�ection being identical to the angle of incidence. ¿e light is
partly polarized orthogonal to the plane of re�ection, by measuring the orientation
of polarization φ the slope of the surface normal in the direction orthogonal to the
plane of re�ection can be measured. ¿e degree of linear polarization

DOLP = (Rs − Rp)/(Rs + Rp) (3.1)

with the re�ection coe�cients Rs and Rp for light polarized orthogonal and parallel
to the plane of re�ection. From the DOLP, the incidence angle θ can be measured
(Zappa et al. 2008). ¿e DOLP is a non-linear function of incidence angle (see
Fig. 3.2b). Aswas already described, re�ected light is unpolarized at normal incidence
and fully polarized at Brewster’s angle 53°. ¿erefore the function can only be inverted
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Figure 3.3.: Light is re�ected from a surface facet into the camera. The incidence angle θ can
be computed from the degree of linear polarization (DOLP), the angle between the
plane of re�ection and the x-axis of the image plane φ is given by the polarization
orientation (modi�ed after Zappa et al. 2008).

on one of the intervals [0°, 53°] or [53°, 90°]. While the latter is advantageous in
terms of the total re�ection intensity (see Fig. 3.2a), only the lower interval is suited
for wave measurements under �eld conditions. In the higher interval, the side of the
wave tilted away from the instrument would likely be occluded by the wave itself. If
the camera observes the water surface at an angle of 26.5° (see Fig. 3.2b), the range
of slopes that can be measured is ±26.5°. Near zero incidence angle, the slope of the
DOLP is very low (and very non-linear). If only smaller slopes are expected, the
ideal viewing angle is 37°, where the DOLP has the largest slope and is more linear.
Tomeasure the polarization of light, amulti-camera system is needed. If only linear

polarization occurs (an assumption that is valid for unpolarized light being re�ected
at the water surface), three cameras are su�cient to determine the polarization state
(more precisely: the �rst three components of the Stokes vector of the light, see Bass
2010). A very simple setup has been used by Bauer (2013): ¿ree cameras with parallel
optical axes and located as close as possible to each other are each equipped with
a linear polarization �lter in di�erent orientations (0°, 60° and 120° to horizontal).
Pezzaniti et al. (2008) describe a more elegant solution: Four cameras share a custom
lens, the light is split up by a block made of polarizing and non-polarizing beam
splitters as well a half-wave and a quarter wave plate. In their con�guration, all
light that is entering the lens is used, no polarization �lters are required that block
light. However, a custom made lens is required, because the �ange focal distance (or
more precisely the distance from the back side of the lens to the camera sensor) of
commercial lens mounts is not su�cient to accommodate the beam splitter block.
¿is signi�cantly increases the cost of such an instrument.
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Requirements and limitations

¿emeasurement scheme using DOLP and polarization orientation to retrieve the
two slope angles makes a number of assumptions: 1. ¿e polarization of the light
source (in �eld measurements: the sky) is known. 2. All light that is captured by the
polarimeter was re�ected at the surface, there is no upwelling light that was scattered
at particles in the water. 3. Wave slope does not exceed the interval in which the
DOLP dependence on angle of incidence is unique.
¿e simplest way of guaranteeing requirement 1 is to measure only with overcast

sky, when it is safe to assume that the light is unpolarized. While the blue sky is partly
polarized by Rayleigh scattering, multiple scattering in clouds removes polarization.
Barsic and Chinn (2012) present �rst results from polarization slope measurements
that account for the polarization of the sky. ¿ey used a second polarimeter for the
measurement of sky polarization, modelled the distribution with a Rayleigh sky and
used an inverse model with a variational method to determine surface slope given
the sky polarization.
Requirement 2 is not a problem in clean and deep water in the open ocean, but

certainly is a problem in areas of high biological activity. Barsic and Chinn (2012),
who measured at Duck Pier in the coastal waters of North Carolina, attribute most
of the inaccuracies in their measurements to upwelling light.
¿e third requirement, the limited range of incidence angles, is the hardest, espe-

cially since it can be very hard to judge whether the slope was within the allowed
interval. ¿e actual measurement range of the instrument depends on the angle
at which the polarimeter is tilted against the vertical. An angle of 26.5° ensures a
symmetric interval of ± 26.5° (dashed line in Fig. 3.2b). An angle of 37° (solid line in
Fig. 3.2b) was used by Zappa et al. (2012). It is advantageous especially if measured
surface slopes are mostly small, since it is in the steepest and most linear part of
the DOLP, but leads to an asymmetric measurement interval of [-37°, +16°]. Note
however that the given measurement ranges are only valid for the optical axis of the
camera, i.e. in the image center. Away from the center, towards the top (bottom)
of the image, the still water surface is observed at a higher (lower) angle. ¿us the
measurement range is in general depending on position in the image. ¿is e�ectively
limits the �eld of view of the lens. ¿e polarimeter used by Zappa et al. (2012), for
example, has a �eld of view of 4.8° × 3.6°. Also, especially under higher wind speed
conditions when lots of capillary waves are present, it is hard to believe that slope
does not regularly exceed 25°, requiring additional post processing e�ort to remove
e�ects of the ambiguity of DOLP with incidence angle.
Nevertheless, polarimetric imaging is an intriguing new technique that allows

the measurement of small-scale waves in the �eld with unprecedented resolution.
Under the right environmental conditions, it can provide high quality wave slope
data.
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3.1.3 Stereopsis

As was already mentioned, stereo photography is the oldest quantitative optical wave
measurement technique. It has been used in dozens of studies with di�ering success;
this review is restricted to very recent examples. For a more complete list of studies
employing stereo photography, the reader is referred to Kiefhaber (2010).

Principle

In stereo photography, two cameras acquire images of the same footprint on the water
surface (or of any other object) simultaneously, but from two locations and under
di�erent angles. ¿e distance of the water surface can be measured if it is possible
to determine the stereo disparity, i.e. the distance between the two positions of an
object in the two stereo images. ¿e challenge of determining this disparity, which
requires �nding the same object (or structure on the water surface) in both images,
is known as the correspondence problem of stereo photography. Corresponding
points are typically found either by block matching, i.e. by comparing the gray values
in a portion of one image with those in portions of the other image. Statistical
measures are used to determine which area of the second image corresponds best to
the selected window in the �rst image.
Kosnik and Dulov (2011) and Mironov et al. (2012) use block matching schemes

(correlation analysis) combined with a high-pass �lter to reduce large-scale image
brightness gradients caused by inhomogeneities of the sky. ¿is way, they extract
the small-scale roughness features without brightness trends, increasing the chances
of �nding corresponding points. To decrease the number of false correspondences,
they also simply restrict the analysis to areas with su�cient texture using a priori
estimates.
In a series of papers, a group of authors reports their success with processing data

from theWave Acquisition Stereo System (WASS). ¿is system is a two camera stereo
setup, designed towards measuring gravity waves on a large footprint of 1000m2.
Benetazzo (2006) and Benetazzo et al. (2012) describe the development of a local
cross-correlation based block matching approach, using an a posteriori measure of
con�dence (a threshold in the normalized cross-correlation). In addition, they use a
multi-resolution scheme, �rst computing the mean disparity over a larger image area,
then requiring that at high resolution, the disparity will not deviate signi�cantly from
the mean. Gallego et al. (2011) report the use of a variational method for processing
the WASS stereo images. Fedele et al. (2013) use another variational method which
enforces smooth disparity maps in both spatial and temporal direction. For a water
surface without too many breakers this is certainly a good assumption.
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Figure 3.4.: If only specular re�ections occur at the surface facet P, then cameras A and B see
light coming from di�erent parts of the sky C and D. If the surface were �at, light
would be coming only from the inner circles. Curvature of the surface increases the
area of the sky that is seen.

Requirements and limitations

Some of the main challenges of conventional stereo vision are depth discontinuities
and the occlusion of background by foreground objects. ¿e water surface is well
behaved, it is generally continuous and for su�ciently high grazing angles without
occlusions (except maybe in the case of spilling breakers). ¿ere is, however, one big
problem: Due to the surface tension of water, the surface is always smooth at the
scale of optical wavelengths. As a consequence, light is not scattered in all directions
(as with a Lambertian re�ector). Only directed – or specular – re�ections occur.
Conventional stereo vision algorithms on the other hand assume all surfaces to be
fully Lambertian, without any specular re�ections.
Figure 3.4 illustrates the consequences of this: If the surface that the camera is

looking on (at P) is specularly re�ecting, the light that ends up in cameraA is coming
from area C of the sky, while the light that ends up in camera B is coming from area
D. If the luminance of the sky is di�erent in areasC andD, e.g. due to di�erent cloud
cover, the two cameras will record di�erent gray values for point P. ¿e cameras do
not see the (water) surface directly, but a virtual image of the sky that is re�ected. If
the surface is not �at but curved, as in Fig. 3.4, the bundle of rays (virtually) going
fromA (and B) to P is widened at the point of re�ection. ¿is leads to an increase of
the area of the sky that is seen. In Fig. 3.4, the small dashed circles refer to the area
that would be visible with a �at surface, the large circles with the depicted curved
surface.
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a b

c d
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Figure 3.5.: Three stereo image pairs of the water surface: Under low wind speed conditions
(a and b ) it is obvious that gray value based block matching will fail. At higher wind
speeds (c and d ) when the surface is much rougher and a lot of small ripples are
visible, the e�ects of the specularity of the water surface are not as pronounced. If
the sun is not covered by clouds, the images are additionally contaminated by sun
glitter, as in e and f . The images were acquired o� the coast of Peru during the M91
cruise. The stereo cameras had a stereo base of 3 m and were looking to the water
surface under an angle of 37° to the vertical.
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Figure 3.5 shows the practical consequences in examples of stereo images of the
water surface. ¿ese images were acquired with a stereo camera setup during the
SOLAS-Peru experiment (see sec. 5.2.2): In panels 3.5a and 3.5b the water surface
is relatively calm and the sky is inhomogeneous due to partial cloud cover. ¿is
leads to very di�erent appearances of the water surface in the images, making it
nearly impossible for gray value based matching techniques to �nd corresponding
points. In Fig. 3.5c and 3.5d the water surface is roughened by higher wind speeds
and a lot of very small scale ripples are visible. Due to their high curvature, they
re�ect light from a larger area of the sky. For high curvatures, the areas C and D
in Fig. 3.4 overlap and the relative importance of the di�erent viewing angles is
reduced. In addition to this, cloud cover was also more homogeneous during the
image acquisition. Panels 3.5e and 3.5f illustrate an additional problem: Whenever
the sun is not covered by clouds, images are contaminated with sun glitter, direct
re�ections of the sun. ¿ese areas are usually overexposed and have di�erent shape,
further reducing the similarities between the images.
It should be noted that the e�ect of the di�erent viewing angles in Fig. 3.5 is

particularly large due to the speci�c arrangement of the cameras: a relatively large
stereo base combined with slanted optical axes and a small footprint on the water
surface. Parallel optical axes and a wider �eld of view at greater distance will help
remedy the problem. Homogeneous cloud cover or blue sky will also contribute to
higher quality stereo images. Still, it is doubtful that a stereo system can be used as a
reliable source for wave data under a wide variety of conditions.

3.1.4 Helmholtz stereopsis

¿e shortcomings of the application of traditional stereo photography to the imaging
of water waves can be overcome with an extension of the measurement method. Not
only are the cameras placed in speci�c positions, the illumination is also considered
and optimized.

Principle

Helmholtz stereopsis is a modi�cation of the general stereopsis principle, geared
towards working with specular surfaces. If arti�cial light sources are placed in
areas C and D in Fig. 3.4 and natural light coming from other areas of the sky
is �ltered, it is possible to ensure the same lighting conditions for both cameras.
Ideally, the light source for camera A would be placed at the position of camera
B and vice versa. ¿en, the principle ofHelmholtz reciprocity holds, that two light
rays travelling along the same path but in opposite directions (A→B, B→A) will
encounter identical re�ections, refractions, and absorptions (Helmholtz 1867; p. 169).
Based on this, Zickler et al. (2002; 2003) coined the term Helmholtz stereopsis for
such a measurement system and showed how the problem of stereo vision with
partially specular surfaces can be solved this way.
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Well before this, Waas and Jähne (1992) and Dieter (1998) used such a system for
stereo measurements at the fully specular water surface. ¿e instrument used in
this study - the Re�ective Stereo Slope Gauge - is an improved version based on their
original design. It is described in detail by Kiefhaber (2010). Figure 3.6a shows the
core of the instrument, the two cameras have a stereo base of 300mm and can be
slanted towards each other at variable angles to guarantee maximum overlap at a
target distance. Technical aspects of the instrument will be described in more detail
in sec. 4.1.1.

a
b

Figure 3.6.: a The Re�ective Stereo Slope Gauge (picture taken from Kiefhaber (2010)). The stereo
base is 300 mm, the two light sources are built from 350 near-infrared LEDs each.
b False-color inverted stereo example image. The left camera is shown in red, the
right camera in blue. White areas are dark in the original images and contain no
re�ections. The size of the footprint on the water surface is 1.3 × 1.1m. Disparity can
be estimated wherever there are re�ections visible.
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Requirements and limitations

¿e Re�ective Stereo Slope Gauge (RSSG) was designed to be mostly independent of
environmental conditions. It does not have requirements on the radiance distribu-
tions of the sky, due to its active light sources it can also measure at night. ¿is is
a major advantage over the other presented methods for �eld measurements. ¿e
use of light source with an emission spectrum in the near infrared (around 950 nm)
additionally allows to remove most natural light from the images in daytime mea-
surements. A major water absorption peak at 970 nm and the water content of the
atmosphere is responsible for this.
Figure 3.6b is an example stereo image taken with the RSSG. It is displayed in false

color, the le image is colored red, the right image blue. ¿e original gray values
were inverted, so that the dark background is now white, and the originally bright
re�ections are now dark. ¿is was done to increase visibility of the re�ections.
Comparing the RSSG image in Fig. 3.6 with the images from the passive stereo

system in Fig. 3.5, two di�erences become clear immediately: Firstly, unlike with
the passive system, the structures visible in the RSSG images have the same shape
and brightness in both camera images. ¿erefore, a block matching scheme using
cross-correlation will provide accurate results for re�ection disparity. Secondly, there
is a drawback to the enhanced quality of the visible structures. ¿e re�ections do
not cover the whole image equally, there are areas where they are rather sparse. ¿is
prevents the estimation of dense disparity maps, which are required to measure the
full shape of the surface. Especially on the open ocean in the presence of swell, some
images show no re�ections at all because the water surface is tilted in the wrong way.
While polarimetric slope sensing and (passive) stereopsis have the potential to

measure the full two-dimensional slope (or elevation) distribution – the shape of the
surface – the RSSG can only measure wave heights at the points, where re�ections
are visible (corresponding to points with zero slope). Because these re�ections are
moving about the images, a �exible interpolation scheme for non-gridded data is
required to recover the two-dimensional surface structure. ¿is was investigated by
Schaper (2011).
In addition to the height measurements, the RSSG also provides insight in the

small-scale structure of the water surface (related to the maximum local curvature
and described in sec. 3.4) and a statistical way to measure the surface roughness pa-
rametermean square slope σ2s . ¿is parameter is the variance of the slope probability
distribution and commonly used to describe the in�uence of waves on air-sea gas
exchange.
¿e set of parameters that can be measured with the RSSG is limited, other

instruments promise more information about the wave �eld. On the other hand,
the RSSG can deliver this information in a robust way and mostly independent
of environmental conditions, day and night. ¿is prerequisite of an instrument
for measuring wave parameters during air-sea gas exchange experiments is not
ful�lled by any of the other presented methods. In the following sections, the speci�c
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Figure 3.7.: Left: The stereo camera setup with slanted optical axes. Right: A structure at an
arbitrary distance will be projected to two di�erent positions in the left and right
camera images.

measurement methods of the RSSG are described in detail.

3.2 Height measurement

3.2.1 Stereo triangulation

In Fig. 3.7, the basic geometry of the used stereo setup is shown. ¿e optical axes of
the two cameras are slanted towards each other to ensure maximum image overlap
at the target distance h0. ¿e tilt angle

τ = arctan[b/(2h0)] (3.2)

is determined by the stereo base b and the target distance h0.
¿e right side of Fig. 3.7 shows an example of how stereo triangulation works:

Due to the di�erent viewing angles of the two cameras, a structure at a distance h is
projected to two di�erent locations in the image, with (pixel) coordinates (uL, vL)
and (uR, vR) in the le and right images, respectively. ¿e stereo disparity d is the
di�erence between the two image positions:

d = (uL − uR, vL − vR). (3.3)

For a camera arrangement with slanted optical axes, the disparity is a function not
only of the object distance, but also of the lateral position within the image footprint.
In computer vision, stereo images are typically recti�ed to remove the dependence
on the lateral position and simplify the search for corresponding points. For this
speci�c application however, this turns out to be unfeasible and unnecessary.
¿e full expression for the dependence of the distance h on the disparity d is

derived in appendix A.1. Here, only the result is presented (cf. Kiefhaber 2010; eq.
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Distance as a function of stereo disparity for
typical �eld experiment settings (b = 300mm,
h0 = 9m, f = 72mm). Distance was computed for
disparity measured in the image center (v = 0).
The curve is slightly shifted for other image lo-
cations, due to the dependence on v in eq. (3.4).

(3.18)):

h = − b(4 f 2h20 − 2db f h0 + dvb2 − v2b2)
−4d f h20 − (4bv2 − 4dbv + 4b f 2)h0 + d f b2

. (3.4)

¿e height h can be computed from the disparity d (only the component in the
direction of the stereo baseline is of importance). ¿e chosen stereo baseline b and
focal length f , as well as the target distance h0 determine the resolution of the system.
¿e relation of h and d also depends on the position in the image, v is the pixel
position¹ in the direction of the stereo base.
Figure 3.8a is a plot of eq. (3.4) for a typical situation in �eld measurements. ¿e

sensitivity at the target distance (h0 = 9m in the plotted scenario) is 30mm/pixel.
Wave heights of 4m cause a change in disparity of about 140 pixels. Since the disparity
can be determined with sub-pixel precision, this is absolutely su�cient to capture
even shorter wind waves. In a laboratory scenario, with a shorter target distance of
h0 = 3.5m, the sensitivity greatly increases to 4.5mm/pixel.

3.2.2 Disparity estimation

¿e target distance of the RSSG can be adjusted so that the disparity at the mean
water level is zero. ¿en, disparities are generally relatively small and a simpli�ed
and fast scheme can be used for their determination.
If the content of one image – or an area of interest (AOI) in one image – is merely a

shi ed version of the other image/AOI, so that the assumption of constant disparity
is ful�lled and g2(x′) = g2(x + ∆x) = g1(x), the disparity is equal to the maximum

¹v = 0 for the image center.
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The slope measurement
principle (modi�ed after
Kiefhaber 2010). For every
pixel of the camera, a
unique slope of the surface
is required for light to be
re�ected from the light
source to the camera.

of the cross-correlation

c(x′) = ∫
−∞

∞

∫dx g∗1 (x)g2(x + x′) (3.5)

≤ ∫
−∞

∞

∫dx g∗1 (x)g2(x + ∆x) = ∫
−∞

∞

∫dx ∣g1(x)∣2 . (3.6)

¿e cross-correlation can e�ciently computed in wavenumber space by Fourier
transform:

c(x′) = ∫
−∞

∞

∫dx g∗1 (x)g2(x′ + x) = F−1 [ĝ∗1 (k)ĝ2(k)] (3.7)

To prove the last equality is straightforward, it is directly analogous to the derivation
in eq. (2.48) for the auto-correlation. ¿us, the Fourier transform of the cross-
correlation is simply the complex-conjugated product of the Fourier transforms of
the two stereo images. ¿e practical implementation of this disparity estimation
scheme is detailed in sec. 6.2.

3.3 Slope measurement

3.3.1 Statistical measurement of surface slope

¿e slope measurement principle has already been described in detail in Kiefhaber
(2010) and Kiefhaber et al. (2011). Only a brief summary is given here, a detailed
description of the data processing routines will follow in sec. 6.3.
Light coming from the light source is only re�ected into the camera for a unique

surface slope (see Fig. 3.9). ¿is slope varies from pixel to pixel. On average, in
each pixel of the camera, the probability for the occurrence of a certain slope can be
measured, giving part of the probability density function (pdf) of slope.
¿e principle is related to the sun glitter technique �rst used by Cox and Munk
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(1954a;b). However, a di�erent kind of averaging is used: Cox & Munk took images
of re�ections of the sun from an airplane �ying at an altitude of 600m. A single
image of the water surface can then be su�cient to measure the pdf because of good
spatial averaging – many surface elements contribute to each bin of the pdf.
In a typical RSSG experiment, the instrument is looking down to the water surface

from an altitude of 9m, the footprint on the surface is 1.3m by 1.1m and individual
speckles are easily resolved. ¿erefore, temporal averaging is required to measure
the pdf. A similar method was already used by Schooley (1954), who took �ash
photography imageswith a downward looking camera fromabridge on theAnacostia
river.
While the slope measurement is simple in principle, calibration of the system is

tedious, all characteristics of the cameras and light sources need to be accounted for.
In shipborne experiments, additional di�culties arise from the motion of the ship,
especially pitch and roll, which needs to be accounted for.

3.3.2 Measurement of mean square slope

Two methods are used to estimate mean square slope from partial probability dis-
tributions. ¿eir applicability depends on the range of slopes for which the pdf is
known, the �rst one was used with the RSSG, the second one with its successor, the
medium angle slope gauge (MASG).

Probability of slope zero

Kiefhaber et al. (2011) derive a relation of mean square slope and the mean gray
value in the image. ¿e approximations that are necessary for this are not necessarily
valid at all times. ¿erefore, a simpli�ed approach is chosen here to motivate the
measurement principle, it will then be validated experimentally by comparison with
reference measurements.
To a �rst order of approximation, the probability distribution of slope components

sx , sy is Gaussian and the probability

p(sx, sy) =
1

2πσxσy
e−x2/2σ 2x e−y2/2σ 2y . (3.8)

¿e probability for slope zero then becomes

p(0, 0) = 1
2πσxσy

= 1
2πσ 2x/є

= 1
2πσ2yє

, (3.9)

when є ≡ σx/σy. With this, the mean square slope is

σ 2 = σ2x + σ 2y = є
1

2πp(0, 0) +
1
є

1
2πp(0, 0) = (є + 1

є
) 1
2πp(0, 0) . (3.10)
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Figure 3.10
The slope pdf for a moderate wind speed
of 8 m/s using the parameterization of Cox
and Munk (1954a). The crosswind compo-
nent (sc) is symmetric around zero, while the
alongwind component sa is slightly skewed.
The RSSG can measure slopes in the inter-
val marked by the light gray area, the new
MASG can measure slopes in the darker gray
area.

¿e factor є + 1/є is experimentally found to be almost constant over a large range of
wind speeds in both the laboratory and the �eld (Kiefhaber 2010). Using the param-
eterization of Cox and Munk (1954a), a value of slightly larger than 2 is obtained.
¿us, to this approximation, the probability for slope zero is inversely related

to mean square slope. On the other hand, the probability for slope zero is also
proportional to the mean gray value of the center² of the RSSG image, because of
the way the camera and the light source are tilted towards each other (Kiefhaber
2010). ¿is provides a simple way of measuring mean square slope.

Direct measurement of the pdf

¿e images of the RSSG contain more information than just the probability of slope
zero that was used in the previous section. ¿e slope probability distribution is
measured in the range given by the opening angle of the camera lens. ¿e lenses
used in the RSSG have a focal length of 70mm. In combination with the camera
sensor size of 10.5× 8.7mm this allows the measurement of slopes when the surface
is tilted in the range α = ±4° (equivalent to slope s = tan α = ±0.07). In this small
range, only the very peak of the slope distribution is measured. ¿is is demonstrated
in Fig. 3.10: ¿e pdf for the alongwind and crosswind slope are shown, using the
parameterization given by Cox and Munk (1954a) for a medium wind speed of 8m/s.
From the small range of slopes seen by the RSSG, the standard deviation of the
distribution cannot be determined in a robust way.
¿is is why a third camera with a third light source, namedmedium angle slope

gauge (MASG), was added to the setup in 2012 (see sec. 4.1.2). ¿e MASG camera
has an 8mm lens and a sensor size of 5.7 × 4.3mm, so it can measure slopes up
to s = ±0.35 (±20°). ¿is corresponds to the darker gray area in Fig. 3.10. With

²at target distance, for other distances the position is shi ed.
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this system, at least at lower wind speeds, a direct estimate of the variance of the
distribution can be obtained by �tting a model to the partial pdf.
¿is is certainly an improvement, although an even larger rangewould be desirable.

Because the distance to the water surface at which the instrument can be mounted
is usually not a free parameter in �eld experiments, the area which needs to be
illuminated by the light source increases with the square of the maximum visible
slope³. ¿erefore, for an increased measurement range, very bright light sources
are required. At the time of construction of the RSSG in 2009, available high power
LEDs were not capable of generating enough brightness for a wide measurement
range. Due to the rapid development in this �eld, today the brightness of LEDs is
not a constraint anymore.

3.4 Curvature measurement

¿emeasurement of mean square slope and wave height was the main purpose of the
RSSG when it was constructed. In this work, also the opportunities for measuring
statistics of curvature are explored. Each re�ection gives information on the local
surface curvature, through its shape, size, and brightness. Because of the very long
light sources (see Fig. 3.6a), the RSSG is not ideally suited for these measurements.
Still, as will be shown in sec. 7.2.2, valuable information can be gained from the mean
re�ection brightness. Here, an overview of di�erent curvature-related characteristics
of the re�ections in the images is given: ¿e size of re�ections (sec. 3.4.2), the
brightness of re�ections (sec. 3.4.2) and the number of re�ections (sec. 3.4.2). ¿e
design requirements for an instrument dedicated to the measurement of curvature
statistics will be discussed in sec. 8.3.2. With the RSSG, the mean brightness of
re�ections will be estimated (see sec. 6.4).

3.4.1 Re�ections o� the curved water surface

¿e re�ections that are visible in Fig. 3.6b, the speckles, are generally images of the
whole RSSG light source. ¿is is a direct consequence of two features of the water
surface: �rstly, it is mostly di�erentiable in a mathematical sense, meaning that the
slope is a continuous function without jumps. Secondly, local curvature radii are
typically much smaller than the distance from the water surface to the RSSG. ¿e
e�ect of surface curvature can be understood with the help of the sketch in Fig. 3.11a:
At every position on the water surface, a re�ection is visible if the slope is in the
interval [θ0 − ∆θ , θ0 + ∆θ] (in Fig. 3.11a, θ0 = 0). ¿e slope tolerance ∆θ is half the
solid angle under which the light source is seen when viewed from the water surface.
¿e width of the interval ∆θ is dependent on the position on the water surface, but
changes much slower than the center slope θ0 (the slope under which light from the
center of the light source is re�ected into the camera).

³In small angle approximation. ¿e increase is even bigger for larger angles.
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Figure 3.11.: a The in�uence of a �nite light source: At each pixel, a re�ection is visible for a range
of slopes ±∆θ, the width of the interval is half the opening angle of the light source.
b The in�uence of curvature: The size of the re�ections decreases with R2 , if R is the
radius of surface curvature.

At a curved water surface, neighboring points have di�erent slopes (see Fig. 3.11b).
If the curvature radius is �nite locally, the surface di�erentiable, and point P0 has
slope θ0, there must be a �nite environment around P0 in which slopes θ are in the
interval [θ0 − ∆θ , θ0 + ∆θ]. Two cases are possible: 1) If the surface is monotonous
there will be a closed line (on the 2D surface) on which light is coming from the edge
of the light source, this will be the border of the re�ection. 2) If an in�ection point
of surface elevation (an extremum of slope) is reached before condition 1 is ful�lled,
two re�ections are overlapping and merge into one. For the following development
of a measurement technique for curvature it is necessary that case 1 occurs most of
the time. ¿is can be guaranteed by using a small, almost point-like light source.

3.4.2 Speckle statistics

Certain average properties of the re�ections in the RSSG images can be given to
characterize the speckle distribution, which is related to small-scale surface rough-
ness (or surface curvature). ¿ree possible quantities that are presented here are the
average size and brightness of re�ections, as well as the average number of re�ections
per image.
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The size of speckles

¿e size of a re�ection in the image is proportional to the size of the re�ecting patch
on the water surface. As can be seen from the sketch in Fig. 3.11b, the size of the
patch decreases with decreasing curvature radius. ¿is is because due to the faster
change in slope, the maximum slope θ0 ± ∆θ is reached faster. ¿e active area, the
area that re�ects on the water is proportional to the curvature radius squared, since
dx dy = R dθ R dϕ and thus

A = ∫
ϕ0±∆ϕ

∫
θ0±∆θ

R dθ R dϕ = 4R2∆θ∆ϕ, (3.11)

where ϕ0 is the tilt angle of the surface in the y-direction, θ0 the tilt in the x-direction,
and ∆ϕ, ∆θ are half the angles under which the light source is seen from the water
surface. ¿ese angles decrease with increasing distance of the light source to the
water surface h; the active area is inversely proportional to h2.
In Fig. 3.11 a pinhole camera is assumed. ¿e relation of speckle size and curvature

is only correct for an in-focus water surface. If speckles are blurred, it is di�cult to
estimate the actual size. Also, the properties of the RSSG imaging system distort this
simple relationship: ¿e absorption length in the CMOS image sensor of the near
infrared light emitted by the LEDs is much longer than for visible light. In crystalline
silicon for example, the absorption coe�cient is 11100 cm−1 for 500 nm light, still
2790 cm−1 at 650 nm, but only 156 cm−1 at 950 nm (Green 2008). ¿erefore, the light
can go deep into the image sensor and hit neighboring pixels before it is absorbed.
¿is limits the maximum sharpness that can be achieved in the images. ¿erefore,
speckle size is not used as the measure for local surface curvature in RSSG images.

The brightness of speckles

¿e brightness of speckles in the images is determined by the brightness of the light
source and the size of the entrance pupil of the lens, as well as by the distance of the
re�ecting water surface.
Every pixel integrates over a �nite area px ⋅ py on the water surface. If this area fully

lies in the active area A as speci�ed in eq. (3.11), the brightness will be independent
of curvature if the area of the curved water surface is not signi�cantly larger than its
projection on a plane. If the active area is smaller than a single pixel, the brightness
will decrease as the size decreases with R2. Re�ections are smaller than one pixel
for curvature radii lower than R = p/2∆θ = 10.3mm.4 Curvature radii smaller than
10mm are not at all uncommon on the water surface in the presence of capillary
waves which have even smaller wavelengths. For areas with larger curvature radii
(but still in the limit of being much smaller than the distance to the instrument), the

4With the RSSG camera pixel pitch of 0.008mm, a focal length of 72mm and the distance to the
water surface of 8000mm, p = 0.008/72 ⋅ 8000 = 0.9mm.
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speckles should have the same (center) brightness in the image.
¿e integrated brightness (over the active area) is not a�ected by the �nite pixel

size. It increases quadratically with the local curvature radius. ¿erefore, it provides
information on the local surface curvature if individual re�ections can be identi�ed.
In the RSSG images, due to the length of the light sources, re�ections o en overlap.
A watershed algorithm is used to separate them.

The number of speckles

Longuet-Higgins (1960) studied the e�ect of surface curvature on the specular
re�ections visible to an observer. He assumed an isotropic water surface with a
Gaussian distribution of elevation, slope, and curvature. ¿e light source is assumed
point-like, the observer can see the whole water surface, unlike a camera with a
restricted �eld of view. Under these assumptions, the number of specular re�ections
N is

N ∝ σ 2c ⋅ h2, (3.12)

where σ 2c is the mean square curvature and h is the height of light source and ob-
server above the water. ¿us the number of re�ections can be directly linked to the
mean square curvature, the integral of the curvature spectrum over all wavenumbers.
However, since the RSSG and MASG light sources are not point-like, not all re�ec-
tions can be separated, especially at higher wind speeds when re�ections generally
become smaller and their spacing decreases. State-of-the-art high power LEDs with
a su�ciently small radiation angle (or optics for focusing on a small area) might be
suited for building a quasi-point-like light source.
Since the curvature power spectrum B(k) = k4Ψ(k), with the height power

spectrum Ψ(k), mean square curvature contains information on very short waves
(high k). ¿is helps to understand also the composition of mean square slope: If
small-scale waves are damped (low mean square curvature), mss is dominated by
longer waves, if mean square curvature is high, short waves will also be the major
contributor to mss.
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Setup and calibration

4.1 Instruments

4.1.1 The RSSG

¿e Re�ective Stereo Slope Gauge (RSSG, Fig. 3.6a) was already described in detail
by Kiefhaber (2010). Only a brief overview of the most important components is
given here.

Cameras

Two PhotonfocusMV1-1312I-CL-12 CMOS cameras with CameraLink interface are
used in the RSSG. ¿e maximum resolution of the cameras is 1312 × 1082 pixels at a
maximum frame rate of 108 fps. A er the Marseille 2011 experiment, a frame rate
of 50 fps was found to be a good compromise between sampling statistics and data
generation. For all the following experiments, the frame rate was �xed at 50 fps.
One of the most important features of the cameras is their enhanced sensitivity

in the near infrared (up to 1100 nm) which exceeds that of standard CCD/CMOS
cameras. ¿is permits the use of 950 nm LEDs in the light source. Near-infrared
light at this wavelength is quickly absorbed in the water, the penetration depth is
only 3.4 cm at 950nm (Kou et al. 1993), due to a water absorption peak at 970nm.
¿is guarantees that light is only re�ected at the water surface and not from below,
e.g. o� �oating particles. In the laboratory, it ensures that the bottom of the water
basin is not visible in the images.
Lenses with a focal length of 70mm are used. ¿e lenses (Schneider Kreuznach

Tele-Xenar 2.2/70-0902) are broadband optimized for wavelengths up to 1000 nm.
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Light sources

¿e two line-shaped light sources are built from 350 near infrared (940 nm) LEDs
each (OSRAM SFH 4545). ¿e LEDs have a standard 5mm form factor and are
aligned in a custom aluminum frame. Light is emitted in a very narrow cone with a
half-width of ±5° only. At the time the RSSG was built (2009), available LEDs with
wider emission cones did not provide su�cient radiant intensity (per solid angle).
¿e brightness of re�ections from the water surface can change dramatically

with small-scale roughness, spanning multiple orders of magnitude. Even though
the cameras have a nominal resolution of 12 bit, this alone cannot cover the whole
dynamic range. ¿erefore, it is necessary to adapt the brightness of the LED light
sources to the surface conditions.
¿e light source current (and thus brightness) can be set with custom electronics

(originally built by Günther Balschbach and Roland Rocholz in summer 2010). ¿e
new light source driver became necessary a er the commercially available LED
driver for industrial applications that was used before (Kiefhaber 2010) failed a er a
few hours during the deployment of the RSSG to the Baltic Sea in July 2010.
¿e RSSG LEDs have a DC rating of 100mA, but can be driven with up to 1 A in

pulsed operation. Up to 8 strings of LEDs are connected in parallel to one channel
of the LED driver, which has the demanding task of delivering a range of 40mA to
8A of current for 200 or 400 µs.

Inclination sensor

An industrial inclination sensor (Kübler Neigungssensor IS40) had been included
in the RSSG setup to measure inclination of the instrument during ship-borne
experiments. ¿e data sheet did not contain any information about the measurement
principle or limitations of the sensor. During processing of the data from the �rst
�eld experiment and comparing the output of the inclination sensor with that of a
full inertial measurement unit, it became clear that the inclination sensor was unable
tomeasure correct angles in dynamic situations. Further data analysis has shown that
the sensor in fact measures two-dimensional accelerations and deduces inclination
from the assumption that gravity is the only acceleration acting on the sensor. As
a result, the sensor was not used for the measurement of inclination, but only as a
means to ensure synchronization of the RSSG with the inertial measurement unit
(see sec. 6.1.1).
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4.1.2 The MASG

a
b

Figure 4.1.: a The Medium Angle Slope Gauge (MASG). The camera is mounted at the center of
the light source, which is built from 182 high power 850nm LEDs. The LEDs are glued
to an aluminum cooling block (black). The size of the aluminum block is 20 × 20 cm.
b The MASG can be mounted in between the two cameras and light sources of the
RSSG.

¿eMedium Angle Slope Gauge is shown in Fig. 4.1a. Unlike the RSSG, it is a
very compact and lightweight instrument. In the Marseille 2012 experiment, it was
mounted inside the air space of the wind wave facility, separated from the RSSG.
In the Meteor experiment, it was mounted in between the two RSSG cameras, as
shown in Fig. 4.1b.

Light source

¿e light source consists of 182 OSRAM SFH 4715S high power near infrared LEDs.
According to the manufacturer, the radiant intensity is 440mW/sr in the forward
direction. While this is lower than the value given for the RSSG LEDs (OSRAM SFH
4545: 550mW/sr), theMASG LEDs have a half angle of ±45°, while the half angle for
the RSSG LEDs is only ±5°. To increase the light source brightness in the footprint
of the MASG camera, lenses (Carclo 10.0mmMedium Spot Frosted TIR, #10413)
were placed on each individual LED. With these lenses, the half angle decreased to
about ±25° (see sec. 4.2.2).
¿e 182 LEDs are wired in 7 strings of 26 LEDs each. ¿e light source is powered

with a laboratory power supply set to constant current mode. In each of the strings,
a high power resistor (5.6Ω, max. 10W) is wired in series with the LEDs to balance
the current distribution onto the parallel strings.
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Figure 4.2
Rolling shutter mode of operation: The start of
acquisition of each row is delayed by trow rela-
tive to the row before. Each row is integrating
light during tint , the total duration of the acqui-
sition of an image is tframe .

Camera

A Basler acA2500-14gm gigabit ethernet camera is used in the MASG. Images have a
resolution of 2592 × 1944 pixels and can be acquired at a maximum rate of 14Hz. In
the wavelength band of the LEDs (850 nm), every CCD/CMOS camera has a decent
quantum e�ciency, so that no specialized camera is required. ¿e GigE link between
camera and PC simpli�es data acquisition, unlike for CameraLink, no dedicated
frame grabber is needed.
¿e cameras are acquiring images in a rolling shutter mode of operation. ¿is

means that not all lines of the image are acquired at the same time. ¿is is demon-
strated in Fig. 4.2: ¿e acquisition for each row is started individually, the time shi 
between two rows is trow = 35 µs (for full resolution of the Basler camera). ¿e total
time for image acquisition tframe can be signi�cantly larger than the integration time
tint, the time for which every line is collecting photons. For typical operation of the
MASG, integration times are on the order of 5ms, the resulting image acquisition
time tframe then is 73ms.
¿e light source for the MASG thus needs to be active for 73ms to illuminate

every line of the image. At a frame rate of 10Hz, this is equivalent to a duty cycle of
73%. Because of this high duty cycle, it was decided that pulsed operation of the light
sources is not necessary. ¿e small potential for saving thermal energy (27%) did
not justify the additional expenses of buying or designing and building a dedicated
LED driver, capable of pulsed operation.

4.2 Calibration

4.2.1 RSSG calibration

Camera calibration

For calibration of the cameras including removal of the very pronounced �xed
pattern noise (Fig. 4.3a), a two-point radiometric calibration (�at �eld correction)
was used. A mean dark image was acquired with covered lenses by averaging over
many images. With the help of an integrating sphere, �at �eld images (image of
a homogeneously illuminated surface) were acquired and geometric shading and
vignetting could be corrected.
Because the lenses were used with fully opened aperture (f-number 2.2) in �eld

experiments, shading played a role towards the image corners. However, the decrease
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Figure 4.3.: a Dark image acquired with the left RSSG camera (displayed in false-color). A pro-
nounced line pattern is visible.
b Flat �eld image (left camera), acquired with an integrating sphere.

due to shading was exceeded by far by the decrease due to the narrow angular
distribution of the light sources.
In the �at �eld image (Fig. 4.3b), some dust can be seen on the imaging sensor.

Before each experiment, the sensor was cleaned carefully with pressurized air. Dust
still accumulated over time on the sensor. Most cameras have a near infrared stop
�lter placed on the sensor, which also separates the charged components from the
dusty air. In the RSSG cameras with enhanced IR sensitivity, the sensor is exposed
directly to the air and dust particles can easily accumulate on the sensor. ¿is is not
expected to have a big in�uence on the measurements, since most of the decrease of
brightness due to dust is removed by the �at �eld correction.

Global brightness of light sources

Figure 4.4 shows the measured performance of the custom LED driver stage. ¿e
relative brightness of the light sources is given in terms of the “brightness setting”.
For perfect operation of the LED driver, this setting should be equivalent to mA of
current �owing through the LEDs. Clearly, this is not the case. In fact, the brightness
does not even increase monotonically with the current settings but decreases slightly
at 400% (right light source) and 550% (le light source). ¿e reason for this behavior
is unclear, but the e�ect was very reproducible and is not simply an artifact from the
brightness measurement itself.
During development of the new imaging slope gauge drivers, which are based on

the same principle, I noted that the proper selection of components for this type
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Figure 4.4.: Calibration of the RSSG light source brightness (a after the Marseille 2011 experiment,
b after the Meteor M91 experiment).

of current source is crucial for correct operation. Delivery of a constant current
over a wide dynamic range required careful optimization of the used combination
of operational ampli�ers, MOSFETs¹, and feedback resistors. Even minor changes
of PCB² layout and IC package could signi�cantly a�ect the performance.
While the requirements for the RSSG drivers are less demanding in terms of speed

of operation, the fact that the selection of ideal components was not a concern during
the development of the driver suggests that the peculiarities of Fig. 4.4 may well be
due to a less than ideal circuit.
¿e signi�cant change between the calibration in 2011 and the calibration in 2012

could be due to the following factors:

• Due to damages caused by a short circuit, several MOSFETs of the driver stage
had to be replaced before the experiment in Marseille in September 2012.

• During the Marseille 2012 and Meteor 2012 experiments, a new camera driver
was used which facilitated operation of the instrument. However, due to a
bug in the code, the integration time of the cameras (and thus pulse length of
the LEDs) was 400 µs instead of the earlier 200 µs (which was also used in the
measurement of Fig. 4.4a).

¿enew calibration decreases for higher values. ¿is is an artifact of the calibration
procedure that was used: ¿e current was increased from one setting to the next.
¿e light source heated up during calibration and the LEDs got less e�cient. Since
LED settings were generally below 800% during the Meteor M91 cruise, this does

¹metal-oxide semiconductor �eld e�ect transistor
²printed circuit board
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Figure 4.5.: The angular distribution of the emission of the a left and b right RSSG light sources.
Axes are labeled in units of tan αx (to the right) and tan αy (to the bottom), with
the angle to the principal axis α. Distributions are normalized to a maximum of 1
individually.

not e�ect data processing. Before the next deployment of the RSSG it is advisable to
rebuild the LED drivers from scratch, with the knowledge gained in the design of
imaging slope gauge drivers.

Angular distribution

¿enecessity of good knowledge of the angular distribution of the emitted intensity of
the light sources is obvious from the general measurement principle: ¿e probability
of di�erent slopes is measured from the brightness of re�ections in the di�erent parts
of the image. Since the light that is re�ected from di�erent image parts is also emitted
by the light sources under di�erent angles, an error in the angular distribution is
directly translated into an error in the measured probability distribution.
¿e angular distributions of the RSSG light sources in Fig. 4.5 were measured

indirectly. A wall was covered in a special paper, the RSSG was placed such that the
light sources illuminated the wall, the cameras recorded the re�ected brightness.
Since the re�ected brightness itself depends on the angle, under which the surface is
observed, it is necessary to correct for the angular dependence of the re�ectance of
the surface material.
Re�ectances of several candidate materials weremeasured with a dedicated optical

setup. ¿e procedure and results for di�erent materials are described in appendix
A.7. ¿e best suited material turned out to be a special kind of paper that is normally
used for �ltering.
¿e wall that was covered in this paper was at a distance of 8m to the instrument
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Figure 4.6.: a Dark image of the MASG camera. b Flat �eld image of the MASG camera.

to simulate the conditions of the �eld experiments. Brightness distributions of
the re�ected light were measured with the RSSG cameras and measurements were
corrected for the angular dependence of the paper’s re�ectance (see Fig. A.5).
For the Marseille experiments, an alternate angular distribution was used. It was

measured at a distance of 3.6m to the re�ector. ¿is is equivalent to the distance of
the instrument from the water surface at the Marseille wind-wave tank.
¿e “probability of slope zero” data processing scheme introduced in sec. 3.3.2 is

not very sensitive to the exact angular distribution of the light sources, because of
the small area in the center of the RSSG images over which intensities are averaged.
On the other hand, the rapid decrease of the distributions in Fig. 4.5 towards the
image corners is the reason for why the slope range of the instrument could not be
extended with the existing light sources. For a wider �eld of view, a wider radiation
angle of the LEDs is required.

4.2.2 MASG

Camera calibration

Compared to the RSSG cameras, �xed pattern noise is notably reduced. In the image
corners, signi�cant vignetting is visible in the integrating sphere �at �eld image
(Fig. 4.6a). ¿is is caused by the holder of the interference �lter. Since only the very
corners are a�ected, this does not have severe consequences for overall instrument
performance. Like for the RSSG, a two-point calibration (�at �eld correction )is
used to homogenize the image.
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Figure 4.7.: a The angular distribution of the emission of the MASG light source. The purple
curve is for constant distance, the green curve for illumination of a plane (cos2 α
dependency). b Correction matrix for MASG images, axes are given in pixels.

Global brightness

¿e e�ciency of LED light generation is dependent on LED junction temperature.
Especially with modern high power LEDs, good thermal management is critical
for successful operation. ¿e LEDs in the MASG light source are placed on a large
aluminum cooling block. Before deployment to the experiments, the temperature
increase of the light source wasmeasured for di�erent LED currents. At a light source
current of 2.5 A (equivalent to an LED current of 312mA), the light source warmed
to about 40 ○C. Considering the fact that the camera is directly connected to the light
source (although with a 5mm thermal barrier from PTFE), this was decided to be the
maximum current during normal operation. During post-experiment calibration, it
was noted that even at lower currents, there was a change in light source brightness
with time a er the light source had been switched on. During the experiments, the
light source was switched on right before a measurement and turned o� right a er.
Due to the slow time-constant of the heating of the light source, the brightness did
not remain constant during the measurements. However, the angular distribution is
not a�ected by this, so that the only e�ect is a relative over-representation of the �rst
data records in the statistics of the whole measurement.

Angular distribution

¿e angular distribution of the MASG light source was measured directly with a
setup similar to the one for the re�ectance measurements (sec. A.7). ¿e light source
was placed on a motorized rotation stage. Images of the light source under di�erent
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angles were taken with the MASG camera, placed at a large distance (16m). ¿e
result of this procedure is displayed in Fig. 4.7a as the purple line. An additional
correction to the calibration curve is necessary: ¿e images were acquired with a
�xed distance from the camera to the light source. However, when the camera is
looking at the water surface during measurements, the distance to the water surface
is depending on the position in the image. Towards the corners of the image, the
distance increases as the angle to the optical axis α increases. ¿e required correction
for the distance is 1/cos α, for brightness it is cos2 α, because of the 1/R2 dependence
of brightness. ¿e corrected calibration curve is shown in green in Fig. 4.7a.
In Fig. 4.7b, the actual correction matrix that is applied to the MASG images is

shown. While the center of the image is almost homogeneous, towards the image
corners the brightness decreases to 44% of the center value.
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5
Experiments

In this thesis, results from �ve experiments are presented. Two laboratory experi-
ments in Marseille-Luminy were conducted to validate the RSSG/MASG measure-
ment principle with reference measurements in a well-known facility. During two
�eld experiments, the RSSG was part of the instrumentation for air-sea interaction
measurements. Most of the other data (all the air-sea �ux data) is still being pro-
cessed by collaborators. Together with the RSSGwave data, it will be possible to study
correlations between air-sea exchange and wave �eld parameters. ¿is correlation
was also investigated in a laboratory experiment at the Aeolotron in Heidelberg.

5.1 Laboratory experiments

5.1.1 The Marseille wind-wave facility

¿e large Pytheas air-water interaction facility of the Mediterranean Institute of
Oceanography (MIO)¹ in Marseille-Luminy is described in detail by Coantic and
Bonmarin (1975). ¿e water tank is 40m long, 2.6m wide and about 0.7m deep.
¿e wind tunnel above the water is 3.2m wide and 1.5m high. ¿e facility is closed,
the air is recirculated from the end to the beginning in a tube above the tunnel, in
which wind is generated by an axial fan. Wind speeds can be set in the range of
0 − 13m/s. ¿e measurement section with optical access is at a fetch of 27m, but
fetch can be reduced by covering the water surface with bubble wrap. A wave maker
controlled by an analogue voltage signal allows to generate plane gravity waves at
prescribed frequencies.

¹Former a�liations of the facility are: IRPHE (Institut de Recherche sur les Phénomènes Hors
Equilibre); and IMST (Institut de Mécanique Statistique de La Turbulence).
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Figure 5.1.: Sketch of the setup at the Marseille wind-wave facility. In the 2011 experiment, only
the RSSG and the wave wires were available, in the 2012 experiment, additional
instrumentation included the MASG, a Nortek Vectrino II velocity pro�ler as well as
the ACFT.

5.1.2 The Marseille 2011 experiment

Purpose of the one week experiment inMarch 2011 was to validate the RSSGmeasure-
ment principle with reference measurements from other instruments. In addition
to the RSSG, a set of capacitance type wave wires (operated by our local partner
Guillemette Caulliez from MIO) was measuring wave height during the experiment.
Also, data from slope measurements with a Laser Slope Gauge (LSG) was made
available by Ms. Caulliez to be compared to the RSSG data.
¿ese LSGmeasurements were not performed simultaneously, but under identical

conditions in a prior experiment. Reproducibility of wave conditions was also
checked in our experiment, as most measurements were repeated on multiple days.
A compilation of measurement conditions is given in app. A.3, detailed infor-

mation on the experiment is also provided by Schaper (2011). Measurements were
made on three consecutive days. Each day before the start of the experiment, the
water surface was cleaned to remove surface active materials. A similar measure-
ment schedule was used on the �rst two days, starting at 2m/s wind speed and
gradually increasing up to the maximum of the facility, 13m/s. ¿ese measurements
were performed mostly to validate the statistical slope measurement under a wide
range of conditions. On the last day, the focus was set on validation of the height
measurement, recording longer time series for statistical comparison with the wave
wire (same wind speeds as before). Additional comparative measurements were
performed in which the wave wire was placed into the RSSG image footprint. ¿is
allows a direct and synchronized comparison of wave height measurements.
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5.1.3 The Marseille 2012 experiment

¿e two-week experiment in September 2012 was designed as a test for the upcoming
�eld experiment on FS Meteor. Both the RSSG (including the all-new MASG light
source and camera) and the Active Controlled Flux Technique (ACFT) instrument
(operated by Leila Nagel) were deployed, to measure wave statistics and heat ex-
change. Figure 5.1 is a sketch of the facility and the deployed instruments, both the
RSSG and the ACFT are looking at the same footprint at a fetch of 27m. Water-sided
turbulence was measured with a Nortek Vectrino II pro�ling velocimeter, in coop-
eration with Christopher Zappa and Sophia Brumer from Columbia University’s
Lamont-Doherty Earth Observatory (LDEO) and with an instrument provided free
of charge by Nortek. Wind speed was monitored with a pitot tube; point statistics of
wave height were also measured with a wave wire (provided by Guillemette Caulliez).
Local heat exchange was measured under di�erent wind speed conditions and at

di�erent fetches. At the same time, wave statistics were measured at the same foot-
print. ¿erefore, this data set will allow to study the dependence of transfer velocities
on fetch in the Marseille wind wave facility, and also the suitability of di�erent pa-
rameters of the wave �eld as parameters in transfer velocity parameterizations. With
the help of the Vectrino II pro�ler, the correlation of wave statistics with near-surface
turbulence can be studied. However, the data from both the heat exchange and the
turbulence measurements are still to be processed by my collaborators, results are
not yet available.

5.1.4 The Aeolotron 2011 experiment

In the Aeolotron 2011 experiment, the transfer velocities of many species with a
wide range of solubilities were measured. ¿e experiment was conducted in cooper-
ation with the group of Jonathan Williams of the MPI for Chemistry in Mainz. As
additional parameters, the friction velocity and the wave �eld were measured.
Gas exchange was measured at eight di�erent wind speeds, ranging from U10 =

1.1 − 15m/s. ¿e soluble surfactant Triton X-100 was added to the water on three of
the seven measurement days. On one day, 0.6 g were added to the 18.000 l of water,
on two days the mass was 3 g.
On the Heidelberg side, gas exchange rates were measured by Krall (2013), friction

velocity was measured by Bopp (2011), Kräuter (2011). ¿e experiment is described
in detail in the given references. Wave measurements with a Color Imaging Slope
Gauge (CISG) (Rocholz 2008) were supervised by Roland Rocholz. Before this
study, the wave data had never been properly processed and only preliminary and
incomplete sets of mean square slope measurements had been available to Kräuter
(2011) and Krall (2013). ¿us, the e�ect of the surfactant on the wave �eld and the
correlation of gas exchange with statistical parameters of the wave �eld are studied
for the �rst time.
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Figure 5.2.: Overview of instrumentation on the boom at the port bow of R/V Kilo Moana. The
yellow "hat" is the RSSG, two Riegl laser altimeters are located right next to it, all other
instruments are part of the eddy covariance turbulent �ux system.

5.2 Field experiments

5.2.1 OSSPRE 2011

In December 2011, the RSSG was deployed to the tropical Paci�c on board U.S. R/V
Kilo Moana. ¿e 10-day cruise (KM11-30) from Apia, Samoa to Honolulu, Hawaii,
USA was part of the Ocean Surface Salinity Pro�ling Research (OSSPRE) project
by William Asher and Andrew Jessup (both Applied Physics Laboratory, University
of Washington, Seattle). ¿e project aimed at measuring near-surface salinity and
temperature pro�les during tropical precipitation events.
¿e cruise was an add-on to the necessary transit of the Kilo Moana from Samoa

to Hawaii and two days of measurement time were available in the course of the
cruise. A plot of the cruise track can be found as Fig. A.2 in app. A.4. ¿e main
instrument was a surface salinity pro�ler, a modi�ed wind sur�ng board with a 2m
keel that was equipped with temperature/salinity probes in depths of 0.2, 0.5, 1.0,
and 2.0m. ¿is surfboard was towed behind the ship (tethered with a three point
bridle, to make it �y out to the side, outside of the wake of the ship), towing speed
was ca. 4 kn (2m/s).
In addition, a boom was mounted near the port bow of the SWATH-type (small

waterplane area twin hull) Kilo Moana. ¿is boom was equipped with wave and air-
sea �ux measurement instruments. It was motorized and could be rotated inboard
for cleaning and servicing the instrumentation. Instruments included a turbulent
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a b

Figure 5.3.: a The instrumentation at the bow of the Meteor, including the well-visible RSSG and
the Stereo Polarimeter, as well as the eddy covariance system and the ACFT.
b Close-up of the instruments, the eddy covariance system is mounted on a sled
going back and forth on the boom in front, the RSSG is mounted on top of the ACFT
and can also slide forward to look over the bow.

�ux (eddy covariance) measurement system and two Riegl laser altimeters provided
by Christopher Zappa from LDEO and the Re�ective Stereo Slope Gauge. Figure 5.2
is an overview of the instrumentation of the boom. ¿e RSSG is the yellow "hat",
next to it are the two laser altimeters. ¿e other instruments are part of the turbulent
�ux system. ¿e dual GPS compass provides accurate measurements of position,
speed, course, and heading. ¿e pyranometer and pyrgeometer measure long- and
shortwave radiation. At the tip of the boom, a Campbell CSAT-3 sonic anemometer
measures 3D wind speed, a Li-cor open path CO2 and H2O analyzer is used for high
speed concentration measurements. Ship motion is recorded by a Crossbow inertial
measurement unit (IMU).
A list of measurement times and positions is given in app. A.4.

5.2.2 Peru 2012

A four-week cruise o� the coast of Peru in December 2012 was the last major �eld
experiment of the German BMBF SOPRAN (surface ocean in the anthropocene)
project and a contribution to the international SOLAS initiative (surface ocean
lower atmosphere studies). ¿e cruise (M91) on the German research vessel FS
Meteor went on a zig-zag course on and o� the continental shelf and in and out of
coastal upwelling regions (see also sec. A.5). ¿e science party comprised biologists,
chemists and physicists, studying di�erent aspects of atmosphere-ocean interaction.
Water samples were taken with a CTD/rosette at 98 stations. During deployment of
the rosette, the vessel’s position was kept automatically using its 360° bow thruster.
¿is thruster created a lot of turbulence in the water in front of the bow of the
ship, so that measurements of heat exchange or wave statistics were not possible.
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Measurements were possible during deployment of the micro-structure probe, a
free-falling device measuring small-scale turbulence and velocity pro�les. In order
to prevent the probe from dri ing underneath the ship and risking that its tethering
line gets caught by the screw, the Meteor was slowly steaming forward. ¿e ship was
controlled with the main screw and the rudder, the bow thruster was not used. Since
the ship was steaming into the wind, the in�uence of the ship on the wave �eld was
minimized.
Unfortunately, to being able to maneuver with the rudder, the vessel needed to

maintain a minimum velocity of 1− 2 kn (depending on wind speed) that was higher
than desirable for the active controlled �ux technique (ACFT), in which a patch
of the water surface is heated with a laser. For this patch to come into equilibrium
with the forced heat �ux, it needs to stay in the footprint of the laser for a while, so
high velocities of the ship relative to the water are a problem. ¿is complicates data
processing which is still ongoing, transfer velocities have not been obtained yet.
In addition to theRSSG, the newly developedMediumAngle SlopeGauge (MASG)

was deployed to the �eld for the �rst time. As a third instrument, the experimental
Stereo Polarimeter was deployed. It combines the measurement principles of polari-
metric slope sensing (sec. 3.1.2) and traditional stereopsis (sec. 3.1.3). ¿e processing
of the stereo polarimeter data set is not part of this work.
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6
Data processing

6.1 Ship motion estimation

Wave measurements from a moving platform (such as a ship, an aircra , or a drone)
are generally a�ected by the motion of the platform itself. For wave height measure-
ments, the heave (motion along the direction of gravity) of the ship ismost important,
while for the statistical slope measurements also pitch and roll need to be accounted
for. Figure 6.1 gives an overview of the principal rotations and axes of a ship. While
the RSSG features an inclination sensor capable of measuring two-dimensional
inclination angles, this sensor only works in static conditions. Its measurement is
based on the assumption that gravity is the only acting acceleration. ¿e additional
accelerations due to ship motion contaminate the measurement. ¿erefore, this
sensor was only used for synchronization with an inertial measurement unit (IMU)
capable of tracking ship motion also in dynamic situations.

x

y

z

pitch

rollyaw heave

Figure 6.1
The principle axes and rotations of
a ship: Roll is positive when the
port (left) side is higher than the
starboard (right) side, pitch is pos-
itive when the bow is up. Yaw is de-
�ned here to be consistent with a
right-handed coordinate system, in
contrast to the historical convention,
where clockwise rotation is positive
(N→ E).
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Figure 6.2.: Synchronization of the RSSG and the Crossbow IMU by cross-correlation of “pitch”
measurements from the measurement of the direction of gravity (ignoring accel-
erations due to ship motion itself, which a�ect both measurements in the same
way).

6.1.1 Instrument synchronization

Shipmotionwasmeasuredwith aCrossbowVG400 inertial measurement unit (IMU)
that was part of Christopher Zappa’s eddy covariance �ux system and the data was
recorded separately from the RSSG data. ¿e two data sets were synchronized by
comparing the output of the IMU with that of a two-axis accelerometer (Kübler Nei-
gungssensor IS40) that was included in the RSSG. By computing the cross-correlation
of the two signals, a precise synchronization was possible. A typical example showing
the excellent agreement of the two independent measurements is shown in Fig. 6.2.
¿e purple line (Crossbow measurement) is fully hidden underneath the green line
(RSSG measurement).

6.1.2 Complementary �ltering

Di�erent sensors are used for the measurement of platform motion. ¿eir raw
outputs need to be �ltered and processed to obtain the target quantities roll, pitch,
and heave. ¿e Crossbow IMUmeasures three linear accelerations (accelerometer),
as well as three angular rates (gyroscope). ¿e Hemisphere dual GPS unit measures
position, velocities and heading of the ship.
In the IMU data processing implementation, the process described by Edson

et al. (1998) and Miller et al. (2008) is mostly followed. Motion data processing is
described in detail in their publications.
¿e underlying idea for the fusion of the di�erent measurements is that some

sensors are well suited to measure fast changes, while others are long-term stable,
thus providing good mean values and slow trends. ¿is applies to the measurement
of rotations as well as to velocities. ¿e orientation of the IMU with respect to the
direction of gravity can be measured with the accelerometer in static conditions. In
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Figure 6.3.: a Comparison of roll angle power spectra determined from accelerometer output
and roll rate. The chosen cuto� frequency for complementary �ltering is set to 0.07 Hz,
the black line.
b Raw GPS velocity (purple), low pass �ltered GPS velocity (orange), fused velocity
(green).

the absence of other accelerations, it detects the direction of gravity. Accelerations
are forced onto the ship by waves. ¿eir frequency depends on the wave spectrum.
¿erefore, with the accelerometer it is possible to measure low frequency changes
of the ship’s orientation. On the other hand, angles can be measured by integration
of angular rates from the gyroscope. Since the MEMS¹ gyroscopes used in the
Crossbow IMU and the integration itself are prone to zero-dri s, the integrated
angular rates are not reliable on longer time scales. ¿us, they are only used to
measure high frequency changes in the ship’s orientation. Low frequency and high
frequency components are fused by complementary �ltering: Both components are
�ltered with a fourth-order Butterworth �lter² (Oppenheim et al. 1999; pp. 824). To
avoid phase shi s, the �lter is applied forward and backward³ (Miller et al. 2008).
¿e cuto� frequencies that are used for the low and high pass �lters are given in

Tab. 6.1.
¿e cuto� frequencies can be determined from power spectra of the components

to be fused: Figure 6.3a shows the spectral energy density for the roll angle from both
the accelerometer output and the integrated roll rate. ¿e cuto� (black line) is set to
0.07 Hz, in the interval where both spectra coincide. At low and high frequencies,
the 1/ f 2 slope from integration of the roll rate is clearly visible. ¿e peaks measured

¹MEMS = microelectromechanical system
²Matlab® function butter.
³Matlab® function �lt�lt.
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Table 6.1.: Cuto� frequencies used in complimentary �ltering.

quantity frequency[Hz] low frequency component high frequency component

roll 0.07 accelerometer (IMU) gyroscope (IMU)
pitch 0.07 accelerometer (IMU) gyroscope (IMU)
yaw 0.15 heading (GPS) gyroscope (IMU)
vx 0.15 speed/course (GPS) accelerometer (IMU)
vy 0.15 speed/course (GPS) accelerometer (IMU)
vz 0.10 — accelerometer (IMU)

accelerations
GPS heading

roll, pitch, yaw

transf. matrix

accelerations
(Earth frame)

accelerations
(Earth frame)angular rates

velocities

heave

GPS velocity
(Earth frame)

low pass

high pass

measured target

derived integration∑

∑ ∑

∑

Figure 6.4.: Work�ow for the processing of the ship motion data.

by the accelerometer at frequencies above 1 Hz are due to vibrations of the boom to
which the instrument was mounted (see Fig. 5.2).
Figure 6.3b shows a short sequence of the velocity component in the y-direction

(North). ¿e rawGPS velocity is noisy (purple), the low pass �ltered velocity (orange)
removes the noise, but also part of the periodic structure. A er adding the high
pass �ltered integrated accelerations, the curve (green) is close to the GPS velocity
again. ¿e fact that the periodic structure that was removed from the GPS signal by
�ltering reappears a er adding the high pass �ltered portion is a nice demonstration
that the complementary �ltering works.
¿e full work�ow for the motion data processing is shown in Fig. 6.4. In the �rst

step, measurements of the direction of gravity (accelerometer) and the GPS heading
angle are fused with integrated angular rates by complementary �ltering, yielding
the roll, pitch, and yaw angles. ¿e (time-dependent) coordinate transformation
matrix from the strapdown IMU frame to the Earth frame is computed (Edson et al.
1998), and the accelerations are transformed into the Earth frame.
In the second �ltering step, the GPS velocities are fused with the accelerations to

obtain velocities. ¿e z-component of velocity is then high pass �ltered to remove
trends and integrated to get the heave.
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a b c

Figure 6.5.: a A typical portion from an RSSG stereo image, the left camera is displayed in red, the
right camera in cyan and images are inverted so that white areas are dark background
in the original monochrome images.
b The global phase factor in the Fourier domain.
c The resulting cross-correlation map after back-transformation.

6.2 Wave height

6.2.1 Disparity estimation

Disparity from cross-correlation

In sec. 3.2.1, eq. (3.4) related the disparity in the stereo image, i.e. the di�erence in
object position in the two images, to the distance from the water surface. In sec. 3.1.4
it was shown how to obtain stereo images with nearly identical re�ections from the
specular water surface by using a Helmholtz stereopsis setup with two light sources.
Finding corresponding re�ections can then e�ectively be done by computing the

cross-correlation of two interrogation windows. ¿e disparity can only be estimated
when re�ections are visible in the interrogation window. ¿us, as was already noted
in sec. 3.1.4, it is nearly impossible to recover the full 2D surface displacement. If
the window size is su�ciently large (a size of 200 × 200 pixels turned out to be a
reasonable value both in the lab and in the �eld) and the disparity is relatively small,
it is e�ective to compute the cross-correlation in the frequency domain.
¿e basic idea behind this is that the Fourier transform of two images G1 and G2,

of which one is a shi ed version of the other, is identical, except for a global phase
factor (see e.g. Kiefhaber 2010),

Ĉ = Ĝ2(k)Ĝ∗
2 (k) = exp(−2πi k ⋅ ∆x) ∣Ĝ1(k)∣

2 . (6.1)

¿e cross-correlation is obtained by applying the inverse Fourier transform to this
expression, which then has a peak at ∆x, the global disparity of the two images. In
Fig. 6.5a, a typical 200 × 200 pixel portion of an RSSG stereo image is shown. ¿e
image is inverted so that parts thatwere originally dark backgroundnowappearwhite.
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¿e le image is shown in blue, the right image in red. ¿e product of the Fourier
transforms of the two images as presented in eq. (6.1) is shown in Fig. 6.5b. Note that
only the real part of the complex spectrum is displayed and that the le hand side of
eq. (6.1) was normalized by the auto-covariance of g1 for better visibility. ¿e resulting
cross-correlation map can be seen in Fig. 6.5c, the coordinate system is shi ed, the
white lines mark the location of the “DC” component at (spatial) frequency (0,0).
Here, the LHS of eq. (6.1) was not normalized before back transformation. ¿is is
the reason for the relatively broad peak. Normalization leads to a very sharp peak,
but was found to decrease the overall accuracy of the algorithm.

Matrix multiplication-based discrete Fourier transform

In a perfect setup, the re�ections in the stereo images would only be shi ed along
the direction of the stereo baseline. While due to camera misalignments there is
usually a small shi in the direction orthogonal to the baseline (the x-direction),
the shi is constant throughout each experiment. ¿erefore, it is not necessary to
compute the full 2D cross correlation shown in Fig. 6.5c. Knowledge of a narrow
strip that is only a few columns wide is su�cient.
Since the number of columns that are required is much smaller than the width of

the cross-correlation window, it is faster to compute the cross-correlation by matrix
multiplication than using standard fast Fourier transform (FFT) algorithms that
always reproduce the full 2D image in Fig. 6.5c. ¿e inverse 2D discrete Fourier
transform (DFT) is given by

C =WN ĈWN, (6.2)

where

WN = (w j⋅k
N )
( j,k)∈{0,N−1}

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

w0⋅0
N . . . w0⋅k

N . . . w0⋅(N−1)
N

⋮ ⋮ ⋮
w j⋅0
N . . . w j⋅k

N . . . w j⋅(N−1)

⋮ ⋮ ⋮
w(N−1)⋅0N . . . w(N−1)⋅kN . . . w(N−1)⋅(N−1)N

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(6.3)

are N × N matrices with entries

w j⋅k
N = 1√

N
exp(2πi( j ⋅ k)/N). (6.4)

Due to the rules of matrix multiplication, every column of the right handWN
in eq. (6.2) corresponds to the same column of the cross-correlation C. By cutting
the right handWN, the desired portion of C can be computed. To get the shi ed
cross-correlation displayed in Fig. 6.5c, it is necessary to swap the le and right half
of theWN matrix that is multiplied from the right, as well as the upper and lower
half of theWN matrix that is multiplied from the le .
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Figure 6.6.: Graphical representation of the principle of accelerated upscaling by discrete Fourier
transform. The squares represent the matrices in eq. (6.2), for a detailed description
see text.

Subpixel accuracy

¿e standard approach to �nd the maximum of the cross-correlation with subpixel
precision is to zero-pad its Fourier transform before back transformation by FFT.
¿is is sketched in Fig. 6.6: ¿e Fourier transform of the cross-correlation (Ĉ) is
embedded in a larger array of zeros. ¿e DFT matricesWN ′ are computed for the
larger array with dimension N ′ × N ′. ¿e result is an interpolated cross-correlation
matrix C with a higher resolution and size N ′ × N ′. If high accuracy for the dis-
parity estimation is desired (e.g. 0.1 pixel or less) this quickly becomes a time and
memory consuming process, as the size of the matrices scales with the square of the
upsampling factor (e.g. 10 × 10, if disparity accuracy of 0.1 pixel is desired).
As an alternative, the discrete Fourier transform using matrix multiplication can

be used again: If the position of the maximum of the cross-correlation is already
known with pixel precision, it is su�cient to compute an upsampled version of
the cross-correlation in a small neighborhood around the peak. ¿is approach is
described by Guizar-Sicairos et al. (2008) for image registration.
¿e procedure is indicated by the purple shaded areas in Fig. 6.6. ¿e right hand

WN ′ can be reduced to a few columns, the le handWN ′ to a few rows, each centered
around the known approximate location of the maximum of cross-correlation. Only
the square where the shaded areas intersect on the le hand side in C is computed
then. Additional computational expenses can be saved by cutting theWN ′ as shown
by the dashed lines. A er multiplying the right handWN ′ with Ĉ, the areas above
and below the dashed lines are zero, by the rules of matrix multiplication. ¿erefore,
they do not need to be computed in the �rst place. A similar argument holds for the
second multiplication.
In the original work�ow described by Guizar-Sicairos et al. (2008), the cross-

correlation is �rst upsampled by a factor of 2 using zero-padding and FFT. On this
upsampled grid, the position of the maximum is located, the estimate is then re�ned
to the desired accuracy using the matrix multiplication DFT.
For RSSG images, it turned out to be su�cient to determine the peak of the cross

correlation in the original image resolution; an initial upsampling did not improve
disparity estimation. ¿e region around the peak was then upsampled by a factor of
10 using the matrix multiplication scheme.
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6.2.2 Motion correction

¿e distance to the water surface d, obtained from the disparity and eq. (3.4), needs
to be converted to wave height h by correcting for heave, pitch, and roll:

h = −(d cos θ cosϕ −H), (6.5)

where θ is the roll angle, ϕ the pitch angle, and H the heave. Heave has the largest
e�ect on the measured wave height. Even at a roll of 10°, which rarely ever occurred
in the �eld experiments, the correction is only 1.5%. At a mean distance of 8m, this
is equivalent to 12 cm, while heave can easily exceed 1m.
An e�ect that cannot easily be corrected is the changing location of the measure-

ment �eld on the water surface4. As the ship rolls from one side to the other, the
footprint is scanned over di�erent parts of the water surface. For the measurement
of the targeted large scale waves, this should not have signi�cant consequences.

6.2.3 Implementation

¿e full work�ow of the height processing routines is shown in Fig. 6.7. An area of
interest (AOI) is selected. ¿e chosen size of the window is a compromise between
the resolution of the measurement and the amount of dropout that can be tolerated.
Smaller AOIs lead to a higher number of frames in which there are no re�ections
in the window in at least one of the images. On the other hand, for larger AOIs,
the distance to the water surface is averaged over a larger area on the water surface;
waves with wavelengths smaller than the AOI size cannot be resolved.
Two standard AOI window sizes are used: 200×200 pixels and 800×800 pixels. Re-

�ections are detected with a simple gray value threshold. Images without re�ections
are not processed, the disparity is set to NaN. For the other images, the disparity is
determined with pixel precision as described in sec. 6.2.1.
A er all images have been processed, outliers are removed from the disparity

vector for the 300 images and missing data points are interpolated. ¿e process of
disparity estimation is repeated, the result from the �rst pass is fed into the loop as
an a priori shi applied to the right AOI (so that the expected disparity is 0).
In the second pass, the disparity is determined with subpixel precision (the maxi-

mum of the cross correlation is determined on a grid with 10 times the resolution of
the image). A er the second pass, data gaps are �lled and the distance to the water
surface is computed (see eq. (3.4)). ¿e distance is needed for calibration of the
slope and curvature measurements. To obtain the actual wave height, the motion
correction as described in sec. 6.2.2 is applied.

4If the �eld of view of the camera is much larger than the amplitude of pitch and roll, the position
of the interrogation window can be adapted to correct for ship motion.
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Figure 6.7
Work�ow for height processing.
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6.3 Wave slope

6.3.1 Averaging speckle images

For the Marseille laboratory experiments, averaging the speckle images is simple:
¿e distance to the water surface is much larger than the maximum wave amplitude;
and the footprint of the instrument remains in a �xed location. Because there are no
time-dependent e�ects, all calibration procedures can be applied a er the individual
speckle images are averaged. Corrections are then only necessary because of the
non-ideal characteristics of the cameras and the light sources.
¿e situation is more complex for the shipborne experiments: ¿e ship is pitching

and rolling, so that the assignment of slope to pixel position in the image (see
sec. 3.3.1) becomes time-dependent. In addition, due to swell, large wind waves,
and the ship’s heave, the assumption of small relative changes in distance of the
instrument to the water is no longer valid. ¿ese two factors require that the speckle
images are corrected on an image-by-image basis before averaging.

MASG corrections

Due to the simpler geometry of the medium angle slope gauge (MASG) – an almost
point-like light source virtually in the same position as the camera – calibration of
the MASG images is less complex than that of the RSSG images.
Since the light source can be treated as a point source at the same position as the

camera’s (pinhole) aperture, it follows that light that is re�ected into the camera
under an angle α to the optical axis must have been emitted by the light source
under the same angle α. ¿e light is then projected onto the pixel at location f tan α.
Because the assignment of LED emission angle to pixel position is independent of
the distance of the re�ecting surface – or of any motion of the ship – a universal
light source calibration matrix can be computed. ¿e decreasing LED emission to
angles further away from the principle axis can then be corrected by dividing each
MASG image by a calibration image, see sec. 4.2.2. ¿is calibration could even be
performed on-line, during the measurement.
¿e compensation for pitch and roll of the ship, as well as for the changing distance

to the water surface is time-dependent. ¿e change in distance a�ects the gray values
of the re�ections according to a 1/R2 law (cf. sec. 3.4.2); synchronized distance
measurements from the RSSG can be used to correct for this.
¿e e�ect of pitch and roll can be understood with the help of Fig. 6.8: If the

instrument is tilted by an angle ρ, the footprint on the water surface is shi ed and
distorted. ¿e re�ection condition is shi ed; light is re�ected into the center of
the image when surface slope is tan ρ. For an arbitrary pixel at position f tan α on
the sensor, the surface tilt now needs to be tan(α + ρ) instead of tan α. Due to the
non-linearity of the tangent, a non-linear transformation is generally needed to
transform the camera pixel grid onto a surface slope grid. Because this is very costly
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Figure 6.8
The e�ect of roll ρ on the slope dis-
tribution in the MASG images.

in terms of required processing time, a simpli�ed solution is desired: If

tan(α + ρ) ≈ tan(α) + ρ, (6.6)

the transformation from the pixel grid to the slope grid is a mere translation, pitch
and roll only add a constant o�set to the measured slopes.
For a typical measurement5 at 8m/s wind and the in�uence of swell, the RMS

roll ρrms = 0.021 rad, and the maximum ρmax = 0.058 rad. ¿e maximum error of
eq. (6.6) can then be estimated using αmax = 0.35 rad (see sec. 3.3.2):

tan(αmax + ρmax) = 0.4323, tan(αmax) + ρmax = 0.4230, (6.7)

resulting in a maximum underestimation of the surface slope of 2.1%. For the RMS
roll, the underestimation is only 0.8%. An error of this order of magnitude can
certainly be tolerated. ¿erefore, the e�ect of pitch and roll on measured slope
probability distributions can be approximated by a translation in gradient space.
¿is procedure is shown in Fig. 6.9. An individual speckle image (shown on the
le in false-color, background is shown as white) is added onto a larger slope grid
(right). ¿e o�set of the position of the image in the grid is given by the measured
pitch and roll angles.

RSSG corrections

¿e geometry of the RSSG is more complex than that of the MASG. Since the le 
camera does not observe light from the le , but from the right light source, the
assumption of identical locations for camera and light source is not valid any more.
¿erefore, a distance-dependent calibration for the LED emission angle is necessary.
Also the assignment of slope to pixel position is dependent on the distance to the
water surface.
Figure 6.10a illustrates the dependence of the emission angle on the distance of

the re�ecting surface: At the stereo reference distance h0 = b/(2 tan α) (with the
tilt of the camera α and the stereo baseline b), light that is re�ected into the center

5Meteor M91; measurement 51, Run 736, 2012/12/23.
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Figure 6.9.: A single speckle image (left, background removed) is added onto a larger slope grid
(right). Pitch and roll of the ship are accounted for with a translation in the new grid
(red frame).
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Figure 6.10
a At the stereo reference distance h0,
light that is re�ected into the camera
along the optical axis is emitted in the
direction of the principal axis of the
light source. At a distance h ≠ h0, the
light is emitted under the angle β to
the principal axis.
b At distance h0 = b/2 tan α, slope zero
is assigned to the center of the im-
age. At distances h ≠ h0, the assign-
ment changes, re�ections are visible
if the water surface has slope θ.

of the image (along the optical axis of the lens) is emitted in the forward direction
by the light source. ¿e angle to the light source’s principal axis is zero. When the
re�ecting surface is located at any other distance h ≠ h0, light is emitted under a
non-zero angle β to the principal axis.
A similar e�ect occurs for the slope that is assigned to the center of the image:

By de�nition, this slope is zero at the reference distance. At any distance d ≠ d0,
re�ections are visible if the re�ecting surface has slope θ (see Fig. 6.10b).
¿e RSSG’s cameras are equipped with 70mm lenses, the �eld of view is only

8.4°× 6.9° so that the maximum angle under which light enters the camera is 4.2° to
the optical axis. ¿is allows to apply small-angle approximation without signi�cant
errors.
¿e accumulation of the probability distribution from calibrated speckle images

is then similar to the procedure described for the MASG. In addition to the o�set
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Figure 6.11.: a A changing distance to the water surface shifts the position of slope zero in the
image along the coordinate direction parallel to the baseline.
b The opposite shift needs to be applied in the LED calibration image.

due to the ship’s pitch and roll, an additional o�set is added to account for the
distance-dependence of the slope-pixel position assignment.
Figure 6.11a shows the shi of the position of slope zero in the speckle images as a

function of distance to the water surface. At the stereo reference distance h0 = 8.05m
(value for the Meteor M91 experiment), the shi is zero, meaning that slope zero is
in the center of the image. At a distance h = 6.0m, the position is shi ed by about
70 pixels. ¿e same shi (opposite sign) applies to the LED correction image (see
sec. 4.2.1), as shown in Fig. 6.11b.

Work�ow

Figure 6.12 is a quick summary of the complete work�ow for averaging RSSG/MASG
images to obtain a slope pdf. First, a two-point radiometric calibration (Jähne 2005;
sec. 10.3.3) is applied to the raw images. Next, the gray values are normalized to the
mean distance (1/h2 dependence of brightness, see sec. 3.4.2). ¿e inhomogeneities
of the light sources are corrected with a correctionmatrix (see sec. 4.2.1 and sec. 4.2.2).
For the RSSG, this step is depending on distance to the water surface. ¿e mean
of these calibrated images is proportional to the slope pdf; 5 minutes of data are
averaged for one estimate of the pdf. ¿is is equivalent to 15000 RSSG images
(acquired at 50 fps) and 3000 MASG images (acquired at 10 fps).
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Figure 6.12
Work�ow for averaging MASG/RSSG images:
Raw images are calibrated for camera ar-
tifacts (radiometric calibration) and light
source inhomogeneities (LED intensity and
angular distribution calibration), calibrated
images are added onto a total slope pdf. For
the RSSG, the LED angular calibration is de-
pending on distance to the water surface.

6.3.2 Probability of slope zero

Mean square slope σ 2s = ⟨s2⟩ cannot be estimated directly from the RSSG slope pdf
because of the very narrow range of slope for which the probability is known and
the uncertainties connected with ship motion and LED inhomogeneity correction.
However, in sec. 3.3.2 it was shown that, under certain conditions, the probability

of slope zero is inversely proportional to mean square slope. ¿e probability of slope
zero can be estimated by averaging a small area in the center of the RSSG pdf.
¿e averagingwindow is 150×150 pixels, which corresponds to slopes in an interval

±0.5°. ¿e RSSG surface roughness parameter χ ∝ σ 2s is thus obtained from

χ =
⎛
⎝

1
Nx ⋅Ny

Nx/2

∑
−Nx/2

Ny/2

∑
−Ny/2

I(x , y)
⎞
⎠

−1

, (6.8)

where I(x , y) is the (unnormalized) slope pdf.

6.3.3 Mean square slope

¿eMASG slope pdf covers a larger range of slopes, making it possible to determine
mean square slope σ 2s by �tting a model function to the measured distribution. Two
di�erent model functions were used, results are reported for both.

Gram-Charlier expansion Based on the results of their classic sun glitter experi-
ments, Cox and Munk (1954b) and Bréon and Henriot (2006) propose the use
of the truncated Gram-Charlier expansion given in eq. (2.61). An even more
truncated expansion is used as one of the model functions, adding only two
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skewness terms to a Gaussian distribution

p(ξ, η) = A ⋅ exp [− 1
2
(ξ2 + η2)] [1 − 1

2
c21 (ξ2 − 1) −

1
6
c03 (η3 − 3η)] + O ,

(6.9)
with normalized coordinates ξ = (x − x0)/σx and η = (y − y0)/σy. ¿e model
function has 8 free parameters, the amplitude A, two standard deviations σx ,
σy, two shi s of the coordinate origin x0, y0, two skewness terms c21, c036 and
an additive o�set O. Cox and Munk (1954a) added additional peakedness
terms, but did not allow for a shi of the coordinate system or an o�set. In
the MASG data, the origin of the coordinate system cannot be determined
with perfect accuracy and a certain level of additive noise cannot be ruled out.

Gaussian with o�set ¿e second model function is a pure two-dimensional Gaus-
sian function

p(x , y) = A ⋅ exp
⎡⎢⎢⎢⎢⎣
− 1
2
⎛
⎝
(x − x0

σx
)
2
+ ( y − y0

σy
)
2⎞
⎠

⎤⎥⎥⎥⎥⎦
+ O (6.10)

with 6 free parameters. ¿e use of this function for the parameterization of
slope probability distributions has been proposed by Ebuchi and Kizu (2002).

¿e model functions are �tted to the distribution using a trust-region algorithm7.
¿e �ts did not generally converge, but reached the user set tolerance level and
aborted. From visual inspection, the �t result always seemed to reproduce the shape
of the distribution adequately. An example for a Gram-Charlier �t is shown in
Fig. 6.13. ¿e pdf is shown in the raw MASG coordinate system, which is aligned
with the ship. ¿e wind was coming from 10.2° to port. In the large panel, the
measured pdf is shown. In the small panels, pro�les in the alongwind (right) and
crosswind (upper) direction are shown. ¿e 2D �t result is shown as a black line in
the side panel.

6.4 Curvature

Two parameters of speckle images that are related to surface curvature are of interest:
the mean integrated brightness of re�ections (see sec. 3.4.2) and the number of
re�ections in an image (see sec. 3.4.2).
In the detail from a typical RSSG image (with inverted gray values) in Fig. 6.14a,

the problem in estimating these quantities can be seen: the re�ections are typically
close together, blurred and out of focus. A segmentation with a simple gray value

6¿e original notation of Cox and Munk (1954b) is used here.
7Matlab® function �t from the curve �tting toolbox.
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Figure 6.13
Example of a MASG pdf with a �tted
Gram-Charlier model function. Two
pro�les along the white lines in the
pdf are shown, these correspond
to the alongwind (right panel) and
crosswind (upper panel) direction.

threshold (Fig. 6.14b) detects large connected areas containing many speckles, a
higher threshold misses small individual re�ections.
A solution to the problem of overlapping or connected re�ections is the use of a

watershed algorithm. ¿is algorithm treats the gray value image as a topographic
relief. ¿e gray value of each pixel is interpreted as an altitude. ¿en, by �ooding
the relief, it can be segmented in di�erent catchment basins (around local minima
or “valleys”) which are separated by watersheds (along the “mountain ridges”).
¿e result of thewatershed segmentation8 is shown in Fig. 6.14c. ¿e algorithm sep-

arates the re�ections, but does not di�erentiate between foreground and background.
However, this can be accomplished easily by multiplying the watershed result with
the threshold segmentation in Fig. 6.14b. ¿e �nal result is shown in Fig. 6.14d. An
inherent problem of watershed algorithms is their tendency of over-segmentation.
Especially at low wind speeds or in very slicky conditions this becomes a problem.
¿e consequences will be discussed in sec. 7.2.2.
¿e full processing routine is shown in Fig. 6.15: A er applying a two point radio-

metric calibration, the inhomogeneities of the LEDs are corrected and brightnesses
are normalized to the mean distance. A global threshold is applied to select the
foreground, and salt noise, individual pixels that are selected but not part of re�ec-
tions, is removed9. For the second part of the segmentation, the corrected image is
inverted and the watershed algorithm is applied. ¿e raw label image is multiplied
with the foreground mask to remove background areas from the labels, resulting in
the �nal label image.
In the last step, the number of labels, as well as the average size and brightness of

8Matlab® function watershed which uses the algorithm of Meyer (1994).
9Opening operation followed by a dilation, each with a 3×3 matrix of ones as structuring element.
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a b

c d

Figure 6.14.: a A 300×300 pixels portion of a typical RSSG image. The image is inverted, speckles
are black, background is white. Contrast is enhanced for better visibility.
b A simple gray value threshold segmentation separates speckles from background.
c Result of the watershed segmentation.
d The product of the threshold and watershed segmentations, the �nal segmenta-
tion result.
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the labeled areas is computed.

raw image

foreground mask raw label image

label image

radiometric cal.

LED ang. calib.

invert

segmentation II:
watershed

segmentation I:
global threshold

remove salt noise

avrg. size numberavrg. brightness
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Figure 6.15.: Flowchart of the curvature data processing routine.

6.5 Imaging Slope Gauge

¿edata processing routines for the color imaging slope gaugeweremostly developed
by Roland Rocholz. In 2009-2011, when his imaging slope gauge was installed at
the Aeolotron, the slope calibration was changed from using a third order model
(Rocholz 2008) to using a look-up table (LUT), to better cope with non-linearities
of the light source, especially near its boarders.
A problem that was not solved by Rocholz was that of chromatic aberration of the

telecentric lens (see Fig. 3.1a). ¿is is the main reason for which the data set of the
2011 Aeolotron experiment has not been properly processed before.
Other processing steps (interpolation of RGB images, sec. 6.5.2 and conversion to

log-polar spectra, sec. 6.5.3) that di�er from the work�ow given by Rocholz (2008)
are described here for reference. Except forminor optimizations, the implementation
was already done by Rocholz in 2009-2012.
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6.5.1 Chromatic aberration

To �rst order, chromatic aberration is due to the dispersion of the glass of which the
lens is made. ¿is leads to slightly di�erent focal lengths (and thus slightly di�erent
magni�cation factors) for di�erent wavelengths. ¿e e�ect can be seen in Fig. 6.16a,
where an image of a calibration target is shown.

a b

c d

0 10 20 30
0

0.2

0.4

0.6

0.8

1

position

no
rm

al
iz

ed
 in

te
ns

ity

 

 

red
blue

Figure 6.16.: a Chromatic aberration of the large lens. The red camera channel is shown in red,
the blue channel in cyan.
b Example of the circle detection (the green channel is shown).
c After applying the correction for the change in focal length of the lens, the distor-
tion disappears.
d Intensity pro�le along the green line in c , showing the good matching of the
circle in the red and blue channel. However, the blue channel is more out of focus
than the red channel.

To compensate the aberration, the positions of the circles are detected in all im-
ages¹0 (see Fig. 6.16b) and the scaling and translation parameters for a transformation
are estimated with a least-squares regression¹¹. ¿e transformation matrices are
given in Tab. 6.2 in the form taken by heurisko® .

¹0Matlab® function im�ndcircles
¹¹Matlab® function cp2tform

91



Chapter 6 DATA PROCESSING

Table 6.2.: Parameters for the a�ne transformation to compensate chromatic aberration.

channel a11 a12 a21 a22 tx ty

red 0.994146 0 0 0.994146 1.42 2.08
blue 1.009728 0 0 1.009728 -2.36 -3.54

¿e result of the correction is shown in Fig. 6.16c, a pro�le taken along one of
the circles in the corner con�rms the good matching (see Fig. 6.16d). A remaining
problem is the di�erent sharpness of the di�erent color channels. ¿e decrease in
normalized intensity in the red channel is steeper than in the blue channel.

6.5.2 RGB image interpolation

Unlike the Hamburg wind-wave tank at which Rocholz (2008) conducted his experi-
ments, the Aeolotron is a circular facility, capable of generating large breaking waves.
¿ese can entrain air into the water and create bubbles. Especially in the surface
�lm experiments, the bubble lifetime at the water surface can be signi�cant. Since
bubbles at the surface can have in�nite slope at their sides, they generally appear as
dark rings in the unnormalized RGB images. A similar e�ect occurs when waves
– mostly parasitic capillaries – have large slopes outside the measurement range of
the light source. ¿e lower water depth in the Hamburg facility allowed for a more
compact setup, in which the distance from water surface to light source was small.
¿is increased the CISG measurement range. To avoid excessive noise during the
normalization step, it is necessary to interpolate these dark spots. ¿is is done for
each color channel individually by the following scheme:

C′ = [(C ⋅ I) ∗ F
I ∗ F ⋅M] + C ⋅ (1 −M), (6.11)

where “⋅” denotes pointwise multiplication, “∗” two-dimensional convolution and F
a binomial smoothing �lter kernel¹². I is the RGB total intensity,M is a binary mask
which is 1 if I is lower than a threshold.
¿e corrected brightness C′ is identical to C for all areas of the image in which

the intensity is above the threshold, only the dark spots are replaced (bracket term).
¿e interpolation is done by isotropically “smearing in” the intensities from around
the borders of the dark spot.
¿e result is shown in Fig. 6.17: In the normalization step, excessive noise is created

(6.17b) in areas that were originally dark in the raw image (6.17a). If the interpolation
is applied before normalization, noise is suppressed (6.17c).

¹²heurisko® function Bin16.
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a b c

Figure 6.17.: a Portion of an ISG raw image of a breaking wave. Due to double re�ection or
high slopes, there are many dark areas in the image for which slope cannot be
determined. b If the raw image is normalized, the dark areas become very noisy
which may a�ect the spectra. c If the raw image is processed according to eq. (6.11),
the noise is suppressed.
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y

Figure 6.18
Conversion from a Cartesian (black) to a log-polar (red)
grid: Near the origin, the log-polar grid has a much
higher resolution than the Cartesian grid. The spectral
energy contained in the lower frequencies needs to be
carefully distributed into the new bins. Far away from
the origin, each log-polar bin contains many Cartesian
bins.

6.5.3 Log-polar spectra

While the computation of 3D power spectra from time series of 2D slope measure-
ments is straightforward, some care has to be taken in transforming the coordinate
system from (kx , ky ,ω) to (log k, θ ,ω), i.e. in going from a Cartesian to a polar
coordinate system with a logarithmic axis for the magnitude of the wavenumber
vector. A representation in these coordinates is desirable, since the spectra have a
constant relative wavenumber resolution and the directionality of the wave �eld can
immediately be extracted (Jähne and Riemer 1990).
An approach proposed by Rocholz (2012) is used for the computation of slope

spectra on the new log polar grid: ¿e (kx , ky) vectors of the original Cartesian
spectrum are transformed to the new coordinates. In these new coordinates, they
are treated as a scattered data set; this can be interpolated¹³ to obtain the values for
the new (log k, θ) grid coordinates.
In the high k range, the new coordinate systemwith the constant relative wavenum-

ber resolution leads to a considerable amount of data compression. In the low k

¹³Matlab® function scatteredInterpolant
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range however, the resolution of the new grid is generally higher than that of the
old Cartesian grid (see Fig. 6.18). ¿e consequence is that energy conservation is
usually not guaranteed in the lower wavenumbers. ¿e spectral shape in the higher
wavenumbers however should be una�ected by these problems.
In the analysis of the CISG data from the Aeolotron, apart from the slope spectrum

S(log k, θ) itself, one more quantity is of interest: ¿e omnidirectional saturation
(or curvature) spectrum B(log k). It can be directly computed by integration of the
slope spectrum S(log k, θ) over all directions θ and multiplication with k2:

B(log k) =
π

∑
−π
k2S(log k, θ)∆θ . (6.12)

6.5.4 Mean square slope

From the log-polar slope power spectrum, it is easy to compute the contribution to
mean square slope σ2s for di�erent wavenumber ranges. However, the changing size of
the spectral bins needs to be accounted for, since dkx dky = k dk dθ = k2 d(log k)dθ:

σ2s ∣
kmax

kmin
= ∫ kmax

kmin
S(k, θ) k dk dθ (6.13)

= ∫ kmax

kmin
S(log k, θ) k2 d(log k)dθ (6.14)

=
kmax
∑
kmin

S(log k, θ) k2∆(log k)∆θ . (6.15)

6.5.5 Full Work�ow

In Fig. 6.19, the full processing routine for color imaging slope gauge data is shown.
Except for the chromatic aberration correction (sec. 6.5.1), RGB interpolation of
excessive slopes (sec. 6.5.2) and the coordinate transformation and integration steps
(sec. 6.5.3 and sec. 6.5.4), all processing steps are described in detail by Rocholz
(2008).
¿e raw image sequences consist of 1292×946 pixels 8 bit images with a Bayer

pattern. In the demosaicing step, the R, G, B color subgrids (646×473 pixels) are
registered using specialized isotropic �lter kernels for interpolation (Scharr 2000).
A er the chromatic aberration correction and interpolation of dark areas due to
bubbles or high slopes, the measured intensities are normalized (cf. sec. 3.1.1) and
o�set corrected. ¿e normalized intensities are then converted to slope by a table
look-up. ¿e look-up table was determined by Roland Rocholz with a spherical glass
bowl of known radius that was partly submerged in the water.
From the slope image time series, the power spectrum is computed, the coordinate

transform to log-polar coordinates is applied and the desired integrated spectra are
derived.
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spectrum [S (k,ω), S (k,ω)]

raw image sequence

slope [s (x,t), s (x,t)]

demosaicing temporal 1D-FFT 

spatial 2D-FFT 

ensemble-averaged
power spectrum

chromatic aberration 
correction

coordinate transform
+ integration

LUT slope calibration

hole interpolation

intensity normalization
o"set correction

x

x y

y

 S(k,ω) = 

ˆˆ

x y|S |² + |S |²ˆ ˆΣ

total σ²s B(log k) S(log k, θ) σ² contrib.s

Figure 6.19.: Flowchart of the updated color imaging slope gauge data processing work�ow (cf.
Rocholz 2008; �g. 6.1).
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7
Results

¿e newly developed instruments, the Re�ective Stereo Slope Gauge (RSSG) and the
Medium Angle Slope Gauge (MASG) were validated with reference measurements.
¿e results will be presented in sec. 7.1. In sec. 7.2, measured wave slope distributions
and statistical parameters from the Meteor M91 cruise are presented. ¿e results of
the analysis of the imaging slope gauge data from the laboratory and the possibilities
of describing gas transfer velocities with statistical wave parameters are explored in
sec. 7.3.

7.1 Instrument validation

Before the RSSG and WASG were deployed to �eld experiments, the measurement
methods were validated in the laboratory. ¿is validation was not attainable in
Heidelberg: Because of the small width (60 cm) of the Heidelberg Aeolotron, the
waves in the footprint of the RSSG are a�ected by the walls of the facility, if the
RSSG is mounted at a reasonable distance¹. ¿eMarseille Pytheas wind-wave facility
(sec. 5.1.1) on the other hand is perfectly suited for this kind of validation experiment.
¿e facility is 3m wide, so the wave �eld in the center is not a�ected by the walls.
Conditions are well characterized and reference data from other experiments is
available, so simultaneous measurements with a reference system are not required.
¿eRSSGwas deployed toMarseille inMarch 2011 for a �rst evaluation, in September
2012 the RSSG and the new MASG were deployed.
Additional validation measurements were also made during the OSSPRE cruise

in 2011, where an in-situ comparison with a Riegl laser altimeter was possible.

¹In �eld measurements at a distance of 8m, the footprint is about 1.2 × 1.0m.
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Figure 7.1
Setup for the direct comparison
of the RSSG with a wave wire.
Shown is an RSSG raw image from
the left camera. The RSSG im-
age is evaluated in the cyan box
(100× 100pixels, 4× 4 cm). The
wave wire holder is visible, it was
positioned about 30 cm above the
water surface, the wave wire ex-
tends vertically down from the tip
of the arrow.

7.1.1 Height measurement

Laboratory veri�cation

¿e RSSG height measurement principle (sec. 3.2) was veri�ed by direct comparison
of RSSG height data with wave heights measured with a capacitance-type wave wire
(kindly provided and operated by Guillemette Caulliez). ¿is is a thin insulated
wire which is mounted vertically in the water. ¿e capacitance between the wire
and the water body is then proportional to the water height at the wire (Tucker and
Charnock 1954).
¿e RSSG’s performance was tested in simultaneous and nearly collocated mea-

surements. Figure 7.1 displays an RSSG raw image aquired during this comparison.
¿e wave wire holder is visible on the lower le side of the image. ¿e holder is
placed about 30 cm above the water surface, the wave wire extends down vertically
from there. ¿e disparity of the RSSG stereo images was only evaluated in a small
interrogation window, the cyan box just about 10 cm upwind of the wave wire (wind
is coming from the right side). ¿e window size is 100× 100 pixels, corresponding to
about 4 × 4 cm on the water surface. Reconstructed wave heights from the RSSG
were then shi ed in time to account for the upwind location of the measurement
and match the wave wire record.
¿e instruments were set up at a fetch of 27m in the main measurement section

of the facility. Two examples, measured at wind speeds of 11m/s and 7m/s, are
shown in Fig. 7.2. ¿e green line is the reference wave wire, the purple dots are
individual RSSG height measurements. ¿e deviations are of the order of a couple
of millimeters. Compared to the laboratory wave height of less than 10 cm, this is
relatively large, but since the RSSG has a measurement range of multiple meters, the
accuracy is very good. It should also be kept in mind that the measurements were
not fully collocated and the shape of the waves may have evolved between the RSSG
footprint and the wave wire location.
To generate Fig. 7.2, the RSSG data was reprocessed using the �nal version of
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Figure 7.2.: Comparison of the RSSG height measurement (purple dots) and the reference wave
wire (green line) that was installed just downwind of the RSSG interrogation win-
dow. Wind speed is a 11m/s and b 7m/s. The agreement is good, deviations are
of the order of a couple of millimeters. At lower wind speeds, data dropout (miss-
ing data points) increases for the RSSG measurement. Dropout is caused by RSSG
images, in which no re�ections at all are visible in the interrogation window (here:
100× 100pixels) over which the disparity is estimated. The probability for this to
occur decreases with increasing surface roughness at higher wind speeds.
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the disparity estimation and height retrieval algorithms. ¿e same code was also
used to determine the wave heights in the �eld experiments, it was not tweaked
to perform well under these laboratory conditions. ¿e limiting factor for RSSG
wave height measurements is not the absolute precision with which heights can
principally be measured, but the level of data dropout. If there are no re�ections in
the interrogation window, the disparity cannot be estimated. Wave heights then need
to be interpolated, if a continuous record is desired, e.g. for the computation of wave
spectra or to calibrate the slope measurements. If high resolution measurements are
not required, the interrogation window size can be increased so that the probability
of not having any re�ections in the window decreases.
For the comparison, a window size of 100×100 pixels was chosen. Measurements at

this size are only possible at very rough surfaces (high wind speeds in the laboratory).
In the �rst example (11m/s), 92% of the image pairs could be processed to give a valid
height. In the second example, at 7m/s, the dropout already increased signi�cantly,
only 76% of the images could be processed. Fortunately, since re�ections are coming
from points with slopes near zero, the wave crests and wave troughs are usually
measured. If wave heights are missing only on the sides of the waves, they are
relatively easy to interpolate.
Frequency power spectra were computed from both RSSG and wave wire data

to further analyze the capabilities of the RSSG. ¿e result is shown in Fig. 7.3. ¿e
spectrum measured by the RSSG (purple) correctly reproduces the dominant wave
peak measured by the wave wire (green). ¿e RSSG spectrum is generally noisy, this
is due to the short sampling time: ¿e wave wire spectrum is from a 300 s time series,
wave height was sampled at 250Hz. Welch’s method (Welch 1967) was used to get a
good estimate of the power spectral density in the frequency band of interest: ¿e full
time series is cut into overlapping segments. A window² function is applied to each
segment to reduce spectral leakage before the power spectral density is computed.
For the RSSG on the other hand, only 4 short records of 18 s each are available. At
the time of the experiment, this was the maximum continuous recording time. ¿e
spectra computed from the four measurement runs are averaged to produce the
purple line in Fig. 7.3.
¿e RSSG wave spectrum deviates from the reference measurement at high and

low frequencies. At low frequencies this is probably due to the short sampling time,
leading to non-zero time averages for the low frequency components, as well as a
broadening of the dominant wave peak. At high frequencies, the reason is clearer: An
interrogation window size of 200 × 200 pixels was used here to reduce data dropout.
¿is corresponds to a footprint size of roughly 80 × 80mm. Waves on smaller scales
cannot be resolved, because only the average disparity over the interrogation window
is computed. ¿e Nyquist wavenumber given by the �nite size of the window is
kNyq = 41 rad/m. Only longer waves (with lower wave numbers) can be resolved in
this con�guration. According to the linear dispersion relation, this corresponds to

²Hann window, w(n) = 0.5 (1 − cos(2πn/(N − 1))).
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Figure 7.3
Wave spectra measured with the RSSG (pur-
ple) and a wave wire (green) at a fetch of 27 m
and a wind speed of 13 m/s. While the agree-
ment around the dominant wave peak is gen-
erally good, the RSSG overestimates energy
in the high and low frequency regions. The
reasons for this are discussed in the text.

a frequency of ω = 20 rad/s. ¿is is marked by the black dashed line in Fig. 7.3. It
coincides well with the onset of overestimation of energy in the RSSG spectrum. Due
to the wave and wind-induced current in the facility, the dispersion relation is shi ed
to higher frequencies by the Doppler e�ect. ¿erefore, the wavenumber cuto� is
also shi ed towards higher frequencies, so that the position of the line in Fig. 7.3 is
slightly underestimated. Still, the increase in spectral energy at high frequencies is
not physical and the spectrum cannot be trusted there.

Field veri�cation

¿eRSSGperformancewas also evaluated in the �eld during theOSSPRE experiment
in December 2011. A Riegl laser altimeter (model LD90-3100VHS, kindly provided
by Christopher Zappa) was continuouslymonitoring wave heights at a position about
2m upwind of the RSSG (see Fig. 5.2). ¿e laser altimeter determines the water
surface distance by measuring the travel time of laser pulses that are re�ected at the
water surface. Pulses are sent at a frequency of 2 kHz; 20 pulses are averaged so that
the output rate is 100Hz. ¿e measurement accuracy speci�ed by the manufacturer
is ±25mm.
Similar to the RSSG, the Riegl altimeter measurement depends on the return of

re�ections to the instrument. At the specular water surface, most re�ections are
lost. Like the RSSG, the altimeter can only measure the height of patches with slope
zero. Due to the high sampling rate, dropout is still very low, except for very smooth
surfaces.
For a direct comparison, the disparity was evaluated from a 200 × 200 pixels

window in the RSSG images, corresponding to approximately 20 × 20 cm on the
water surface at a mean distance of 9.2m. Missing data points in the RSSG time
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Figure 7.4.: Comparison of the RSSG height measurement with a Riegl laser altimeter in �eld
conditions. Agreement is generally good. Data is from the OSSPRE cruise.

series were interpolated with piecewise cubic Hermite polynomials³ as proposed by
Veron et al. (2009). Figure 7.4 shows the comparison of RSSG measurements with
Riegl altimeter measurements. ¿e measurements were shi ed in time to account
for the di�erent locations of the instruments. ¿e agreement is generally good (note
the very di�erent scale compared to the laboratory comparison), but deviations up
to 20 cm occur (e.g. the spike in the trough at t = 770 s). To some extent, deviations
are actual changes in the water surface shape during propagation from the altimeter
measurement location to that of the RSSG. ¿e spikes in the troughs that the RSSG
occasionally measures on the other hand are certainly artifacts. However, such large
di�erences are rare. It appears that the RSSG height measurement is generally more
precise, provided that the surface is rough and there are su�cient re�ections. ¿e
noise level on the altimeter measurement is signi�cantly higher. On the other hand,
data dropout rates are bigger for the RSSG, which lacks the ability to average many
very high frequency measurements.
While in the laboratory study it was shown that the RSSG can measure wave

heights with very high accuracy under favorable conditions, this �eld comparison
demonstrates that these measurements are possible also for large wave amplitudes.
¿e accuracy of the measurement is limited by the �nite window size required for
determining the disparity. ¿e window size is a compromise between measurement
resolution and data dropout, a window size of 200×200 pixels (footprint 20×20 cm)
was found to be reasonable value.

³Matlab® function interp1 with option ’pchip’
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Figure 7.5.: Comparison of the RSSG surface roughness measurements and reference mss mea-
surements from a Laser slope gauge. The wind speed range wasUref = 2-13m/s, fetch
was 27m. Data are shown from three di�erent days (Wednesday, purple symbols,
Thursday, orange symbols, Friday, green symbol) and from the evaluation of the left
(�lled symbols) and right (open symbols) camera images.

7.1.2 Slope measurement

RSSG veri�cation

As was detailed in sec. 3.3.2, the RSSG cannot directly measure mean square slope
σ 2s , the variance of the probability distribution of surface slope. From calibrated
and averaged images of specular re�ections, the (unnormalized) probabilities for
slopes in the range s = ±0.06 can be measured. Because this range is signi�cantly
narrower than typical slope pdfs, the shape of the distribution – or its width – cannot
be determined directly. Instead of measuring mss, the probability of zero slope
p(0, 0) is measured. ¿is probability is approximately proportional to 1/σ 2s (see
sec. 3.3.2). ¿e RSSG surface roughness parameter χ is proportional to 1/p(0, 0),
thus it is expected that

χ = a ⋅ σ2s ∼ σ2s . (7.1)

¿is validity of this approximation was tested in the Marseille 2011 experiment,
when statistical slope measurements were conducted for 12 di�erent wind speeds
from 2m/s to 13m/s (the full range of the facility). In Fig. 7.5a, the surface roughness
parameter χ is plotted against wind speeds for all measurements. Results are shown
from measurements on three di�erent days (Wednesday, purple symbols, ¿ursday,
orange symbols, Friday, green symbol) to demonstrate the repeatability of conditions
in the facility. It seems that the conditions are reproducible, no clear trends are
visible between the Wednesday and¿ursday measurements. ¿e dashed line is the
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�t result of a power law, the exponent is n = 1.7. Such a functional relationship is
motivated by physics, it is merely meant to illustrate the non-linearity of the behavior
of mss with wind speed in this facility. ¿is is in contrast to the linear behavior of
mss found from �eld measurements (Munk 2009).
¿e linearity of the dependence of χ on σ 2s was tested with reference σ2s measure-

ments which were kindly provided by Guillemette Caulliez. ¿ey were measured
with a laser slope gauge at the same fetch as the RSSG measurements in an earlier
experiment (Caulliez 2011). Figure 7.5b shows the result of the comparison. ¿e
RSSG surface roughness parameter χ is plotted against mss from the laser slope
gauge measurements σ2LSG. ¿ere are only minor deviations from the line �tted to
the data.
Two points were excluded from the data set which was used to compute the �t: ¿e

lowest value (measured at a wind speed of 2m/s) and the third highest measurement
from¿ursday (red symbols). At the lowest wind speed, the surface is undulated,
but waves are barely visible. ¿e slope probability distribution is very narrow here,
violating the assumption that the RSSG only measures slope zero (see sec. 6.3.2),
when a fraction of the image is averaged. ¿e third highest measurement from
¿ursday is clearly below the �t line. It is not clear what exactly causes this deviation,
the most likely explanation is a faulty record of which light source setting has been
used for this measurement. Unfortunately, this wind speed was not measured on
Wednesday. Data acquired on Friday suggests that the ¿ursday value is an outlier,
the green data point conincides nicely with the �t. However, this data point was
generated from very few RSSG images, since Friday was mostly reserved to the
comparative measurements with the wave wire.
Overall, the correlation of the RSSG χ values with mean square slope σ 2s is very

good over a wide range of wind speeds. Even though the conditions in the �eld
generally di�er from conditions in the lab (as will be discussed later), there is no
reason to assume that the RSSG’s χ should not correlate well with mean square slope
under open ocean conditions. Still, no attempt is made to transfer the “calibration”
given in Fig. 7.5b to �eld experiments. ¿e absolute brightness of re�ections in the
images depends on distance to the water surface, integration time of the camera,
changes in the LED drivers for the light sources, cuto� �lters on the cameras, etc. It
is generally possible to control all these factors in a fully developed instrument. How-
ever, especially during the 2011 Marseille experiment, the RSSG had prototype status,
many minor changes were made before the 2012 Peru experiment. On the other
hand, it was not necessary to transfer the calibration to the �eld, as it will be shown
that the RSSG can be calibrated in-situ with the available MASG measurements (see
Fig. 7.13).
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Riegl altimeter slopemeasurement

¿e laser altimeter that was deployed to the Kilo Moana for the 2011 �eld experiment
not only measures wave height. In addition to the distance to the water surface,
two signal strength parameters are recorded. According to the user manual, the
amplitude parameter gives the strength of the received signal. ¿e quality parameter
is the percentage of laser pulses that are returned at all.
¿e combination of both parameters allows to calculate the probability for zero

slope. Unlike in the RSSG images, there is no averaging over a �nite slope interval
around zero, but only temporal averaging of a point measurement. On the other
hand, the high sampling rate guarantees good statistics. ¿e capabilities of the laser
altimeter in this novel application were tested by comparing the measurements to
simultaneous RSSG measurements. Because the laser altimeter measurements were
not synchronized with the inertial measurement unit (sec. 6.1), motion correction is
not possible.
Five minute averages were computed of both the mean gray value in the RSSG

image center mRSSG = 1/χ and
mRiegl =

a
q
r2, (7.2)

where a denotes the amplitude and q the quality parameter and r is the measured
distance to the water surface. In computing the mean value for the altimeter, missing
data points were also accounted for. ¿ese occur, when during the 0.01 s sampling
interval no re�ections are returned at all.
Figure 7.6a shows the direct comparison of the RSSG and Riegl altimeter mea-

surements. If the measurements during daytime are neglected, both instruments
agree well, there is a strong correlation between the two signals. ¿e reason for the
discrepancy in the daytime measurements can be seen in Fig. 7.7. Two example
false-color RSSG images are shown, Fig. 7.7a was acquired during daytime, Fig. 7.7b
at night. ¿e gray values have identical scaling, background is removed. While in
the nighttime image, most of the area is background (white), during daytime, most
pixels have gray values higher than the background, even far away from (bright)
re�ections.
¿is is caused by skylight that is re�ected into the camera. ¿is is also obvious from

Fig. 7.6b: Shown are time series of the Riegl (purple) and the RSSG (green) mean
signal amplitude (= mean gray value for the RSSG) for an example day. ¿e orange
line is the shortwave radiation measured with a pyranometer that was mounted
on the instrument boom close to the RSSG. ¿e RSSG signal follows the curve
almost perfectly, proving that daytime measurements are in fact a�ected by daylight.
¿e dashed black line separates daytime measurements (to the le ) from nighttime
measurements.
During the 2011 Kilo Moana cruise, 850 nm high pass �lters (Schneider Kreuznach

B+W Infrarot 093) were used to suppress natural light from the RSSG images. Before
the 2012 Meteor cruise, the �lters were upgraded because of the problems with
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Figure 7.6.: a Correlation of the RSSG and Riegl laser altimeter estimates of the probability of
slope zero. In nighttime measurements (�lled circles) both agree well, during the day
(open circles), the RSSG measurements are a�ected by skylight.
b Time series of the RSSG and Riegl estimates under stable wind conditions. The
Riegl value is stable, independent of daytime, while the RSSG value is sensible to
ambient natural light. The solid line is the shortwave radiation measured close to
the RSSG location. The dashed line (at yearday 348.16) separates the daytime from
the nighttime points in (a).

daytime measurements. ¿e new band pass �lters (950 ± 50 nm, Edmund Optics)
are signi�cantly more e�cient in suppressing daylight.
¿e good correlation of RSSG and Riegl altimeter measurements in Fig. 7.6a

suggests that “mean square slope” – more precisely a “χ”, a surface parameter pro-
portional to σ 2s – can be measured with the laser altimeter. Unfortunately, the range
of this comparison is limited due to the very stable wind speed conditions along the
tropical cruise track. ¿ese �rst results are very encouraging, the performance of
the altimeters should be investigated under controlled conditions in the laboratory.
From the time series in Fig. 7.6b, it does not appear that the altimeter measurement
is a�ected by skylight. ¿is is not surprising, as focused laser pulses are used and
integration times are very short. ¿erefore, the intensity of skylight re�ected into the
detector of the altimeter is negligible compared to the intensity of the laser pulse.
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a b

Figure 7.7.: Example RSSG images from the Kilo Moana cruise during a daytime and b nighttime.
Both images are scaled to the same grey value range (contrast is enhanced) and
background is removed. In the night image on the right, re�ections are isolated and
background is dark. In the day image, the background is not fully dark. This is due to
skylight that is not fully �ltered by the old infrared �lters of the RSSG.

MASG veri�cation

¿emedium angle slope gauge (MASG) was built in the summer of 2012 (sec. 4.1.2).
Only then high power LEDs became available that allowed an extension of re�ective
slope measurements to a wider �eld of view. With the MASG it is now possible
to easily and directly measure the slope probability distribution. ¿e instrument
was �rst tested during the Marseille experiment in September 2012. It was mounted
inside the facility just downwind of the main measuring section. In a laboratory
application where the distance to the water surface barely changes, data processing is
very straightforward. ¿e slope probability is proportional to the average brightness
distribution in the image a er corrections have been applied for the directional
characteristic of the LED light source and the non-ideal behavior of the camera (see
sec. 6.3).
¿emeasured slope pdf is �tted with a model pdf (see also sec. 6.3.3). A number of

di�erent formulations have been proposed in the literature to describe the probability
distribution of surface slopes, e.g. a truncated Gram-Charlier series (Bréon and
Henriot 2006, Cox andMunk 1954b, Longuet-Higgins 1963a), a Gaussian distribution
with an o�set (Ebuchi and Kizu 2002), or non-Gaussian parameterizations (Joelson
and Néel 2008, Liu et al. 1997). ¿ese formulations mostly di�er for larger slopes,
where the Gram-Charlier expansion used by Cox andMunk (1956) becomes negative
and thus cannot represent the actual probability distribution (Wentz 1976).
¿e MASG is not able to di�erentiate between the di�erent probability distri-

butions, this task has to be le to a future wide-angle slope gauge with a larger
measurement range. From the measurement range of the instrument, it is possible
to extract mean square slope, solid estimates of higher moments require knowledge

107



Chapter 7 RESULTS

wind
←

−0.3 −0.2 −0.1 0 0.1 0.2 0.3

−0.2

−0.1

0

0.1

0.2

−0.2 0 0.2

10
20
30

10 20 30
−0.2

−0.1

0

0.1

0.2
wind
←

−0.3 −0.2 −0.1 0 0.1 0.2 0.3

−0.2

−0.1

0

0.1

0.2

−0.2 0 0.2

10
20
30

10 20 30
−0.2

−0.1

0

0.1

0.2
wind
←

−0.3 −0.2 −0.1 0 0.1 0.2 0.3

−0.2

−0.1

0

0.1

0.2

−0.2 0 0.2

10
20
30

10 20 30
−0.2

−0.1

0

0.1

0.2
wind
←

−0.3 −0.2 −0.1 0 0.1 0.2 0.3

−0.2

−0.1

0

0.1

0.2

−0.2 0 0.2

10
20
30

10 20 30
−0.2

−0.1

0

0.1

0.2
wind
←

−0.3 −0.2 −0.1 0 0.1 0.2 0.3

−0.2

−0.1

0

0.1

0.2

−0.2 0 0.2

10
20
30

10 20 30
−0.2

−0.1

0

0.1

0.2

Run 24
U = 10 m/s

Figure 7.8
Example of a two-
dimensional slope probabil-
ity distribution measured
at the Pytheas facility in
Marseille. Wind speed is
10m/s, the wind is coming
from the right. The skew-
ness of the distribution and
the anisotropy of the along-
and cross-wind directions is
clearly observed. The two
pro�les show the measured
probabilities (blue and
green dots) as well as the
corresponding pro�les of
the �tted 2D model function
(black solid line).

of the shape of the distribution at larger slopes (Tatarskii 2003).
Two di�erent models were tested. ¿e �rst one is a simple two-dimensional

Gaussian distribution of the form

p(ξ, η) = a exp [− 1
2
(ξ2 + η2)] + b, (7.3)

with the normalized along-wind and cross-wind slope components η = (sa − sa0)/σa
and ξ = (sc − sc0)/σc. ¿e o�set b is required to correct for brightness contributions
in the image that are not re�ections from the MASG light source, the slope o�sets
sa0 and sc0 are important especially for the evaluation of ship-borne measurements,
where perfect horizontal alignment of the system cannot be guaranteed. ¿e second
model, a truncated Gram-Charlier expansion similar to that used by Cox and Munk
(1954b), has the form

p(ξ, η) = a exp [− 1
2
(ξ2 + η2)] [1 − 1

2
c21 (ξ2 − 1) η −

1
6
c03 (η3 − 3η)] + b. (7.4)

¿e two additional parameters c21 and c03 describe the skewness of the distribution in
the along-wind direction. Cox andMunk (1956) also included three terms describing
the peakedness. However, their slope measurement range is also considerably higher,
so that it can be hoped to extract higher order moments of the distribution from
the measurements. For the MASG pdfs, the �t was found to become increasingly
unstable with the addition of even more free parameters. Cox & Munk did not need
the slope o�sets sa0 and sc0 in their �t. Because one of the e�ects of skewness is to
shi the maximum of the distribution, these o�sets are expected to diminish the
skewness of the �tted distributions.
In Fig. 7.8, an example of a measured probability distribution is shown. ¿e
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wind is blowing from the right in the 2D distribution, along-wind slope is given on
the x-axis, cross-wind on the y-axis, the x-axis is pointing upwind. ¿e skewness
of the distribution is clearly visible, the peak is shi ed downwind. Pro�les of the
distribution are shown in the along-wind (upper panel) and crosswind (right panel)
directions. ¿e blue and green dots are the measured probabilities along the white
lines in the 2D image, while the black lines are the corresponding pro�les of the
�tted model distribution (Gram-Charlier expansion, eq. (7.4)). Note that the model
pdf was �tted to the two-dimensional distribution, not individually to the shown
pro�les. ¿e agreement is generally good, only in the alongwind direction there are
some deviations visible between slopes -0.1 and -0.2.
In Fig. 7.9, pro�les of the slope pdf measured at di�erent wind speeds and the

respective pro�les of the Gram-Charlier �t are shown. In the cross-wind direction
(right side, panels b, d, f, h), the �tted model pdf agrees well with the measurements
at all wind speeds. In the along-wind direction, the agreement is good at the lower
wind speeds; with increasing wind speed the skewness of the distribution as well as
the deviation between model and measurement increases. ¿is does not necessarily
imply that the model does not describe the distribution accurately. Problems arise
because with increasing wind speed the distribution becomes wider and the portion
of the distribution that can be measured becomes smaller. While at the lowest
wind speed, the probability drops to almost zero at the borders of the measured
distribution, at the highest wind speed it barely drops to one half of the maximum.
¿e performance of the two di�erent probability distributionmodels was tested by

comparing the σ2s that was extracted from the �ts with the laser slope gauge reference
measurements provided by Caulliez (2011). ¿e result is shown in Fig. 7.10. ¿e
Gram-Charlier model (7.10b) correctly determines σ2s,c, the mss in the crosswind
direction (green symbols). At low wind speeds, also the alongwind component
(purple symbols) is recovered accurately. At higher wind speeds, the alongwind
component is overestimated. ¿e reasons for this were already discussed. Mean
square slope obtained from �ts with the Gaussian model (7.10a) agree better in the
alongwind component at higher wind speeds, but are generally underestimated in
the crosswind direction. Because wind forcing is expected to be lower in the �eld,
the Gram-Charlier model, which performs better for lower forcing, was chosen to
be used in processing the �eld data.
¿e MASG has been shown to being able to determine the mean square slope of

the wave �eld. Unlike in RSSG measurements, there is no unknown scaling factor
here, the �t of a model distribution gives direct access to absolute values of mean
square slope.
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Figure 7.9.: Direct �t of the slope probability distribution from MASG images. The model function
is a Gram-Charlier expansion including 2 skewness coe�cients. The model describes
the measured pdf accurately at low wind speeds (a-d), at higher wind speeds, there
are some deviations, especially in the alongwind component (e, g).
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Figure 7.10.: Comparison of mean square slope extracted from �ts using the two di�erent model
functions a eq. (7.3) and b eq. (7.4). Reference data measured with a laser slope
gauge (LSG) was kindly provided by G. Caulliez. The Gram-Charlier expansion model
better reproduces the reference σ 2s in the cross-wind direction (green symbols)
and in the along-wind direction (purple symbols) at low wind speeds, at high wind
speeds it overestimates mean square slope.

7.2 Statistical wave measurements

¿emeasurement of wave slope statistics is the main task for which the RSSG (and
MASG) were constructed for. Mean square slope has been shown to be a better
parameter than wind speed to describe gas transfer rates (Frew et al. 2004, Jähne
et al. 1987). However, because it is hard to measure in the �eld, this parameter is
missing in many gas exchange studies. With the new instruments, mean square
slope can be measured under a wide range of conditions in �eld experiments, day
and night. From the Meteor cruise, a total of 181 measurements of mean square slope
σ 2s from the MASG and 284 measurements of the surface roughness parameter χ
from the RSSG are available.

7.2.1 Slope probability distribution measurements

¿e MASG measures the probability distribution of surface slope in the range of
±0.35 (see sec. 3.3). A few typical examples are shown in Fig. 7.11. ¿e wind is coming
from the bottom of the 2D slope distributions and blowing upwards along the white
lines. Cross-sections of the pdf including the �tted Gram-Charlier expansion are
shown in the top (crosswind direction) and right (alongwind direction) panels.
In contrast to the laboratory measurements, the distributions are generally nar-

rower, mostly owing to the fact that wind speeds were rather moderate. ¿e pdf
in Fig. 7.11a, b and d are almost isotropic and from the pdf alone it is not possible
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Figure 7.11.: Typical examples for slope probability distributions measured by the MASG during
the Meteor cruise. The wind is coming from the bottom, and blows in the direction
of the white line. Except for panel c , the pdfs have almost no anisotropy.
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Figure 7.12
The dependence of
mean square slope σ 2s
measured by the MASG
on wind speed U10.
Except for the measure-
ments from one station,
they lie in the range
spanned by the two CM
parameterizations.

to estimate wind direction. In the laboratory, the situation was clearly di�erent
(Fig. 7.8). While it is well known that the anisotropy is larger in the lab, the isotropy
of the �eld measurements is still surprisingly pronounced.
Figure 7.11c was measured at a station with very complex conditions. Due to a

mixture of swell, currents and higher wind speeds from di�erent directions, it is
likely that the measurements were seriously a�ected by the ship.

Mean square slope

¿e Gram-Charlier expansion described in sec. 7.1.2 was �tted to the measured pdf.
From the �t, the mean square slope σ2s was obtained. Figure 7.12 shows the distribu-
tion of the measured σ2s plotted over wind speed. Additionally, the parameterizations
given by Cox and Munk (1954a) (CM) for clean water (solid line) and water covered
by an oil �lm (dashed line) are shown.
Wind speed data that was measured on theMeteor at a height of 35.3m was scaled

to the standard U10, the wind speed at 10m height. ¿e empirical power law

U1

U2
= ( z1

z2
)
p

(7.5)

was used for scaling, with p = 0.11 (Hsu et al. 1994). ¿e power law is only an approx-
imation for the logarithmic wind pro�le. However, in the absence of measurements
of the friction velocity or the aerodynamic roughness length, the logarithmic pro�le
cannot be applied. Also, the corrections on wind speed are not substantial, as U10
is only 12.5% smaller than the measured wind speed. ¿e CM relations were also
scaled to U10, since their wind speed was measured 41 (12.5m) above the surface.
¿e scatter in the data in Fig. 7.12 is not surprising. It demonstrates that the

roughness of the surface is not solely depending on wind speed. ¿e measured
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values agree with the range spanned by the two CM parameterizations, but are
generally lower than the CM clean water case. An exception are the green points in
the top right corner. All these data points were measured at a single station (station
1775). ¿is is also the station that the pdf shown in Fig. 7.11c belongs to. As was
already mentioned, conditions at this station were complex and contamination of
these measurements by the interaction of the ship with currents and swell cannot be
excluded.
¿e statistical error in determining the mss from a 5 minute average of MASG

images is estimated to be 4%. ¿is estimate was obtained from the analysis of a very
long measurement during the Marseille 2012 experiment under the assumption that
conditions in the facility were stable. ¿e error given here is the standard deviation
of the 5 minute averages computed from this laboratory data set.

RSSGmean square slope calibration

¿e RSSG cannot measure mss directly, but derives a roughness parameter, χ, from
themeasurement of the probability for slope zero (sec. 6.3.2). ¿is roughness parame-
ter is expected to be proportional to the overall mean square slope, which was veri�ed
in the laboratory experiments (sec. 7.1.2). ¿ere, it was also possible to determine a
calibration curve which relates χ to σ2s . A straight forward way would be to apply
this calibration also to the �eld data. However, since simultaneous measurements
of mss are available from the MASG, a new in-situ calibration is determined. ¿e
resulting calibration di�ers from the laboratory measurements. ¿is is due to the
changes of the setup that occurred between March 2011 and December 2012. If only
the laboratory calibration were available, these changes could be mostly corrected,
but since the direct comparison with the MASG is possible, this is not necessary.
RSSG measurements were possible day and night, while the MASG data can only

be analyzed for nighttime measurements. During daytime, MASG measurements
are seriously a�ected by sky light (similar to the RSSG measurements during the
OSSPRE cruise in 2011, see Fig. 7.6). RSSG measurements are not a�ected, because
a di�erent wavelength range is used in which natural light has been �ltered by the
water content of the atmosphere (λpeak = 940nm for the RSSG, λpeak = 850nm for
the MASG). ¿erefore, a larger number of measurements were recorded with the
RSSG.
¿e calibration curve is shown in Fig. 7.13, where the RSSG surface roughness

parameter χ is plotted against the simultaneous and collocated measurements of
σ 2s by the MASG.¿ere is good overall correlation between the two measurement
methods. ¿e line shows a least squares regression for the whole data set. However,
there is also a signi�cant amount of scatter. ¿e rms4 deviation is 5.9%, but individual
points can deviate by more than 20%.
¿ese deviations can partly be explained by the short averaging times: For each

4rms = root mean square
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Figure 7.13
Calibration of the RSSG surface roughness pa-
rameter χ with mss σ 2s determined from the
MASG data. Overall, the correlation is good,
but scatter is also signi�cant. For each measure-
ment, only 5 min averages of speckle images
were taken. Some of the scatter may be due to
insu�cient sampling.

measurement, only �ve minutes of data were averaged. A longer sampling time
would be desirable, also to get a better average of the natural variability of the wave
�eld. On the other hand, as will be shown in sec. 7.2.2, surface conditions were very
variable due to the changing presence of surfactant coverage. Time scales during
which slicks persisted could be as short as a couple of minutes. ¿erefore, short
sampling intervals are required to resolve these fast changes in surface conditions.
¿e full set of RSSG measurements of mean square slope (calibrated surface

roughness χ) is shown in Fig. 7.14. ¿e data still lie in the range spanned by the two
CM parameterizations. More data points coincide with the CM “slick” curve. ¿is
agrees with visual observations during the cruise. During multiple occasions, the
water surface was obviously enriched with surface active material. ¿e ocean color
also changed notably from a dark blue in clear deep water to dark green in (coastal)
areas with a lot of biological activity.
It should be noted that the CM parameterizations were not originally determined

as upper or lower bounds on the measured mss distribution. ¿ey were �tted to
the values of mss measured at an unmodi�ed (and presumed clean) water surface
and a water surface on which waves were damped by a deliberate oil �lm (Cox and
Munk 1954a). ¿erefore, in clean water, mss values are expected to scatter around
the CM “clean” parameterization. Mean square slope measured during the Meteor
M91 cruise was thus systematically lower than that measured by CM. A reason
why the measured mean square slope values were mostly higher than the CM “slick”
parameterizationsmay be the di�erent characteristics of natural surfactants (forming
a mono-molecular layer) and oil spills (forming a thick viscous �lm, see sec. 2.1.3).
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Figure 7.14.: The dependence of calibrated surface roughness χ (equivalent to mean square
slope σ 2s ) on wind speed U10 .

Anisotropy of the wave �eld

¿e ratio between the mean square alongwind slope σ2a and the mean square cross-
wind slope σ 2c was reported by CM to lie between 1.0 and 0.62. Bréon and Henriot
(2006) (BH) give a functional dependence of the anisotropy parameter γ = σ2a /σ2c on
wind speed

γ = 0.585 + 0.76U−1
10 . (7.6)

¿is empirical relationwas deduced from the analysis of 8million globally distributed
satellite images of sun glitter. In contrast to this, the CM dataset consists of 29 runs
recorded during 9 days o� the coast of Maui (Munk 2009). Because of the sheer
number of observations, it is tempting to assume the BH relations to be universally
valid.
Figure 7.15 shows that the data set collected with the MASG does not agree with

the relation given by BH (green line). Unfortunately, the data set from the Meteor
cruise does not contain measurements at very low wind speeds (below 3m/s) or
higher wind speeds (in the 10−15m/s range), where the relation given by BH predicts
large di�erences between observed γ values.
CM speculate that the variability of γ is related to the characteristics of wave

generation by wind: Constant wind speed should lead to a more directed wave
�eld with a clear anisotropy and larger slopes in the alongwind direction. If the
wind is gusty, the wave �eld should be more isotropic. During the Meteor cruise,
wind conditions were mostly relatively stable so that the dependence of wave �eld
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Figure 7.15
The anisotropy ratio γ = σ 2c /σ 2a over wind
speed. No trend with wind speed is observ-
able, the mean value of the whole data set
(dashed line) is 0.82. The BH relation (eq. (7.6))
is shown as the green line. Clearly, it is not re-
produced in the MASG data set. There is no
trend with respect to gustiness either, open
symbols are for less than 4% variability in the
wind speed, �lled symbols for more than 4%.

directivity on gustiness cannot easily be determined. Also, wind speed data is
available only as one-minute mean values, so that gustiness of the wind can hardly
be analyzed. Still, the data set was separated in two groups of approximately equal
size: Open symbols denote measurements during which the standard deviation of
wind speed was less than 4% of the mean, �lled symbols measurements where the
variability was greater than 4%. Both groups exhibit a similar distribution, no trend
is visible.

Skewness parameters

¿e Gram-Charlier expansion skewness parameters c03 and c21 were found by CM
and by BH to depend on wind speed. While CM assumed a linear dependence,
the BH data set suggests a sigmoidal relation, because at higher wind speeds the
skewness saturates. ¿e skewness parameters that were extracted from the �ts to the
MASG data are shown in Fig. 7.16a,b. ¿ere is no trend visible, the data are scattered
around mean values of c03,mean = 0.067 and c21,mean = 0.013.
¿e deviation from the behavior seen in the BH and CM data sets may well be

due to the introduction of a shi of the origin x0, y0 as free parameters of the �t (see
sec. 6.3.3). ¿e two components of the shi are shown in Fig. 7.16c and d. ¿ere
is also no obvious trend with wind speed, although it seems that the shi in the
alongwind direction increases at higher wind speeds, consistent with the expectation
that skewness of the distribution increases (panel d).
To study the dependencies of higher ordermoments of the probability distribution,

measurements which capture the pdf for a wider range of slopes are recommended.
¿e experiences with the MASG during the Meteor cruise showed that the light
source has su�cient power to illuminate a much larger area, so that it can be used to
measure a wider range of slopes.
In addition, contamination from ship motion should be excluded by measuring
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Figure 7.16.: a, b: The skewness parameters c03 and c21 show no dependence on wind speed.
Except for the outliers from station 1775, there is no trend with wind speed visible
for either of the parameters.
c, d: The shift of the origin in the �t does show a hint of a tendency towards larger
shifts at higher wind speeds, at least in the alongwind component (d).
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Figure 7.17.: E�ect of surface slicks on RSSG images: a Time series of mean re�ection brightness
in a 6min measurement. Raw values are shown in purple, a running mean with a
time constant of 15 s is overlaid in orange. A slick is moving into the footprint after
about 3min and increases mean re�ection brightness by more than an order of
magnitude. Green lines indicate time at which example images were taken b before
and c after the arrival of the slick. Surface roughness decreases dramatically.

from a �xed platform. ¿ere, instrument alignment could also be very precise (and
stable), so that allowing for a shi in of the origin of the coordinate system is not
required in the �tting routine (see sec. 6.3.3).

7.2.2 Surface curvature measurements

¿e brightness of individual re�ections in the images can be related to the local
curvature radius of the surface (see sec. 3.4.2). ¿e local radius is determined by
the smallest scale waves that are present. In other words: In the presence of cap-
illary waves, local curvature will be very small, re�ections will be dim on average.
If capillary and short gravity waves are not present, local curvature radii will be
much larger, and re�ections will be bright. In sec. 2.1.3, the damping of waves by
monomolecular slicks of surface active substances (surfactants) was described. ¿is
strength of wave damping due to the Marangoni e�ect is wavenumber-dependent.
Short gravity and capillary waves are damped more e�ciently than large wind waves
or swell. ¿erefore, the local curvature radius should be a good indicator of the
presence of surfactants.
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Figure 7.18
The relation of the mean re�ection brightness
and wind speed. With increasing wind speed,
the brightness decreases by multiple orders
of magnitude (note the logarithmic y-axis).
The large amount of scatter is mostly due
to the changing presence of surface slicks.
Each point is a 5-minute average of re�ection
brightness. The exponential �t is not meant
to suggest a physical relationship, but will be
useful for further analysis. The three circles
mark the locations of the example images
given in Fig. 7.19.

An example of this is shown in Fig. 7.17: During the 6 minute measurement,
surface roughness decreases signi�cantly. ¿e change in surface conditions occurs
over a time span of less than one minute. During the measurement, the Meteor was
slowly moving forward, three minutes into the measurement, it entered a surface
�lm and mean re�ection brightness increased strongly, by more than an order of
magnitude (due to decreasing local curvature radius). Two example images are
shown, Fig. 7.17b is from the beginning of the measurement in clean water (at the
le green line in panel a), Fig. 7.17c is a er entering the slick. While in the le image
many re�ections are visible, the surface is almost perfectly smooth in the right image
and only very few large re�ections are visible, their shape is a distorted image of the
RSSG line light sources.
¿e very strong dependence of re�ection size and brightness on wind speed and

surface contaminations is also visible from Fig. 7.18. Shown is the mean re�ection
brightness β, as determined with the watershed method decribed in sec. 6.4. Each
point corresponds to a 30 s average value of re�ection brightness. Over the range of
wind speeds which were encountered during the Meteor M91 cruise, the re�ection
brightness drops by more than two orders of magnitude. On the other hand, at a
given wind speed, there is o en a variability of the order of one magnitude, caused
by surface �lms.
As an example of the variability at one wind speed, three RSSG images are shown

in Fig. 7.19. ¿ey were all acquired at U = 6m/s, but at very di�erent surface
conditions (see markers in Fig. 7.18). ¿e surface in Fig. 7.19a is clearly smoothened
by a surfactant, and re�ections are relatively large. Panel 7.19c is the opposite, the
surface was likely clean, there are many small-scale roughness elements, the mean
re�ection brightness is almost three orders of magnitude lower than in 7.19a. ¿e
measurements at 6m/s with even lower values in Fig. 7.18 were a�ected by the ship’s
bow thruster, surface roughness was not wind-created. ¿e center image is an
intermediate case. It can clearly be distinguished from 7.19a. ¿e di�erences to the
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a b c

Figure 7.19.: Example images from the marked locations in Fig. 7.18. Gray values of the raw
images were inverted for better visibility. Surfactant in�uence is clearly visible in
panel a (top marker in Fig. 7.18), the surface appears clean in c (bottom marker).
The di�erence between the intermediate (b) state and the clean state is not as
pronounced.

“clean” image are not as pronounced.
¿e dashed line in Fig. 7.18 is an exponential �t to the full dataset. ¿is is not

meant to suggest a physical exponential relationship between re�ection brightness
and wind speed. However, this �t can help to distinguish clean water situations
from slick situations. ¿is is shown in Fig. 7.20. Six example 5 minute time series
are shown, highlighting the strong variability of conditions. ¿e dashed light blue
line is the “expectation value” of re�ection brightness, computed from the measured
wind speed using the function determined by the exponential �t in Fig. 7.18. ¿e
purple line is the raw signal; it is the average re�ection brightness for individual
images. A running mean with a 15 s time constant is shown in green. Whenever the
re�ection brightness is clearly below the dashed “parameterization”, the water surface
is likely not contaminated with surfactants, e.g. most of panel 7.20a. When re�ection
brightness is well above the dashed line – or in cases when signi�cant changes occur
at constant wind speed – the presence of slicks is likely (for instance the humps in
panels 7.20b-d). ¿ere are limits to the informative value of the parameterization.
Especially in panel 7.20e at the relatively highwind speed of 7.9m/s it is quite possible
that the water surface is clean. ¿e lack of reference data of clean water surfaces
at all wind speeds, or even of a ground truth of where surface �lms were present,
complicates the interpretation of the measurements. ¿emeasurement in panel 7.20f
is a�ected by surfactants. At this wind speed, the di�erences between clean water
and surfactant covered surfaces were already shown in Fig. 7.19.
¿e inhomogeneous distribution of surfactants that can be seen from the variabil-

ity of re�ection brightness in Fig. 7.20 is also evident in Fig. 7.21. ¿is picture was
taken during the Peru experiment and clearly shows that the water surface is not
homogeneously covered with surfactants. ¿e scales on which the conditions change
can be estimated from the measured time series (e.g. Fig. 7.20b-d ): During the
measurement, the Meteor was slowly moving forward at a speed of approximately
1.5 kn. ¿e “humps” in the time series have a typical duration of about 100 s, which
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Figure 7.20.: Six example time series of re�ection brightness. The dashed line is computed from
measured wind speed and the parameterization of brightness with wind speed
from Fig. 7.18. The purple line are the raw values (mean brightness of re�ections in
a single image), shown in green is a running average with a time constant of 15 s.
Values well below the parameterization (a ) are probably clean water, values well
above (f ) likely surfactant in�uenced. In panels b -d , the inhomogeneity of surface
slicks is evident.
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Figure 7.21.: In this image of the water surface taken during the M91 cruise on FS Meteor surface
�lms are visible. They reduce the roughness of the surface because of their damping
e�ect on small-scale waves.

then corresponds to a size of the slick patch of 75m.
Overall, detailed information on surface conditions and short wind waves could

be collected using the RSSG and MASG. When transfer velocities from the ACFT
will be available, their dependence on mss and surfactant coverage can be explored.
¿e data set from the Meteor cruise is large and signi�cantly increases the data basis
of simultaneous measurements of mss and transfer velocities from the �eld that
is available from the literature. For the �rst time, measurements of local transfer
velocities and mss have been performed at the same footprint on the water surface.
In the light of the results from the curvature measurements and the observed fast
changes in surfactant coverage, this is of paramount importance.

7.3 Waves and gas exchange

In the Aeolotron 2011 experiment, the e�ect of the soluble surfactant Triton-X 100
on waves and gas exchange was studied. Gas transfer velocities from this experiment
are reported by Kräuter (2011) and Krall (2013). Here, transfer velocities for nitrous
oxide (N2O) taken from Krall (2013; section A.4.1) are used to study the e�ects of
wave suppression by surfactants on gas exchange.
Data from four di�erent measurement days are presented. A clean water refer-

ence case (2011/03/01), a measurement with a “low” concentration of Triton X-100
(2011/03/03) and two dayswith “high” concentration (2011/03/08 and 2011/03/10). ¿e
nominal surfactant concentrations were clow = 0.052 µmol/l and chigh = 0.26 µmol/l
(Krall 2013).

123



Chapter 7 RESULTS

a b c

d e f

Figure 7.22.: Wave slope images measured with the Color Imaging Slope Gauge. Shown is the
alongwind slope, displayed range is±0.7, wind is coming from the left. The footprint
size is 19×14 cm. Top row: clean water (2011/03/01). Bottom row: High surfactant
concentration (2011/03/10). Wind speeds are 4.9m/s (a and d), 6.6m/s (b and e), and
8.3m/s (c and f). The e�ect of the surfactant is clearly visible in panel d. In e, waves
are damped especially in the lower part of the image (towards the inner wall of the
Aeolotron).

7.3.1 Wave suppression by surfactants

¿e suppression of waves by the addition of the soluble surfactant is obvious from
visual inspection, or more quantitatively from the study of slope power spectra.

Example images

¿e example images shown in Fig. 7.22 give a good impression of the e�ect of a
surfactant. ¿e top row shows the wave slope in the alongwind direction in clean
water. ¿e wind is blowing from the le to the right. ¿e bottom row is from
measurements with the high surfactant concentration, at the same wind speeds. ¿e
gray value scaling is identical for all images, black corresponds to sa = −0.7, white to
sa = 0.7, where sa is the slope in the alongwind direction.
At low wind speeds, waves are fully suppressed by the surfactant and the water

surface is �at. With increasing wind speed (condition 6, Uref = 4.9m/s), �rst waves
begin to develop (7.22d). ¿e structure of the wave �eld is very di�erent from
the clean water case (7.22a), where many gravity-capillary waves are visible. ¿e
surfactant suppresses small-scale waves through the Marangoni e�ect (sec. 2.1.3),
by which energy of small-scale waves is transferred into longitudinal waves that
propagate in the surface �lm. ¿ese longitudinal waves are strongly damped by
viscous forces, which leads to the overall wave damping.
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Figure 7.23.: Wave slope power spectra measured at the Aeolotron S(k, θ) in clean water (left)
and with (right) the addition of Triton-X 100 (high concentration, 2011/03/08). Wind
speeds are 2.7m/s and 8.3m/s. At lower wind speeds, the surfactant e�ectively
suppresses the waves (a, b). At high wind speeds, the spectra look very similar (c, d).

At higher wind speeds (condition 7, Uref = 6.6m/s), the impact of the surfactant
diminishes, capillary waves are not fully suppressed anymore (7.22e). ¿ere is a
notable inhomogeneity in the wave �eld, the water surface is much smoother in
the lower part of the image. ¿is corresponds to the inner wall of the Aeolotron.
In the further processing of the wave slope data, the assumption of homogeneous
conditions over the footprint is implicitly made. At least at this stage of the wave
�eld development, the average over the whole footprint may not be representative of
the real conditions.
At the highest measured wind speed (condition 8, Uref = 8.3m/s), an e�ect of the

surfactant is not noticeable anymore. Both in the clean water and in the surfactant
case, the wave �eld is dominated by breaking larger scale waves. A breaking event is
visible in Fig. 7.22c.
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Directional slope spectra

¿e dramatic impact a surfactant can have on waves can also be seen in Fig. 7.23.
Wave slope power spectra are shown for clean water (le ) and water with added
surfactant (right, highest concentration). At low wind speeds, the water surface is
mostly �at in the surfactant case, any wave generation is prohibited (compare panel
a to panel b). ¿e total energy in the spectrum is orders of magnitude lower than for
the clean water case.
With increasing wind speed, the �lm is torn open by the increased shear stress

and waves can start to develop. At higher wind speeds, the �lm is mixed into the
bulk by wave breaking and cannot reform due to continuing wave breaking. ¿e
wave �eld is almost the same as in the clean water case (compare Fig. 7.23c and d).

Omnidirectional saturation spectra

¿e transition from full suppression of waves by the surfactant to a wave �eld similar
to that of the clean case can be studied in more detail in Fig. 7.24. ¿ere, the omnidi-
rectional saturation spectrum B(k) (see eq. (6.12)) is plotted over the wavenumber.
¿e clean water reference case is shown in green, the “low” surfactant concentration
case in light blue and the two “high” concentration cases in purple (2011/03/08)
and light purple (2011/03/10). ¿e dashed line is the noise level. White noise in the
measured slope power spectra S(k) is ampli�ed at higher wave numbers because
B(k) = k2S(k).
At the lowest wind speed, waves are suppressed in all surfactant cases (panel

7.24a). At a certain wind speed which depends on surfactant concentration, the
surface �lm begins to “tear open”, waves start to develop. While the development
of waves starts at 2.7m/s for the low concentration (7.24b), waves are still mostly
suppressed at 4.9m/s in one of the high concentration cases (7.24d). Apparently, the
“high” concentration of Triton X-100 was not identical in the two repetitions, as the
development of waves starts at very di�erent stages of the experiment.
Another feature of the suppression of waves by surfactants is visible: Spectral

energy is not raised homogeneously as the in�uence of the surface �lm reduces.
Energy is �rst put into lower wavenumbers (below 100 rad/m), while high frequency
waves are still suppressed (see the light blue and light purple line in Fig. 7.24c). ¿is
is consistent with the expectation fromMarangoni theory (see sec. 2.1.3). Energy is
exchanged resonantly at the wavenumber at which the “normal” transversal gravity-
capillary waves have the same frequency as the longitudinal Marangoni waves. ¿ese
horizontal excitations of the surface �lm are heavily damped because of the strong
velocity gradients they induce (Alpers 1989), the energy is supplied by the gravity-
capillary waves. ¿rough non-linear interactions, also neighboring wavenumbers
(and ultimately the whole spectrum) can be a�ected.
At higher wind speeds (panel e and f), the spectra are very similar for all four

cases. ¿is indicates that the in�uence of the �lm disappears, as it is mixed into the
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Figure 7.24.: Omnidirectional saturation spectra B(k) = k2S(k) plotted over k. The clean wa-
ter case is shown in green, the low concentration of surfactant in blue, the high
concentrations in purple. Wind speeds are a 2.1m/s, b 2.7m/s, c 3.7m/s, d 4.9m/s,
e 6.5m/s, f 8.3m/s. The dashed line is the noise level (white noise in S(k)). Depend-
ing on the concentration of Triton X-100, waves start to develop at di�erent wind
speeds. Lower frequency waves develop �rst, while high frequency waves are still
suppressed. At the highest wind speed the spectral shape is nearly identical for all
cases, but total spectral energy is still reduced for the cases with high surfactant
concentration.
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Figure 7.25.: The dependence of transfer velocities on a reference wind speed andb mean square
slope σ 2s (cf. Krall 2013; �g. 7.11 and 7.17). Surfactants lead to a reduction of transfer
velocities at the same wind speed, especially for medium wind speeds. Mean square
slope can account for the surfactant e�ects at higher wind speeds, but fails for the
lower ones.

bulk water by wave breaking and cannot reform quickly. However, there is still a
slight (total) energy di�erence between the clean water case and the high surfactant
concentration cases, even at the highest wind speed. Because the scaling was kept
constant in Fig. 7.24, this is hardly visible in Fig. 7.24f.

7.3.2 E�ect on gas transfer velocity

¿e e�ect of the suppressed waves on gas transfer velocities is studied with the dataset
of Krall (2013). A brief analysis of the dependence of transfer velocities on mean
square slope and waves is already given in her dissertation. However, the mean
square slope values made available to her by Roland Rocholz from his evaluation
of the wave measurements by the imaging slope gauge were only preliminary and
the data set was incomplete. ¿e reprocessed imaging slope gauge data allows for a
reanalysis of the e�ect of surfactants on the wave �eld and gas transfer velocities.
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Mean square slope

Figure 7.25 shows the dependence of the transfer velocity of N2O on wind speed
(le ) and the mean square slope σ 2s (right). ¿e color code used here is retained for
the remainder of the section. Clean water is shown as green diamonds, surfactant
cases as blue squares, light purple upward triangles, dark purple downward triangles,
in the order of increasing concentration.
Since surfactants suppress waves and change the hydrodynamic boundary condi-

tions at the water surface, they reduce near-surface turbulence and thus the transfer
velocities k. At the same wind speed, k is reduced in the surfactant cases compared
to the clean water reference. ¿e e�ect is particularly large for medium wind speeds,
where in clean water, turbulence induced by (microscale) wave breaking is contribut-
ing to an enhancement of the transfer velocity. ¿e surfactant covered water surface
at this stage is still �at. At higher wind speeds, when waves develop also for the
surfactant cases, the discrepancy to the clean case decreases. However, even at the
highest measured wind speed there is a reduction of the transfer velocity due to
surfactant e�ects.
¿e correlation of transfer velocities with mean square slope (Fig. 7.25b) is good

for σ2s > 0.01. Clean water and surfactant cases collapse onto a single line. At low
mss, the transfer velocities do not correlate at all. ¿ese are the conditions in which
the water surface is basically �at. In the absence of waves, energy is transferred in
the water body only by generating a shear current. ¿e only source for near-surface
turbulence then is the shear current instability. Since waves do not play a role, it is
not surprising that a wave parameter cannot explain the transfer velocity behavior
in this regime.
¿e lowest measured mss values are slightly below 2 × 10−3. ¿is corresponds to

the noise level in the Color Imaging Slope Gauge images. Because mss is computed
simply as the variance of the measured slopes, any noise on the measurement is
interpreted as a contribution to mss. At higher wind speeds, wave slopes can exceed
the measurement range, especially in parasitic capillary waves and when bubbles
are covering parts of the surface. ¿e data processing scheme described in sec. 6.5.2
interpolates the slope values surrounding the out-of-range surface areas to “�ll” the
holes. ¿us, the computed mss values there are biased low. ¿e e�ect is not expected
to be grave due to the sparsity of these out-of-range areas.
In Fig. 7.26, another aspect of thewave dependence of gas exchange is shown: Mean

square slope was computed for longer wave contributions (k < 100 rad/m) and short
wave contributions (k > 100 rad/m). ¿e correlation of k with long waves is shown
in Fig. 7.26a, the correlation with short waves in Fig. 7.26b. ¿e overall correlation
is similar for both wavenumber intervals. ¿e most prominent di�erence is the
placement of the transfer velocities in the transition region between shear-dominated
and wave-dominated: It was already noted in sec. 7.3.1 that in this transition, energy
increases for the longer wave components �rst, before energy levels are also increased
in the short wave region. ¿is is re�ected in Fig. 7.26: For σ 2s,long, the transfer velocities
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Figure 7.26.: Gas transfer velocities for N2O plotted over mean square slope for wavenumbers
a below and b above 100 rad/m. At high wind speeds, clean water and surfactant
cases coincide for both. The transition towards the clean water line has a notable lag
in the higher wavenumbers compared to the transition in the lower wavenumbers.

in the transition region almost coincide with the “clean water line”. When plotted
against σ 2s,short, there is still a large discrepancy.
¿e better correlation with longer waves is in contradiction to the �ndings of

Bock et al. (1999), who found a good overall correlation of k with mean square
slope, but not a good correlation of k with longer waves. ¿eir measurements were
also conducted in circular tanks, but with smaller size than the Aeolotron. ¿eir
“large” tank has a diameter of 4m and a water body cross-section of 0.3 × 0.25m
(width× height). ¿eAeolotron has a diameter of 8.8m andwater body cross-section
of 0.6 × 1.0m.
¿ere is another discrepancy between the Bock et al. (1999) data set and the

one presented here: Even at a surfactant concentration of 1.47 µmol/l, they still
record σ 2s = 0.017 at U = 3.5m/s (measured at 30 cm height, corresponding to
u∗ = 0.66 cm/s). ¿is is above the σ2s = 0.01 “threshold” from which on the transfer
velocities correlate well with total mean square slope in the Aeolotron data. ¿ey also
note that waves were present in all their measurements, only the shorter waves are
fully suppressed by the surfactant. ¿is is in contrast to the situation in the Aeolotron
experiment, where waves are fully suppressed up to Uref = 4.9m/s (u∗ = 0.86 cm/s)
at a much lower surfactant concentration of chigh = 0.26 µmol/l. ¿e minimum mss
values measured by Bock et al. (1999) suggest that they were always outside the
regime with a �at water surface and full wave suppression by surfactants. Due to
the di�erent wave tank geometry it is possible that the absolute value of the friction
velocity at which a transition occurs is di�erent.
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Friction velocity

Friction velocities for the conditions of the 2011 experiment were measured by Bopp
(2011). At the same wind speed condition, friction velocities are consistently lower
by 10-30% in the case of high surfactant concentration5.
¿e reduction of wind stress by surface �lms is not surprising: ¿e roughness of

the wavy water surface is known to support a portion of the total wind stress. In the
absence of waves, this additional channel for the transfer of momentum is missing.
¿is is also visible in the measured wind speeds (see sec. A.6); wind speeds in the
surfactant cases systematically exceed wind speeds for the clean water case. ¿is is
due to the way the measurement conditions are de�ned: Wind speed is de�ned by a
power setting of the variable frequency drive controlling the axial fans. ¿ere is no
feedback mechanism that accounts for actual wind speed. ¿e lower wind stress in
the surfactant case then leads to an increase in wind speed. ¿e e�ect is small (1-2 %),
but persistent, even at the highest wind speeds where an e�ect of the surfactant on
the wave �eld is hardly noticeable.
Unfortunately, there are no measurements of u∗ for the low surfactant case. It is

expected that the friction velocity should also be reduced. However, in the absence of
data, the parameterization given by Nielsen (2004) and con�rmed by Bopp (2011) for
the clean water case is used to compute friction velocities for the low concentration.
In Fig. 7.27, the measured transfer velocities are shown over u∗. Also shown are

the two parameterizations for gas exchange used by Krall (2013). ¿e lower bound
to the transfer velocities is the Deacon model (see eq. (2.66))

k = 1
βs
u∗Sc−ns =

1
12.2

u∗Sc−2/3. (7.7)

It is assumed to be valid so long as the water surface behaves like a rigid wall. At a
free and rough surface, the hydrodynamic boundary conditions and the Schmidt
number exponent change. Krall (2013) determines the following parameterization
for this case, based on her full dataset6 of clean water transfer velocities at high wind
speeds:

k = 1
βw
u∗Sc−nw =

1
6.7

u∗Sc−1/2. (7.8)

¿e dimensionless constant β is a measure for turbulence intensity, its exact depen-
dence on other physical parameters is an open question (Krall 2013).
¿e measured transfer velocities shown in Fig. 7.27 mostly show the expected

behavior, with a transition from the Deacon model lower bound to the free surface
case at higher wind speeds. It is notable that in the clean water case this transition
seems to occur already at the second measured condition. In the surfactant cases,
the transition is delayed. ¿e correlation of transfer velocities with u∗ is good before

5Due to the large errors in the estimation of u∗, the deviation is not always signi�cant.
6Results from only 1 of 4 measurement days with clean water are presented here.
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Figure 7.27
The dependence of
transfer velocities
k on wind stress,
characterized by the
(water-sided) friction
velocity u∗ (cf. Krall
2013; �g. 7.16). Transfer
velocities are close
to the Deacon (1977)
parameterization as
long as waves are sup-
pressed, then ascend to
the parameterization
for a wavy surface.

the transition, where the water surface was �at. ¿is is expected, as turbulence in
these cases is only generated from shear-current instability. Turbulence levels should
then be directly related to the momentum input and thus to the friction velocity.

7.3.3 The facet model

¿e facet model describes the transition of the turbulence boundary conditions from
the case of a smooth water surface which acts like a rigid wall to a fully wavy water
surface. In both limits, the transfer velocity is described as (see eq. (2.65))

k = 1
β
u∗Sc−n . (7.9)

¿e intermittency of gas exchange (Jähne et al. 2005) is accounted for by allowing
certain patches of the water surface to behave like a free wavy water surface (β = 6.7,
n = 1/2), while other patches still follow the laws for rigid walls (β = 12.2, n = 2/3).
As was seen in Fig. 7.22e, this is not at all unnatural, especially during beginning
wave development in the surfactant cases. ¿ere, wave damping was depending on
radial position in the Aeolotron.
¿e model assumes that the fraction of the surface which is subject to “wavy”

boundary conditions is depending on mean square slope alone. Two model pa-
rameters are used for the description of this transition. A midpoint parameter δ
corresponds to the mss at which half of the water surface is subject to the boundary
conditions of a rough surface. ¿e steepness parameter γ determines how fast the
transition between the two limiting cases occurs.
Krall (2013) shows that the facet model can be �tted to her measurements of the

Schmidt number exponent. However, the model then fails to predict the transfer
velocities correctly. Because the dataset used here is very similar to the data used by
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Figure 7.28.: The application of the “extended” facet model to the data set. By allowing the
Schmidt number exponent transition to occur at di�erent values of mss, the transfer
velocities can be described with acceptable deviations. Color code is as in the previ-
ous �gures: Clean water: green diamonds, low surfactant concentration: light blue
squares, high surfactant concentration: purple upward and downward triangles.

Krall, a di�erent outcome of the model �t cannot be expected. ¿erefore, a di�erent
approach is chosen. Instead of determining the model parameters δ and γ from a �t
to the measured Schmidt number exponents n, the model is directly �tted to the
transfer velocities. It is found that the facet model as described in sec. 2.3.3 cannot
explain the behavior of the transfer velocities. ¿erefore, the model is extended, by
allowing the model parameters to depend on surfactant concentration. ¿e result is
shown in Fig. 7.28.
¿e transfer velocities are shown over the friction velocity u∗. In addition to

the two limiting cases for smooth (solid line) and wavy surface (dashed line), the
four model curves are shown as solid lines with the usual color code. ¿e model
is generally able to capture the trends in the data, but cannot fully describe the
observed values for k. In the surfactant cases, deviations occur mostly at the lowest
wind speeds. ¿is is also because the �t penalizes the absolute di�erence between the
model value and the measurement. ¿e small values can thus have a large relative
deviation.
If the friction velocities for the low wind speed conditions can be trusted, the

transfer velocities are consistently above the Deacon line (with the exception of the
low concentration case, for which the friction velocity is known to be overestimated).
¿en, maybe it would be sensible to use a di�erent parameterization for the transfer
velocity at a smooth (surfactant covered) water surface. ¿e transfer velocities for
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the surfactant cases never reach the upper bound that was �tted to clean water data.
As a consequence, the model predicts that even at the highest wind speed not the
full surface is subject to “rough” boundary conditions. In the light of the observed
reduced mean square slope and friction velocity of these cases in comparison with
clean water, this may be a valid assumption.
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Figure 7.29.: a The fraction of the water surface that is bound by rough water surface conditions
aw as a function of mss σ 2s .
b The transition of the Schmidt number exponent from 2/3 to 1/2. The model does
not agree with the measured Schmidt number exponents.

¿emost important consequence of the extension of the facetmodel is the di�erent
midpoint of the transition for the di�erent surfactant concentrations, shown in
Fig. 7.29a. In the extended model, mean square slope alone cannot describe the
transition between the smooth and the wavy conditions anymore. ¿e midpoint for
clean water is at σ 2s = 0.011, well below the midpoints for the surfactant cases, which
are at values of 0.041, 0.049, and 0.051, in the order of the suspected concentrations.
Figure 7.29b shows a comparison of the facet model prediction of the Schmidt
number exponent n and the measured values given by Krall (2013). ¿e model
certainly does not reproduce the measured transition of the exponent. It should be
noted however, that the concept of a variable Schmidt number exponent is not part
of the facet model. In deriving the relation of n and σ 2s , it is necessary to assume that
the transfer velocity can also be described as

k = 1
β
u∗Sc−n , (7.10)

with variable β and n. ¿is is not a prerequisite of the facet model. Also, it is
questionable how accurate the measurements of the exponent n are. As an example,
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the values for March 8 (purple downward pointing triangles) scatter from values
larger than 0.7 down almost to 0.5 at mss values of below 2 × 10−3. At the higher
wind speed conditions, values of and below 0.5 are reached.
¿is seems to be in contradiction to the measured transfer velocities, which are

in general agreement with the Deacon formulation as long as waves are suppressed.
Even at the highest wind speed, the transfer velocities are reduced in comparison to
clean water. Of course this reduction can also be explained in terms of the parameter
β for which no physical model is given. ¿is possibility is explored by Krall (2013),
but no clear tendency is found. Looking at the transfer velocities for clean water in
Fig. 7.28, it appears reasonable to assume that a transition occurs right at the lowest
wind speeds. Also, the low midpoint parameter δ = 0.011 claimed by the extended
facet model for the clean case is still above the value determined by Nielsen (2004),
δ = 0.0095 in his experiments at the Aeolotron.

135





8
Discussion

8.1 Routine measurements of wave slope statistics

¿e usefulness of a parameterization of gas exchange is strongly correlated with the
availability of data of the speci�c parameter. Mean square slope (mss) has been shown
before to be a better parameter than wind speed to explain transfer velocities (Bock
et al. 1999, Jähne et al. 1987). However, since its measurement required signi�cant
e�ort, gas exchange experiments with mss measurements are scarce (Frew et al.
2004). Due to this, mss parameterizations could never be established as a serious
alternative to the standard gas transfer velocity/wind speed relations.
In sec. 7.2.1 it was shown that mss measurements are possible with the Medium

Angle Slope Gauge only by measuring the re�ection of its own light source at the
water surface. Robust estimates of mss are possible from 5minute measurements.
Since the instrument uses an arti�cial light source and does not rely on sky- or
sunlight, measurements are independent of daytime and possible also at night. It has
been shown with the RSSG that in the spectral band around 950 nm natural light is
strongly inhibited and daytime measurements are possible. ¿e light source of the
current MASG has an 850 nm light source due to the lack of high power wide angle
LEDs with an emission peak at 940 nm at the time of construction of the MASG in
summer 2012. ¿ese LEDs are now commercially available and an upgrade of the
instrument is possible.
¿e MASG provides an elegant way to measure wave slope probability distribu-

tions (including mean square slope) under a wide range of conditions. With some
minor changes in so ware including a direct integration of motion processing, it
can measure continuously without required user interaction. ¿e instrument simply
needs to be installed su�ciently far away from the ship so that the camera footprint
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is undisturbed. Since the instrument is very lightweight (less than 2 kg), mounting
should not be a major concern.
During the Meteor experiment in Peru, it became also clear that the output power

of the MASG light source is su�cient to illuminate an area at least 5 times larger
than the current footprint of the camera. ¿e only other requirement is to replace
the camera with one that is capable of acquiring images in global shutter mode. ¿is
allows to �ash the light source only during image acquisition which is crucial for
thermal management in the very compact setup of the high power LEDs. With such
a wide �eld of view, it is possible to measure slope pdf to very high slopes, which
permits the robust estimation of higher order moments (skewness, peakedness) of
the probability distribution which give additional insight into the properties of the
wave �eld (Longuet-Higgins 1982). ¿is is relevant not only to air-sea gas exchange
but also to wave modeling (Kudryavtsev et al. 1999) and remote sensing (Caulliez
and Guérin 2012).
An additional, potentially very simple method for the measurement of mss has

emerged in the comparison of the Riegl laser altimeter with the RSSG (Fig. 7.6) during
the �rst �eld experiment. It appears that the probability for slope zero can also be
determined from the amplitude and quality signals of the altimeter. ¿is was tested
during the OSSPRE cruise on R/V Kilo Moana, where unfortunately the conditions
were relatively stable and not a lot of variation of wind speed was encountered.
From the limited data set, the laser altimeter appears to also allow measurements
during the day, as the signal did not seem a�ected by changing solar irradiation.
While unlike the MASG, the altimeter is not capable of measuring absolute values
of mean square slope, an absolute calibration may be possible. A detailed laboratory
investigation should follow to characterize the range and conditions under which
mss can be estimated from the commercially available altimeter. ¿ese devices are
popular for the measurement of wave heights in �eld experiments. Since they have
been used in multiple air-sea interaction or wave studies (e.g. Cifuentes-Lorenzen
et al. 2013, Sun et al. 2005, Veron et al. 2009, Zappa et al. 2012), it may be possible
to obtain large sets of surface roughness measurements from an analysis of already
acquired data.

8.2 Gas exchange and waves

One of the goals of the �eld experiment in Peru was to study the dependence of gas
exchange on the wave �eld. Unfortunately, transfer velocities from active thermogra-
phy are not yet available. From the wave data, it is evident that surfactants play a
large role in this region, as was expected. ¿e upwelling of nutrient rich waters from
the deep ocean allows excessive biological activity. As a byproduct, surfactants are
produced. Due to the large variability of surface conditions, the data set is well suited
to study to which extent wave parameters can account for surfactants in explaining
transfer velocities.
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¿iswas also studied in the laboratory experiment inHeidelberg, where conditions
were varied in an even wider range. Transfer velocities weremeasured at 8 conditions,
with wind speeds equivalent to U10 = 1 − 15m/s. Also, three di�erent concentrations
of a soluble surfactant (Triton X-100) were used. ¿e results show that mean square
slope is not overall a good parameter (Fig. 7.25), as suggested by former studies (Frew
et al. 2004, Jähne et al. 1987). At su�cient surfactant concentrations, there exists a
regime in which waves are fully suppressed and turbulence can only be created from
shear �ow instability. ¿is was not observed in similar laboratory studies (e.g. Bock
et al. 1999).
In this regime, the transfer velocity scales reasonably well with the friction veloc-

ity. Transfer velocities are consistently higher than those predicted by the Deacon
model, but this might also be due to erroneous friction velocity estimates. Recent
(and preliminary) measurements by Bopp (2013) suggest that at high wind speeds
and for clean water the friction velocity may be up to 20% lower than previously
assumed, while at low wind speeds (below 3m/s) it is slightly higher. ¿e strength
of the reduction of the friction velocity for surfactant measurements will also be
reexamined.
During the Meteor cruise, very smooth slick-covered surfaces were encountered

(e.g. Fig. 7.17) at very low wind speeds. Still, some waves were always present and
mean square slope values generally exceeded the threshold σ 2s = 0.01 for which mss
was found to be a better parameter for gas transfer velocities than wind speed or
friction velocity in the Aeolotron.
¿e total mean square slope seems capable of explaining the transfer velocities at

a wavy water surface. It is not expected that waves at all wavenumbers contribute
evenly to enhancing gas exchange. Several small-scale processes have been shown to
increase gas transfer velocities or near-surface turbulence. ¿ese are the (microscale)
breaking of short wind waves with wavelength of the order of 0.1 − 0.5m (Jessup
et al. 1997, Siddiqui et al. 2004); small-scale Langmuir circulation which appears
coincidental with the onset of waves (Melville et al. 1998, Veron and Melville 2001);
and shear induced turbulence, visible as “�sh scales” in thermal imagery (Schnieders
et al. 2013). ¿ese processes have all been linked to gas exchange separately, a uni�ed
parameterization explaining the relative contributions of the di�erent processes does
not yet exist. Evidence suggests, that microscale breaking is the dominant process
at moderate wind speeds (Zappa et al. 2004). It has also been shown that it can be
parameterized with mean square slope (Zappa et al. 2002). ¿e question of what
the exact spectral �ngerprint of microscale breaking looks like is not answered yet.
While microscale breaking requires short gravity waves with wavelengths of tens
of centimeters, it is also linked to the generation of steep parasitic capillary waves,
which may strongly in�uence mean square slope.
For the surfactant cases, it was clearly shown that energy is put into the longer

waves (k < 100 rad/m) �rst, before the very small-scale ripples appear (Fig. 7.24).
¿e capabilities of the Color Imaging Slope Gauge to measure longer waves are too
limited to further investigate the development of the wave �eld in the presence of a

139



Chapter 8 DISCUSSION

surfactant. With the new Imaging Slope Gauge (Kiefhaber et al. 2013), higher quality
data for small-scale waves and better frequency resolution will be available. ¿e
additional integration of a wave height point measurement adds information on the
longer waves.
¿e facet model was extended to account for the e�ects of surface �lms. ¿e

extension requires that the transition of the surface from rigid wall-like to free, wavy
boundary conditions occurs at very di�erent surface roughnesses (σ 2s ) depending
on whether or not a surfactant is added to the water. ¿e midpoint, at which half
is subject to wavy boundary conditions, is at σ2s = 0.011 for clean water, and at
σ 2s = 0.041, 0.049, 0.051 for the surfactant conditions (in the order of increasing
concentration). If this is correct, it suggests that for the surfactant cases at some
point waves develop, but do not contribute to near-surface turbulence. ¿is generally
seems possible, especially since capillary waves are still suppressed much longer than
larger waves. ¿ese capillary waves are usually a byproduct of instable or microscale
breaking gravity capillary waves. It is unclear however if the lack of capillaries is due
to their rapid damping by the surfactant or due to the lack of processes that generate
them. A er the current rebuilding of the Aeolotron is completed and the air can
be dehumidi�ed, this can be studied directly using thermal imagery. If microscale
breaking in fact occurs at these conditions, it will be visible in the IR images (Jessup
et al. 1997).
¿e transition of the average Schmidt number exponent n from 2/3 to 1/2 can be

derived from the facet model. Direct measurements of n by Krall (2013) disagree
with the prediction of the facet model. On the other hand, some doubts were raised
as to whether or not the measured Schmidt number exponents are correct. ¿ese
measurements are complicated, especially when di�usion constants are not known
with the required precision and gases that are used have relatively close Schmidt
numbers. For future experiments, a new mass spectrometer is available. ¿is allows
to extend the range of Schmidt numbers for which gases can be measured. ¿is
should lead to robust measurements of the exponent. With these newmeasurements,
the extended facet model can be tested.
Finally, combining what has been learned from the analysis of the gas exchange

data, mean square slope is a good correlate for transfer velocities, as long as waves
are present on the water surface. Even though the connection between mean square
slope and gas exchange is not fully understood, the current data set once again shows
that surfactant in�uence can generally be parameterized with the total mean square
slope of the waves. Especially the comparison with a parameterization with wind
speed (Fig. 7.25) highlights the need for a replacement of the currently used wind
speed-parameterizations. With the advances in instrument development presented
in this work, a large step towards simple routine mss measurements is taken. ¿is is
a prerequisite for any parameterization that should be of practical use.
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8.3 Future measurement of waves in the �eld

¿emain goal of this study was to develop a robust measurement method for short
wave statistics, particularly mean square slope. ¿e RSSG and MASG are capable of
this. As a byproduct of the experience gained in the development and deployment of
these instruments and from the investigation of alternatives, a number of conclusions
can be drawn for the development of future instruments capable of collecting even
more information on the wave �eld on di�erent scales.

8.3.1 Long wave measurements

¿emeasurement of wave heights using the Helmholtz stereopsis principle with two
light sources and two cameras was shown capable of producing accurate results in
the RSSG (sec. 7.1.1) on a small footprint of little more than a square meter.
¿e recent progress in LED technology enables the use of Helmholtz stereopsis

also on larger scales. Since the distribution of specular re�ections is depending on
the distribution of the smallest scale waves that are present on the water surface,
in looking at larger scales the relative importance of the inhomogeneity of the
re�ections is decreased. If the width of areas without information is much less than
the wavelengths of interest, the measurement should not be severely a�ected by
the data dropout. ¿erefore, such a system could be used to measure directional
wave spectra of longer wind waves (in the range of the spectral peak) and swell. ¿e
measurement of directional spectra on this scale is not a simple task and an optical
system capable of reliably delivering this information should be appreciated.
In such a setup, the use of (expensive) near infrared LEDs is not required. Up-

welling light (re�ected back from scattering particles in the water) will only add
a di�use background to the sharp re�ections. ¿is should not interfere with the
disparity estimation. In a specialized system, in which the gray values do not need
to be interpreted for slope or curvature statistics, re�ections may be oversaturated.
¿erefore, the light sources can be set to a high brightness, so that also very faint
re�ections become visible.
¿e small pixel size of current CMOS cameras and the ability of reconstruction

algorithms to determine the disparity with subpixel accuracy allow for a compact
setup with a small stereo base. ¿e disparity d seen by a stereo setup with parallel
optical axes is given by (Jähne 2005; sec. 8.2.1)

d = b f
h
⇒ ∆d ≈ b f∆h

h2
, (8.1)

with the stereo baseline b, the focal length of the lenses f and the distance to the
water surface h. At a working distance of h = 10m and with a stereo base of b = 0.3m,
a change in surface elevation of 1 cm causes a change in disparity of ∆d ≈ 0.1 pixel, if
lenses with focal length f = 8mm are used on cameras with 2.2 µm pixel pitch. In
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this setup, with a standard 5 mega-pixel camera, an area of 5 × 7m can be observed.
An accuracy of 0.1 pixel in the determined disparity is certainly close to the limit of
what can be achieved under realistic conditions. ¿e height measurement accuracy
will also be impacted by the window size, over which the disparity is averaged in
blockmatching (sec. 6.2.1). Over typical window sizes used in this study, the height of
the sea surface certainly changed more than a centimeter, which limits the required
maximum accuracy of disparity estimation. From such measurements, it should be
possible to determine directional wavenumber spectra even for swell. Because the
wavelength of swell is much longer than the window size, the wavenumber can be
obtained with techniques like the wavelet directional method (Donelan et al. 1996)
or the Fourier decomposition method (Troitskaya et al. 2012). In these methods,
virtual wave point probes are used to determine directional spectra of waves with
wavelengths much longer than the separation of the virtual probes.

8.3.2 Curvature measurements

¿e mean brightness of re�ections was shown to be very sensitive to changes in
the wave �eld, e.g. by varying surfactant coverage of the surface (sec. 7.2.2). ¿e
measurement of such information on the local curvature of the water surface was
not a design goal of the RSSG. While the RSSG performed surprisingly well and
important information on surfactants was collected during the Meteor cruise, the
setup was optimized for wave height and slope measurements and improvements
are possible to gain more robust estimates of curvature statistics.
Due to the large light sources of the RSSG, individual re�ections cannot be sepa-

rated easily in the images. A watershed algorithm is used to separate overlapping
re�ections (sec. 6.4) but tends to “oversegment”: Larger re�ections with inhomoge-
neous gray values are cut into multiple pieces.
¿e use of a “point-like” light source should allow for a more simple separation

of re�ections. ¿en also the number of re�ections, which is linked to the mean
square curvature (sec. 3.4.2), can be estimated reliably. Curvature measurements
with “point” light sources are not trivial. ¿e large size of the LED arrays in the
RSSG are the consequence of the experiences made with smaller light sources in
experiments at the Aeolotron (Kiefhaber 2010). With the LEDs available at the
time (2009), it was not possible to generate a su�ciently strong signal for height
measurements at higher wind speeds. Again, the progress in LED technology has
been enormous and a compact light source built from a few state-of-the-art (2013)
emitters should be su�cient to illuminate a spot of 1 − 2m2.
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8.3.3 Drones

¿e slope pdf and curvature measurement techniques are ideally suited for drone-
based measurements. ¿e rapid development of small, inexpensive multi-rotor
autonomous drones (e.g. “octocopters”) will likely continue as logistics companies
and retailers are exploring their capabilities for delivering goods. At least in low
wind speed conditions, they can easily be started o� and landed on research vessels
and allow to sample large areas on short time scales. With a su�cient altitude, it
should be guaranteed that the wave �eld is not a�ected by the vehicle. ¿is is not
always the case for ship-borne measurements.
Motion correction is certainly one of the major problems with such small-scale

drones. During daytime measurements, a solution for this problem can come from
image processing: By adding a camera which observes the horizon with a suitable
wide-angle lens, the motion of the drone can be determined from the motion of
the horizon in the images (assuming that the height is nearly constant). Standard
computer vision algorithms should be able to determine the apparent motion of the
horizon in real time at a su�cient frame rate. ¿is approach may seem complicated.
On the other hand, the inertial measurement unit used for motion correction in this
study is worth >10.000 EUR. For the computer vision approach, only an inexpensive
camera is needed.

143





9
Conclusion and Outlook

9.1 Conclusion

Robust measurement of short wind waves in the �eld

Establishing an alternative parameterization for air-sea gas exchange that does not
rely on wind speed measurements requires the availability of robust estimates of the
used correlate (sec. 2.3). In this work, novel imaging techniques have been developed,
capable of measuring the mean square slope of the ocean surface in a robust way.
¿is parameter is the only realistic candidate for replacing wind speed as the standard
correlate (sec. 2.3.4).
Unlike other available instruments (sec. 3.1), the Re�ective Stereo Slope Gauge

(RSSG, sec. 4.1.1) and its successor theMediumAngle Slope Gauge (MASG, sec. 4.1.2)
are independent of natural light, capable of measuring day and night. ¿e instru-
ments are easy to deploy and underwater parts are not required as the measurements
solely rely on the re�ection of the instruments’ light sources on the ocean surface.
From the acquired images of specular re�ections, the two-dimensional slope proba-
bility distribution, the mean square slope, as well as wave heights and a parameter
related to local surface curvature of short wind waves are extracted (see sec. 3.2,
sec. 3.3, and sec. 3.4).
Data processing schemes that were developed in this work allow for automated

processing of these height (sec. 6.2), slope sec. 6.3, and curvature parameters (sec. 6.4).
For ship-basedmeasurements, amotion correction schemewas implemented (sec. 6.1).
¿e new instruments’ performance was validated extensively with reference mea-

surements both in the laboratory (sec. 5.1) and in the �eld (sec. 5.2,sec. 7.1). ¿e
mean square slope measurements agree well with values determined by a laser slope
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gauge in theMarseille wind wave facility (sec. 7.1.2). Wave height measurements were
validated with a wave wire in the laboratory and with a commercial laser altimeter
in the �eld (sec. 7.1.1).
To replace wind speed parameterizations and establish mean square slope as a

correlate, instruments capable of measuring mss robustly and with minimal user
interaction are required. ¿is study is an important step in this direction. In addi-
tion to the mss values obtained from the MASG measurements, it was shown by a
comparison with the RSSG, that data from a commercially available laser altimeter,
which is built for distance measurements in industrial applications, can be used
to derive a surface roughness parameter which is proportional to mss (sec. 8.1). If
this can be con�rmed under more variable conditions, it will solve the problem of
robust local mean square slope measurements. If additional information on short
wind waves is sought, it can be provided in the form of slope probability distribution
functions (pdf) measured by the MASG (sec. 7.2.1). Higher order moments of this
distribution (skewness, peakedness) are valuable additional statistical parameters to
characterize the wave �eld (sec. 8.1).

Measurement of wave statistics in �eld experiments

Wave statistics were measured during a four week �eld experiment in the tropical
Paci�c o� the coast of Peru (sec. 5.2.2). Moderate wind speeds prevailed, but very
di�erent surface conditions were encountered, from clear and clean water to heavy
surfactant coverage due to enhanced biological production in the coastal upwelling
zones. ¿e variability of measured mss covered the whole range spanned by the
parameterizations given by Cox and Munk (1954a) for clean water and for an oil-
covered water surface. ¿e observed anisotropy of the wave �eld with the wind
direction was much less pronounced than predicted by other studies (sec. 7.2.1).
¿e mean re�ection brightness in RSSG images, a measure for local surface cur-

vature, was found to be very sensitive to the damping of waves by slicks (sec. 7.2.2).
¿is is not surprising, as the re�ection brightness is governed by the smallest scale
of waves on the water surface. ¿ese waves are most strongly damped by surfactants.
In some situations, surfactants were very inhomogeneous, signi�cant changes oc-
curred on spatial scales of less than a hundred meters. Information on surfactant
coverage will be particularly valuable for the processing of the local transfer velocity
measurements with the Active Controlled Flux Technique (ACFT), which is part of
a separate study. Based on the positive experiences made with curvature and height
measurements in the RSSG data, specialized instruments for the measurement of
curvature statistics and directional spectra of long wind waves and swell have been
proposed (sec. 8.3).
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Waves and gas exchange in the laboratory

High quality wave data from a laboratory experiment in 2011 investigating the e�ect
of surfactants on gas exchange was processed. ¿e data set had been acquired with
a Color Imaging Slope Gauge (CISG) set up by Roland Rocholz, but was never
properly processed due to problems with the optical setup. A er these problems
were solved (sec. 6.5), the damping e�ect of the surfactant could be studied with
wave slope power spectra. ¿e transition from full suppression of waves (at low wind
speeds) to a wave �eld comparable with that for clean water (at high wind speeds) is
complex. ¿is is due to the wavenumber selective damping by the Marangoni e�ect
and the circular geometry of the Aeolotron (sec. 7.3.1).
Mean square slope was found to be a better correlate for transfer velocities under

the in�uence of surfactants than wind speed or the friction velocity (sec. 7.3.2). For
very low wind speeds, a regime was found in which turbulence is only generated
from shear current instabilities because waves were suppressed. In this regime, the
friction velocity can mostly explain transfer velocities. Comparable conditions were
not experienced in the �eld experiment (sec. 8.2).
Overall, the Aeolotron experiment suggests that whenever waves are present at

the surface, mean square slope is a good correlate for transfer velocities. ¿is adds to
the evidence that is available in the literature and strengthens the case for demanding
a replacement of wind speed parameterizations with a better model for gas transfer
velocities including mean square slope.

9.2 Outlook

¿e extensive data set of wave statistics measured during the Meteor M91 cruise o�
the coast of Peru adds to the few available data sets of short wave statistics in the
�eld. As soon the data acquired with the Active Controlled Flux Technique (ACFT)
is processed and transfer velocities are available, existing parameterizations with
mean square slope can be reviewed and extended.
For future �eld experiments, design improvements have been suggested to enhance

the performance of the current versions of the RSSG and MASG. A longer term
study of measurements of the slope pdf, covering a wider range of wind speeds
and surfactant conditions can help to improve the old Cox & Munk model for the
slope distribution that is still widely used. In combination with low-cost drones, the
presented surface curvature measurement technique allows surveying larger areas
for surfactant distribution.
¿e prospect of being able to measure mean square slope with commercial laser

altimeters is fascinating. A detailed laboratory and possibly �eld comparison is
desirable to fully assess the capabilities and limitations of these instruments. Should
it be possible to extend the positive results obtained in this study to a wider range of
conditions, routine measurements of wave statistics would be enabled at unprece-
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dented scope. ¿is would certainly strengthen the case of replacing wind speed as
the only parameter for transfer velocities.
For the next laboratory experiment, the new high speed Imaging Slope Gauge

(Kiefhaber et al. 2013) is available. Together with collocated and synchronized in-
frared imagery and a novel two-dimensional boundary layer visualization technique
(Kräuter et al. 2013), detailed studies of the processes causing near-surface turbulence
are possible.
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A
Appendix

A.1 Height from disparity

In eq. (3.4), the dependence of object distance on disparity in the stereo images was
given. ¿is expression can be derived from straightforward geometric considerations,
as will be shown here.
Two coordinate frames are required (see Fig. A.1): A “world coordinate system”

and a “camera coordinate system”. ¿e world system has its y-axis aligned with the
stereo baseline of the cameras, and its z-axis in the plane de�ned by the two optical
axes of the cameras. ¿e camera systems¹ have their z-axis aligned with the optical
axis of the camera lens, its y-axis with the y-axis of the camera sensor and its origin
in the (pinhole) aperture.
¿e position of the le and right camera in the world system are²

cwle = (0,−b/2, 0)T cwright = (0, b/2, 0)T . (A.1)

¿e camera systems are rotated against the world system, because the camera optical
axes are tilted towards each other. Also, a 180° rotation about the z-axis is necessary
because of the way the cameras are mounted in the RSSG. ¿e tilt angle is τ, the
transformation matrix for a change from the world system to the le camera system
thus is

Rl
w =

⎛
⎜
⎝

−1 0 0
0 − cos τ sin τ
0 sin τ cos τ

⎞
⎟
⎠
. (A.2)

¹¿ere are really two camera systems, one for the le camera and one for the right
²¿e column-vector is written as a row vector here only to save space. ¿e “T” denotes that this
row vector really should be transposed into a row vector.
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Figure A.1
The camera setup geometry and the used
coordinate systems.

With eq. (A.1) and eq. (A.2) a point in space with coordinates rw = (r1, r2, r3)T has
coordinates

rl = Rl
w (rw − cwle ) , (A.3)

and similarly for the right camera

rr = Rr
w (rw − cwright) , (A.4)

where the transformation matrix into the right camera system Rr
w is just the trans-

posed transformation matrix into the le camera system Rr
w = (Rl

w)
T . A er transfor-

mation into a camera coordinate system, the vector rw can be normalized so that its
z-component is equal to the focal length f of the lens (or the distance of the aperture
to the camera sensor in the pinhole model). ¿en, the pixel positions (u and v) of
the projection of the object with 3D coordinates (r1, r2, r3) onto the camera sensor
are given by the �rst two components of this normalized vector:

r̂l = (ul, vl, f )T = (− f r1
sin(τ)(r2 + b/2) + cos(τ)r3

, f (− cos(τ)(r2 + b/2) + sin(τ)r3)
sin(τ)(r2 + b/2) + cos(τ)r3

, f )
T

(A.5)
An equivalent expression can be written down for the right camera. ¿e dependence
of the second vector component (parallel to the stereo baseline) on the distance of
the object r3 is much stronger than that of the �rst component (orthogonal to the
baseline). In the following, only this second component is used. ¿e di�erence of
the positions of the object in the two camera systems is the disparity d:

d = vl − vr. (A.6)

¿e resulting lengthy expression can be simpli�ed by removing the angle τ. ¿is
angle is given by

τ = arctan( b
2h0

) , (A.7)
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with stereo baseline b and the target distance, at which the two optical axes intersect,
h0 (see Fig. A.1). ¿e dependence on r2 (see eq. (A.5)) can be replaced by a depen-
dence on vl with the help of eq. (A.5). ¿e result is an expression for the disparity d
in dependence of the distance to the object r3, which can easily be inverted to obtain

h ≡ r3 = −
b(4 f 2h20 − 2db f h0 + dvlb2 − (vl)2b2)

−4d f h20 − (4b(vl)2 − 4dbvl + 4b f 2)h0 + d f b2
, (A.8)

which was given as eq. (3.4) and is used for converting measured disparities into
wave heights.

A.2 Marseille 2011

Table A.1 lists the measurement conditions that were set during the experiment in
Marseille in March 2011. In the last four columns, the set LED current, the length of
an individual image sequence, the total length of the records in this measurement,
as well as the total duration of the measurement, in which the individual records are
more or less evenly spread.
¿e measurement runs named runXX were used to compute mss, the runs named

longXX were dedicated to measuring wave spectra, the runs named mitDrahtXX
are runs for which synchronized and collocated measurements of wave wires are
available.
Listed are the computed surface roughness parameter χ and referencemean square

slope σ2s values that were kindly provided by Dr. Caulliez of MIO, Marseille.
Given are also the length of each sequence (“seq.”), the total length of all data

records at this conditions (“tot. data”) and the total duration of the measurement
(“dur.”). For later experiments, a number of improvements in so ware (and measure-
ment PC hardware) allowed for continuous measurements.

A.3 Marseille 2012

Table A.2 lists the measurements performed during the experiment in Marseille in
September 2012. For reference with older publications, wind speed is not only given
in m/s, but also the raw setting of the wind control potentiometer and the rotational
speed of the fan are given. ¿anks to upgrades in so ware, acquisition of the RSSG
was continuous for the time given in duration, the big discrepancy between the
duration of the measurement run and the actual duration of acquired data in the
above experiment vanishes.
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Table A.1.: Measurement runs and surface roughness results during the Marseille 2011 experiment.
σ 2s (LSG) provided by Dr. Caulliez from MIO, Marseille.

Uref date run LED seq. tot. data dur. χ (RSSG) σ 2s (LSG)
[m/s] [mA] [s] [s] [min]

2 09/03 run1b 100 1 401 30 0.073 0.828
10/03 run1 100 1 201 18 0.057
11/03 long1 100 19 56 8

3 09/03 run2 230 1 402 32 0.571 1.392
10/03 run2 230 1 301 27 0.554
11/03 long2 230 19 56 5

4 09/03 run3 250 1 906 73 0.818 1.954
10/03 run3 250 1 300 27 0.823
11/03 long3 250 19 56 14

5 10/03 run4 260 1 800 72 1.010 2.606
11/03 long3 260 19 56 4
11/03 mitDraht6-8 260 8 23 1

6 09/03 run4 280 1 436 35 1.343 3.641
10/03 run5 280 1 300 27 1.312
11/03 long5 280 19 56 7

7 09/03 run5 280 1 505 55 1.939 4.263
11/03 long6 280 19 56 14
11/03 mitDraht4-5 280 8 15 1

8 09/03 run6 325 1 405 32 2.266 5.440
10/03 run6 325 1 610 55 2.398
11/03 long7 325 19 56 7

9 09/03 run7 350 1 314 25 2.720 6.727
10/03 run7 350 1 400 36 2.849
11/03 long8 350 19 56 6

10 09/03 run8 420 1 808 65 2.911 7.593
11/03 long9 420 19 56 7

11 10/03 run8b 500 1 700 65 3.234 8.948
11/03 long9 500 19 56 7 4.032
11/03 mitDraht1-3 500 8 23 1

12 09/03 run9 1000 1 617 50 4.476 10.190
10/03 run9 1000 1 505 47 4.550
11/03 long11 1000 19 56 6

13 09/03 run10 1000 1 712 62 4.737 10.740
10/03 run10 1000 1 515 51 4.836
11/03 long11 1000 19 56 6
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Table A.2.: Measurements during the Marseille 2012 experiment.

wind speed fetch run date time Pitot wind wind Tw Ta duration
m/s m local mm Skt rpm ○C ○C min

0.0 26.0 032 120913 18:10 0.00 0 0 10

2.5 2.2 001 120910 08:57 0.39 1.65 158 22.8 24.2 35
2.5 4.6 009 120911 08:37 0.39 1.73 164 22.8 24.2 35
2.5 9.4 013 120911 14:15 0.39 1.73 164 22.8 24.3 45
2.5 26.0 019 120912 10:35 0.38 1.73 165 22.9 24.6 35

3.0 2.2 002 120910 11:30 0.56 1.97 188 22.8 23.7 35
3.0 4.6 010 120911 10:15 0.56 2.02 193 22.9 30
3.0 9.4 014 120911 15:45 0.55 2.02 193 22.8 24.2 42
3.0 26.0 020 120912 12:00 0.54 2.02 193 22.9 24.3 30
3.0 26.0 033 120913 18:25 2.02 13

4.0 2.2 003 120910 13:12 1.00 2.6 246 22.7 23.8 65
4.0 4.6 011 120911 11:16 1.00 2.64 252 22.8 24.1 50
4.0 9.4 015 120911 16:55 1.00 2.64 252 22.8 24.2 50
4.0 26.0 021 120912 13:00 0.99 2.64 252 22.9 24.3
4.4 26.0 035 120914 1.22

5.0 2.0 026 120913 1.49 3.2 304 22.7 24.1 35
5.0 2.2 004 120910 14:45 1.56 3.2 304 22.8 23.9 40
5.0 4.6 012 120911 12:18 1.56 3.24 306 22.8 24.2 28
5.0 6.0 027 120913 1.49 3.2 304 22.6 23.8 20
5.0 9.4 016 120911 18:00 1.55 3.24 307 22.8 24.3 40
5.0 26.0 022 120912 14:10 1.55 3.24 307 22.9 24.2 30
5.0 26.0 031 120913 17:40 3.24 24.1 15

6.0 13.0 029 120913 16:00 2.24 3.9 22.5 23.9 15
7.0 6.0 028 120913 15:00 3.00 4.5 427 22.5 24.3 10

8.0 2.2 005 120910 15:40 4.00 5.09 481 22.7 40
8.0 4.6 007 120910 18:07 4.00 5.14 485 22.7 24.8 35
8.0 9.4 017 120911 19:05 4.01 5.14 484 22.8 24.5 35
8.0 26.0 023 120912 15:00 4.00 5.09 482 22.9 24.2 30
8.0 26.0 034 120914 4.01 5.09 22.2 10
8.0 26.0 038 120914 10:40 4.03 5.09 120

10.0 1.2 025 120913 09:00 6.20 6.27 22.8 24.4
10.0 2.2 006 120910 16:35 6.25 6.27 595 22.7 24.7 35
10.0 4.6 008 120910 19:07 6.25 6.31 599 22.7 35
10.0 9.4 018 120912 08:40 6.25 6.31 599 22.9 24.4 30
10.0 26.0 024 120912 16:15 6.47 6.31 599 22.9 24.8 30
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A.4 OSSPRE 2011

In Fig. A.2, the cruise track of the KM11-30 cruise (“OSSPRE”) on R/V Kilo Moana
from Apia, Samoa to Honolulu, Hawaii in December 2011 is shown.

A.5 Meteor M91

Figure A.3 shows the stations at which wave measurements were conducted with the
RSSG and MASG during the M91 cruise on FS Meteor in December 2012.
A list of the stations is provided in Tab. A.3. ¿e last two columns give wind direc-

tion and wind speed, as measured by the Meteor’s meteorological instrumentation
(measured at 35.3m).

A.6 Aeolotron 2011

Table A.4 shows the e�ect of surfactants on the wind speed in the Aeolotron. ¿e
axial fans are set to a certain power, there is no feedback mechanism to adjust wind
speed. Waves support additional wind stress which reduces the wind speed in the
air space. If waves are suppressed, wind speeds are enhanced.
Table A.5 lists the results from the Aeolotron 2011 experiment. Reference wind

speed and transfer velocities for nitrous oxide N2O are taken from Krall (2013).
Friction velocities for the clean water and low surfactant concentration case are also
from Krall (2013), who computed them using the parameterization �rst given by
Nielsen (2004) and con�rmed by Bopp (2011). For the high surfactant concentration,
the values measured by Bopp (2011) are used (while Krall 2013; used Nielsen’s clean
water parameterization).

A.7 Re�ectance measurements

One of the procedures for calibrating the angular dependence of the RSSG andMASG
light sources is measuring the intensity of light re�ected from a di�usely re�ecting
surface. For this type of calibration, the angular dependence of the re�ectingmaterial
itself needs to be accounted for.
A di�usely re�ectingmaterial (a Lambertian re�ector) exhibits a cos θ-dependence

of the intensity of light re�ected back into the direction of incidence. ¿e re�ectance
of a fully specular re�ector (a mirror, a water surface) on the other hand is described
by a Dirac delta function, light is re�ected only at normal incidence (incidence angle
θ = 0°). Real materials lie between these extrema.
For the calibration of the light sources, a re�ecting material which has a negligible

specular component is desired. Otherwise, in the vicinity of normal incidence, the
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Figure A.2.: The track of KM11-30 from Apia, Samoa to Honolulu, Hawaii in December 2011.
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Figure A.3.: Location of the stations sampled with the RSSG and MASG.
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Table A.3.: Measurements during the Meteor M91 cruise.

Date Time Station Latitude Longitude W dir. [°] U [m/s]

03.12.2012 23:11 1715-2 5° 0.02’ S 81° 40.21’ W 174 9
04.12.2012 06:41 1717-2 5° 0.03’ S 81° 19.81’ W – –
04.12.2012 16:43 1719-2 6° 11.52’ S 81° 8.44’ W 146 5
05.12.2012 01:05 1721-2 6° 22.02’ S 81° 25.84’ W 129 5
05.12.2012 12:35 1724-2 6° 37.20’ S 81° 49.80’ W 147 6
06.12.2012 03:43 1725-2 8° 37.87’ S 81° 0.02’ W 189 6
06.12.2012 15:18 1727-2 8° 18.67’ S 80° 24.62’ W 127 2
07.12.2012 02:24 1729-2 7° 58.82’ S 79° 49.82’ W 147 4
07.12.2012 23:56 1733-2 9° 28.81’ S 79° 16.81’ W 154 5
08.12.2012 03:58 1733-3 9° 29.52’ S 79° 17.07’ W 154 5
08.12.2012 08:03 1733-4 9° 30.24’ S 79° 17.39’ W 180 4
08.12.2012 11:58 1733-7 9° 31.27’ S 79° 17.89’ W 139 5
08.12.2012 16:00 1733-8 9° 31.85’ S 79° 18.16’ W 132 4
09.12.2012 12:58 1736-2 9° 55.82’ S 80° 13.83’ W 156 7
10.12.2012 02:48 1737-2 11° 28.24’ S 79° 25.79’ W 149 9
10.12.2012 14:13 1739-2 11° 7.25’ S 78° 50.97’ W 137 8
11.12.2012 01:05 1741-2 10° 46.82’ S 78° 16.21’ W 156 7
11.12.2012 21:54 1746-2 12° 2.42’ S 77° 29.42’ W 176 5
12.12.2012 03:37 1748-2 12° 2.40’ S 77° 49.19’ W 138 8
12.12.2012 08:44 1749-1 12° 2.41’ S 77° 58.80’ W 150 5
12.12.2012 16:07 1750-2 12° 2.44’ S 78° 30.01’ W 149 6
13.12.2012 00:34 1751-2 12° 2.41’ S 79° 0.02’ W 142 8
13.12.2012 12:04 1752-3 12° 55.23’ S 78° 42.00’ W 136 7
13.12.2012 18:38 1752-6 12° 57.03’ S 78° 41.43’ W 158 5
14.12.2012 00:30 1752-10 12° 55.23’ S 78° 42.03’ W 147 6
14.12.2012 05:31 1752-11 12° 55.26’ S 78° 42.05’ W 143 6
15.12.2012 00:42 1755-3 12° 25.23’ S 77° 48.60’ W 152 9
15.12.2012 07:06 1756-2 12° 15.03’ S 77° 31.21’ W 153 4
16.12.2012 13:09 1760-2 12° 50.44’ S 76° 40.78’ W 352 2
16.12.2012 23:38 1762-3 13° 25.81’ S 76° 22.24’ W 184 6
17.12.2012 04:02 1763-2 13° 57.04’ S 76° 34.22’ W 160 9
17.12.2012 10:16 1764-1 14° 7.27’ S 76° 52.26’ W 166 6
17.12.2012 16:02 1764-5 14° 8.79’ S 76° 53.93’ W 182 6
17.12.2012 22:30 1764-10 14° 11.11’ S 76° 56.01’ W 164 5
18.12.2012 04:00 1764-11 14° 12.57’ S 76° 57.42’ W 163 6
18.12.2012 18:58 1766-2 14° 27.07’ S 77° 28.33’ W 195 6
19.12.2012 08:30 1768-2 14° 46.40’ S 78° 1.94’ W 145 6
19.12.2012 14:46 1769-2 15° 2.93’ S 77° 47.39’ W 165 6
19.12.2012 22:11 1770-3 15° 19.70’ S 77° 32.03’ W 146 9
20.12.2012 04:16 1771-2 15° 36.58’ S 77° 18.06’ W 158 7
20.12.2012 10:21 1772-2 15° 53.52’ S 77° 3.45’ W 157 7
20.12.2012 16:19 1773-1 16° 10.71’ S 76° 48.25’ W 146 8
20.12.2012 23:33 1773-4 16° 9.36’ S 76° 49.47’ W 139 11
21.12.2012 21:15 1774-2 16° 1.14’ S 76° 30.73’ W 147 11
22.12.2012 04:06 1775-2 15° 50.99’ S 76° 12.15’ W 142 10
22.12.2012 10:58 1776-2 15° 41.46’ S 75° 54.01’ W 149 7
22.12.2012 18:34 1777-3 15° 31.19’ S 75° 36.03’ W 151 3
23.12.2012 00:31 1777-6 15° 32.46’ S 75° 37.36’ W 141 9
23.12.2012 06:34 1777-8 15° 33.65’ S 75° 37.77’ W 145 7
23.12.2012 12:34 1777-9 15° 35.19’ S 75° 38.24’ W 137 9
23.12.2012 20:39 1778-2 15° 22.83’ S 75° 20.04’ W 134 6
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Table A.4.: The e�ect of surfactants on the wind speed in the Aeolotron: At the same frequency
of the variable frequency drive, wind speeds are generally slightly higher in the
surfactant cases, when wind stress is reduced at the smoother water surface.

01.03.2011 03.03.2011 08.03.2011 10.03.2011

[m/s] [m/s] [m/s] [m/s]
condition 1 0.733 0.8 – –
condition 2 1.414 1.46 1.463 1.438
condition 3 2.056 2.091 2.075 2.074
condition 4 2.691 2.717 2.695 2.718
condition 5 3.619 3.65 3.675 3.659
condition 6 4.795 4.851 4.927 4.898
condition 7 6.466 6.502 6.625 6.604
condition 8 8.251 8.288 8.372 8.369

halogen lamp

motorized
rotation stage

glass plate

absorber

sample

spectrometer

Figure A.4
Setup for the measurement of re-
�ectances: The sample is placed on
a motorized rotation stage and illu-
minated with a halogen lamp; the re-
�ected light is analyzed with a spec-
trometer.

re�ectance changes rapidly and a very precise alignment of the calibration setup is
required. If the material is closer to a Lambertian re�ector, the changes in re�ectance
are gradual and small alignment errors do not have severe consequences.
Figure A.4 shows the setup built for the characterization of re�ectances: ¿e

sample is placed on a rotation stage whose orientation can be controlled precisely
by a stepper motor. A halogen lamp serves as the light source, it is placed in the
focal point of a lens, to guarantee near parallel illumination. ¿e re�ected light is
coupled into an OceanOpticsMaya Pro 2000 spectrometer with a wide-band grating
(200 − 1100 nm). A thin glass plate is used as beam splitter to separate the re�ected
from the incident light.
Figure A.5a shows the result of two reference measurements to verify the setup.

¿e measured re�ectance of the mirror (green line) agrees with expectations, the
�nite width of the peak is due to the �nite size of the illuminated and observed spot
on the sample. A Lambertian calibration standard (blue dots) also agrees well with
the cosine law predicted from theory (red line). ¿e deviations are likely due to the
standard and not due to the measurement setup.
Re�ectances were measured for di�erent materials (Fig. A.5b shows a selection).

¿e �rst sample was a white card, a coated plastic sheet that is used in photography
for white balance (blue curve). ¿e white card has the highest re�ectance of the
shown materials, but clearly exhibits a specular component of the re�ection around
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Table A.5.: Results from the Aeolotron 2011 experiment. Wind speed and transfer velocities are
taken from Krall (2013), friction velocities from Bopp (2011).

Uref [m/s] u∗ [cm/s] k[N2O] [cm/h] σ 2s σ 2s (k < 100 rad/m) σ 2s (k > 100 rad/m)

0.733 0.11 0.590 0.0024 0.0021 0.0003
1.414 0.15 2.610 0.0073 0.0054 0.0019
2.056 0.24 3.867 0.0127 0.0090 0.0037
2.691 0.34 6.070 0.0163 0.0110 0.0053
3.619 0.52 9.296 0.0246 0.0140 0.0106
4.795 0.82 15.607 0.0460 0.0185 0.0275
6.466 1.38 33.446 0.0782 0.0288 0.0493
8.251 2.14 52.658 0.1136 0.0397 0.0740

0.800 0.11 0.498 0.0020 0.0018 0.0002
1.460 0.17 0.728 0.0019 0.0017 0.0002
2.091 0.25 1.091 0.0019 0.0017 0.0002
2.717 0.35 2.100 0.0076 0.0067 0.0010
3.650 0.53 3.191 0.0101 0.0088 0.0013
4.851 0.84 7.042 0.0205 0.0130 0.0075
6.502 1.39 23.958 0.0738 0.0271 0.0467
8.288 2.15 43.913 0.1144 0.0402 0.0743

– – – – – –
1.463 – 0.734 0.0019 0.0017 0.0002
2.075 0.15 1.093 0.0019 0.0016 0.0002
2.695 0.28 1.606 0.0018 0.0016 0.0002
3.675 0.45 2.191 0.0018 0.0016 0.0002
4.927 0.66 2.973 0.0018 0.0016 0.0002
6.625 1.06 11.218 0.0351 0.0168 0.0183
8.372 1.72 30.875 0.1013 0.0364 0.0649

– – – – – –
1.438 – 0.756 0.0017 0.0015 0.0002
2.074 0.15 1.138 0.0017 0.0015 0.0002
2.718 0.28 1.355 0.0017 0.0015 0.0002
3.659 0.45 2.581 0.0045 0.0042 0.0003
4.898 0.66 3.828 0.0065 0.0060 0.0005
6.604 1.06 11.731 0.0387 0.0181 0.0207
8.369 1.72 33.258 0.0997 0.0353 0.0644
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Anhang A APPENDIX
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Figure A.5.: a Reference measurements with a Labsphere radiance standard with Lambertian
characteristic (blue dots) and a mirror (green line). The Labsphere standard agrees
well with the theoretical cosine law (red line).
b Re�ectance measurements for di�erent materials. Note that a logarithmic y-axis is
used, absolute re�ectance values are shown in arbitrary units.

0° incidence. A sample of OpDiMa, a material that is used for coating integrating
spheres (magenta) has a much smaller specular component, but also a much lower
absolute re�ectance.
¿e re�ectance of two kinds of paper was also measured, regular printer paper

(paper 1, black) and a thicker paper used for �ltering (paper 2, red). Both show
no specular component, although they also di�er signi�cantly from a Lambertian
re�ector at larger incidence angles. Of all the measured materials, paper 2 was found
to be best suited for the calibration measurements because of the combination of no
specularity and relatively high absolute re�ectance.
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