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Abstract

In this thesis novel motion models have been developed and incorporated into an
extended parameter estimation framework that allows to accurately estimate the pa-
rameters and regularize them if needed. The performance of this framework has been
increased to real time and implemented on inexpensive graphics hardware. Confi-
dence and situation measures have been designed to discard inaccurate estimates.
A phase field approach was developed to estimate piecewise smooth motion while
detecting object boundaries at the same time. These algorithmic improvements have
been successfully applied to three areas of fluid dynamics: air-sea interaction, mi-
crofluidics and plant physiology. At the ocean surface, the fluxes of heat and momen-
tum have been measured with thermographic techniques, both spatially and tempo-
rally highly resolved. These measurement techniques present milestones for research
in air-sea interaction, where point measurements and particle based laboratory mea-
surements represent the state-of-the art. Calculations were done with two models,
both making complement assumptions. Still, results derived from both models agree
remarkably well. Measurements were conducted in laboratory settings as well as in
the field. Microfluidic flow was measured with a new approach to molecular tagging
velocimetry that explicitly models Taylor dispersion. This has lead to an increase in
accuracy and applicability. Inaccuracies and problems of previous approaches due to
Taylor dispersion were successfully evaded. Ground truth test measurements have
been conducted, proving the accuracy of this novel technique. For the first time,
flow velocities were measured in the xylem of plant leaves with active thermography.
This represents a technique for measuring these flows on extended leaf areas on free
standing plants, minimizing the impact caused by the measurement. Ground truth
measurements on perfused leafs were performed. Measurements were also conducted
on free standing plants in a climatic chamber, to measure xylem flows and relate flow
velocities to environmental parameter. With a cuvette, environmental factors were
varied locally. These measurements underlined the sensitivity of the new approach.
A linear relationship in between flow rates and xylem diameter was found.
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Chapter 1

Introduction

1.1 Motivation

The transport of energy, mass and momentum is one ubiquitous phenomenon in our world,
spanning all branches of science. It is one condition for the continued existence of complex
dynamic systems. As such, only through this transport living organisms can coordinate and
keep upright their metabolism and other processes of life. Plants, for example, have developed
complex vascular systems (the xylem) to transport nutrients and water from the roots to the
rest of the plant. At the same time, all living tissue is continuously supplied with energy from
the leaves, in form of the organic products of photosynthesis.

In plant physiology, it is a longstanding question how water and nutrients are transported
in the xylem of the plant’s leaf and which external factors influence it. While bulk dependencies
are known, a detailed analysis has eluded research due to inadequate measurement techniques.
The transport processes in leaves are especially important since it is known that they can
be regulated by plants according to environmental forcing. Also, due to these regulatory
mechanisms, the plant can cope with cuts in the leaf and still supply areas affected by these
cuts with xylem sap by other pathways. Still, very little is known about these mechanisms.

On much smaller scales, a current trend in chemical and biochemical analytics as well as in
medical diagnostics is the move to microfluidic mixers and “lab-on-a-chip” applications. Huge
surface to volume ratios are achievable by micro channels with highly controlled boundary
conditions, leading to more efficient reaction kinetics with less by-products. Even on these
minute structures, the transport of energy, mass and momentum as well as the measurements
thereof is vital for a better understanding of the processes involved. In these flow regimes,
molecular tagging velocimetry (MTV) is an alternative approach to the standard technique
of micro particle imaging velocimetry (µPIV) for measuring fluid flows. In MTV, a pattern
is written to the fluid with an UV laser to uncage dyes and thus making them fluorescent.
Although this approach has been used since the late eighties of the last century, measuring
fluid flow with this technique has had one significant drawback: Due to the flow profile, the
uncaged dyes would appear to diffuse in a process termed Taylor dispersion. This leads to
significant uncertainties in the measurements, as it is difficult to correct for this dispersion.
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1.1 Motivation 1 Introduction

Due to Taylor dispersion, the use of MTV is very limited. Nevertheless, it represents the only
technique available for situations in which particles cannot be used for visualizing the flow,
such as packed columns.

In environmental sciences, it is the transport of the same quantities, energy, momentum
and mass, that is the driving force in most weather conditions on short scales and in climatic
variability on longer time periods. It plays the dominant role on aquatic processes in the oceans
such as ocean currents and the thermohaline circulation, the meridional overturning circula-
tion (MOC). The two compartments of atmosphere and ocean are in contact at the ocean
surface where energy, mass and momentum is exchanged between them. In atmosphere-ocean
interactions, there exists a long standing problem of parameterizing the transfer of energy and
mass to easily measurable quantities such as the wind velocity at a given reference height.
Current parameterizations are semi-empirical relations that are based on a number of sea
going experiments. There exists considerable scatter in the data for such parameterizations.
This scatter introduces uncertainties in the parameterization and subsequent uses of them, for
instance for global models and predictions of our future climate. There are a number of rea-
sons for these high uncertainties. Among these are open questions as to other sources of near
surface turbulence besides those induced by wind shear, intermittency of the transport process
due to singular events such as microscale wave breaking and the suppression of turbulence and
waves due to natural and anthropogenic surfactants at low to medium wind speeds. Only by
finding answers to these open questions a physically based parametrization can ultimately
be found that will reduce scatter in the data and hence deliver a better predictability. The
dominant resistance to the transport between ocean and atmosphere is the laminar boundary
layer in which turbulent transport is greatly suppressed. Therefore, the transport processes
across the boundary layer play the dominant role in exchange between the two compartments.
A better physical understanding of the processes involved, backed by accurate measurements
is required in order to make advances in this field. The thickness of this boundary layer is
roughly 0.2-2mm for energy (heat), 20-200µm for CO2 (at 20°C) and 100-200 µm for mo-
mentum. This leads directly to one fundamental question for measuring these processes with
standard techniques: How can one resolve these minute boundary layers which are undulated
by surface waves bigger by a few order or magnitudes? The same problem arises on tempo-
ral scales. Here the processes take place on timescales less than a second. Microscale wave
breaking is one example of such a fast process of turbulence generation. Standard techniques,
which are point measurements with integration times of a few minutes, cannot resolve these
intermittent events. Hence, they are not the best choice for detailed process studies.

All these problems necessitate novel measurement techniques. Only by measuring the
transported quantities directly, both spatially and temporally highly resolved, a deeper un-
derstanding of the underlying processes can be gained. This holds true for the transport
processes at the air-sea interface as it does for transport processes in plants or in microfluidic
mixers. Due to these requirements on the measurement technique, imaging sensors are an ideal
solution. Non-invasive, fast and accurate measurements are feasible with these sensors. While
the accuracy and resolution of imaging devices improves, prices are steadily decreasing with
advances of technology. This makes them an ideal tool for the visualization of fluid dynamic

2



1 Introduction 1.2 Contribution

transport phenomena with an increasing range of applications. Novel imaging devices are not
limited to acquiring data in the visible spectrum. Infrared cameras can visualize temperature
distributions with noise levels well below 20 mK. Also, devices on satellites or for medical
applications can deliver temporally and spatially highly resolved multispectral image data.

Linked to new visualization techniques is the need for novel algorithms to extract physical
parameters out of the imaging data. One key parameter is the displacement of physical
structures from one frame to the next or over a sequence of frames. Since the early eighties
of the last century, long standing effort has been put into the estimation of motion by the
computer science community. Here the main focus was to retrieve motion for the compression
of video sequences or in applications such as object tracking in robotics. However, estimating
motion from image sequences is a classical inverse problem in the sense of Hadamard. As such,
it is closely related to the formulation of an adequate model. This modeling has largely been
ignored in computer sciences, where the focus is usually a different one due to the applications
under consideration. For the quantitative analysis of fluid dynamic problems, constructing a
model that closely approximates the phenomena of interest can be as important as actually
solving the parameters of that model. Based on the specific model, it is then important
to construct a suitable parameter estimator framework to reduce biases in the computed
parameters.

1.2 Contribution

The main focus of this thesis is put on modeling and measuring transport phenomena in fluids.
Image driven techniques were developed and used, relying on the development and adaptation
of digital image processing techniques for describing and estimating the processes involved.
The contribution of this work is threefold:

1. Modeling of intensity changes due to fluid flow and motion processes

2. Estimation of motion

3. Application to transport processes in environmental and life sciences

Regarding point 1, the emphasis is put on local models. The locality of models is defined
by the spatio-temporal extend of their support. The rational is that local phenomena can
usually be described by much simpler models than global phenomena. This leads to higher
accuracy of the models without the danger of imposing wrong assumptions on the data and
subsequent estimation steps. Models for physically motivated brightness changes in the data
were conceived, such as those given rise by heat fluxes and diffusion processes in geophysical
heat transport processes visualized with thermal imagers. Also, velocity profiles and effects
due to integrating across them by the visualization process were adequately modeled.

The novel models were embedded into a local gradient based motion estimator. This esti-
mator is based on an extension to the well known structure tensor approach. The structure
tensor can be seen as a special formulation of the general problem of parameter estimation.

3
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In this framework, accuracy of the estimator was amended and the computational efficiency
improved to real time performance. An implementation on standard graphics hardware was
conducted, further improving estimation speed and applicability. By implementing the algo-
rithms on inexpensive graphics hardware, a speedup of 5% was achieved, making real time
estimation possible. This resulted in a tool for the estimation and visualization of optical
flow. It has been applied to industrial and medical applications. The presented estimators
are optimal with respect to the underlying noise model of the imaged data. Novel confidence
measures were developed and tested against well known ones for detecting problematic ar-
eas in the data set and discarding wrong estimated. Drawbacks of local approaches, such as
susceptibility to the aperture problem and generally no dense flow fields were circumvented
by incorporating the local estimator into a global framework. Here, parameter fields were
regularized, leading to dense fields and stabilized estimates. All available information about
local gray value structures was incorporated into the variational approach. This gives fine
control of the diffusion of information from different areas of the image sequences. Also, a
global framework was developed for jointly estimating motion, detecting edges and denoiseing
the input data.

The motion models and algorithmic improvements to motion estimation were in part mo-
tivated by applications, the third major area of contribution of this thesis. These applications
range from small scales such as microfluidic flows to flows at the free water surface to xylem
flows of complex botanical systems such as plant leaves. Only through the use of the novel
techniques developed within this thesis, accurate imaging measurements were feasible, in a
number of applications for the first time. Especially in the field of air-sea interactions, the
main topic amongst applications presented here, major advances were achieved.

In microfluidics, the technique of molecular tagging velocimetry (MTV) was addressed. As
of yet, Taylor dispersion and the resulting apparent diffusion of tracer concentration caused
inaccuracies in the proposed measuring techniques. In this thesis, this transport process and
apparent intensity changes in the visualization technique were explicitly modeled. This has
lead to the applicability of novel techniques for motion estimation to the field of MTV for
the first time. This has lead to an improvement in accuracy, evading adverse effects found in
prior techniques. Also, due to this model the velocity estimates stem from a well defined layer
in between the channel boundaries, making a full 3D reconstruction of the velocity profile
feasible. Verifications of this technique were conducted on simulated data as well as in a
micromixer with well defined flow properties. For the micromixer, ground truth of the flow
velocities was given. The accuracy of this novel approach was verified by comparing results to
this ground truth. The scatter in the estimated velocities in comparison to the ground truth
was found to be less than 4%. The new technique was also tested on a different flow geometry,
thus representing a valuable tool for accurate measurements of microfluidic flows with MTV.

In the complex system of a plant leaf, it is still an unresolved question how xylem sap is
transported in detail and which external factors influence it. With the advent of magnetic
resonance imaging (MRI) for measurements on plants, unprecedented measurements of xylem
flow in the stalk of plants have been conducted. However, this technique is not well equipped
for measuring on extended areas such as plant leaves inside climatic chambers. Therefore, a
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novel technique was developed that made it possible to estimate fluid flow inside the xylem,
similarly to the technique of MTV used in microfluidics. Here, water parcels are not marked
with caged dyes but by applying heat with a CO2 laser. The transport of heat inside the
xylem is visualized with an infrared camera, similar to the measurements conducted at the
air-sea interface. The transport processes inside the xylem are modeled and the parame-
ters of this model are estimated from the infrared image sequences in the motion estimation
framework developed in this thesis. This has lead to a novel technique for measuring xylem
flows accurately without strongly limiting constraints. Test measurements were conducted on
technical capillaries as well as on perfused central veins of Ricinus communis leaves. Ground
truth was attained from these test measurements and compared to the estimation of the novel
thermographic technique. Based on a good agreement of test measurements to ground truth,
measurements were also conducted to free standing plants in a climatic chamber. Environmen-
tal conditions were varied globally and locally and the effects on the flow velocities measured.
The novel thermographic technique presents an excellent tool for conducting research in the
transport processes in plant leaves. With the technique presented in this thesis, xylem flows
in plant leaves of free standing plants could be measured for the first time. A host of new
measurements under varying environmental forcing are conceivable. This will undoubtedly
shed some light on open questions of plant physiology in the nearest future.

In the field of air-sea interactions, a number of important advances were also made in this
thesis. Besides employing a well known transport model for measuring important parame-
ter of heat transfer from infrared thermography, a new one was developed and compared to
the former. This is particularly interesting since both models are based on complementary
assumptions in terms of spatial homogeneity or temporal stationarity of the transport pro-
cesses. Parameters measured from these models include the temperature difference ∆T across
the thermal boundary layer at the air-water interface as well as the net heat flux. The output
of the techniques developed for the two models were verified in laboratory measurements.
Subsequently they were employed on an international sea going experiment in the equatorial
pacific and compared on actual field data. Results of these measurements were surprisingly
close, with almost identical estimates for ∆T and a difference of only 6% for the net heat flux.
Also, the transfer velocity of heat was estimated from these two models, both in the laboratory
and in the field. This transfer velocity of heat can be scaled to the one for mass. This lead
to estimates of transfer velocities of gases such as CO2, which were then compared to current
parameterizations. From these techniques it was possible for the first time to measure the
transport of energy directly at the sea surface, both temporally and spatially resolved. Using
a CO2 laser, a novel technique was developed that allows to measure accurate surface flows as
well as the viscous shear stress directly at the interface. This is a direct measure for the flux
of momentum impulse due to viscous shear. Measurements were conducted in a laboratory
setting. This is the first time that this quantity can be measured reliably in the laboratory
and possibly in the field directly on the ocean. With these techniques it is for the first time
possible to measure the transport of energy and momentum directly at the sea surface in the
same footprint and with the same sensors. This effectively eliminates cross calibration issues
and overlap of footprints. Additionally, the transport of mass can be deduced from the scaling
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relation of transfer velocity. It should be noted that this scaling represents an indirect mea-
sure that is still subject of current research. These novel techniques have only been possible
through achievements in model formulation as well as to parameter estimation from image se-
quences. These measurements are not limited to laboratory measurements, but are well suited
for field work. Due to the high resolution of parameters, the ultimate goal of a better under-
standing of transport processes and formulating a physically based parameterization has been
drawn significantly closer. This research is fueled by the author’s active membership in the
international Working Group on Surface Fluxes (WGSF), a subsidiary of the World Climate
Research Program (WCRP). Also, a first step in deriving a physically based parameterization
was taken in bringing together modelers and experimenters, as well as the leading experts on
parameterizations in an international workshop on transport at the air-sea interface. Selected
publications of this workshop will appear in a monograph [Garbe et al., 2007b].

On first sight, it might appear as if the three applications, environmental physics, microflu-
idics and botany are disjunct. However, in all three applications basically the same transport
processes are of interest. Also, from the measurement aspect, in all three cases fluid parcels
are marked with a continuous tracer. This can either be an uncaging dye in microfluidics or
heat applied with a CO2 laser that is visualized with an IR camera in botany and environ-
mental physics. The visualized intensity changes of these markers are modeled explicitly by
the physical transport processes. This makes it possible to accurately estimate flow velocities
in botany and microfluidics, and additionally measure the momentum flux at the atmosphere-
ocean interface. The algorithms used for estimating model parameters from image processing
are effectively the same. This makes it possible to apply an extensive framework to all of these
applications, drawing upon synergetic effects between them.

One such effect should not be concealed: during the author’s PhD thesis, first measure-
ments in air-sea interactions were conducted and motion estimated from thermographic image
sequences. Knowledge gained in this field was then applied to MTV in microfluidics. Here
models were developed for Taylor dispersion due to the parabolic flow profile between two
plates. Knowledge gained in this field was then taken back to oceanographic research, where
the techniques could be adapted to the flow profiles found in the viscous boundary layer.
Ultimately, this has lead to the development of a technique for estimating viscous shear stress
at the sea surface!

This thesis is written in a self-consistent way. Due to its interdisciplinary nature, it is
written to be understandable for people coming from different backgrounds. It was therefore
necessary to explain some elementary topics in more detail.

1.3 Thesis Outline

This thesis is structured into two main parts. The first part focuses on the concept of motion
models and the estimation of model parameter, encompassing Chapters 2 to 6. Applications
of this novel modeling and estimation framework will be the topic of the second part, ranging
from Chapter 7 to 9.
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Chapter 2 recapitulates some commonly made models and assumptions in general, which
are used in the estimation of optical flow. These models are then extended to link physically
motivated brightness changes to motion. These models will include brightness changes due
to projections trough velocity profiles of fluid flow. Here Couette flow and Poiseuille flow are
examples of such fluid flows.

Techniques for estimating the parameters of the previously introduced motion models
will be presented in Chapter 3. Here the standard approach of estimating motion with the
structure tensor will be embedded into a parameter estimation framework which allows to
adapt the estimator to the noise model depending on the motion model used. A technique
will also be introduced for regularizing these model parameters, yielding dense and highly
accurate parameter fields.

In Chapter 4 very efficient implementations of two estimators of motion are presented.
With this approach is it possible to estimate motion as well as linear brightness changes or
range flow in real time. The efficiency of the algorithm is further improved by implementing
it on standard graphics hardware. Industrial as well as medical applications are presented. At
the same time, it is possible to perform a real time estimation of net heat fluxes at the air-sea
interface, as will be presented in Chapter 7.

The computation of confidence measures is closely related to the estimation of model
parameters from image sequences. Based on this measure, estimates can be discarded from
subsequent analysis. Also, in the regularization steps, the smoothing can be steered by this
confidence, thus increasing the overall accuracy of the estimation. In Chapter 5 a comparison
of a number of confidence and situation measures known from literature will be presented.
Also, a number of improvements to these measures will be presented as well as new measures.
The measures will be scrutinized on ground truth synthetic and real world sequences.

In Chapter 6 a phase field method for joint denoising, edge detection and motion estima-
tion will be presented. This novel technique makes it possible to compute piecewise smooth
motion field, while at the same time segmenting objects and denoising the image data. This
type of approach has a number of applications in computer vision as well as in scientific appli-
cations. For example, thermal image sequences are commonly corrupted by reflections. These
reflections can be segmented by this approach and the motion field is regularized without
incorporating artifacts due to the reflections. At the same time missing information due to
the reflections can be inpainted and the images denoised.

The second part of this thesis commences with applications of the developed models and
estimators to fluid dynamical problems. Chapter 7 presents themographic applications for
measuring parameters of energy and momentum transfer between atmosphere and ocean.
Two different models describing the exchange between water and air will be developed and
parameters estimated from them will be compared. These parameters are the temperature
difference across the thermal water sided boundary layer, the net heat flux and the transfer
velocity of heat. Measurements of these parameters are conducted in the laboratory as well
as in the field. From active thermography, a technique is presented for estimating the wind
induced shear stress at the sea surface. This technique is verified in laboratory experiments.
To sum up, in this chapter techniques are presented that allow measuring all parameters of
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heat transfer as well as the momentum flux in the same footprint with the same sensor.

Chapter 8 deals with a microfluidic application. A technique is developed for measuring
fluid flows in microfluidic mixers using molecular tagging velocimetry (MTV). Here, Taylor
dispersion is explicitly modeled in the motion model. Problems and inaccuracies of previous
approaches could therefore be avoided. The novel technique is also tested on ground truth
measurements.

Measurements of fluid flows in the xylem of plant leaves are presented in Chapter 9. Here
a technique based on active thermography is developed that allows to visualize and estimate
xylem sap flows in vivo. Test measurements were conducted on technical capillaries and on
perfused Ricinus communis leaves. Also, measurements were conducted on cut leaves of Zea
mays. It was clearly visible that the flow velocity increases next to the cut. On free standing
Ricinus communis leaves, flow measurements were also conducted inside a climatic chamber.
This allowed to globally vary environmental conditions. The sensitivity of the technique was
also tested by clamping only part of the leaf inside a cuevette and varying the parameters
inside a very localized area.

Chapter 10 concludes this thesis with a summary and a possible outlook of future research.

1.4 Collaborations

Measuring and modeling of fluid dynamic flows is a long standing problem in environmental,
biological and technical flows. In this thesis, some of these problems could be solved through
combining modeling, novel image processing techniques as well as advanced measurements.

The goals set in this thesis were only achievable through interdisciplinary research. Novel
algorithms in image processing were developed and tested through the author’s involvement
in the Priority Program “Mathematical methods for time series analysis and digital image
processing (DFG-SPP1114)” by the German Science Foundation (DFG) through two funded
projects (GA 1271/1-1 and GA 1271/2-3). Through close collaboration with Prof. Til Aach
(Institute of Imaging & Computer Vision, RWTH-Aachen, Germany), PD Dr. Erhardt Barth
(Institute for Neuro- and Bioinformatics, University of Lübeck, Germany), Dr. Ingo Stuke
(Institute for Signal Processing, University of Lübeck, Germany), and Dr. Cicero Mota (Insti-
tuto de Ciências Exatas, Universidade do Amazonas, Manaus, Brazil) the accuracy of motion
models were tested and the algorithms applied to scientific data analysis.

Filters were optimized for a number of applications and the accuracy of the subsequent
analyses improved. This was achieved in a collaboration with Prof. Rudolf Mester and
Kai Kraijsek (Visual Sensorics & Information Processing, Univeristy of Frankfurt, Germany)
and Dr. Hanno Scharr (Institute of Chemistry and Dynamics of the Geosphere ICG-III:
Phytosphere, Research Center Jülich, Germany).

Together with Prof. Martin Rumpf (Institute for Numerical Simulation, University of
Bonn, Germany), Dr. Tobias Preusser (CeVis, Universität Bremen, Germany), Prof. Alexan-
dru C. Telea, (Department of Mathematics and Computing Science, Eindhoven University
of Technology, The Netherlands) and Dr. Marc Droske (Mathematical Sciences Department,
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University of California Los Angeles, USA) a new variational approach to joint denoising of
image data, motion estimation and edge detection was developed and tested. Advances have
been made to detect and correct corrupted image data, such as those caused by reflections.

Together with Dr. Robert Strzodka (Computer Science, Stanford University, USA) fast
Algorithms for the estimation of motion in the presence of intensity change have been devel-
oped and implemented on standard graphics hardware. The same algorithms were also applied
to range data, an expanding field in the presence of novel detector technologies.

Only one part of this thesis is concerned with image processing and algorithmic devel-
opment. The main goal of this thesis is the measurement and modeling of fluid dynamic
processes. As it turns out, modern image driven technique make it feasible to interconnect
measurement and modeling, thus making the actual model an integrated part of the mea-
surement. Only through this connection of the model, an accurate estimation of important
transport parameters is feasible. Moreover, the accuracy of measurements is significantly
increased.

The novel image processing techniques were applied to measurements of the air-sea in-
terface conducted with thermographic techniques under the NOAA grant “Parameterization
of CO2 Transfer Velocity using Surface Roughness” in a close collaboration with Dr. Nelson
Frew (Marine Chemistry & Geochemistry, Woods Hole Oceanographic Institution, USA), Prof.
Tetsu Hara (Graduate School of Oceanography, University of Rhode Island, USA) and Dr. Uwe
Schimpf (Institute of Environmental Physics, University of Heidelberg, Germany). These mea-
surements were conducted during the international “Equatorial Pacific Air-Sea CO2 Exchange
Experiment” in the field. As guest investigator at the Woods Hole Oceanographic Institution,
the author could further strengthen the close collaboration. Similar measurements were also
conducted in the Heidelberg Aeolotron and in the University of Miami ASIST facility. Ther-
mographic measurements in Miami were carried out by Prof. Peter Minnett (RSMAS/MPO,
University of Miami, USA), Dr. Geoffrez Smith (Naval Research Labs, Washington, USA)
and Prof. Brian Ward (Center for Coastal Physical Oceanography, Old Dominion University,
USA), and the data analysis was conducted in close communication with them.

Through the author’s membership in the international Working Group on Surface Fluxes
(WGSF) of the World Climate Research Program (WCRP), a close collaboration on all aspects
of surface fluxes between the ocean and the atmosphere exists to WGSF chair Dr. Christo-
pher W. Fairall (NOAA, USA), as well as to the following WGSF members Dr. Edgar L.
Andreas (USACE, USA), Dr. Bernard Barnier (Institut de Mécanique de Grenoble, France),
Dr. Abderrahim Bentamy (IFREMER, France), Dr. Pascale Braconnot (Laboratoire des Sci-
ences du Climat et de l’Environnement, France), Dr. E. Frank Bradley (CSIRO, Australia),
Prof. William M. Drennan (University of Miami, USA), Dr. Peter J. Gleckler (Lawrence Liv-
ermore National Laboratory, USA), Dr. Sergey K. Gulev (Shirshov Institute of Oceanology,
Russia), Dr. Elizabeth C. Kent (Southampton Oceanography Centre, UK), Prof. Gerrit de
Leeuw (TNO Physics and Electronics Laboratory, The Netherlands), Prof. Wade R. McGillis
(Columbia University, USA), PD Dr. Rolf Philipona (World Radiation Center, Switzerland),
Dr. Shawn R. Smith (Florida State University, USA), Dr. Andreas Sterl (Royal Netherlands
Meteorological Institute, The Netherlands), Dr. Peter Taylor (Southampton Oceanography
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Centre, United Kingdom) and Dr. Robert A. Weller (Woods Hole Oceanographic Institution,
USA).

Recently, a collaboration has started with Prof. Detlef Stammer and Dr. Martin Gade
(Institute of Oceanography, University of Hamburg, Germany), Dr. Gerhard Peters (Mete-
orological Institute, University Hamburg, Germany) and Dr. Bernd Schneider (Baltic Sea
Research Institute, Rostock-Warnemünde, Germany). Within the SOPRAN project (Surface
Ocean Processes in the Anthropocene), joint measurements will be conducted in the Baltic
sea in which the novel techniques to measure the transport of energy, momentum and mass
will be employed. At the same time gas fluxes will be measured from eddy correlation and
waves slopes from radar backscatter. An aim will be taken at a physically based parametriza-
tion, that will also allow to estimate transfer velocities from satellite products, thus improving
currently available global maps of air-sea gas exchange.

In a collaboration with Prof. Gerhard H. Jirka and Dr. Herlina (Institute for Hydrome-
chanics University of Karlsruhe, Germany), as well as Johannes Gérson Janzen (São Carlos
School of Engineering – University of São Paulo, Brazil) active thermographic techniques were
applied to research in grid stirred turbulence.

The water relations in plant leaves and the fluid flow of the xylem were measured in the
context of a project with the Research Center Jülich. Beyond the scope of this project, refined
measurements were conducted in collaboration with Prof. Ulrich Schurr (Institute of Chem-
istry and Dynamics of the Geosphere ICG-III: Phytosphere, Research Center Jülich, Germany)
and Dr. Roland Pieruschka (Carnegie Institution of Washington, Stanford University, USA).

Within the Priority Program on "‘Image Measurements in Fluid Mechanics (DFG-SPP1147)"’
(JA 395/11-2) novel techniques were developed and tested in microfluidic flow together with
Dr. Volker Beushausen and Karsten Roethmann (Laser-Laboratory Göttingen e.V., Ger-
many). Currently, in a collaboration with Dr. Volker Beushausen and Dr. Jochen Scholz
(Laser-Laboratory Göttingen e.V., Germany) an extension of the presented techniques to fuel
air ratio light induced fluorescence (FAR-LIF) measurements and Ramanography, where only
two images are available, is underway. Here a low signal to noise ratio and little temporal
information poses new challenges.
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Estimation of Motion
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Chapter 2

Models of Motion

2.1 Introduction

The topic of this thesis is to measure and model fluid dynamic processes. These processes
are visualized with various imaging techniques, depending on the application. The imag-
ing techniques exhibit high spatial and temporal resolution. Also, they make non-invasive
measurements possible, where standard invasive techniques fail. However, these techniques
visualize the effect of moving structures in terms of gray value changes in the imager. They
present no direct means of measuring fluid dynamic processes. Hence, the task of measuring
fluid dynamic processes from image driven techniques represents a classical inverse problem.
In contrast to forward problems, in which model parameters are known in advance and a
prediction is sought, in inverse problems we try to infer these model parameters from data.
The dependence of forward and inverse problems can be broken down to

forward problem: model parameters → model → prediction of data
inverse problem: data → model → estimate model parameters

Central to both problems is of course the model. Starting from the model, both forward
and inverse problem differ only in the a priory knowledge of model parameters or their es-
timation from observations. Here, a model can be thought of as a simplified description of
observable processes. The models being used in inverse theory should be as simplistic as pos-
sible, while still describing the processes with the required accuracy. This is an application of
the lex parsimoniae stated by Ockham as “entia non sunt multiplicanda praeter necessitatem”.
Ockham’s razor expresses the fact that as few assumptions as possible should be made in order
to explain a given phenomenon.

This chapter will present and develop a number of models that will build the basis for solv-
ing the inverse problem. Common to all these models is their connection in between motion
on the one hand and intensity changes on the other. There is a vast range of different model
that can be formulated in the same framework presented in this work. Here, only a short
overview will be given of the models used in applications presented in this thesis. Noteworthy
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extensions would be multiple motions [Mota et al., 2001; Mühlich and Aach, 2006], such as
additive or multiplicative transparent motion. It can be shown that this type of motion prob-
lem can be formulated in the same framework. Solutions to all the motion models presented
in this chapter will be introduced in Chapter 3.

This chapter is organized as follows: Section 2.2 will present the most basic model of motion
and its relation to brightness changes in image sequences. As will be seen, this model assumes
constant translation of objects. The complexity of this model can be increased by allowing
parametric motion models, presented in Section 2.3. Here the relative motion is formulated
by affine transformation in Section 2.3.1 or planar patches in Section 2.3.2. These models can
be generalized by formulating them as Lie groups which is done in Section 2.3.3. Section 2.4
will demonstrate how models can be formulated in the presence of multiple spectral channels
or color images. Very often in natural scenes or scientific applications, the brightness of object
along their trajectories does not remain constant. These types of brightness changes will be
addressed in Section 2.5 and formulated in a very general framework in Section 2.5.1. Special
expressions will be presented in Sections 2.5.2, 2.5.3 and 2.5.4, where linear brightness changes
will be looked at, exponential brightness changes and brightness change due to diffusion,
respectively. Section 2.6 will look at range flow and show how 3D velocity data can be
formulated in a motion equation for this type of applications. In some scientific applications,
integrating a marker over velocity profiles will lead to intensity changes due to the flow. This
will be shown in Section 2.7, where results will be presented of such an integration over plane
Couette flow in Section 2.7.1 as well as Taylor dispersion in plane Poiseuille flow in Section
2.7.2. These expressions to n-th order profiles will be generalized in Section 2.7.3. This chapter
will be concluded with Section 2.8 where a brief summary of motion models will be given.

2.2 Constancy of Gray Values

A very common assumption in optical flow computations is the brightness change constraint
equation (BCCE) [Horn and Schunk, 1981]. It is assumed that the image brightness of a scene
point remains constant in a spatio-temporal neighborhood. That is the image intensity I at
the location (x, y) at time t stays the same in a time interval ∂t during which a translation
by (∂x, ∂y) took place. This brightness constancy model can be formulated as

I (x+ ∂x, y + ∂y, t+ ∂t) = I (x, y, t) . (2.1)

Developing this equation up to first order in a Taylor series expansion leads to

I (x+ ∂x, y + ∂y, t+ ∂t) = I(x, y, t) +
∂I

∂x

dx

dt
∂t+

∂I

∂y

dy

dt
∂t+

∂I

∂t
∂t+O(u2). (2.2)

The well known brightness change constraint Equation (BCCE) [Fennema and Thompson,
1979; Horn and Schunk, 1981] is then derived by simplifying Equation (2.2) and differentiating
with respect to time, leading to

dI

dt
=
∂I

∂t
+
∂I

∂x

dx

dt
+
∂I

∂y

dy

dt
= It + (u∇)I = 0. (2.3)
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Figure 2.1: Illustration of the brightness change constraint equation. A one dimensional gray value
distribution is moved along the x-axis. During the translation from point x0 to x0 + δx the gray value
distribution stays the same over the period δt. This can be formulated as dI/dt = 0.

With the optical flow u = [dx/dt, dy/dt]> = [u1, u2]>, the spatial gradient ∇I and the partial
time derivative It = ∂I/∂t. This formulation of the BCCE states that the image brightness
I(x, t) at the location x = [x1, x2]> should change only due to motion, that is, the total
derivative of its brightness has to vanish, which is illustrated in Figure 2.1. Schunk [1986]
and Verri and Poggio [1989] proved that this assumption holds provided that no illumination
changes are present and the surface of the object are Lambertian in nature. In the following
it is always assumed that the optical flow is to be computed for two dimensional data. In
the case of volumetric or even higher dimensional data, the BCCE of Equation (2.3) and
subsequent results can readily be extended by introducing additional terms similar to the two
dimensional ones.

Higher order differentials of the gray values can also be formulated to similar constancy
equation. For example, the constancy of the gradient as introduced by Uras et al. [1988] can
have invariant properties with respect to additive brightness changes along properties. Papen-
berg et al. [2006] summarized several such constancy constraint equations. They will not be
considered in the context of this work. This is due to the fact that in the scientific applications
under consideration, the brightness and changes thereof are of physical significance. This in-
formation is lost by formulating constancy equations on derivatives of gray values. Also, if
intensity changes are not additive, but underly different physical processes such as diffusion,
then the gradients change due to this process, making the gradient constancy equation inap-
plicable. Ways of formulating constraint equations that take such effects into account will be
presented in Section 2.5.

2.3 Parametric Motion Models

The formulation of the BCCE in the previous section is generally only satisfied for orthographic
projection and pure translational motion parallel to the scene [Beauchemin and Barron, 1995].
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Figure 2.2: Parameterization of affine flow model. The elementary geometric transformations of
divergence, rotation, stretching and shear.

However, these hypotheses are not met by a number of applications which motivated the
investigation of constraints applicable to a wider range of conditions. In this section the BCCE
will be extended to cope with an arbitrary motion on the image plane. The prerequisite of
constancy of brightness along trajectories still holds. This will be dropped in Section 2.5.

2.3.1 Affine Transformations

It is common in computer vision to model the velocity field u in a local neighborhood by an
affine flow model [Black and Anandan, 1996; Farnebäck, 2000; Fleet, 1992]:

u = t + Ax =

[
t1
t2

]
+

[
a1 a2

a3 a4

][
x

y

]
=

[
a1 a2 t1
a3 a4 t2

] x

y

1

 = Ã · x̃, (2.4)

where t = [t1, t2]> represent the constant translation of the center of the neighborhood and
x = [x, y]> represents the relative position of pixels in the neighborhood to its center. A
sketch of the possible transformation described by this model is shown in Figure 2.2.

The parameters of the affine transformation matrix A can be used directly to estimate
convergence and divergence of the flow field. This model is a superposition of uniform motion,
rotation, dilation and shear. This can be seen by noting that

div(v) = ∂xvx + ∂yvy = traceA = a1 + a4, shA = ∂xvx − ∂yvy = a1 − a4

rot(v) = ∂xvy − ∂yvx = a2 − a3, shB = ∂xvy + ∂yvx = a2 + a3

We can thus superimpose the matrix of affine transformations by

A =
1

2
[div(v)E0 + Shr(v) + rot(v)E3] , (2.5)

where Shr(v) = shA(v)E1 + shB(v)E2 and

E0 =

[
1 0

0 1

]
, E1 =

[
1 0

0 −1

]

E2 =

[
0 1

1 0

]
, E3 =

[
0 −1

1 0

]
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Inserting the affine motion model into the standard BCCE of Equation (2.3) yields

0 = It +
(
Ã · x̂

)
∇I

=
[
Ix Iy xIx yIx xIy yIy It

]
·
[
t1 t2 a1 a2 a3 a4 1

]>
= d · p = 0. (2.6)

Here subscripts denote spatial derivatives along the coordinates indicated.

2.3.2 Planar Model

Another model used is the one propagated by Waxman and Wohn [1985]. It has been used
successfully by Black and Anandan [1996] and assumes that regions of piecewise-smooth image
intensities correspond to planar surfaces in a scene. The planarity of local surfaces can be
extended to include 2nd order curved surfaces. This kind of model is described by 8 parameters
and can be formulated as

u = t + Ax + Xa =

[
t1
t2

]
+

[
a1 a2

a3 a4

][
x

y

]
+

[
x2 xy

xy y2

][
a5

a6

]

=

[
a1 a2 a5 0 a6 t1
a3 a4 0 a6 a5 t2

]
·
[
x y x2 y2 xy 1

]>
= Ã · x̃. (2.7)

In both Equations (2.4) and (2.7) the parameter t = [t1, t2]> represent the neighborhood
center velocity whereas the ai are 1st or 2nd order velocity derivatives.

As shown previously in the case of the affine motion model, the standard BCCE of Equation
(2.3) can be extended to include this planar model. This extension results in

0 = It +
(
Ã · x̂

)
∇I

=
[
Ix Iy xIx yIx xIy yIy x2Ix + xyIy xyIx + y2Iy It

]
·
[
t1 t2 a1 a2 a3 a4 a5 a6 1

]>
= d · p = 0. (2.8)

Commonly used parameterizations include those that try to model 3D affine motion of
planar patches under projective geometry [Tsai and Huang, 1981] or polynomial models that
approximate the optical flow field by a variable number of parameters [Karczewicz et al., 1997].
A compilation of different parameterizations can be found in Stiller and Konrad [1999].

2.3.3 Lie Groups

A more general parameterization of the flow field can be derived by replacing the flow vector u
by a generalized transformation S(r,a) [Garbe et al., 2003b; Haußecker and Spies, 1999]. In
this notation a = [a1, . . . , ap]

> is the p-dimensional parameter vector and S = [S1, . . . , Sn]>
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2.3 Parametric Motion Models 2 Models of Motion

an invertible transformation acting on an element r = [r1, . . . , rn]> in the spatio-temporal
space IRn, that is

r = S(r′,a) and r′ = S−1(r,a). (2.9)

The generalized transformation S is taken to be infinitely differentiable in r and analytical in
a. From the above properties of S and r = S(r, 0) it follows that S forms a one-parameter
Lie group of transformations [Olver, 1986]. Therefore, the vector r can be expanded in a
Taylor series about a = 0 as

r = r′ +

p∑
i=1

ai
∂S(r′,a)

∂ai
. (2.10)

Given a brightness function I(r) its dependence on the transformation parameters ai can be
derived to be

∂I(r)

∂ai
=

n∑
j=0

∂I

∂rj

∂rj
∂ai

=

n∑
j=0

∂I

∂rj

∂S(r′,a)

∂ai
= LiI(r), (2.11)

where Equation (2.10) was used. The infinitesimal generator of the Lie group Li, i ∈ {1, . . . , P}
is defined as

Li =

n∑
j=0

∂Sj
∂ai

∂

∂rj
. (2.12)

Using Equation (2.11) in expanding the brightness function I(r) about r′ with respect to the
parameters ai yields

I(r) = I(r′) +

p∑
i=1

ai
∂I(r′)

∂ai
= I(r′) +

p∑
i=1

aiLiI(r′) . (2.13)

With the assumption of brightness conservation I(r) = I(r′) this equation reduces to the
parametric brightness change constraint equation (PBCCE) given by

p∑
i=1

aiLiI(r′) = (LI)>a = 0, with (LI) ∈ IRp,a ∈ IRp. (2.14)

This equation is similar to the traditional BCCE where the spatio-temporal gradient is replaced
by the p-dimensional vector of Lie derivatives Lg = [L1g, . . . ,LpI]>. It can easily be shown
that the PBCCE reduces to the BCCE for the case of constant translation S(r,a) = r +

a with the translation vector a = [δx, δy, δt]> and the resulting generators L1 = ∂/∂x,
L1 = ∂/∂y and L1 = ∂/∂t. Also the affine transformation of Equation (2.4) as a special
case of this PBCCE can be verified straightforwardly by noting that S(r,a) = Ar + t with
a = [a1, . . . , a4, t1, t2, 1]>. The infinitesimal generators can than be derived as L1 = x∂/∂x,
L2 = y∂/∂x, L3 = x∂/∂y, L4 = y∂/∂y, L5 = ∂/∂x, L6 = ∂/∂y and L7 = ∂/∂t. The
presented parameterization by Lie groups has previously been successfully used for estimating
the optical flow [Duc, 1994, 1997]. This formulation has some practical advantages as a
number of transformations can be invariantly decomposed, such as the optical flow induced
by perspective projection onto the image plan with added camera rotation [Kanatani, 1990].
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2 Models of Motion 2.4 Multi Channel

2.4 Multi Channel

This approach of estimating motion according to Equation (2.3) is not limited to gray value
image sequences. It can readily be extended to spectral image sequences, of which color
sequences are a special case. For this type of problem not only the one constraint Equation
(2.3) is given at the pixel position as is the case for gray value images. Moreover one such
equation results from each spectral channel. For the case of n spectral channels the resulting
system of n equations is given by

u1 · ∂F1
∂x + u2 · ∂F1

∂y + ∂F1
∂t = [F1,x, F1,y, F1,t] · [u1, u2, 1]> = d1 · p> = 0

u1 · ∂F2
∂x + u2 · ∂F2

∂y + ∂F2
∂t = [F2,x, F2,y, F2,t] · [u1, u2, 1]> = d2 · p> = 0

...
...

... =
...

... =
...

... = 0

u1 · ∂Fn∂x + u2 · ∂Fn∂y + ∂Fn
∂t = [Fn,x, Fn,y, Fn,t] · [u1, u2, 1]> = dn · p> = 0

.

(2.15)
The different spectral channels are denoted by F1 . . . Fn. In color image sequences the channels
[F1, F2, F3] are given in the RGB color space by the red, green and blue channel respectively
[Ohta, 1989]. Depending on the application it might be beneficial to formulate the problem in
a different color space, such as the HSV space, where [F1, F2, F3] correspond to hue, saturation
and value [Golland and Bruckstein, 1997]. More general, the F1 . . . Fn can be the channels of
multi spectral image sequences such as those present in remote sensing applications.

In this framework it is also possible to express the output of different operators on image
sequences as the different channels F1 . . . Fn. For example, the gradients in x and y direction
of an image can be thought of as two such channels F1 and F2. According to Equation (2.15)
this leads to second derivatives of image intensities. Constraint equations of this type have
been proposed by Nagel [1983, 1987] and Tretiak and Pastor [1984]. The resulting equation
of this form is given by [Uras et al., 1988]

(∇∇I(x, t))u> = −∇It(x, t). (2.16)

Formulating the motion model with channels that are representations of filter responses is
only beneficial if the resulting channels are linearly independent.

2.5 Changes in Image Intensities

Currently, the BCCE from Equation (2.3) in terms of different parametric models has been
extended. All of these motion equation have in common that the brightness of objects has
to remain constant along their trajectory. This will lead to errors if brightness changes along
motion trajectories occur. A sketch of such a process can be seen in Figure 2.3. Without
taking brightness changes into consideration, the displacement vectors point in the wrong
direction.

This section will introduce models that will allow changes in image intensities. Because
brightness changes are always present in natural scenes, this will increase the accuracy of the
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Figure 2.3: Illustration of the brightness change constraint equation. A one dimensional gray value
distribution is moved along the x-axis. During the translation from point x0 to x0 + δx the gray
value distribution is changed according to a diffusion process. The BCCE estimates the optical flow u

incorrectly.

motion models. Also, a number of scientific applications model physically motivated brightness
changes. These brightness changes are often more important to the application than the actual
motion field u = [u1, u2]>. In Garbe [2001] details concerning these brightness changes can
be found. Therefore, a short introduction and a focus more on applications will be given here.

2.5.1 The Extended Brightness Model

In the context of this work the imaged processes change the image brightness according to the
underlying physical processes. Rather than just extending the BCCE in order to gain more
accurate optical flow fields under changing illumination, the parameter of intensity change
have a significant physical meaning. This is the case in heat flux measurements at the sea
surface [Garbe et al., 2004] or in quantifying water transport and heat transfer in plant leaves
[Garbe et al., 2002d]. A closer look will be taken at these applications in Sections 7.7 and 9
respectively.

In order to make the technique presented in the context of this work applicable to a wide
range of scientific applications, a more general extension of the BCCE is chosen [Haußecker
et al., 1999; Haußecker and Fleet, 2001; Garbe, 2001]. The brightness of a moving pattern is
allowed to change according to an analytical function h, that is

I(x) = h(I ′(x), b), and I ′(x) = h−1(I(x), b), (2.17)

where h(I(x), b) is a scalar invertible transformation with the q-dimensional parameter vector
b = (b1, . . . , bq)

> and the identity element h(I(x), 0) = I(x). In the case of h being analytical
with respect to b the brightness variation can be expanded into a Taylor series around b = 0,
hence

I(r) = I ′(r) +

q∑
k=1

bk
∂h

∂bk
. (2.18)
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a b c

Figure 2.4: Image from a sequence with the corresponding 2D optical flow and the total derivative of
the temperature.

A generalization of the BCCE, in the following referred to as GBCCE, can be derived by
making use of this equation together with Equation (2.13)

I ′(x)− I ′(x′) =

p∑
i=1

aiLiI(x′)

⇔ I(x)− I ′(x′) =

p∑
i=1

aiLiI(r′)−
q∑

k=1

bk
∂h

∂bk
= 0. (2.19)

For the special case of constant brightness (b = 0) this equation reduces to the PBCCE from
Equation (2.14). In the derivation of Equation (2.19) I(r) = I ′(r′) is used, which is due to
the fact that the initial brightness I shifted from r to r′ leads to the primed brightness I ′ at
r′.

Equation (2.19) can of course be written in vector notation, reducing to

d>p = 0, with d ∈ IRp+q,p ∈ IRp+q, (2.20)

with the data term d =
[
(LI)>, (∇bh)>

]> and the parameter vector p = [a>,−b>]>, where
∇b represents the gradient with respect to the parameters b.

With the formulation of the generalized brightness change constraint Equation (2.20) it is
now possible to estimate reliable optical flow in applications where the BCCE failed due to
its limitations. Moreover, in scientific applications the image intensity change might be due
to physical phenomena, the parameters of which can be estimated very elegantly according to
Equation (2.20).

2.5.2 Linear Brightness Change

The simplest model of brightness change is that of a locally linear change over time. This is
achieved by requiring that

I (x+ ∂x, y + ∂y, t+ ∂t) = I (x, y, t) + c (x, y, t) ∂t. (2.21)

This type of brightness change can widely be used since it presents a first approximation if no
further knowledge about the intensity change can be found.
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a b c d

Figure 2.5: Exponentially decaying heat spot at a wavy water surface. In a and b are the 1st and
9th image of a sequence. The optical flow field computed from the standard BCCE is shown in c, and
that, estimated with an exponential decay model, is shown in d.

For constant translation the coordinate transform S in Equation (2.9) is given as

S(r,a) = r + a, (2.22)

where the parameter of the transformation a = (δx, δy, δt)> denotes the translation vector to
be estimated. Following Equation (2.12) the infinitesimal generators are given as

L1 =
∂

∂x
, L2 =

∂

∂y
and L3 =

∂

∂t
(2.23)

and the brightness change function h as

h(I(r), b) = c · b. (2.24)

Consequently ∂h(I(r), b)/∂b = c and the GBCCE (2.20) can be formulated yielding

d>p = [−1, Ix, Iy, It] · [c, u1, u2, 1]> = 0, (2.25)

where the subscripts denote partial derivatives.

This equation of linear brightness change was first introduced by Negahdaripour and Yu
[1993]. It allows accurate optical flow computations under nonuniform illumination [Nomura
et al., 1995] or in scenes with a moving light source [Haußecker and Fleet, 2001]. When no
further information is available regarding the physical processes of lightness change, linear
changes present a good first order approximation.

For measuring transport processes at the air-sea interface, this type of motion equation
was used for measuring the net heat flux at the air-sea interface [Garbe et al., 2003b, 2004].
This will be presented in Section 7.7.2. An example of such a motion estimation can be seen
in Figure 2.4. It has also been successfully applied for optical flow computations in range
data, that is on images where distances to the imaging system are coded as gray values [Spies,
2001; Barron and Spies, 2001; Garbe et al., 2002e]. This type of problem will be introduced
in Section 2.6.

2.5.3 Exponential Decay

A more elaborate model of brightness change than the linear model is that of exponentially
decreasing intensities. This type of model was first used by Haußecker et al. [1999] to measure
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Figure 2.6: Fluid flow in an U pipe. Depth is measured through exponential decay of Lambert-Beer’s
law. This allows to measure 3D velocity from Equation (2.27). Pictures taken from Jehle [2007].

a decaying heat spot at the sea surface. This can be seen in Figure 2.5. Another important
application of this type of model is the visualization of chemical reactions. On global scales,
satellites can measure chemical species in our atmosphere, the motion of which has then to be
estimated with an exponential decay model. On smaller scales, the exponential decay can be
used when light is attenuated due to Lambert-Beer’s law. One application will be presented
in Section 7.8.2, where the motion of heated water parcels is measured from infrared ther-
mography. Another application in the visible spectrum is presented by Jehle [2007]. Here,
light of particles is attenuated by a special dye in the fluid. The attenuation follows again
Lambert-Beer’s law and can be directly correlated to the depths of particles inside the fluid.
Results of this technique are shown in Figure 2.6.

The differential equation for an exponential decay of the brightness is given byH(I0, t, a) =

I0 exp(−κt). Together with Equation (2.19) this leads to the following motion model

f(I0, t, κ) =
dI

dt
= −κI0 exp(−κt) = −κI. (2.26)

This equation can be expressed in vector notation, leading to

d>p = [κ, Ix, Iy, It] · [I, u1, u2, 1]> = 0. (2.27)

Partial deprivates are denoted by subscripts and κ is the constant of exponential decay.

2.5.4 Diffusion Processes

Diffusion is the process by which matter is transported from one part of a system to another
due to random molecular motions driven by a concentration gradient. In the transport of heat
by conduction, energy is also transported by random molecular motions, where the transfer
comes about due to a temperature gradient. As can be deducted by intuition there exists
a strong analogy between the two processes. This was first recognized by Fick [1855], who
derived diffusion on a quantitative basis by adopting the mathematical framework of heat
conduction derived earlier by Fourier [1822]. The theory of diffusion in isotropic substances is
therefore based on the hypothesis that the rate of transfer of the diffusing substance through
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a b c

Figure 2.7: Isotropic diffusion of heat in a polymer heated with a laser. In a and b two frames of the
sequence are shown and in c the computed diffusivity and optical flow field. The images were recorded
with an infrared camera.

a unit area of a section, also referred to as the flux of the substance j, is proportional to the
concentration gradient measured normal to the section, that is

j = −D∇C. (2.28)

In this equation, which is also known as Fick’s First Law, the concentration gradient of the
diffusing substance is denoted by ∇C and the diffusion coefficient by D.

Fick’s Second Law describes the non-steady state. The rate of change of a concentration
in a given volume is given by the efflux through the volume’s boundary. This results to

∂C

∂t
= ∇ (D∇C) = D∆C, (2.29)

where ∆I = (∂2I/∂x2 + ∂2I/∂y2) is the Laplace operator. The last transform is valid only
for a scalar, isotropic diffusivity D.

In digital image processing, the gray values correspond to the concentration C in Equation
(2.29). The corresponding equation is then given by[

−∆I Ix Iy It

]
·
[
D u1 u2 1

]
= D · p = 0, (2.30)

where D is the constant of diffusivity. An example of such a process is the conduction of heat
in an isotropic material. Results of such an image sequence recorded with an infrared camera
are presented in Figure 2.7.

The case of a direction dependent diffusion, the constant of diffusivity is in fact a tensor
D. Therefore, the last simplification in Equation (2.29) is not valid. This yields

Ix · u1 + Iy · u2 + It −∇ (D ·∇) I = 0, (2.31)

with the anisotropic diffusion tensor D. This tensor is given by

D =

[
d00 d01

d10 d11

]
=

[
d00 d10

d10 d11

]
, (2.32)
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where use was made of the fact that the diffusion tensor D is a symmetric tensor, that is
dij = dji. Inserting this expression in Equation (2.31) leads to the following vector equation[

Ix Iy −Ixx −Iyy −2Ixy It

]
·
[
u1 u2 d00 d11 d10 1

]>
= 0. (2.33)

2.6 Range Flow

a b

c d

Figure 2.8: a shows the intensity data of crumbled paper and b the corresponding range data. A
rendered image of the range data is shown in c, while the same with the projected intensity data is
shown in d.

Range images provide the three-dimensional shape of the sensed object surfaces in the field
of view. This geometric information has turned out to be very useful for a variety of vision
tasks, such as segmentation, object recognition, industrial inspection, reverse engineering and
collision detection. Range data are 2D+t image sequences, encoding the distance from the
range sensor to the objects in gray values. Range sensors can be highly accurate scanning laser
systems, but also novel instantaneous systems such as photonic mixer device (PMD) cameras
are becoming increasingly popular [Schwarte et al., 1999].

The instantaneous velocity field that describes the motion of a deformable surface has been
denoted range flow when derived from sequences of range data sets [Yamamoto et al., 1993].
Together with the 3D structure the range flow field can be used to study the dynamic changes
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of such surfaces.

A time varying surface may be viewed as a depth function Z(X,Y, t). If the object under
consideration is made up of local planar patches then this function can be expressed by its
first order Taylor series expansion as:

Z(X,Y, t) = Z0(t) + ZXX(t) + ZY Y (t) , (2.34)

where the ZX , ZY denote the partial derivatives with respect to X and Y respectively. Here
X,Y are the local world coordinates around the point of interest. The change in depth with
time then becomes:

dZ

dt
=
∂Z0

∂t
+ ZX

dX

dt
+ ZY

dY

dt
+X

dZX
dt

+ Y
dZY
dt

. (2.35)

Under the assumption that the infinitesimal motion of the patch is a pure translation, i.e. the
slope does not change (dZX

dt = dZY
dt = 0), this can be written as:

U3 = ZXU1 + ZY U2 + Zt . (2.36)

The local displacements form the range flow field denoted by: U = [U1 U2 U3]T = d
dt [X Y Z]>.

Equation (2.36) is called the range flow constraint equation [Yamamoto et al., 1993]. The same
equation has also been termed the elevation rate constraint equation [Horn and Harris, 1991].
We identify the general constraint equation:

dz · p> = 0, with dz = [ZX ZY − 1 Zt]
>,p = [U1 U2 U3 1]> . (2.37)

In order to evaluate the range flow motion constraint Equation (2.36) the derivatives of the
depth function with respect to world coordinates have to be computed. This is not entirely
straightforward for unevenly sampled data. For moderate inclination angles the derivatives
can however be approximated by derivative filters in the image domain [Spies et al., 2002b].

Apart from the 3D structure information discussed so far, optical range sensors also return
an intensity value of the observed surface. An example of such range data together with the
intensity data is shown in Figure 2.8. Clearly, all the available information should be exploited
for the motion model. In order to derive another constraint equation it is reasonable to assume
that the intensity of an observed point remains the same for moderate depth changes. Thus,
all changes in intensity are attributed to motion in the horizontal plane, similar to the optical
flow model as presented in Section 2.2. This yields another constraint equation:

0 = IXU1 + IY U2 + It → dI = [IX IY 0 It]
> ; p = [U1 U2 U3 1]> . (2.38)

Because it was assumed that the intensity is not altered by changes in the distance, it is
not possible to infer any information about the vertical motion U3. However, the intensity
constraints both U1 and U2. We can thus combine the two equations of motion (2.37) and
(2.38) by a weighted adding, leading to

dz · p> = 0, with p = [U1 U2 U3 1]> and (2.39)

d = dz + λdI = [ZX + λIx, ZY + λIy,−1, Zt + λIt]
> ,
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2 Models of Motion 2.7 Flow Profiles

where λ is a scalar used for weighting the intensity channels against the depth channels.
This weighting can be important when the two channels are corrupted by noise of different
magnitude.

2.7 Flow Profiles

2.7.1 Plane Couette Flow

a

u(z)

z

x
0

δ
U

b

u(z)

z

x
0

δ
U

Figure 2.9: Flow between parallel plates. The bottom plate is stationary, the upper one moving to
the right at the velocity U . In a an additional pressure gradient dp/dx < 0 is driving the fluid, in b
Plane Couette flow is shown (dp/dx = 0).

The equation of motion for a flow of uniform density ρ is given by the Navier-Stokes
equation for an incompressible fluid [Kundu, 1990]:

du

dt
= g − 1

g
∇p+

µ

ρ
∇2u, (2.40)

where µ is the viscosity and ν = µ/ρ is the kinematic viscosity. g is the acceleration of gravity
and ∇p is a pressure gradient incident on the fluid. u is the fluid velocity we are interested
in. If the body of fluid is at rest, the pressure is hydrostatic (gρ = ∇ps), resulting in

du

dt
= −1

ρ
∇pd + ν∇2u, (2.41)

where pd = p− ps is the pressure change due to dynamic effects.

Due to the nonlinear advection term u∇u in the Navier Stokes equation, this equation can
be solved in closed form for a few special cases only. In general, exact solutions are possible
for vanishing nonlinear advection term [Kundu, 1990]. An example of such a special case is
the developed flow between infinite parallel plates.

Such a flow is generally driven by a combination of an externally imposed pressure gradient
and the motion of the upper plate at uniform velocity U , as shown in Figure 2.9. The two
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plates are separated by the distance δ. The 2D configuration of the flow requires ∂w/∂y = 0.
In the developed flow, characteristics are also invariant along the x direction, so that continuity
requires also ∂w/∂z = 0. Since at the boundary w = 0 at z = 0, it follows that the flow is
parallel to the walls or w(z) = 0. The x- and z-momentum equations are then given by

0 = −1

ρ

∂p

∂x
+ ν

d2u

dz2
(2.42)

0 = −1

ρ

∂p

∂z
. (2.43)

Integrating the x momentum equation twice leads to

0 = −z
2

2

dp

dx
+ µu+ az + b. (2.44)

p is a function of x alone, which allows to write ∂p/∂x = dp/dx. The constants of integration
a and b have to be solved from the boundary conditions of the flow. From the lower boundary
condition u(0) = 0 at z = 0, b is required to be b = 0. The upper boundary u(δ) = U at z = δ

leads to a = δ(dp/dx)/2− µU/δ. This results in the equation

u(z) =
z · U
δ
− z

2µ

dp

dx
(δ − z) . (2.45)

From the knowledge of this velocity the volume rate of flow per unit width of the channel Q
and the mean velocity < u > as well as the shear stress τ can be estimated to

Q =

∫ δ

0
udz =

δ

2
U − δ3

12µ

dp

dx
=
δ

2
U

[
1− δ2

6µU

dp

dx

]
(2.46)

< u >≡ Q

δ
=

U

2

[
1− δ2

6µU

dp

dx

]
(2.47)

τ = µ
du

dz
=

µU

δ
− dp

dx
(δ − z) . (2.48)

In the case of plane Couette flow, illustrated in Figure 2.9b, the flow is driven by the
motion of the upper plate alone, without any externally imposed pressure gradient. For this
case, Equations (2.45) - (2.48) reduce to

u(z) =
z · U
δ

, < u > =
U

2
(2.49)

τ =
µU

δ
, Q =

δ

2
U (2.50)

Looking at a slight modification of the above configuration, a more general case would be
that both plates are moving. The one on top (at z = δ were δ is the separation of the plates)
is moving with the velocity u(z = δ) = Uδ, the bottom one at z = 0 is no longer stationary
but moving with the velocity u(z = 0) = U0. This slight change in the boundary conditions
leads to the following expression for a and b in Equation (2.44):

a =
µ

δ
(U0 − Uδ) +

δ

2

dp

dx
, and b = −µU0. (2.51)
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Figure 2.10: Sketch of a marker in plane Couette Flow written with at time t0 in subsequent time
steps t1 − t4 in a. The marker is sheared due to the flow. Shown in b is the depth integration of the
marker, as visualized with the camera.

This leads to the velocity profile u(z) to be given by

u(z) =
z

δ
(Uδ − U0) + U0 −

z

2µ

dp

dx
(δ − y) , (2.52)

and the derived quantities Q, < u > and τ by

Q =

∫ δ

0
u(z) dz =

δ

2
(Uδ + U0)− δ3

12µ

dp

dx
(2.53)

< u >≡ Q

δ
=

1

2
(Uδ + U0)− δ2

12µ

dp

dx
(2.54)

τ = µ
du

dz
=

µ

δ
(Uδ − U0)− 1

2

dp

dx
(δ − 2z) . (2.55)

It is evident that these equations make sense as they reduce to Equations (2.45)- (2.48) for
U0 = 0. Also, the motion of the lower plate can be thought of as a change in the frame of
reference, which leaves the gradients untouched.

In the event that no external pressure is driving the flow, that is dp/dx = 0, Equations
(2.52) - (2.55) simplify to

u(z) =
z

δ
(Uδ − U0) + U0, < u > =

1

2
(Uδ + U0) (2.56)

τ =
µ

δ
(Uδ − U0) , Q =

δ

2
(Uδ + U0) . (2.57)

Plane Couette flow might seem of academic interest only. However, it is a very good
approximation of a number of shear driven flows. It can be used to describe the velocity
structure at the wind driven sheared interface between atmosphere and ocean, as will be
presented in Section 7.8. The model of plane Couette flow is an even better approximation of
the air-water boundary condition in the event of a surfactant covered interface. This is due
to the fact that surfactants suppress waves and can be thought of as a rigid interface.
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For a number of scientific and industrial applications, it is of interest to accurately measure
the flow and velocity profile of the plane Couette flow. This is a straight forward task when the
flow is accessible from the side (along the y-axis in Figure 2.9). In this case the velocity can
be measured at a range between the two plates and the gradient with respect to z computed.

Very often, it is not possible to measure the fluid flow in this fashion, since the flow is
not accessible from the side. This can either be due to the minute separation of the plates in
microfluidic applications or because a very small boundary layer is modulated by relatively
high waves at the air-water interface. Under these circumstances, it might be necessary to
measure the flow through either the top of bottom plate in technical applications or from the
above the air-water interface. As in most fluid flow applications, a marker has to be introduced
to visualize the flow. In microfluidic flows this can be done with caged dyes, which will be
discussed in Chapter 8. Heat can also be used as a marker visualized with infrared cameras.
This technique will be pursued in Section 7.8. The problem of using these techniques is that
the marker is not visualized in one well defined layer between the two plates. Moreover, due
to experimental constraints, the marker is integrated across the distance separating the two
plates. Due to this integration, the markers appear to be smeared by the motion, a process
that is also known as Taylor dispersion in the case of parabolic profiles (cf Section 2.7.2). In
order to estimate motion correctly under these circumstances, this integration of the marker
over the separation of the plates has to be modeled adequately.

As has been shown earlier, the velocity profile in plane Couette flow is given by Equation
(2.49) in the case of stationary plate at the bottom of the flow (v(z = 0) = 0) and by
Equation (2.56) otherwise. This leads to the following time dependence of the position of a
marker attached to the flow at t = t0 = 0 for both cases, respectively:

xU0=0(z, t) =
z

δ
U · t =

z

µ
τ · t and (2.58)

xU0(z, t) =
z

δ
(Uδ − U0) · t+ U0 · t =

z

µ
τ · t+ U0 · t. (2.59)

It shall be assumed that the fluid elements are marked at time t0 = 0 with an appropriate
technique. Section 8 will present such a technique relying on the activation of caged dyes
with a XeF Excimer laser. In Sections 7.8 and 9 we will heat up water parcels with ca
CO2 laser and visualize them with an infrared camera. Without taking the Lamert-Beer law
into consideration and thus no attenuation with depth, the marker highlights a homogeneous
three dimensional structure inside the viscous boundary layer. A sketch of such a structure is
presented in Figure 2.10a.

Once the structure is written at time t0, it is sheared due to the velocity profile as indicated
in the same figure in successive time steps t1 − t4. In the imaging process the dimension of
depth z is lost through integration. The projection of intensities I onto the surface at z = δ
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is given by

IU0=0(x, t) =

∫ δ·x
U·t

δ·(x−c)
U·t

1 dz =
x · δ
t · U

− (x− c) · δ
t · U

=
c · δ
t · U

=
µ · c
t · τ

and (2.60)

IU0(x, t) =
x · δ

t (Uδ − U0)
− U0 · δ
Uδ − U0

− (x− c) · δ
t (Uδ − U0)

+
U0 · δ
Uδ − U0

=
c · δ

t (Uδ − U0)
=
µ · c
t · τ

. (2.61)

Here c denotes the width of the area marked, as can be seen in Figure 2.10. The expression
for τ was used from Equation (2.50) and (2.57), respectively.

From Equations (2.60) and (2.61) it becomes apparent, that in terms of the visualized
intensity structures I, both cases of boundary conditions (u(z = 0) = 0 and u(z = 0) = U0)
can be treated identically. The only exception is that in the case of a moving bottom “plate”,
the intensities IU0 only depend on the relative velocity ∆U = U0−Uδ. This is ostensivly clear,
since only the frame of reference has changed due to the motion of the bottom boundary at
z = 0. In the following one only needs to be concerned with the case of stationary bottom
boundary condition, knowing that all needed to do is replace U by Uδ −U0 for the other case.

a

t1 t2 t3

v(z)

z

x
0

b

c
b

I

x

t1 t2 t3

Figure 2.11: A sketch of the intensity profile of the dye for a Poiseuille flow at three times t1-t3 is
shown in a together with the velocity profile v(z). The projection of these profiles onto one plate as
seen by the camera is shown in b.

Differentiating Equation (2.60) with respect to time leads to

dI

dt
=

d

dt

(
c · δ
t · U

)
= −1

t
I. (2.62)

Estimating the velocity of the intensity structures subject to a plane Couette type shear
flow with a linear velocity gradient can thus be computed by solving the differential equation
dI/dt = −(t)−1I which can be written in an extension of the BCCE as

dI

dt
= u1

∂I

∂x
+ u2

∂I

∂y
+
∂I

∂t
= −1

t
I. (2.63)
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Rewriting this equation in vector notation leads to

dI

dt
= d> · p =

[
1
t I

∂I
∂x

∂I
∂y

∂I
∂t

]
·
[

1 u1 u2 1
]>

= 0 . (2.64)

This equation can be thought of as the motion equation of density structures visualized
through integration across a plane Couette type flow. Later on in Section 3 it will be shown
how this model can be used to estimate motion from it. An application will be presented in
Section 7.8.

2.7.2 Plane Poiseuille Flow

An expression for plane Couette flow has been developed in the previous section. In this type
of flow a fluid between two plates is driven by the relative motion of them. It was assumed
that no pressure difference was present. In Poiseuille flow, the configuration is again similar.
Once more, a fluid is bounded by two infinite plates separated by a distance δ = 2 ·b. However,
for Poiseuille flow both plates are stationary (Uδ = U0 = U = 0) and the flow is driven only
by a pressure difference dp/dx. In this configuration, Equation (2.45) reduces to

u(z) = − z

2µ

dp

dx
(δ − z) = − z

µ

dp

dx

(
b− z

2

)
=
a

2
z2 − a · b · z with a =

1

µ

dp

dx
. (2.65)

This type of flow and the associated quantities are visualized in the sketch of Figure 2.11 a.

The maximum velocity vmax of the flow is given at the center in between the two plates at
x = b. This velocity and the mean velocity 〈v(y)〉 are thus given by

vmax = v(b) = −a
2
· b2, (2.66)

vmean = 〈v(z)〉 =
1

2b

∫ 2b

0
v(z)dz = −a

3
· b2 =

2

3
vmax. (2.67)

The shear stress τ is found by setting U = 0 in Equation (2.48) which leads to

τ =
dp

dx
(z − δ) . (2.68)

Similar to plane Couette flow as presented in Section 2.7.1, plane Poisseuille flow has a
broad range of applications, especially in microfluidics, as will be presented in Chapter 8. In
these types of applications it is important to measure the velocity of fluid parcels in between
parallel plates. However, due to the boundary conditions of the microfluidic devices, it is not
possible to visualize the cross section of the flow. A marker such as a caged dye is introduced
into the fluid and a pattern is written to the fluid a time t = 0. In later times, this structure
is sheared by the paraboloid velocity profile developed by the Poiseuille flow. The 2D cut of
this process is shown for three time steps t1-t3 in Figure 2.11a. Through this projection, it
appears as though the structure written to the fluid is smeared in the direction of the fluid
flow over time. This process which might appear similar to anisotropic diffusion is also known
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a b

Figure 2.12: In a and b two frames of a microfluidic image sequences are shown. The implication
of Taylor dispersion can clearly be observed. Structures seem to diffuse in the direction of fluid flow.

as Taylor dispersion [Taylor, 1954]. An image of this type of process can be seen in Figure
2.12.

The marker is visualized through one of the plates, leading to an integration of the dye
with respect to depth z. This results in

I =

∫ b±
√
b2+

2(x+c)
at

b±
√
b2+ 2x

at

1dz =

√∥∥∥∥b2 +
2 · (c+ x)

a · t

∥∥∥∥−
√∥∥∥∥b2 +

2 · x
a · t

∥∥∥∥. (2.69)

This analytic function is visualized in the sketch in Figure 2.11b.

The maximum of the projected intensity is given by

Imax =

√∥∥∥∥2 · c
a · t

∥∥∥∥ . (2.70)

The location of this intensity maximum xmax can be found to be

xmax = −a
2
· b2 · t (2.71)

and subsequently the velocity of the intensity maximum to

vmax =
∂xmax

∂t
= −a

2
· b2. (2.72)

By comparing this equation with the expression of the maximum velocity from the velocity
profile in Equation (2.66) it becomes apparent, that the velocity of the intensity maximum
is equivalent to the velocity halfway in between the two plates. This result is not surprising,
as the intensity maximum of the projection is collocated to the trailing edge of the written
structures halfway in between the plates. This can easily be seen in Figure 2.11b.

The projected intensity structure is given by Equation (2.69). This structure can be
developed in a Taylor series around t = 0. This results in

I =

√
2

t

(√
c+ x

a
−
√
x

a

)
+
b2
√
t

2
√

2

(√
a

c+ x
−
√
a

x

)
+O

(
t3/2
)
. (2.73)
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Differentiating the first term of the expansion in time leads to

dI

dt
=

d

dt

(√
2

t

(√
c+ x

a
−
√
x

a

))
= − 1

2t
I. (2.74)

Estimating the velocity of the intensity structures subject to Taylor dispersion can thus
be computed by solving the differential

dI

dt
= u1

∂I

∂x
+ u2

∂I

∂y
+
∂I

∂t
= − 1

2t
I. (2.75)

This linear differential equation can be rewritten in vector notation which leads to

dI

dt
= d> · p =

[
1
2tI

∂I
∂x

∂I
∂y

∂I
∂t

]
·
[

1 u1 u2 1
]>

= 0. (2.76)

This equation can then be solved by the algorithm presented in Section 3.3.

2.7.3 n-th Order Velocity Profiles

For a number of fluid flow configuration, the velocity profile can be approximated to leading
order by

u(z) = A · zn, (2.77)

where A is a term independent of z and t. The integration across the profile results in

I =

∫ n
√

x
A·t

n
√
x−c
A·t

1 dz = n

√
x

A · t
− n

√
x− c
A · t

. (2.78)

Differentiating this expression with respect to time leads directly to the following differ-
ential equation

dI

dt
= u1

∂I

∂x
+ u2

∂I

∂y
+
∂I

∂t
= − 1

n · t
I, (2.79)

which can be written in vector notation giving

dI

dt
= d> · p =

[
1
ntI

∂I
∂x

∂I
∂y

∂I
∂t

]
·
[

1 u1 u2 1
]>

= 0. (2.80)

It is quite easy to see that this is a generalization of the previous cases of plane Couette
flow from Section 2.7.1 (n = 1), compared to Equation (2.63) and (2.64) and of plane Poiseuille
flow introduced in Section 2.7.2 (n = 2), compared to Equations (2.75) and (2.76).

The both relevant flow configuration between parallel plates discussed so far have been
plane Couette flow and plane Poiseuille flow. It might seem superfluous to expand the model
to n-th order. However, there are flows for wich higher order flow profiles are relevant. In
Figure 2.13a the velocity profiles for a range of higher order models is sketched. It becomes
apparent, that the central part of the profile becomes increasingly flat. Choosing ever higher
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Figure 2.13: In a a sketch of velocity profiles v(z) ∼ zn with n ∈ {2, 4, 6, 10, 20, 60}. The higher
the order n the better the approximation of a constant profile as shown in b. In the xylem of plants,
the flow can be approximated by a number of small hollow tubes with a Poiseuille flow in between, as
shown in b. The resulting velocity profile is a constant one.

order up to n lim−→∞, we end up with a constant velocity profile with sharp edges. As we will
learn, this is precisely the model chosen for the velocity profiles in the xylem of plants. This
model is shown in Figure 2.13b. In this application, we try to measure water flows inside the
xylem. This will be explained in detail in Section 9.

It is interesting to note that the motion Equations (2.79) and (2.80) reduce to

dI

dt
= u1

∂I

∂x
+ u2

∂I

∂y
+
∂I

∂t
= − 1

n · t
I, and lim

n→∞ dI

dt
= 0, (2.81)

which is the standard BCCE which was already introduced in Section 2.2. This means that in
the case of a constant velocity profile with depth, integration over depth does not matter and
the standard BCCE can be used for estimating velocities of projected quantities. Intuitively
this does make sense, indicating the value of expanding the motion models to n-th order
profiles.

2.8 Conclusion

In this chapter, a number of different motion models were presented. These model connect
the motion of object in the scene with gray value changes in the acquired image sequences.
The applicability of each model will depend on the specific scene or imaged data at hand. A
number of scientific applications will be introduced in the second part of this thesis, where
the models of this chapter will be used.

The models that were introduced can be divided into two groups, depending on the feature
they are addressing:

1. Models that parameterize motion within the local neighborhood
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2. Change of brightness along trajectories of objects.

For the group 1, a very general model based on Lie groups was introduced, as well as its
special cases of affine and planar transformation. For case 2, a general extension of the
BCCE was presented that allows to formulate the brightness change along trajectories as
partial differential equations. Special cases include linear brightness change, exponential decay
and brightness change due to diffusion processes. Also, being introduced was the estimation
of range flow from range data, which is very similar to the linear brightness change model
presented previously. Integration of a marker over a flow profile will also lead to an apparent
brightness change in the objects. This brightness change is very similar in appearance to
anisotropic diffusion. Expressions for first and second order flow profile have been developed
as well as general n-th order profiles. Applications of these models will be presented in Sections
7.8, 8 and 9. Also, the motion models to n-dimensional data in the case of spectral image
sequences have been extended. Here, color sequences present a special case of n = 3.

The models are formulated as linear partial differential equations. Combinations of any of
the presented models are thus easily achievable. The model parameter can be estimated in a
very general framework, which will be introduced in the next chapters.
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Chapter 3

Gradient Based Techniques

3.1 Introduction

Moving objects in a scene will cause image brightness changes. In motion estimation, one tries
to infer the displacement of patterns from the change in gray values the motion caused. This
represents a classical inverse problem. Menke [1989] defines inverse theory as “an organized set
of mathematical techniques for reducing data to obtain useful information about the physical
world on the basis of inferences drawn from observations.” This definition emphasizes the
three foundations of inverse theory:

• data, corrupted by noise, or “inferences drawn from observations”,

• a model, or “useful information about the physical world” and

• estimation of model parameters or “mathematical techniques for reducing data”.

In the context of motion estimation, data is given in the form of image sequences I(x, t) or
responses to filters thereof. Useful models will depend on the application at hand. In Chapter
2 a number of applicable models have been introduced. Common to all these models is, that
they are linear models in their parameters and that they can be formulated as a vector product
in between a data vector d and a parameter vector p. A very basic model often used is the
brightness change constraint equation (BCCE) from Equation (2.3):

dI

dt
= u1

∂I

∂x
+ u2

∂I

∂y
+
∂I

∂t
= d> · p = 0, with d = [Ix, Iy, It]

> and p = [u1, u2, 1]> . (3.1)

Here subscripts In denote partial derivatives of I in the direction of n.

In inverse theory, or motion estimation for that matter, one seeks to compute model
parameters p from observations d. This task is not as easy as it might appear on first sight.
First of all, it is not possible to observe the true data d0, but only the observations corrupted
by noise n, thus d = d0 +n. The structure of the noise has to be taken into account in order
to gain unbiased estimates of the parameter vector [Garbe et al., 2002e; Jähne and Garbe,
2003].
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The main obstacle of inferring the model parameters p from the noisy data d is that this
problem is an ill-posed one. In contrast, a well-posed problem as defined by Hadamard [1902]
has to have the following properties:

1. A solution exists

2. The solution is unique

3. The solution depends continuously on the data, in some reasonable topology.

Even though generally a solution will exist to Equation (3.1), it surely cannot be unique. This
is due to the fact that one tries to find p ≥ 2 model parameters from only one constraint
equation. This represents a manifestation of the aperture problem that will be introduced in
Section 3.2.1.

The inverse problem of motion estimation can only be solved by introducing additional
constraint equations. It is difficult to find universally valid constraints. However, it is observed
that motion vectors should not change drastically from one image location to the next. This
is especially the case in image locations representing the same object. Here, the motion
field can be assumed to change only gradually. This gradual change in the motion field
can be formulated as a smoothness constraint. Two distinctly different ways of formulating
this smoothness constraint exist. The first one was conceived by Lucas and Kanade [1981].
They assumed the parameters p to remain locally constant in a small neighborhood. This
formulation of the smoothness constraint leads to an overdetermined system of equations which
can be solved in the formalism of parameter estimation. This type of motion estimator will be
presented in Section 3.3. In contrast to this local formulation of the smoothness constraint,
smoothness can also be stipulated globally, as was first demonstrated by Horn and Schunk
[1981] in a variational framework. This type of estimator will be presented in Section 3.5.
As will be shown, both approaches initially had their strong advantages and disadvantages.
This has lead to intensive research in both types of motion estimators, leading ultimately
to a merger of these approaches [Spies and Garbe, 2002; Bruhn et al., 2005], which will be
presented in Section 3.5.4.

This chapter is organized as follows: In Section 3.2 two fundamental problems in motion
estimation will be discussed, namely the aperture problem in Section 3.2.1 and the problem
of occlusions in Section 3.2.2. In Section 3.3 the technique of estimating motion in a local
framework from the models presented in Chapter 2 will be introduced. This technique, also
known as the structure tensor approach, can be thought of as a special case of parameter
estimation. Therefore, in Section 3.4 a general parameter estimation framework will be pre-
sented. It will be shown that depending on the motion model used, different estimators result
in unbiased estimates. In Section 3.5 a different class of estimators will be presented. Here,
motion will not be estimated in a local neighborhood, but in a variational approach which
takes the complete image sequence into consideration.

38



3 Gradient Based Techniques 3.2 Problems of Motion Estimation

A

B
u

u┴

Figure 3.1: The aperture problem illustrated by a moving edge. The edge is moved from the initial
(dotted line) to the final location (solid line). In the neighborhood A an aperture problem is present
and only the minimum norm solution u⊥ in the direction of the gradient can be estimated. In the
neighborhood B enough structure (corner) is present to estimate the full flow u.

3.2 Problems of Motion Estimation

3.2.1 The Aperture Problem

As was shown in the previous section, mathematically the BCCE forms an ill posed problem.
For the p unknowns of the parameter vector p ∈ IRp only one constraint equation has been
formulated. The number of free parameters p will depend on the model used. In Section 2
several possible models have been presented. For the simplest model of pure translation, the
optical flow u = [u1, u2]> represents p = 2 unknowns of translation along the x and y axis.
However, from this one constraint equation, only the motion component u⊥ in the direction
of the local gradient can be estimated, an incident known as the aperture problem [Ullman,
1979]. This orthogonal motion can be derived from the BCCE in Equation (3.1) as

u⊥ = −It(x, t)∇I(x, t)

||∇I(x, t)||22
, (3.2)

where It is the partial derivative of the image intensity with respect to time and || · ||2 is the
L-2 norm. ∇I represents the spatial gradient. This expression turns out to be equivalent to
the non-generic TLS problem presented in Equation (3.30) of Section 3.4.2.

By itself, the aperture problem cannot be solved. This becomes apparent by looking at
Figure 3.1. If locally only a straight edge is seen, no information regarding motion along
this edge can be extracted. Full information can only be derived from analyzing a local
neighborhood where enough structure along all directions is available, at corners for example.
Thus, from one point alone full motion cannot be computed, only by relating information
from neighboring pixel the aperture problem can be resolved. By incorporating information
from neighboring pixel it is assumed, that the motion of these pixel is related in some way,
which represents a second assumption besides the motion model. Two distinctly different
formulations to solve the aperture problem will be detailed later on in this chapter.
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3.2.2 Occlusion in Image Sequences

The occlusion problem has been widely studied in the context scene reconstruction from
stereo images [Geiger et al., 1995; Lin and Tomasi, 2004]. In this context, the detection of
the occluded areas is very important to improve the dense disparity map and the quality of
3D reconstruction. Occlusions are defined to be regions in one image that have no match
in the other image for a stereoscopic image pair [Geiger et al., 1995]. The same holds true
for an image sequence, where an occlusions is defined as a region in one image that has no
match in the other one. However, contrasting stereo vision, in motion analysis often more than
two frames are available. The definition of occlusions is thus extended to this case, stating
that an occlusion is an area which has no match in all of the frames included in the motion
estimation. For example, if for a gradient approach a 5 tap temporal gradient filter is used,
then an occlusion would be defined as a region that is not apparent in all of these 5 frames.

Occlusions have gained importance in the context of layer representation of image se-
quences and their extraction [Wang and Adelson, 1994; Tao et al., 2002; Smith et al., 2004;
Xiao and Shah, 2005]. It is also important to detect these occlusions, as they might poten-
tially corrupt the image estimation. Measures for detecting this type of areas in scenes will
be described in Chapter 5. A motion estimator was presented by Silva and Santos [2001] that
is based on the effect of occlusions to estimate ego-motion.

In the context of this work, occlusions do not play an important role. In most scientific
applications and especially in those of fluid dynamics, this problem can be avoided. Therefore,
this problem will not be addressed in the following.

3.3 Tensor Based Motion Estimation

The aperture problem can be solved by an approach introduced by Lucas and Kanade [1981]
and Lucas [1984]. They assume the motion patterns to be constant in a local neighborhood.
From this assumption follows directly that the constraint can be pooled over this neighbor-
hood. The optical flow problem can then be solved using a weighted ordinary least squares
estimator (see Section 3.4.2):

minimize e(u) =
∑
x∈N

w(x) (∇I(x, t) · u + It(x, t))
2 , (3.3)

where w(x) denotes a window function that determines the support of the estimator, N the
local spatial neighborhood and e(u) is the residual of the fit. In practical applications, the
window function w is realized by a Gaussian smoothing kernel, although different weighting
functions are conceivable such as robust formulations based on M-estimators [Huber, 1980].
Here the rationale is to weight constraints in the center of the neighborhood higher and to
give them a stronger influence on the estimation. This is due to the fact that the assumption
of locally constant parameters is usually better met close to the central pixel.

The solution to the problem of Equation (3.3) can be found by setting the derivatives of
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e with respect to the parameters u to zero, leading to

∂e(u)

∂u1
=

∑
x∈N

w(x)
(
u1I

2
x + u2IxIy + IxIt

) !
= 0 (3.4)

∂e(u)

∂u2
=

∑
x∈N

w(x)
(
u2I

2
y + u1IxIy + IyIt

) !
= 0 (3.5)

which can be rewritten in matrix form as

A · u = b with A ∈ IR2×2,u ∈ IR2 and b ∈ IR2 given by (3.6)

A =

[ ∑
wI2

x

∑
wIxIy∑

wIxIy
∑
wI2

y

]
=

[
B ∗ (Ix · Ix) B ∗ (Ix · Iy)
B ∗ (Ix · Iy) B ∗ (Iy · Iy)

]

b = −

[ ∑
wIxIt∑
wIyIt

]
= −

[
B ∗ (Ix · It)
B ∗ (Iy · It)

]
.

Here, (Ix · Ix) denote point wise multiplication of the partial derivatives, ∗ indicates a convo-
lution and B denotes a smoothing with an appropriate kernel, such as a binomial kernel as an
approximation of the Gaussian kernel. The size of the binomial kernel, or the support of the
Gaussian, are equivalent to the size of the local spatial-temporal integration.

Given that the matrix A has full rank, that is its determinant detA 6= 0, the solution û

to this problem is readily given as

û = A−1b = − 1

detA

[
B ∗ (Iy · Iy) −B ∗ (Ix · Iy)
−B ∗ (Ix · Iy) B ∗ (Ix · Ix)

]
·

[
B ∗ (Ix · It)
B ∗ (Iy · It)

]
(3.7)

=
1

B(IxIy)2 − B(IxIx)B(IyIy)

[
B(IyIy)B(IxIt)− B(IxIy)B(IyIt)

B(IxIx)B(IyIt)− B(IxIy)B(IxIt)

]
. (3.8)

It is evident that this estimation of the velocity field û can be implemented very efficiently,
as only the three spatio-temporal gradients of the image sequence I have to be computed.
Then, five point wise multiplications of these gradients have to be performed and the results
convoluted with a smoothing filter. On the resulting date, five multiplications and three
additions have to be performed.

This algorithm was first introduced by Lucas and Kanade [1981] and is based on a weighted
ordinary least squares fit (OLS) of the motion model to an overdetermined set of equations.
This has some implications for an unbiased estimate on the noise distribution of the spatio-
temporal derivatives as will be demonstrated in Section 3.4.1.

Generally, all the spatio-temporal gradients of image intensity will be erroneous which
introduces a bias in the estimation via OLS [Jähne and Garbe, 2003] (see Section 3.4.1). In
performance analyses it has been shown that the estimated velocities tend to lower values
for û in the presence of noise. Thus it is preferable to solve the system of linear Equations
(3.3) in the weighted total least squares framework of Section 3.4.2 [Chu and Delp, 1989]. This
approach of solving the motion parameters is generally known as the structure tensor technique.
The structure tensor was first introduced by Bigün and Granlund [1987] for detecting linear
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Figure 3.2: A time sequence of particle images, visualized as a 2D+t volume. The trajectories of the
particles can clearly be seen as particle “tubes”. The velocity is directly related to the orientation of
these structures.

symmetries in 2D images. As it turns out, 2D motion can be thought of as an oriented
structure in 2D+t. This idea is visualized in Figure 3.2. The concept of the 2D structure
tensor can thus readily be extended to 3D, leading to the minimization of

minimize e(w) =
∑
x∈N

w(x) (∇xtI(x, t) ·w)2 , with w =

[
u

1

]
, (3.9)

where∇xt represents the spatio-temporal gradient. In order to avoid the trivial solutionw ≡ 0

the additional constraint w>w !
= 1 has to be imposed on w. As will be shown in Section 3.4.2

this minimization will lead to the following quadratic form e(w) = w>Jw, which reduces to
the following eigenvalue equation by incorporating the constraint on the norm of w:

e(w) = w>Jw = w>λw = λ, (3.10)

where λ is an eigenvector of the symmetric matrix J . Thus, e(w) is minimized by the smallest
eigenvalue λn of the structure tensor J . The solution of the motion estimation problem in the
structure tensor formalism can thus be solved by performing an eigensystem analysis of the
structure tensor J given by

J =

 B ∗ (Ix · Ix) B ∗ (Ix · Iy) B ∗ (Ix · It)
B ∗ (Ix · Iy) B ∗ (Iy · Iy) B ∗ (Iy · It)
B ∗ (Ix · It) B ∗ (Iy · It) B ∗ (It · It)

 , (3.11)

which can also be thought of as the correlations of the weighted gradients of I. The sought
solution is then given by the eigenvector en to the smallest eigenvalue λn. Comparing this
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Figure 3.3: The different steps for motion estimation from structure tensor.

eigenvector to w from Equation (3.9) it becomes clear that the eigenvector has to be rescaled
so that the last component is unity, thus

w =

[
u

1

]
=

en
en,n

. (3.12)

This procedure of estimating motion from the structure tensor approach is sketched in Figure
3.3. This approach of solving the aperture problem in a local neighborhood is similar to
parameter estimation in a total least squares sense (TLS) formulated from normal equations,
as shall be detailed in Section 3.4.2.

The two presented approaches of solving the inverse problem of motion estimation from
image sequences is only viable if enough intensity structure is present in the neighborhood. If
for example all gradients are parallel to one another, still only the component of the optical
flow in the direction of this gradient can be computed following Equation (3.2). This problem
of the aperture problem on 1D directed structures was detailed in Section 3.2.1. It is important
for optical flow computations to detect these regions where the aperture problem could not
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be solved and treat the solution accordingly. By using the estimators based on the total least
squares principle a measure for the aperture problem is available. Without enough intensity
structure in the neighborhood the data matrix will be rank deficient and hence no unique
solution can be found. In this case the non-generic solution can be estimated as outlined in
Section 3.4.2. The analogy between the aperture problem in optical flow computations and the
non-generic case in parameter estimation will become apparent later on. Different confidence
and type measures of the motion estimates will be presented in Chapter 5. A very simple
method is to analyze the eigenvalues and hence the rank of the tensor J . Four cases can be
discriminated:

a b c d

Figure 3.4: Moving square example: a image data, b type of flow (black: trace to small, light grey:
linear dependency and dark grey: full estimate possible), c normal flow and d full flow.

rank(J) = 3 λ1, λ2, λ1 � 0 no coherent motion, estimation not possible
rank(J) = 2 λ1, λ2 � λ1 ≈ 0 full motion can be estimated
rank(J) = 1 λ1 � λ2, λ1 ≈ 0 aperture problem, computation of normal velocities
rank(J) = 0 1� λ1, λ2, λ1 ≈ 0 no gray value structures, no estimation possible

An example of this analysis is presented in Figure 3.4. The full flow can only be estimated
at the corners, where rank(J) = 2. On edges (rank(J) = 1) only the normal component can
be estimated. In the background, no greyvalue structuer is present, resulting in rank(J) = 0.

The results for computing the optical flow from Equation (3.3) can be stabilized and made
more accurate by not only considering a spatial neighborhood w(x) but also taking temporal
information into account and extending the weighting to the time domain w(x, t) [Jähne,
1993, 1997]. This is the approach chosen in this work to solve the problem of optical flow
estimation.

Up to now only the most simple motion model of pure translation and constant brightness
along the trajectory of the moving structure was considered. This is the model formulated in
the BCCE of Equation (3.1). In Section 2 much more complex and realistic models of motion
have been introduced. It was shown that all these models can be formulated in the same
fashion as a vector product of a data and parameter term of the type

d> · p = 0, with d,p ∈ IRp+1. (3.13)

Since the BCCE is just a special case of this formulation, it can be seen that here w ≡ p and
likewise this constraint can be pooled in a local spatio-temporal neighborhood, leading to

WD · p = 0, with D ∈ IRm×(p+1),W ∈ IRm×m and p ∈ IRp+1. (3.14)
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Here W denotes the weighting matrix.

Again, the quadratic form of this system of equations can be formulated, leading to the
p-dimensional structure tensor

J = D>W>WD, with J ∈ IR(p+1)×(p+1). (3.15)

The parameter p can be estimated in the same fashion as shown for the two parameters of the
BCCE. Again, an eigensystem analysis is performed and the parameter vector p is computed
from the eigenvector en to the smallest eigenvalue λn. This shows, that the model best suited
to the problem can freely be chosen in the spirit of Section 2. The correct choice of the motion
model is of course essential for an accurate estimation of the motion field u. This point is
emphasized in an illustration of the result of different motion models. They are applied to
image sequences of a Gaussian changing brightness according to diffusion and exponential
decay which is presented in Figure 3.5.

It has been shown in both the Equations (3.3) and (3.9), that the estimation of motion
in the tensor based approach leads to finding model parameters from an over-determined set
of equations. In order to better understand advantages and disadvantages of the different
techniques, the tensor based motion estimators will be embedded into a general parameter
estimation framework. This will lead to finding unbiased estimators depending on the motion
model used.

3.4 Parameter Estimation

In this section a general parameter estimation framework be the main focus. Depending on
the motion model used, different estimators will lead to unbiased estimates. These estimators
have been presented in great detail in Garbe [2001]. Therefore only a short account will be
given here.

3.4.1 Ordinary Least Squares Parameter Estimation

Parameter estimation by means of ordinary least square (OLS) was introduced by Euler in
the 18th century when he successfully predicted the movement of celestial bodies. It has been
used extensively in many fields of sciences as well as in computer vision [Lawson and Hanson,
1974; Menke, 1989]. The p parameters x of the model are given as x = (x1, x2, . . . , xp)

>.
The model will differ for the problem under consideration. It can generally be written as
bi = a1i · x1 + a2i · x2 + · · ·+ api · xp, where i ∈ {1, 2, . . . , n} represent n data points. In vector
notation this set of equations can be formulated as Ax = b, relating the parameter vector
x ∈ IRp in the model and the observation vector b ∈ IRn. This type of model is commonly
referred to as the Gauss-Markoff model, in which one assumes that the expected values of the
observations b are linear combinations of the given coefficients A and the unknown parameters
x [Koch, 1988].

In a least squares framework the sought parameter vector xest solves the model Equation
approximately, where the goodness of the approximation is defined by the residual res(x) for
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constant exponential diffusion
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Figure 3.5: Results of different parameterized brightness constraint models (columns) used to estimate
motion and brightness change parameters of test sequences (rows) with constant brightness, exponential
decay, and diffusion, respectively. Every sequence is evaluated with all three models. Errors are given
for the estimated optical flow field (Ef ) and for the model parameters (exponential decay constant
Ek, and diffusion constant ED). All errors are relative errors (in per cent) and show the mean and
standard deviation across an area thresholded by the confidence measure.
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the parameter vector x in the L2 norm:

res(xest) = e>e = ||Axest − b||2 =
[
Axest − b

]> [
Axest − b

]
. (3.16)

The method of OLS is based on the premiss that the residual res defined in Equation
(3.16) is at a minimum for the estimated parameter vector xest. This leads to the definition
of the ordinary least squares problem:

Definition 1 Given an over determined set of n linear Equations Ax = b with A ∈ IRn×p,
b ∈ IRn and the sought parameter vector x ∈ IRp. The OLS problem seeks to

minimize ||b− best||2, with b, best ∈ IRn (3.17)

subject to best ∈ range(A).

Any minimizing xest is called a linear ordinary least squares solution of the set Ax ≈ b.

The range of a matrix A is defined as the subspace given by [Golub and van Loan, 1996]:

range(A) =
{
y ∈ IRn,A ∈ IRn×p : y = Ax for some x ∈ IRp

}
. (3.18)

It is known from elementary calculus that the minimum of a function is found by setting
its derivatives with respect to the parameters to zero and solving the resulting equations.
Performing these calculations for Equation (3.16) results in A>Ax − A>b = 0. Assuming
that

(
A>A

)−1 exists, the sought OLS solution of the problem Ax = b is then given by

xest =
(
A>A

)−1
A>b. (3.19)

In the literature the matrix (A>A)−1A> is commonly referred to as theMoore-Penrose Inverse
[Koch, 1988; Groetsch, 1993].

Gauss [1823] showed that the OLS estimate x has the smallest variance in the class of
estimation methods, which display no systematic errors in the estimates (no bias) and whose
estimates are linear functions of b.

Apart from the estimated parameter vector xest another important entity of characterizing
the model and its estimation is the covariance matrix Σ. The covariance matrix Σ (also known
as the variance-covariance or dispersion matrix) is defined as [Mardia et al., 1979]

Σ =
〈

(x− 〈x〉) (x− 〈x〉)>
〉
, (3.20)

where 〈· · · 〉 denotes the expectation value, that is

〈xi〉 =

∫ ∞
∞

xip(x)dx with i = 1, . . . , p, (3.21)

where p(x) is the probability density function of x. From this definition follows, that for a
linear system of Equations b = Ax + v the covariance matrix Σ can be computed as [Koch,
1988]

Σ(b) = A Σ(x) A>. (3.22)
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Intuitively this equation is straight forward to understand as a linear system of equations can
be thought of as a transformation between coordinate systems. The same transformation must
then be applied to the covariance matrix as well, which is given by Equation (3.22).

The covariance matrix for the OLS estimator can then be derived by considering the
expression for the estimated parameter p from Equation (3.19), that is

Σ(x) = σ2
b

(
A>A

)−1
. (3.23)

The use of OLS in digital image processing applications has the major advantage that it
can be interpreted as a linear shift-invariant filter (LSI) [Jähne, 1999]. This allows for the
implementation to rely on common digital image processing techniques and thus enables for
a very fast estimation of the parameters.

3.4.2 Total Least Squares

Although the term ’Total Least Squares’ appeared only recently [Golub and van Loan, 1980]
this method of parameter estimation is not new and is known in statistical literature under
the term orthogonal regression or errors-in-variables regression. The univariate line fitting
problem (α+ a · x = b) already appeared in the 19th century [Adcock, 1878]. Assuming that
the errors of the observations are independently and identically distributed with zero mean
and covariance matrix σ1l, it can be proven that the TLS solution estimates the true parameter
values p consistently [Gallo, 1982; Gleser, 1981]. This means that the estimated parameter
vector pest converges to the true vector p as the number of observations n tends to infinity.
Furthermore it can be shown that this property of TLS estimates does not depend on any
assumed distribution of the errors. This strongly contrasts the behavior of OLS estimates
which are inconsistent in the presence of non Gaussian noise [Gelb, 1974]. Although there
exists a formal equivalence between OLS and TLS [Lemmerling et al., 1998], one should not
confuse the two estimates as both will lead to different solutions. A geometric interpretation
of the two estimators will be presented in Section 3.4.3.

The underlying assumption in OLS is that the errors only occur in the vector b and that
the matrix A is exactly known (see Section 3.4.1). While for some application this prerequisite
may hold, in a number of scientific applications and especially digital image processing the
data matrix A is also effected by measurement or sampling errors. These errors are taken into
account by perturbing not only b but A as well and formulating the TLS problem:

Definition 2 Given an over determined set of n linear equations Ax = b with A ∈ IRn×p,
b ∈ IRn and the sought parameter vector x ∈ IRp. In the TLS problem it is then tried to

minimize || [A, b]−
[
Ã, b̃

]
||F ,

[
Ã, b̃

]
∈ IRn×(p+1) (3.24)

subject to b̃ ∈ range(Ã).

Any x satisfying Ãx = b̃ is called a solution to the TLS problem for a minimizing [Ã, b̃].
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In the above definition || · ||F denotes the Frobenius norm, that is ||A||F =
√∑

i

∑
j |aij |2.

The range of a matrix A was defined in Section 3.4.1. The TLS problem can be reduced to a
singular value analysis due to the Eckart-Young-Mirsky matrix approximation theorem which
can be stated as follows [Van Huffel and Vandewalle, 1991]:

Theorem 1 Given a matrix A ∈ IRn×p with its singular value decomposition A =
∑r

i=1 λiuiv
>
i ,

r = rank(A) and a matrix B ∈ IRn×p with k = rank(B). If k < r, Ak =
∑k

i=1 λiuiv
>
i it can

be shown that

min ||A−B||F = ||A−Ak||F =

√√√√ p∑
i=k+1

λ2
i , p = min{n, p}, (3.25)

and

min ||A−B||2 = ||A−Ak||2 = λk+1. (3.26)

The reader is referred to Eckhart and Young [1936] and Mirsky [1960] for the proof of this
theorem.

The connection between the TLS problem and the Eckhart-Young-Mirsky theorem from
Equation (3.25) comes about by writing the set of n linear equation in the form

[A, b]

[
x

−1

]
= 0, (3.27)

and thus embedding the space spanned by the matrix A in the one spanned by [A, b]. The
SVD of [A, b] is given by [A, b] = UΛV with Λ = diag(λ1, . . . , λn+1). If λn+1 6= 0, then
rank[A, b] = n + 1. Consequently, the space S generated by the rows of [A, b] is S ∈ IRn+1.
All solutions to the TLS problem lie in the null space N orthogonal to the space S. The set
of Equations (3.27) is incompatible and for a solution of the TLS problem to be found, the
rank of [A, b] has to be reduced to rank[A, b] = n which results in a one dimensional space
N . Using the Eckhart-Young-Mirsky theorem the best rank n approximation [Ã, b̃] of [A, b]

is given by [Ã, b̃] = U Λ̃V =
∑n+1

i=1 λiuiv
>
i with Λ̃ = diag(λ1, . . . , λn, λn+1) and the singular

values λ1 > λ2 > · · · > λn > λn+1 ≈ 0. The TLS problem in Equation (3.24) can thus be
written as

min || [A, b]−
[
Ã, b̃

]
||F = λn+1, with rank

[
Ã, b̃

]
= n

and [A, b]−
[
Ã, b̃

]
= λn+1un+1v

>
n+1.

(3.28)

The approximate equation
[
Ã, b̃

] [
x>,−1

]> is now compatible with the solution given by
the one-dimensional space N orthogonal to S, spanned by vn+1. The TLS solution is then
obtained by scaling vn+1 so that its last component is −1, that is[

x

−1

]
= − 1

vn+1,n+1
vn+1, for vn+1,n+1 6= 0. (3.29)
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In case that vn+1,n+1 = 0 the above procedure cannot be conducted. However, this does not
pose any limitation, as vn+1,n+1 = 0 means that [A, b] is of rank n already and the vector
vn+1 is in the space N . The solution is said to be non-generic as the space N ism-dimensional
with m > 1. This case will be treated in the next section. It can be shown that there exists
one unique solution to the TLS problem given by equation (3.29) if and only if [A, b] has full
column rank [Van Huffel and Vandewalle, 1991].

The basic principle in the TLS problem is then, that the noisy data matrix D = [A, b]

is modified with minimal effort into a matrix D̃ = [Ã, b̃] that is close to the original matrix
in the Frobenius norm. The approximated matrix is rank-deficient so that its columns are
linearly related. In this approach all the data are modified in contrast to the OLS approach
where only one column of D = [A, b] is modified.

Solution of the Non-generic Total Least Squares Problem

In the previous section it was shown that there exists a unique solution to the TLS problem
only if vp+1,p+1 6= 0. However, this may not always be the case and the problem is said to
be non-generic [Van Huffel and Vandewalle, 1988]. When trying to find a solution to the
non-generic TLS problem one has to distinguish between two cases:

1. The set of equations is highly conflicting and thus λn ≈ λn+1 � 0.

2. The matrix A is rank deficient and thus λ1 > λ2 > · · · > λk ≈ · · · ≈ λp+1 ≈ 0, with
k < p.

The case 1 can easily be detected by introducing a threshold on the smallest singular value
for which vp+1,p+1 6= 0. If this singular value is large it can be concluded that the data are
not sufficiently closely approximated by the model assumption in which case either the model
needs to be refined or, where this is not possible, the problem can be rejected as irrelevant
from the linear modeling point of view.

Much more interesting in the context of this work is the case 2. It is analogous to the
aperture problem in optical flow computations that was introduced in Section 3.2.1. As the
space N is of dimension higher than one, all linear combinations of the vectors spanning this
space are solutions to the TLS problem. In terms of stability and minimal sensitivity the
only sensible solution to the TLS problem will be that solution with minimal norm. It can be
shown that the solution, that is minimal in the L2 norm, is also minimal in the Frobenius norm
[Van Huffel and Vandewalle, 1991]. The minimum norm TLS solution can then be formulated
as follows [Van Huffel, 1992]:

Definition 3 Given (A, b) with the SVD (A, b) =
∑p+1

i=1 λiuiv
>
i and assuming λk > λk+1 ≈

· · · ≈ λp+1 with k ≤ p. If not all vp+1,i = 0, i = k + 1, . . . , p + 1, then the minimum norm
TLS solution x̃ is given by

x̃ = −
∑p+1

i=k+1 vp+1,i · [v1,i, . . .vp,i]
>∑p+1

i=k+1 v
2
p+1,i

= −
∑k

i=1 vp+1,i · [v1,i, . . .vp,i]
>

1−
∑k

i=1 v
2
p+1,i

. (3.30)
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Thus, the solution can be expressed as a linear combination of the “reduced” eigenvectors
b̂k = 1

1−
∑k
i=1 v

2
p+1,i

[v1,1, . . .vp,k]
>. The validity of this minimum norm solution to optical flow

estimations is shown in Spies et al. [2002a, 2003], while the reader is referred to Van Huffel
and Vandewalle [1988] and Van Huffel and Vandewalle [1991] for a proof of the minimum norm
solution given in Equation (3.30). The results obtained in this section for the minimum norm
solution to the TLS problem also hold true for the OLS problem and can be applied without
any modifications [Wei, 1992].

TLS Estimates from Normal Equations

As stated before the key difference between TLS and OLS is that in TLS all the elements in
the noisy data matrix D = (A, b) are modified. This contrasts the OLS problem in which
only one column of D = (A, b) is modified.

This property of the TLS problem can of course not only be stated as previously in Equa-
tion (3.24). Other formulations can be used of which especially the formulation of normal
equations is commonly used in computer vision and referred to as the structure tensor [Bigün
and Granlund, 1987; Haußecker et al., 1999]. This formulation of the TLS problem is also
known as the orthogonal L2 approximation problem [Van Huffel and Vandewalle, 1991] which
can be stated as follows:

Definition 4 Given a data matrix D ∈ IRn×(p+1). We then seek to

minimize ||e|| = ||Dp||2, p ∈ IRp (3.31)

subject to p>p = 1,

with the vector of residuals e = Dp. The constraint has to be posed on the parameter vector
p to avoid the trivial solution p = 0.

The orthogonal L2 approximation problem in Equation ( 3.31), incorporating the con-
straint, can be solved by means of a Lagrange multiplier, minimizing

f = arg min L(p, λ), L(p, λ) = p>Jp + λ
(

1− p>p
)
, with J = D>D, (3.32)

where J ∈ IRp×p. The functional L(p, λ) is minimized, when the partial derivatives with
respect to all parameters are equal to zero, that is

∂L(p, λ)

∂pi
= 2

p∑
k=1

Jikpk − 2λpi = 0, i ∈ {1, 2, ..., p}. (3.33)

This system of Equations can be written in vector form, leading to

Jp = λp. (3.34)

Therefore, the solution to the minimization problem of Equation (3.31) is reduced to an
eigenvalue problem of the symmetric matrix J , as can be shown by use of Equation (3.34):

min ||Dp||2 = p>Jp = p>λp = λ. (3.35)
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Consequently, the eigenvector en to the smallest eigenvalue λn of J is the sought after solution
to this minimization problem.

The appeal of this formulation of the TLS problem is its equivalences in classical mechanics
as the moment of inertia tensor [Goldstein, 1980; Landau and Lifschitz, 1990] or in digital
image processing as the structural tensor [Bigün et al., 1991] in orientation analysis. Here
the eigenvalue analysis represents a rotation of the tensor along its axis of smallest inertia or
along its predominant texture. In this context the parameter estimation can be thought of as
an orientation analysis, which offers an intuitive interpretation in optical flow computations
as has been shown in Section 3.3.

For the eigenvalue analysis Jacobi transformations of symmetric matrices [Press et al.,
1992] can be employed. This method has the advantage of being very simple and foolproof.
Performance wise it is not competitive with the symmetric QR algorithm, even though it
converges quadratically. The poorer performance is noticeable for matrices of order greater
than about 10 [Press et al., 1992], which is not that common in optical flow computations.
Much more efficient algorithms will be presented in Chapter 4, that allow to perform these
optical flow computations in real time.

Weighted Total Least Squares

In the formulation of the TLS problem from the previous sections the rows in the data matrix
were treated equal. This may not always be beneficial. In optical flow computations the obser-
vations are weighted differently depending on their relative location in a local neighborhood
(see Section 3.3). When working with the robust estimators such as M-estimators [Huber,
1981], the observations must be weighted according to a weight function of their residuals.
Guillaurne et al. [1998] weight the observations differently to derive an estimator for linear
time-invariant multivariable systems with maximum likelihood estimators. All these short-
comings in the previous formulation of the TLS problem call for an extension thereof, called
weighted total least squares (WTLS). It can be formulated as follows:

Definition 5 Given an over determined set of n linear Equations Ax = b with A ∈ IRn×p,
b ∈ IRn and a parameter vector x ∈ IRp as well as a weight matrix W ∈ IRn×n. In the WTLS
problem it is then tried to

minimize || (W [A, b])−
(
W [Ã, b̃]

)
||F , (3.36)

with
[
Ã, b̃

]
∈ IRn×(p+1), W = diag(w1, . . . , wn),

subject to b̃ ∈ range(Ã).

When comparing the WTLS problem with the TLS problem of Equation (3.24) it becomes
apparent, that the TLS is just a special case of the WTLS with the weighting matrix W = 1l.
Therefore, one can write A′ ← WA and b′ ← Wb and use the transformed matrix [A′, b′]

instead of [A, b] in the TLS problem of Section 3.4.2. All the results, limitations and algorithms
derived for the TLS problem can thus be readily transferred to the WTLS problem.
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Implementation of the TLS Estimator

In this section the actual implementation used for the TLS estimator in the context of this
work is outlined. Basically two distinct implementations are conceivable. The difference in
between them depends by large on the formulation of the TLS problem in terms of a matrix
approximation or normal equations and the subsequent singular value or eigenvalue analysis
respectively. In the formulation of normal equation an eigenvalue analysis on a symmetric
square matrix J = D>D has to be performed where the method of choice are Jacobi rotations
[Press et al., 1992]. For the matrix approximation formulation a singular value analysis in
terms of a singular value decomposition (SVD) has to be performed. For a comprehensive
overview of developments in the field of SVD the reader is referred to van der Vorst and
Golub [1997].

The main disadvantage of the formulation of orthogonal equations and an subsequent
eigenvalue analysis is concerned with the forming of the matrix J by an outer product. Due
to this outer product information is lost when calculating D>D due to roundoff errors, which
may be quite significant when combining entities of different magnitude [Björck, 1990]. Also,
small perturbations in the outer product have a much more dominant effect on the solution
than perturbations of the same size in the matrix D. A more thorough perturbation analysis
shows that normal equation solution depends on the square of the condition number of D.
This condition number κ of a matrix A is defined as

κ(A) = ||A||2 · ||AI ||2 = λ1/λr , (3.37)

where the pseudoinverse is termed as AI , the biggest singular value is given by λ1 and the
smallest one by λr respectively. It follows that the condition number κ(A) = ∞ for singular
matrices A. If κ(A) is large, then A is said to be an ill-conditioned matrix.

Although the cyclic Jacobi method converges quadratically [Golub and van Loan, 1996], it
is not competitive with the symmetric QR algorithm. The big advantage of the Jacobi rota-
tions is, that it can compute the eigenvalues with a smaller relative error if J is positive definite
[Demmel and Veseliç, 1992]. In the context of this work the relative error of the eigenvalues
is not that crucial however, as generally only the eigenvectors to the smallest eigenvalue make
up the solution parameter vector. An efficient real time solution to the eigensystem analysis,
based on the formulation of normal equations will be presented in Chapter 4.

3.4.3 Geometric Interpretation

The key difference between the OLS and TLS estimators is best illustrated geometrically.
From the formulation of the TLS problem (A, b)(x>,−1)> = Dp = 0 it is straight forward
to verify that the solution to Equation (3.31) is given by

||Dp||2
||p||2

=

n∑
i=1

(
a>i x− bi

)2
x>x + 1

= λp+1, (3.38)
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Figure 3.6: The geometric interpretation of OLS versus TLS. The TLS tries to find the closest
subspace Px to the data points which is equivalent to minimizing the orthogonal distances (solid lines),
whereas OLS tries to minimize the vertical distances (dotted lines).

where a>i = [ai,1, . . . , ai,p] is the ith row of A. It can be derived quite easily from basic linear
algebra that the quantity (

a>i x− bi
)2

x>x + 1
(3.39)

is the square of the distance from (a>i , b)> ∈ IRp+1 to the nearest point in the hyperplane Px
defined by

Px =

{[
a

b

]∣∣∣∣∣a ∈ IRp, b ∈ IR, b = x>a

}
. (3.40)

Thus from Equation (3.38) the TLS solution can be interpreted as minimizing the sum of
squared orthogonal distances from n observations to the hyperplane Px. This is in contrast
to the OLS estimator, which only tries to minimize the sum of squared vertical distances by
minimizing ||b− best||2 (see Equation 3.17), which is illustrated in Figure 3.6.

3.4.4 Mixing Least Squares and Total Least Squares

In Section 3.4.2 it was stated that the estimated parameter vector pest converges to the true
vector p in the case of independently and identically distributed errors in the observations.
That means that all observations should have the same standard deviation σ, which can be
achieved by scaling the data accordingly [Mühlich and Mester, 1999; Mester and Mühlich,
2001]. However, there are instances when one column in the data matrix is known exactly,
that it is not subject to any errors. This is the case in intercept models of the form

c+ a1x1 + · · ·+ amxm = b. (3.41)

Such a model gives rise to an overdetermined set of equations of the form

[1N ;A]

[
c

x

]
= b, (3.42)
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where 1N is first column of the data matrix that is exactly known (1N = [1, . . . , 1]>).

The accuracy of the estimated parameters can be maximized by requiring that the exactly
known columns in the data matrix be unperturbed [Van Huffel and Vandewalle, 1991; Björck,
1990]. This can be achieved by reformulating the TLS problem in a more general form by
mixing OLS and TLS:

Definition 6 Given a set of n linear Equations with p unknown parameters x

[A1,A2]x = b, with A1 ∈ IRn×p1 ,A2 ∈ IRn×p2 ,x ∈ IRp, b ∈ IRn, (3.43)

and p1 + p2 = p. The mixed OLS-TLS problem then seeks to minimize

min ([A2, b]p2)2 (3.44)

subject to [A1,A2]x = A1x1 + A2x2 = b,

where p =
[
x>,−1

]>, p2 =
[
x>2 ,−1

]> and x =
[
x>1 ,x

>
2

]>.
In the specific example of Equation (3.41) p1 = 1 and p2 = m, Equation (3.44) can thus be
depicted as first finding a TLS solution on the reduced subspace of erroneous observations and
then choosing from this set the one solution that solves the Equations of unperturbed data
exactly. The implementation of this estimator and performance improvements are detailed in
Section 4.3.1.

In the event of all observations A being known exactly, the OLS-TLS solution reduces to
the OLS solution, while at the other extreme of only erroneous data the problem reduces to
the TLS problem. By varying p1 from zero to p the formulation of equation (3.44) can thus
handle OLS, TLS or any mixtures of the two.

3.5 Regularization of Parameter

In the previous section the ill posed problem of motion estimation from image sequences was
solved in the spirit of Lucas and Kanade [1981]. Assuming that the parameters of the motion
model are locally smooth, an overdetermined system was derived by pooling the constraints
in a local neighborhood. The smoothness of parameters can also be formulated globally on
the image sequence. Generally, this global smoothness constraint is formulated continuously
in a variational framework. The estimation of motion was formulated by Horn and Schunk
[1981] as ∫

D

(
(∇I · u + It)

2 + λ2 (∇u)> (∇u)
)

dx, (3.45)

where x = (x1, x2)>, ∇u = (∂u1/∂x1, ∂u/∂x2)> and λ is a parameter that controls the
smoothness of the optical flow u. The solution of u is given as a set of Gauss-Seidel equa-
tions which are solved iteratively through standard numerical routines. By employing multi-
scale stochastic algorithms the regularization scheme of Equation (3.45) can be solved non-
iteratively with the added benefit of gaining confidence measures in terms of multiscale error
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covariance statistics [Luettgen et al., 1994]. This basic approach by Horn and Schunk [1981]
can be extended in a number of different ways. In the following, a number of such exten-
sions will be outlined. First the basic calculus of variations will be outlined, followed by an
introduction to possible data and smoothness terms.

3.5.1 Calculus of Variations

From basic variational calculus follows the following energy functional over a Lagrange function
L:

E(p) =

∫
Ω
L(p,∇p,d,∇d) dx1dx2dt . (3.46)

The solution vector p that minimizes E has to fulfill the Euler-Lagrange equations:

∂L

∂pi
− d

dx1

∂L

∂(pi)x1
− d

dx2

∂L

∂(pi)x2
− d

dt

∂L

∂(pi)t
= 0 ; i = 1 . . . p . (3.47)

Here the indices x1, x2, t denote partial differentiation with respect to x1, x2, t. Apart from
the sought parameters, L can also depend on a set of data values d that may include the
coordinates or functions thereof. Equation (3.47) gives p partial differential equations in the
p parameters to be estimated. For every pixel such a system of equations exists and in special
cases the resulting sparse matrix equation Ap = b can be solved by the use of standard
iterations Mpk+1 = Npk + b, where A = M −N is a suitable splitting of the matrix A

[Golub and van Loan, 1996]. Another numerical approach considers these equations to be the
steady state of a diffusion reaction system [Schnörr and Weickert, 2000]:

∂pi
∂s

=
∂L

∂pi
− d

dx1

∂L

∂(pi)x1
− d

dx2

∂L

∂(pi)x2
− d

dt

∂L

∂(pi)t
; i = 1 . . . p . (3.48)

Where s denotes diffusion time or scale parameter. Discretization of ∂spi by finite differences
results in the standard explicit Euler forward evaluation scheme.

The function L defines the problem at hand. For example in mechanics this Lagrange
function is given in its natural form as L = T − U with a kinetic Energy T and a potential
energy U [Goldstein, 1980; Landau and Lifschitz, 1990]. In computer vision, often the Lagrange
function is expressed in terms of a data (D) and smoothness (V ) term: L = D+αV . The data
term D is commonly also referred to as the fidelity term. The constant α is a regularization
parameter that controls the relative influence of the two terms.

There exists a unique minimizer p for E(p) when E is a convex functional [Schnörr, 1999].
Assume the energy functional can be written as a quadratic form:

E(p) =
1

2
a(p,p)− f(p) + c , (3.49)

with a bilinear form a(·, ·) : IRp× IRp → IR, a linear form f(·) : IRp → IR and a constant term
c. Then E(p) is strictly convex and a unique solution exits, if [Hackbusch, 1986; Schnörr,
1991]:

a(p,p) ≥ C|p| ∀p ∈ IRp , (3.50)
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with a positive constant C > 0. All the smoothness terms considered here are positive definite
bilinear forms in the derivatives of d. Hence it is sufficient to show that Equation (3.50) holds
for the data term alone in order to prove the existence of a unique solution.

3.5.2 Data Constraints

In this section, the focus will lie on different formulations of possible data terms. After stating
the standard versions, a novel constraint that utilizes the nature of the previously determined
TLS solution, will be introduced. This constraint has been previously published in Spies and
Garbe [2002]. In the following an estimate of the parameter field p = [p1, . . . , pp]

T , with
p ∈ IRp is sought. For numerical reasons, the parameters should all lie in roughly the same
range. Here it is assumed that a normalization toward this end has already been performed.
In places, where the parameters have been estimated from the above TLS procedure, these
estimates are denoted x̃, obtained from Equation (3.30).

Parameter Constraint Equation

One example of a parameter constraint equation was given in the original Horn and Schunk
[1981] formulation presented in Equation (3.45). There, the standard motion constraint equa-
tion from Section 2.2 was used. This assumption of brightness constancy is currently used in
most variational algorithms [Horn and Schunk, 1981; Nagel and Enkelmann, 1986; Schnörr,
1993; Alvarez et al., 2000; Bruhn et al., 2005; Papenberg et al., 2006]. While some of these
approaches make use of very elaborate smoothness constraints, the data constraint remains
the same. The interested reader is referred to Schnörr and Weickert [2000] and Weickert
and Schnörr [2001] for a discussion of possible smoothness constraints. As has been outlined
earlier, using such a simple model which is only a crude approximation, will lead to inaccu-
racies. Moreover, for a number of scientific applications, the other model parameters beside
translational movement can be just as important.

A straight forward extension of this simple constraint equation is to include any of the
other motion models introduced in Section 2. Due to the same structure as the standard
BCCE, they can equally be applied to this variational framework. The range flow model from
Section 2.6 has already been extended into a variational framework by Barron and Spies [2000,
2001].

Following Equation (3.45), the fidelity term D can be formulated from the different motion
models according to

D = (dT · p)2 with d,p ∈ IRp . (3.51)

Note that here the L2 norm is always used. This is of course not the only possible choice.
Other norms may have more desirable features with respect to outliers for example. Here
functionals such as those from M-estimators might be preferable [Huber, 1980].
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TLS Subspace Constraint

The main advantage of using a variational framework as opposed to the local TLS approach is,
that 100% dense parameter fields result from this technique. This is inherent to the variational
approach where globally smooth parameter fields are assumed. Due to motion discontinuities
at object boundaries, the assumption of globally smooth fields can be relaxed to piecewise
smooth parameter fields, as will be detailed in Chapter 6.

Here, it will be shown how dense parameter fields can be derived from the TLS solution
and derivations thereof as presented in Section 3.4. In this context, it makes sense to exploit
the information about the local data structure obtained from the structure tensor.

The dimensionality of the problem is p dimensions from the sought parameter vector
p ∈ IRp. It should be noted that the p dimensional problem is embedded into a p + 1

dimensional space in TLS estimation. As has been shown in Section 3.4.2, the resulting TLS
estimate might not necessarily have a full dimensional solution. This is the case when only the
minimal norm solution is available, for example when the aperture problem is present. Under
those conditions, only a reduced set of eigenvectors forms a basis for the desired solution. This
basis needs not necessarily to be orthogonal.s

b̂i =
1∑p

k=1 e
2
i,k

 ei,1
...
ei,p

 . (3.52)

Using this notation, a transformation P is define which projects onto the subspace that was
determined by the TLS algorithm. The basis of this subspace are the reduced eigenvectors to
the non-vanishing eigenvalues:

P = BkB
T
k where λ1 ≥ . . . ≥ λk > λk+1 ≈ . . . ≈ λp + 1 ≈ 0 , (3.53)

Bk = [b̂1 . . . b̂k] . (3.54)

Let q be the parameter vector computed from the TLS estimate. Each estimated param-
eter vector q restricts the solution within this subspace. Therefore, it is required that the
regularized solution p is close to this TLS estimate q in a least squares sense:

D = ω (Pp− q)2 . (3.55)

At locations, where no solution has been computed, no such data term exists. This case
is readily taken into account by using an appropriate confidence measure ω. A number of
different confidence measures are detailed in Chapter 5.

It is sometimes desirable to use an orthogonal basis as then the variation of p is restricted
to the orthogonal complement of the TLS subspace. Such a basis system is easily computed
by successive orthogonalization [Bronstein and Semendjajew, 1989]:

â1 = b̂1 and âk =
ak
|ak|

with ak = b̂k −
k−1∑
i=1

b̂
T

k âi

âTi âi
âi . (3.56)
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A conceptually similar data term using the orthogonal projection on a subspace of an OLS
solution based on multiple constraints at the same pixel has been given by Schnörr [1993].
The considered data term Equation (3.55) can be written in the form of Equation (3.49) with

a(p,p) = 2

∫
ωc p

TP TPp , f(p) = 2

∫
ωc q

TPp and c =

∫
ωc q

Tq . (3.57)

Under extreme conditions, TLS estimates can be very sparse under unfavorable conditions. An
extreme case would be to have a full solution at just one point x0 and no solution everywhere
else. At this location one then has P = 1l and the bilinear form becomes: a(p,p) = 2ω pTp.
As a full flow solution implies ω > 0 the condition Equation (3.50) is satisfied with C = 1

2ω .
Because a(p,p) is positive definite the argument still holds when there are further places
where a TLS solution q is available. Thus it can be concluded that the existence of a single
full flow estimate is sufficient for a unique regularized solution to exist. Of course, a dense
solution based on just a single full flow estimate does in most cases not capture the underlying
real parameter field. Therefore, confidence measures are important, that do not only assume
smoothness of the parameter field. A number of possible confidence measures are presented
in Chapter 5.

Combined Local Global Estimator

Recently, a combined local-global estimator (CLG) has been proposed by Bruhn et al. [2005].
The CLG approach of motion estimation does not perform TLS estimation as a preprocessing
step. Instead, in this method the quadratic form is minimized directly by the optimization
procedure. Thus, the fidelity term becomes

D = u(x)TJu(x). (3.58)

Here, J is the well known structure tensor from Equation (3.11). Obviously this energy is
minimized if u(x) is equivalent to the eigenvector with the smallest eigenvalue. One advantage
of this method is its continuous character: The more a flow vector is similar to the correct one,
the smaller the energy becomes. The disadvantage, with respect to the TLS method described
above, is that this term is less constrained. Information concerning the local spatio-temporal
gray value structure cannot be used in the estimate. With the TLS subspace constraint from
the previous section, one has more control over problematic image regions. This can lead to
better results under certain conditions [Kondermann et al., 2007].

3.5.3 Smoothness Constraints

There is a large variety of smoothness constraints or regularizers that have been proposed
for optical flow estimation. In a recent summary Schnörr and Weickert [2000] and Weickert
and Schnörr [2001] showed the connection between such variational approaches and the corre-
sponding diffusion processes. In the context of tensor-driven diffusion it is worth mentioning
that Alvarez et al. [1999] showed that the oriented smoothness approach [Nagel and Enkel-
mann, 1986] can be interpreted as a tensor-driven anisotropic diffusion process. Here the three
different types of smoothness constraints will be stated.
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The Membrane Model

In their pioneering work Horn and Schunk [1981] introduced a homogenous regulariser for
optical flow computation. Translated into the m parameter estimation framework this results
in the following smoothness term:

V =

m∑
i=1

(∇pi)2 . (3.59)

Apart from this membrane model higher order smoothness terms such as a thin-plate could
be employed as well [Terzopoulos, 1986]. The above smoothness term usually considers only
spatial neighborhoods (∇ = [∂x, ∂y]T ), however this is easily extended to enforce temporal
smoothness as well (∇ = [∂x, ∂y, ∂t]T ).

Clearly such a regularizer produces undesirable results at discontinuities which are smoothed
across. However if the considered application produces smooth and continuous parameters a
membrane model is admissible. This is the case for many scientific applications. Therefore
this case will be discussed in more detail in Section 3.5.4.

There are a number of extensions to the standard membrane model such as first order
and second order div-curl regularizers [Suter, 1993, 1994; Gupta and Prince, 1996]. Re-
cently, discrete orthogonal decompositions have been proposed for the estimation of solenoidal
(divergence-free) image flows [Yuan et al., 2005]. An approach for allowing discontinuous
piecewise smooth flow fields will be detailed in Chapter 6.

Projected Smoothness

In the above formulation a smooth parameter field was obtained whose overall smoothness is
regulated by the smoothness parameter α. While a large smoothness parameter guarantees
fast convergence a smaller value is preferred in order to give more influence to the data term.
A practical approach might be to first run the algorithm for a while with a large α to close
any gaps. Afterwards, one then can obtain the final result through additional iterations with
a smaller value. The same could be obtained in a more automated manner by reducing α
after each time step until it reaches the desired small value. This obviously implies the use of
a fixed minimal number of iterations.

If one has already defined the subspace in which the TLS solution lies, it makes sense to
smooth this subspace differently from its orthogonal complement. While a strong smoothing
in the orthogonal space is desirable in order to spread the missing information, only little
smoothing is required for the already available solution in order to stabilize results. This idea
motivates the following smoothness term:

V = ψ

m∑
i=1

(∇(Pp)i)
2 + (1− ψ)

m∑
i=1

(∇(P⊥p)i)
2 . (3.60)

Where the orthogonal projection matrix is given by P⊥ = 1l − P . The relative smoothness
between the two orthogonal subspaces is regulated by the parameter ψ. Because an orthogonal
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projection is required in this case, the orthogonal and normalized basis âi from Equation (3.56)
is used to construct the projection matrix.

Note that it makes no sense to use such a smoothness constraint when the TLS subspace
data constraint is used. In this case there is no data constraint in the orthogonal subspace. Any
smoothing parameter will thus cancel out. Hence in this combination, the membrane model
does already ensure a different smoothing of the two subspaces which is readily modeled by
α. This will become more apparent in Section 3.5.4.

Anisotropic Diffusion

So far, only linear isotropic smoothness terms have been considered. The smoothing can be
made nonlinear by varying the smoothness strength locally. For example, one can replace the
global constraints α and ψ by a function that depends on a confidence measure of the flow
estimates (see Chapter 5). This is directly related to a nonlinear image diffusion approach
where the smoothing strength is based on the gradient magnitude, which has originally been
termed somewhat misleadingly anisotropic diffusion [Perona and Malik, 1990].

A truly anisotropic approach varies the smoothing strength not only locally but also
smoothes differently in other directions (on the data array). A nonlinear anisotropic regu-
larizer can be defined as follows:

V =

3∑
i=1

µi

p+1∑
k=1

(êTi ∇pk)2 . (3.61)

This smoothness term restricts the variation of the parameter vector along the spatio-temporal
directions given by the êi according to the µi. If the êi are chosen as the eigenvectors of the
structure tensor and the smoothing strength µi based on the eigenvalues of the tensor, one
obtains the anisotropic method similar to Weickert and Schnörr [2001].

3.5.4 Subspace Constraint and Membrane Model

In this section, the combined subspace constraint fidelity term combined with the simple
membrane smoothness term will be discussed. It has been presented in Spies and Garbe
[2002]. In the scientific applications, either motion discontinuities are absent (Section 7) or
can easily be segmented (Section 8). Thus only the membrane smoothness model is considered
here. For more complex applications, an advanced variational approach will be presented in
Chapter 6.

Combining the data Equation (3.55) and smoothness Equation (3.59) constraints in the
considered support Ω yields the following minimization problem :∫

Ω

{
ω (Pp− q)2 + α

m∑
i=1

(∇pi)2

}
︸ ︷︷ ︸

L(p,∇p)

dxdy → min , (3.62)
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a b c d

Figure 3.7: Moving square optical flow after a 10, b 100, c 200 and d 500 iterations.

where α controls the influence of the smoothness term. Using vector notation the Euler-
Lagrange equations can be written as follows:

∂L

∂p
− d

dx

∂L

∂(px)
− d

dy

∂L

∂(py)
= 0 . (3.63)

Computing the derivatives yields:

2ωP (Pp− q)− 2α

[
d

dx
(px) +

d

dy
(py)

]
= 0 . (3.64)

Introducing the Laplacian ∆p = pxx + pyy this becomes:

ωPp− ωPq − α∆p = 0 , (3.65)

where the idempotence of the projection matrix PP = P is used. The Laplacian can be
approximated as ∆p = p̄ − p, where p̄ denotes a local average [Jähne, 1995]. Using this
approximation leads to

(ωP + α1l) p = αp̄ + ωPq . (3.66)

This now enables an iterative solution to the minimization problem. One introduces A =

ωP + α1l and computes an update pk+1 from the solution at step k from:

pk+1 = αA−1p̄k + ωA−1Pq . (3.67)

Initialization can be done by using the TLS solution p0 = q, where available. Note that
Equation (3.67) converges (pk+1 = pk) when Equation (3.66) is satisfied, i.e. when Equation
(3.62) is minimized. The matrix A−1 only has to be computed once and is given by:

A−1 = α−1

(
1lm −

ω

α+ ω
P

)
. (3.68)

In order to verify that A−1A = 1l only the idempotence of the projection matrix is needed,
hence Equation (3.68) also holds when the basis vectors are not orthogonalized. Inserting
Equation (3.68) into Equation (3.67) yields:

pk+1 = p̄k − ω

α+ ω
P p̄k +

ω

α+ ω
Pq , (3.69)

where also the idempotence of P was used. From 1l = P + P⊥ the two subspaces can be
separated:

pk+1 = P⊥p̄k +
1

α+ ω
P (αp̄k + ωq) . (3.70)
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a b c d

Figure 3.8: IR sequence of the water surface: a original image, b map indicating the type of flow
(black: tr(J) < τ1, white: k = p − 2, light grey: k = p − 1, dark grey: k = p), c velocity field and d
source term (temperature change) [−0.5, 0.5]K/frame.

In the orthogonal subspace, where no initial TLS solution is available, the local average is used.
In the subspace determined by the TLS solution the iterative update is given by a weighted
mean of the local average and the originally available solution. The weights are determined
by the regularization constant α and the confidence measure ω respectively. Notice that the
choice of α only regulates the amount of smoothing in the TLS subspace and has no effect in
the orthogonal subspace.

The effect of this regularization on the example of Figure 3.4 is shown in Figure 3.7
(α = 10). Initially the flow field is dominated by the normal flows. With increasing iterations
the full flow information spreads out until a dense full flow field is obtained. Here the trace is
used to mask the area Ω.

As stated above some of the minimum norm parameters can be unreliable when there is
a difference in magnitude between the parameters. This can be accounted for by choosing
different confidence values ωi for each parameter pi in Equation (3.69):

ωi =

{
ci ω if q < n− 1

ω else
. (3.71)

Where ci is a factor reflecting the confidence that the parameter pi is reliably computed in
the minimum norm solutions. In the same way, also a different smoothing strength αi can be
chosen for the different parameters. This is particularly interesting for higher order models in
which one smoothing strength αu is set for the motion field and another one can be used for
the parameter modeling brightness change.

This framework can of course be applied to the applications presented in Part II of this
thesis. One such application is to estimate net heat fluxes at the air-water interface. Using
infrared cameras to view the water surface gives a direct way to study the heat exchange Garbe
et al. [2002a]. Here a linear source term is used to capture the rate of temperature change, as
will be explained in detail in Chapter 7. An example is given in Figure 3.8 where it can be
seen that the temperature change (Figure 3.8d) does not seem to be correlated to either the
original temperature distribution (Figure 3.8a) nor the velocity field (Figure 3.8c). Note that
in this example there are large areas where it is not possible to compute a full parameter field
initially (Figure 3.8b). These areas are successfully closed from regularizing the parameter
fields.
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3.6 Conclusion

In this chapter a framework for the computation of motion from image sequences has been
presented. Solving this inverse problem starts with formulating a suitable model which relates
brightness changes to motion. A number of models have been presented in Chapter 2. It was
shown that the problem of motion estimation is ill posed without any additional constraints.
This is due to the aperture problem, which is one fundamental problem in motion estimation as
is the problem of occlusions. Two approaches of solving the aperture problem were presented.
The first one assumes local constancy of model parameters, the second one global smoothness.

The local approach of estimating motion is also known as structure tensor approach.
IT was shown that this approach is closely related to a parameter estimation framework.
Depending on the motion model and the data terms, different estimators present optimal
results. It was shown that the ordinary least squares (OLS) estimator is a maximum likelihood
estimator in the case of iid Gaussian noise on the observations. The bias of this estimator in
the case of errors in all variables was circumvented with the introduction of the total least
squares estimator (TLS). In a number of models, such as linear regression with intersect, some
columns will be known without any errors. This leads to an error in TLS estimates which
assumes all observations to be perturbed by the same iid Gaussian noise. A more accurate
estimation is gained by the introduction of a mixes ordinary least squares - total least squares
estimator (mixed OLS-TLS), which computes the parameters of the perturbed data matrix in
a total least squares sense and the exactly known columns by means of ordinary least squares
estimation.

One significant drawback of local estimators can be that their estimated parameter fields
are generally not dense. Therefore an algorithm was presented that allows to regularize pa-
rameter fields in a variational approach. All available information concerning the local spatio-
temporal gray value structures is used in the regularization process.

The presented framework for parameter estimation represents an ideal tool for applying the
motion models from Chapter 2 to a wide range of applications. This framework can readily be
extended to estimators from robust statistics as has been shown in Garbe and Jähne [2001].
These estimators have been presented in detail in Garbe [2001]. Therefore they were not
mentioned explicitly in this thesis.
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Chapter 4

Real Time Performance

4.1 Introduction

In previous chapters, different motion models have been presented which could be solved in
a total least squares (TLS) framework. These models can be used for a number of scientific
applications such as in microfluidics [Garbe et al., 2006, 2008], in thermopgraphy [Garbe
et al., 2003c] in botany [Garbe et al., 2002d,c, 2007c] and in environmental physics [Garbe
and Jähne, 2001; Garbe et al., 2002b, 2003b, 2004, 2007a], to name but a few. For most
of these applications, long image sequences at high framerates need to be recorded in order
to analyze the processes of interest fully. It is important to estimate the model parameter
from these large amounts of data quickly and efficiently. Form some application, a real time
analysis is necessary to facilitate instant feedback during the measurement.

These requirements will be addressed in this chapter. Fast and efficient algorithms for
performing TLS estimates will be presented as well as an extension to the mixed OLS-TLS
estimator from Section 3.4.4. Only these algorithmic extensions make a fast implementation in
real time feasible. They are also presented in Garbe and Strzodka [2007]. To take advantage
of the processing power of modern graphics processing units or GPUs in form of standard
graphics cards, the algorithms have been implemented on this hardware. This accelerates
execution time by a factor of 4.5 by employing a data-stream based computer paradigm, as
has been shown by Strzodka and Garbe [2004]. This allows high throughput for large data
volumes to be processed in parallel.

This chapter is organized as follows: In Section 4.2 the structure tensor approach for
estimating motion from gradients of image sequences will be recapitulated. The extension of
this approach to linear brightness changes and estimation of Range Flow will be discusses in
Section 4.3, where also an optimal solution of this motion model both in terms of accuracy
and efficiency will be presented. The solution boils down to performing an eigenvalue analysis
of an 3 × 3 matrix, which can be conducted extremely fast, as will be shown in Section 4.4.
Here a technique based on the minors of the structure tensor will be presented in Section 4.4.1,
one based on Partial Total Least Squares in Section 4.4.2 and one on an analytical solution
of the eigenwert problem in Section 4.4.3. The performance of the algorithms presented will
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be analyzed in Section 4.5. In Section 4.6 an implementation on standard graphics hardware
will be presented that makes a speedup by a factor of 5 feasible. This highly parallel stream
based implementation is applied to pedestrian scenes and to a medical application.

4.2 The Classical Structure Tensor Approach

The approach of estimating optical flow with the structure tensor approach was presented in
Section 3.3. Essentially, this approach is equivalent to TLS parameter estimation from normal
equations as introduced in Section 3.4.2. Principally, the approach consists of two parts:

1. building the structure tensor from the input image sequence

2. performing an eigensystem analysis of the tensor

In literature, a lot of effort has been put into constructing the structure tensor as efficiently
as possible. In the approach presented in this thesis, Jähne [1993] is followed in constructing
the tensor from intensity gradients as opposed to responses of Gabor or quadrature filters
[Knutsson and Granlund, 1983; Bigün et al., 1991; Granlund and Knutsson, 1995; Bigün,
2006]. Gradients are computed from optimized, separable filters [Jähne et al., 1999; Scharr,
2006], which can be achieved very efficiently. The computation of these gradients can be
conducted with 15 multiplications and 12 additions per pixel and gradient for 5x5x5 filter
kernels. Thus, for the computation of these three gradients take 45 multiplications and 36
additions. Next the tensor elements are computed from point wise multiplication of these
gradients. The integration of the structure tensor is then conducted by smoothing the tensor
elements with separable binomial filters as approximations to Gaussians. These steps were
sketched in Figure 3.3. When integration is performed only spatially with a separable 9x9
smoothing filter, the complete structure tensor can be computed with 159 multiplications and
132 additions, including the computation of the gradients. Thus, the six different elements of
the symmetric structure tensor are computed at a cost of 291 floating point operations (FLOP).

In order to estimate motion from the structure tensor, an eigenvalue analysis has to be
performed on this symmetric tensor. Standard techniques for performing the eigensystem
analysis can be computationally quite expensive. For example, Jacobi rotations require 7 · n3

floating point operations per sweep [Barlow, 2002], thus 189 FLOP for a 3×3 structure tensor.
Usually five to ten sweeps are required for converging to a solution. Performing the eigenvalue
analysis with Jacobi rotations is thus much more expensive than computing the structure
tensor. A faster algorithm of estimating the eigensystem of the structure tensor would be
performing a bidiagonal reduction followed by an QR factorization. An algorithm of this type
requires 20 · n3 floating point operations in total [Barlow, 2002], or 540 FLOP in the case
of the 3 × 3 structure tensor. This is still more expensive than constructing the structure
tensor. Hence, significant speed improvements are possible by reducing the complexity of
the eigensystem analysis. Efficient ways of computing this eigensystem will be presented in
Section 4.4.
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4.3 Extension: Linear Brightness Change and Range Flow

In image sequences, moving objects with linear brightness change are very common. The
stringent brightness change constraint equation (BCCE) requires object intensities to remain
constant, which is hardly ever truly the case. Even if it can be guaranteed that the illumina-
tion source remains constant, motion toward or away from this source will lead to changes in
the intensity as visualized by the camera. Departures from the idealized Lambertian surface
of real objects will further constrict the BCCE.

Incorporating linear brightness changes into the BCCE significantly improves accuracy
and the applicability of the motion estimator. The rationale is of course that a number of
brightness changes can be modeled by such a linear source term. Also, for more complex
brightness changes, a linear source term presents a first order approximation, which van be
seen by expanding the equation into a Taylor series expansion. The resulting constraint
equation and some applications were given in Section 2.5.2. A straight forward derivation led
to Equation (2.25):

d>p = [−1, Ix, Iy, It] · [c, u1, u2, 1]> = 0. (4.1)

On first sight, this equation of linear brightness change along the trajectory of a moving
object is quite dissimilar to moving objects in range data. Range data are 2D+t image
sequences, encoding the distance from the range sensor to the objects in gray values. Range
sensors can be highly accurate scanning laser systems, but also novel insantaneous systems such
as PMD cameras are becoming increasingly popular [Schwarte et al., 1999]. The constraint
equation for range flow was derived and formulated in Section 2.6, resulting in Equation (2.37):

d> · p = [−1 ZX ZY Zt] · [U3 U1 U2 1]> = 0. (4.2)

Comparing Equations (4.1) and (4.2) it becomes apparent, that both problems are mathe-
matically formulated in the same way, only the interpretation is different. While in Equation
(4.1) the parameter c is interpreted as linear brightness change along the trajectory of moving
objects, it denotes the velocity U3 towards or away from the range sensor. Due to the similar
formulation, both problems can be solved with the same estimators. In the following, the
focus will be on efficiently solving the problem of Equation (4.1), keeping in mind that results
and algorithms apply equally for estimating range flow.

4.3.1 Mixed OLS-TLS Minimization

Similar to the standard structure tensor approach presented in Section 3.3, it is assumed that
motion parameters remain locally constant. Hence, the constraint equations (4.2) and (4.1)
can be pooled over a local neighborhood, leading to
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−1 Ix,1 Iy,1 It,1
−1 Ix,2 Iy,2 It,2
...

...
...

...
−1 Ix,n Iy,n It,n

 ·


c

u1

u2

1

 = D · p = 0, with D ∈ IRn×4, p ∈ IR4. (4.3)

Proceeding in the standard structure tensor approach, this would lead to J = D>D ∈
IR4×4. Computing the structure tensor J in this fashion has two significant drawbacks:

1. As presented in Section 3.4.4, the noise structure in the data terms is not reflected by the
total least squares (TLS) estimator [Van Huffel, 1992], implied by the structure tensor
approach. This will lead to a bias in the estimates [Garbe et al., 2002e].

2. The eigensystem analysis of a 4 × 4 matrix can be performed much less efficient than
that of a 3× 3 matrix.

To address the problem of introducing a bias by solving the system of equations (4.3) in a
TLS sense, it has to be solved in a mixed ordinary-total least squares sense (mixed OLS-TLS)
[Garbe et al., 2002e]. The basic algorithm has been introduced in Section 3.4.4.

In Section 3.4.4 the mixed OLS-TLS estimator was defined as:

Definition 7 Given a set of n linear Equations with p unknown parameters x

[A1,A2]x = b, with A1 ∈ IRn×p1 ,A2 ∈ IRn×p2 ,x ∈ IRp, b ∈ IRn, (4.4)

and p1 + p2 = p. The mixed OLS-TLS problem then seeks to minimize

min ([A2, b]p2)2 (4.5)

subject to [A1,A2]x = A1x1 + A2x2 = b,

where p =
[
x>,−1

]>, p2 =
[
x>2 ,−1

]> and x =
[
x>1 ,x

>
2

]>.
In the specific example of Equation (4.3) p1 = 1 and p2 = m. Equation (4.5) can thus be
depicted as first finding a TLS solution on the reduced subspace of erroneous observations and
then choosing from this set the one solution that exactly solves the Equations of unperturbed
data.

The implementation of the mixed OLS-TLS estimator is quite straight forward. The
columns of the data matrix A are permuted by the permutation matrix P in such a way, that
the submatrix A1 contains the p1 exactly known observations, that is

A · P = [A1,A2] , where A ∈ IRn×p,A1 ∈ IRn×p1 ,A2 ∈ IRn×p2 ,P ∈ IRp×p. (4.6)

This is followed by a QR factorization of the matrix [A1,A2, b], thus

[A1,A2, b] = Q

[
R11 R12

0 R22

]
, (4.7)
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with Q being orthogonal and R11 upper triangular.

Then the TLS solution for the sub system of Equations R22p2 = 0 is computed according
to the algorithm presented in Section 3.4.2. With the known estimate of p2 the system of
equations R11x1 + R12p2 = 0 is solved for x1 by back-substitution. The parameter vector
p =

[
x>1 ,p

>
2

]> has then to be transformed back reversing the initial permutations of the
columns by p← P−1p.

With this solution of Equation (4.3) in the mixed OLS-TLS framework, the two issues of
estimating the parameters in a TLS directly are resolved. The bias introduced by the wrong
assumption of iid noise on the data is no longer present. Furthermore, the TLS estimate has
to be performed on the resulting submatrix R22 ∈ IRn×3 only. The advantage of performing
a eigenvalue analysis on the 3× 3 matrix R>22 ·R22 ∈ IR3×3 as opposed to performing one on
the 4× 4 matrix A> ·A ∈ IR4×4 is offset by the additional computational cost of performing
a QR factorization. A reduction of this complexity is essential for increasing performance to
real time.

For the mixed OLS-TLS estimator, it is essential to bring the first column in the form
[ 1 0 ]> where 0 denotes the zero vector 0 ∈ IRn−1. This can readily be achieved by per-
forming a single Householder reflection [Householder, 1958] instead of a time consuming full
QR decomposition. This Householder transform leads to the following system of equations:

H ·D · p = H ·
[

1 A2 b
]
· p =

[
1 R12

0 R22

]
· p = 0, with (4.8)

R12 =
[
〈A2〉 〈b〉

]
and R22 =

[
A2 − 〈A2〉 b− 〈b〉

]
,

where H is the Householder matrix H = 1l − 2vv>/v>v, the Householder vector is v =

[
√
n − 1,−1, . . . ,−1]> ∈ IRn is and 1l is the identity matrix. The column mean of A2 and b

are denoted with 〈A2〉 and 〈b〉 respectively. The reduction of the Householder reflection to
the column mean of A2 and b for R12 and the difference in between the entries of [A2 b] and
the column mean 〈A2〉 and 〈b〉 for R22 can be seen from the special form of H which is given
by

H =



√
n 1/

√
n 1/

√
n . . . 1/

√
n

1/
√
n 1− 1/(n−

√
n) 1/(

√
n− n) . . . 1/(

√
n− n)

1/
√
n 1/(

√
n− n) 1− 1/(n−

√
n) . . . 1/(

√
n− n)

...
...

...
. . .

...
1/
√
n 1/(

√
n− n) 1/(

√
n− n) . . . 1− 1/(n−

√
n)

 . (4.9)

From Equation (4.8) it is evident that the parameters p2 ∈ IRp−1 need to be estimated
from the submatrix R22 in a TLS sense. The remaining parameter x1 can then be computed
by back-substituting x1 = R12 · p2. The structure tensor is thus constructed from J sub =

R>22 ·R22 ∈ IR3×3. The eigensystem of J can then be computed from the efficient techniques
presented in Section 4.4 and thus the parameters p = [c, u1, u2, 1]> estimated.
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Figure 4.1: Plot of the model u · Ix − c = It, where the blue dots indicate data points corrupted by
noise. A TLS fit results in a biased estimate (green dotted line). The Mixed TLS-OLS shifts the data
to be centered around the origin, where an unbiased TLS fit can be performed. Re-transforming the
result gives the true estimate (blue line) which is equivalent to the true model in this case.

Implementing the algorithm is quite straightforward. Following Equation (4.8) leads to
the following expression for the structure tensor J sub computed from R22:

J sub =

 〈(Ix − 〈Ix〉) · (Ix − 〈Ix〉)〉 〈(Ix − 〈Ix〉) · (Iy − 〈Iy〉)〉 〈(Ix − 〈Ix〉) · (It − 〈It〉)〉〈(Ix − 〈Ix〉) · (Iy − 〈Iy〉)〉 〈(Iy − 〈Iy〉) · (Iy − 〈Iy〉)〉 〈(Iy − 〈Iy〉) · (It − 〈It〉)〉
〈(Ix − 〈Ix〉) · (It − 〈It〉)〉 〈(Iy − 〈Iy〉) · (It − 〈Iy〉)〉 〈(It − 〈It〉) · (It − 〈It〉)〉


=

 B ∗
(
Ix · Ix

)
B ∗

(
Ix · Iy

)
B ∗

(
Ix · It

)
B ∗

(
Ix · Iy

)
B ∗

(
Iy · Iy

)
B ∗

(
Iy · It

)
B ∗

(
Ix · It

)
B ∗

(
Iy · It

)
B ∗

(
It · It

)
 , (4.10)

where B ? x represents the convolution of x with a binomial filter. In denotes the gradient
of image intensity I reduced by its weighted mean. This can be implemented efficiently as
In − (B ? In).

The parameter of linear brightness change c can then be solved by substituting the esti-
mated velocities ũ1 and ũ1 into the following equation

c = 〈Ix〉 · ũ1 + 〈Iy〉 · ũ2 + 〈It〉 . (4.11)

4.3.2 Geometric Interpretation

Motion from the well known brightness change constraint equation (BCCE) presented in
Section 2.2 can be thought of as a plane in the gradient space that passes through the origin.
This can readily be seen by setting Ix = Iy = 0. Since Equation (2.3) states u1Ix+u2Iy+It = 0
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it follows immediately that It also has to be zero. For this model, all the data terms ([Ix, Iy, It])
are corrupted by noise and the TLS estimate is the maximum likelihood estimator.

In contrast, a model as presented in Equation (4.1) ([−1, Ix, Iy, It] · [c, u1, u2, 1]> = 0),
linear brightness change can be thought of as a plane in gradient space that intersects the
It axis at c 6= 0. Again, this can be verified by setting Ix = Iy from which follows It = c.
It is this offset c that leads to the wrong estimates of the standard TLS when computing
the model parameters p from the data. This is due to the fact that the constant term −1

appears in the data term. As shown in the previous section, the Housholder reflection leads
to subtracting the column mean from the data matrix R22 in Equation (4.8). The effect of
this transformation is shifting the origin to the center of the data. Thus, for the shifted data
the parameters describe a plane through the origin, for which case TLS can be used again.
Subsequently, the original offset c has to be computed from the sought parameters and the
shifted distance of the data. This interpretation is visualized in Figure 4.1.

4.4 Accelerated Structure Tensor Analysis

4.4.1 Motion from Minors of the Structure Tensor

For the case of J ∈ IR3×3 it was shown by Barth [2000] that the optical flow field can be
obtained from the minors of the structure tensor J . The minors M are given by

M = Minors(J). (4.12)

The elements Mi,j , (i, j = 1, .., n) of M are the determinants of the matrices obtained from J

by eliminating the row i and the column j, e.g. for n = 3 the one of the resulting minors is
M11 = J22 · J33 − J2

23.

Assuming that J ∈ IRn×n has rank n − 1 it will now show how the unique eigenvector
en ∈ IRn to the unique vanishing eigenvalue λn = 0 can be computed following [Mota et al.,
2001].

The rows of J will be denoted by J i, i.e. J = [J1,J2, . . . ,Jn]>. It is then known that

J i · en = 0, ∀i = 1, . . . , n , (4.13)

which means that the rows of J are orthogonal to en. Since J has rank n − 1, en can be
determined by finding a vector vk 6= 0 with the same property of being orthogonal to all J i
and normalizing it.

Because J i does not have full rank, at least one of the rows, say Jk, is a linear combination
of the others

Jk =
∑
i 6=k

aiJ i ai ∈ IR. (4.14)

Starting with the single equation

0 = det (J) = det

J1, . . . ,Jk−1,
∑
i 6=k

aiJ i,Jk+1, . . . ,Jn

 , (4.15)
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and making use of the fact that the determinant does not change by adding arbitrary multiples
of one row to another, one ends up with n equations with l = 1, . . . , n of the form

0 = det ([J1, . . . ,Jk−1,J l,Jk+1, . . . ,Jn]) . (4.16)

With the Laplace expansion of the above determinants along the row k one obtains

0 =
∑
i

(−1)i+1 Jl,i ·Mk,i = J l ·
(

1̂lMk

)
, (4.17)

where diag(1̂l) = [1,−1, 1, . . . , (−1)1+n] and Mk is the k-th row of M . As this holds true for
all l = 1, . . . , n, the desired vector vk is found to be orthogonal to all rows of J . It is given by

vk =
(

1̂lMk

)
. (4.18)

Note, that the above orthogonal relations are true for all k for which Jk is linearly depen-
dent on J i, i 6= k. Thus, there are several alternative ways for constructing the eigenvector en
from the different vk’s. For the other k’s when Jk is linearly independent on the other rows,
canceling of the row k in J leaves a rank deficient matrix. This leads to all the minors from
Mk being zero and thus vk = 0. The sought eigenvector en can obviously not be constructed
in this case.

In general it is expensive to find a k such that Jk is linearly dependent on J i, i 6= k,
and thus en can be constructed from vk 6= 0. But for the motion estimation, where n =

3 and the structure tensor J is symmetric, it can simply be afforded to compute all six
minors {M11,M12,M13,M22,M23,M33}, so that it is immediately known for which k the
resulting vk 6= 0. In the presence of noise, computations will not result in exact zeros, but the
magnitudes of the vk can be used to determine which are more trustworthy. In the extreme
case, when all vk are almost zero, the rank of the original, unperturbed matrix is probably
smaller than n − 1. And with the help of the trace(J) = λ1 + λ2 + λ3 it can be determined
whether all eigenvalues or only two are small.

As outlined previously, the solution to the TLS problem is the eigenvector en to the
smallest eigenvalue λn normalized to the last component, or

u =

 u1

u2

1

 =
e3

e3,3
=

(
1̂lMk

)
Mk,3

=

 M11/M13

−M12/M13

M13/M13

 =

 M21/M23

−M22/M23

M23/M23

 =

 M31/M33

−M32/M33

M33/M33

 .
(4.19)

For computing a minor of a 3×3 matrix, two multiplications and one summation are required.
This means, that for computing the velocity vector u requires 8 multiplications and 3 additions
per pixel and frame or 11 floating point operations (FLOP). Computation of all six minors
leads to 18 multiplications and 6 additions or 24 FLOP.

4.4.2 Partial Total Least Squares

The estimation of motion with the structure tensor approach is a formulation of the Total
Least Squares Problem (TLS) by normal equations [Van Huffel and Vandewalle, 1991]. In the
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same manner as presented for the structure tensor approach, TLS problems are solved by
performing a Singular Value Decomposition (SVD) on the data matrix. The sought solution is
then the right singular vector to the smallest singular value. In the case of motion estimation,
this would correspond to estimating the full flow. In the presence of an aperture problem, the
minimum norm solution is computed from a linear combination of eigenvectors to vanishing
eigenvalues. The same is true for TLS, where this case is termed non-generic total least squares
as introduced in Section 3.4.2.

From Section 3.3 it is evident, that under most circumstances it is sufficient to only compute
one or two singular values for the task of motion estimation. Hence, significant performance
boosts are achievable by not performing a full SVD or eigenvalue analysis, but only compute
the eigenvectors actually needed. An algorithm for solving this Partial Total Least Squares
(PTLS) problem has been presented by Van Huffel and Vandewalle [1991]. The authors per-
form a detailed performance analysis of the PTLS algorithm and show that the computational
cost can be halved by performing PTLS instead of TLS. The accuracy remains the same for
both algorithms. An implementation of the PTLS algorithm is made freely available [Van Huf-
fel, 1989]. Due to the exhaustive analysis of the PTLS as compared to TLS, here standard
TLS is used. However, it should be noted that a speed-up of 50% in the TLS computation is
achievable with PTLS, retaining the same level of accuracy.

4.4.3 Analytical Computation of the Eigensystem

Generally, for finding the eigensystem of matrices J ∈ IRn×n, with n larger than 2, iterative
schemes such as Jacobi rotations [Press et al., 1992] are commonly used. For J ∈ IR3×3 Hasan
et al. [2001] presented an efficient analytical solution.

Their analytical diagonalization solution is specific to the positive-definite and symmet-
ric tensors. The eigenvalues λ1, λ2 and λ3 of such matrices is given by their characteristic
polynomial

det (J −ΛE3×3) = (λ− λ1) (λ− λ2) (λ− λ3) = λ3 − λ2i1 + λi2 − i3 = 0, (4.20)

where E3×3 is the identity matrix. From this equation, three invariants in are given:

i1 = traceJ = J1,1 + J2,2 + J3,3 = λ1 + λ2 + λ3 (4.21)

i2 = (J1,1J2,2 + J1,1J3,3 + J2,2J3,3)−
(
J2

1,2 + J2
1,3 + J2

2,3

)
= λ1λ2 + λ1λ3 + λ2λ3 (4.22)

i3 = detJ = J1,1J2,2J3,3 + 2J1,2J1,3J2,3 −
(
J3,3J

2
1,2 + J2,2J

2
1,3 + J1,1J

2
2,3

)
= λ1λ2λ3. (4.23)
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For the analytical solution, the three invariant variables are defined in terms of in, n ∈ {1, 2, 3}:

v =

(
i1
3

)2

− i2
3

(4.24)

s =

(
i1
3

)3

− i1i2
6

+
i3
2

(4.25)

φ =
acos

(
s
v

√
1
v

)
3

. (4.26)

The definition of φ is valid since v > 0 and s2 < v3 for real eigenvalues λn.

The sorted eigenvalues (λ1 > λ2 > λ3) are then given by [Hasan et al., 2001]

λ3 =
i1
3
− 2
√
v cos

(π
3
− φ

)
(4.27)

λ2 =
i1
3
− 2
√
v cos

(π
3

+ φ
)

(4.28)

λ1 =
i1
3

+ 2
√
v cos (φ) = i1 − λ3 − λ2. (4.29)

These equations can be rewritten in vector notation, yielding λ3

λ2

λ1

 =
i1
3

1 + 2

√
1− 3i2

i21

 − cos
(
π
3 − φ

)
− cos

(
π
3 + φ

)
cosφ


 . (4.30)

Generally, for the structure tensor approach one is interested in all three eigenvalues λi, i ∈
{1, 2, 3} for computing the rank of the tensor J as well as the confidence and type measures
(see Section 5.6.2). Depending on these measures, only the eigenvector e3 to the smallest
eigenvalues λ3 needs to be computed for full flow. Otherwise, if no significant spatio-temporal
structure is observed in the data, no eigenvalue needs to be computed, resulting in a significant
speedup in the estimation.

From this system of eigenvalues, the corresponding eigenvectors ei = (ei,x, ei,y, ei,z)
> can

be computed by solving the linear system of equations Jei = λiei for the ratio ei,x : ei,y : ei,z.:

Ai = J1,1 − λi; Bi = J2,2 − λi; Ci = J3,3 − λi (4.31)

ei,x = (J1,2J2,3 −BiJ1,3) (J1,3J2,3 − CiJ1,2) (4.32)

ei,y = (J1,3J2,3 − CiJ1,2) (J1,3J1,2 −AiJ2,3) (4.33)

ei,z = (J1,2J2,3 −BiJ1,3) (J1,3J1,2 −AiJ2,3) . (4.34)

The sought parameter vector is given by normalizing the eigenvector e3 to the smallest eigen-
value λ3, thus

p =
e3

e3,z
. (4.35)

74



4 Real Time Performance 4.5 Accuracy and Performance of Results

The sought velocity estimate can thus be computed from

u =

[
u1

u2

]
=

[
J1,3J2,3−C3J1,2
J1,3J1,2−A3J2,3
J1,3J2,3−C3J1,2
J1,2J2,3−B3J1,3

]
. (4.36)

It is emphasized, that the numerator is identical for both u1 and u2. Hence, altogether 38
multiplications, 23 additions, two square roots, one cos and one acos are required or roughly
65 floating point operations (FLOP). This technique of computing the velocity u from the
structure tensor is thus less efficient than that from the minors by a factor of 3.

4.5 Accuracy and Performance of Results

4.5.1 Test Scenario

In order to test the validity of the novel, real time approaches, performance analyses were
performed on several benchmark sequences. Tests were performed both on synthetic sequences
as well as on real world sequences with ground truth.

Following Barron et al. [1994], in order to quantify the accuracy of the estimated flow,
the following error measures are used. The correct ground truth flow is denoted as uc and
the estimated flow as ue. The first error measure describes the relative error in the velocity
magnitude:

Er =

∣∣∣∣ |uc| − |ue||uc|

∣∣∣∣ · 100[%]. (4.37)

Because Er measures only the difference between the estimated and the correct velocity
magnitude, no deviation from the correct direction is captured. Therefore the directional error
is used as a second error measure:

Ed = arccos

(
uc · ue
|uc||ue|

)
[◦]. (4.38)

The value of Ed directly gives the angle in 3D between the correct velocity vector and the
estimated vector and thus describes how accurately the correct direction has been recovered.
Apart from the averaged error values their standard deviation will be reported to determine
which range of error values can be expected.

Similar to the test sequence proposed by Barron et al. [1994], the algorithms were tested
on a sinusoidal test sequence. The sequence is generated according to

g(x, t) = A · (sin (k1 · x + ω1t) + sin (k2 · x + ω2t)) +B(x, t), (4.39)

where g(x, t) is the gray value at pixel location x at time t. A represents a parameter for the
dynamic range of the sequence. B(t) indicates the offset of the gray values g and both k1

and k2 represent the wavenumbers of the sinusoidal in the direction of the coordinates x1 and
x2. ω1 and ω2 represent the movement of the pattern in direction of the respective coordinate
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a b c

Figure 4.2: Shown in a is the basic sinusoidal test sequence, in b the intensity change which is
superimposed with the pattern of a, resulting in the final test sequence, shown in c.

directions. For the simulation of a linear brightness change, two different image sequences
were generated. In the first, the offset B is assumed to be a linear function of time t. The
second one is stationary in time but presents a ramp in the y-direction. The wavelength used
for the test sequence was chosen to be λ1 = λ2 = 2π/k1 = 2π/k1 = 15.2 pixel with an angle
between k1 and the x-axis of 80.5◦ and between k2 and this axis of −33.3◦. Two frames of
such a test sequence are displayed in Figure 4.2.

For optical flow computation it is interesting to study the dependence of the computed
optical flow u = (u1, u2)> depending on the noise added to the synthetic sequence. In the
present context it is of equal importance to know how accurate the intensity change present
in the sequence can be detected. To address these issues first a constant intensity change of
B(x, t) = B0 + a · t with a = 1.5 gray value / frame was uniformly added to the sequence.
In a second step a stationary ramp was added to the sequences, or B(x, t) = B0 + a · y with
a = 1.5. With these two test patterns, both local intensity changes as well as global ones
could be addressed. The magnitude of the flow was varied from no movement (|uc| = 0 pixel
/ frame) up to |uc| = 10 pixel / frame in 20 steps, with the direction of the velocity vector
along the x axis, or |uc| = u1.

Although this is not a common situation encountered in real world scenes, most gradient
filters possess optimum properties along scan lines with great variations in arbitrary directions
in between [Scharr, 2000]. Hence results presented here give a lower bound for movement along
other directions, which will not be as accurate due to the gradients computed. Along other
directions the actual performance of gradient filters can vary significantly and is subject to
filter optimization [Scharr, 2000].

4.5.2 Accuracy of the Plain-, Scaled- and Mixed-TLS

The accuracy of the three alternative techniques was examined on the test sequence, namely
the mixed OLS-TLS, the scaled TLS and the plain TLS estimator. Also the accuracy of
detecting the optical flow ue = [ue, ve]

> under different flow magnitudes and different intensity
changes was inspected.

Not all the resulting plots are presented in this paper, but some representative ones, as the
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results are similar and can readily be extrapolated from the presented cases. In Figure 4.3 the
relative errors of the intensity changes are shown. As was found in the previous section, also
in this case the OLS-TLS estimator presents the most accurate results, while the scaled TLS
estimate is prone to slightly larger errors. The unscaled TLS technique proves to be quite
inaccurate, most notably on higher noise levels. Generally all estimators exhibit the highest
accuracy on large intensity changes, which were varied for B(t) = B0 + a · t from a = 0.0 to
a = 10.0 grey value / frame in 20 steps. The accuracy of recovering the flow magnitude proved
to be independent of the intensity change in the OLS-TLS estimator and depends linearly on
the noise level σ. The TLS estimate is biased toward higher intensity changes.

4.5.3 Accuracy of the Accelerated Tensor Analysis

Also, the accuracy of estimating the motion parameters with the efficient techniques from
Section 4.4 were tested and compared to the standard Matlab™ SVD algorithm. The analysis
was repeated for thirteen different levels of iid Gaussian white noise added to the sequence.
In order to cover a wide range of conditions and to extrapolate sensor noise, the variances
of the iid noise chosen were σ2 ∈ {0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0}. The
noise levels of modern cameras are typically well below σ2 = 1.0.

The results of this accuracy test can be seen in Figure 4.4. Here, the angular and relative
errors Ed and Er are pesented for the algorithm based on a singular value decompositon (SVD)
implemented in Matlab. The results are identical to those obtained with the analytical solution
presented in Section 4.4.3. Variations are of the order of 10−8%, which may be neglected. In
Figure 4.4, curves are presented at displacements of the sine pattern ranging from 0.01 to 10
pixel/frame in 27 steps. Presented are results for the relative Error Er computed from the 2D
displacement vector u, from the constant c of linear brightness change (which is equivalent
to U3 for range flow applications), as well as the full 3D Vector [u1, u2, c] (or [U1, U2, U3] for
range flow). For the same quantities the angular error Ed is shown, except for c, which is a
scalar quantity.
It can be seen that all error measures fluctuate in the absence of noise due to the structure of
the sine pattern. The error depends linearly on the noise, which is shown in Figure 4.4f for a
displacement of 3 pixel/frame, which represents the minimal error for the given sine pattern.
The translation of minimal error depends on the wavelength of the translated gray value
structure. For longer wavelength (patterns with lower frequencies) the minimum shifts to
faster flow velocities, for patterns of higher frequency it shifts towards lower flow magnitudes.
Generally, the basic structure of the graphs is always the same, declining slowly from high
relative errors at small velocities to a minimum depending on the frequency structure of the
signal and then sharply rising at higher velocities. Here, eventually the sampling theorem is
violated, leading to completely wrong estimates. It should be noted that the plots presented
in Figure 4.4 are drawn on a double logarithmic scale.

It was mentioned that results for the analytical solution and the SVD solution are identical.
The results of the estimation based on the minors from Section 4.4.1 were a little different.

77



4.5 Accuracy and Performance of Results 4 Real Time Performance

Results for the solution based on the minors is shown in Figure 4.5. In this plot, results are
compared to that from the SVD computation. In the absence of noise, results are identical.
However, with increasing noise the relative error Er is much higher than that of the SVD,
often several orders of magnitude. Also, erratic behavior can be seen in Figure 4.5a and b.
This behavior can be attributed to a few wrong vectors computed. When correct estimates
are obtainable, the velocities computed from Equation (4.19) should be identical. However,
this must not always be the case. Wrong estimates were segmented by requiring the angular
error between the estimates of the velocities form the minors M11 to M33 to be less than 4◦.
The results of these segmented velocity estimates are presented in Figure 4.5c and d. While
the errors are much smaller than previously and no erratic behavior is observable, the SVD
estimates are still more accurate. It should also be noted that the vector field from the SVD
estimates are 100% dense, while the segmented flow from the minors is less than 60% dense.
By also segmenting the velocity field from the SVD estimates to the same density as the minor
estimates, the accuracy can be even further increased.

4.5.4 Discussion of Results

Concluding it can be stated that the TLS estimator exhibits a strong bias in the case of
exactly known data term and thus depends highly on the noise level and intensity change
present in the imagery. The mixed OLS-TLS estimator provides much better results and is
in fact theoretically the best unbiased estimator under iid Gaussian noise [Van Huffel and
Vandewalle, 1989]. Moreover, the reduction of computing the TLS estimate on the submatrix
J sub ∈ IR3×3 allows more efficient algorithms, which were not possible on the full J ∈ IR4×4

of the TLS problem. On these smaller 3 × 3 submatrices, fast techniques for solving the
eigensystem problem have been presented. Computing the motion fields from the minors of the
structure tensor is the fastest, only requiring 24 floating point operations per pixel. However,
it turned out that this technique is not quite as accurate as the standard SVD, particularly in
the presence of noise. This behavior can be attributed to the fact that this technique assumes
the smallest eigenvalue to vanish. This eigenvalue only vanishes theoretically in the absence of
noise and for a perfect fit of model and data. That means that it will only vanish when there
is no scatter of data points around the fitted plane. In reality and especially in the presence
of noise, this is
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Figure 4.3: Comparison of the relative errors in estimating an intensity change at fixed flow mag-
nitude. In a the intensity change is computed from the mixed OLS-TLS estimator and in b with the
scaled TLS estimator, proving that the OLS-TLS produces slightly more accurate results than the scaled
TLS analogon. Shown in cand d are the relative errors in computing the optical flow magnitude |ue|
for an increasing level of intensity change. While this accuracy is solemnly a linear function of noise
level in the case of OLS-TLS as is shown in e, the accuracy increases with higher intensity change for
TLS. The poor performance of the unscaled TLS is presented in f.
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Figure 4.4: a relative error of displacement vector, b angular error of displacement vector, c relative
error of full parameter vector, d angular error of full parameter vector, e relative error of intensity
change, f Noise dependence at displacement of 3 pixel / frame.
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Figure 4.5: A comparison of estimating motion from the Minors M or the SVD of the structure
tensor. In a the relative error Er for both techniques is presented for different displacements and noise
levels for 100% dense motion fields. In b the dependence of Er on the noise level σ is shown for a
displacement of 3 pixel/frame. Results for the same test are shown in c and d, but this time the motion
fields computed by the minors are segmented and only 60% dense (see text).

not the case. Moreover, the magnitude of the smallest eigenvalue will directly depend on the
noise level. The assumption of a vanishing eigenvalue thus induces a bias on the estimates of
the minors.

A more accurate estimator turned out to be the analytical expression of estimating eigen-
values and eigenvectors of the structure tensor. This technique is not as fast as computing the
minors. It requires 65 floating point operations, which is roughly a factor 3 more than for the
minors. Keeping in mind that the SVD takes roughly 20 · n3 = 540 floating point operations
in total [Barlow, 2002], this technique is still faster than the SVD by a factor of 8. In contrast
to the approach based on minors, no difference in estimates obtained from the SVD and the
analytical solution were detected.

With the efficient techniques of estimating motion from the structure tensor, the highest
computational cost has shifted from the eigensystem analysis to actually constructing the
structure tensor from derivatives. A significant speed-up of the algorithm is thus achievable
by finding faster algorithms in this area. Especially for computing the derivatives of image
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intensities, fast implementations on graphics hardware have been presented [Hopf and Ertl,
1999]. Since the computational cost is almost insignificant between the analytical technique
and the minor technique in relation to computing the structure tensor, the analytical technique
is favored due to its higher accuracy. Also, from this technique all the eigenvalues can be
computed without significant additional cost. These eigenvalues are vital for confidence and
type measures, as presented in Section 5.

One way of significantly speeding up the estimation of motion from image sequences is
implementing the efficient techniques on standard graphics hardware. The rationale is the
unrivaled price-performance ratio of this hardware and a comparably easy high level language
access to its functionality. The implementation and results will be presented in the following
section.

4.6 Implementation on Graphics Hardware

Graphics processors achieve a high throughput for large data volumes by applying a data-
stream-based computing paradigm [Hartenstein, 2003]. In particular, it deals much better
with the memory gap [Wilkes, 2000], the mismatch of memory and processor performance.
Among FPGAs, reconfigurable computing arrays, Processor-in-Memory or stream architec-
tures, graphics processors are neither the most flexible nor powerful devices exploiting data-
stream-based processing, but they offer an unrivaled price-performance ratio and a comparably
easy high level language access to their functionality. This means that they are the platform
of choice for an inexpensive image sequence processing tool. The standard structure tensor
solved with Jacobi rotations [Drmac, 1997] was implemented on such hardware. Results were
presented in Strzodka and Garbe [2004] and are shown here. Apart from an eigenvalue analy-
sis based on Jacobi rotations, also the fast techniques presented in the previous sections were
implemented, leading to a significant speed up. These results will not be presented here, since
the speed up is similar to that for Jacobi rotations and results can easily be adapted.

In the following, first the basic algorithm, the visualization, the control of the data-flow and
then the configuration of the processing elements in the graphics pipeline will be presented.

4.6.1 Computation

First, the spatial-temporal gradients d = [gx, gy, gt] have to be estimated. A 3 or 5 tab isotropy
optimized Sobel filter Dq is applied in each direction q ∈ {x, y, t}: dq = Dqg [Jähne et al.,
1999]. Then, according to the definition of the stucture tensor from Section 3.3, the elements
of the structure tensor J can be computed from the data matrix D as presented in Section
3.3:

Jqr =

m∑
i=1

wiDiqDir . (4.40)

Assuming that the weights wi are chosen to be the binomial coefficients, first the 6 mixed
products (dqdr)qr, q ≤ r are computed and then a binomial filter B is applied. The weighting
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on a 32 or 52 stencil is computed in the spatial domain. The computational cost can be further
reduced by exploiting the separability of the involved filters.

The estimation of the full optical flow field f is only possible if no aperture problem is
present [Hildreth, 1984]. This is equivalent to requiring that rankJ = 2. By analyzing the
eigenvalues of J a coherence measure ce can be computed, indicating regions where full motion
can be derived. This coherence measure was introduced by Haußecker and Spies [1999] and is
given by

ce =
λ2 − λ3

λ2 + λ3
, (4.41)

where λ3 and λ2 are the smallest and second smallest eigenvalues, respectively.

In natural image sequences large areas with negligible spatio-temporal gradients may be
present. Since the trace of a matrix is invariant under rotation, traceJ presents a good
measure for these areas. By only computing the eigensystem of J at locations where the trace
is above a certain threshold, unnecessary computational cost is avoided. This approach is
refined by treating the diagonal elements of spatial and temporal gradients separately. Thus,
it is required:

J11 + J22 > τs (4.42)

J33 > τt . (4.43)

This condition is not fully rotationally invariant anymore, but allows a much better detec-
tion of motion irrelevant regions.

In the application concerned with the real-time presentation of selected motion features
rather than ultimate precision in the estimation one can further reduce the computational load
without significant loss of accuracy. First, the spatial resolution of the images is reduced with a
down-sampling step. This is legitimate since in a real-time display the user is not able to draw
any information from a single pixel anyway, and often a smoothing step for the visualization
of the motion is applied (Section 4.6.2). After the computation the images are scaled up again
for display. The down-sampling is not critical as long as the texture information, which is
crucial for the diversification of the structure tensor elements, is not lost. Typically the VGA
format (640× 480) is scaled to 320× 240.

For frame rates higher than 25Hz the temporal resolution of the image sequences is reduced.
To avoid temporal aliasing the regularized gradients still use the full temporal resolution and
only the time intensive eigenvalue analysis skips intermediate images. Thus, artefacts that
would be introduced by a mere sub-sampling are eliminated. At the same time a significant
speed up is achieved. This step could be eliminated by employing the fast analytical approach
for computing the eigensystem as presented in Section 4.4.3 instead of the Jacobi rotations
used here.

4.6.2 Visualization

In this section the visualization process from the raw velocities to the display of motion
features in the image sequence will be outlined. Figure 4.6 accompanies the explanation of
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a b

c d

e f

g

Figure 4.6: The steps of the visualization pipeline described in Section 4.6.2. Every fifth frame of
the sequence is shown.

the individual steps of this process.

Coloring

a b c

Figure 4.7: Color maps used for the coloring of the velocities.

From the motion estimation an image with the estimated x and y velocities u = [u1, u2]
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is obtained. In Figure 4.6a the modulus of the velocity can be seen as intensity. Visual
representation of vector fields is an extensive topic of its own. However, in real-time image
sequences there is little time for computation and the user has only a fraction of a second to
perceive and understand the images. A reliable method for conveying a qualitative picture of
the motion is to use color. Color is especially useful to catch the eye of the observer in an
otherwise gray image [Travis, 1991].

A 2D color map is used to represent the motion field. Theoretically each location in
the color map is assigned a different color, such that all directions can be unambiguously
distinguished. But it is illusionary to think that this information can correctly be interpreted
in real-time. It is more advisable to adapt the color map to the application in mind. For
the test sequences of walking people, a map which helps to distinguish the differences in x

velocity is used, with the y axis being poorly represented (Figure 4.7a). Figure 4.7b shows
a map which represents all directions equally well. However, this color richness can be often
more confusing than helpful and so for the medical data sets, either a rainbow encoding of
the velocity modulus (Figure 4.7c) or even a single color is applied. Here often the fading
explained below is better suited for conveying the motion. From the implementational point of
view any texture with a color map could be used. Figure 4.6bis an image of the test sequence
after the first coloring step.

Blending

The motion estimator works adaptively only on regions which yield sufficiently pronounced
spatio temporal structures, which is reflected in the rank of the structure tensor (Equations
(4.42) and (4.43)). This saves a lot of computation time in typical sequences as can be seen in
Figure 4.6c, where the uncomputed area is displayed in black. Despite the air irritations visible
in 4.6b, most of the background is omitted upon Equation (4.43), while the homogeneous black
in the trousers violates Equation (4.42). Areas with a strong aperture problem as computed
from Equation (4.41) are also masked out. For visualization purposes this empty area can be
used to blend in the original image sequence as shown in Figure 4.6d.

Region of Interest

In general the motion field contains velocities of various scales and in a given application.
Very often only a small subset of them is of interest. Also at spatial and temporal (very fast
motion) discontinuities one can still obtain erroneous results despite the culling based on the
quality measure (Equation 4.41). Therefore, the region of interest is identified on the velocity
modulus or by other simple measures. In Figure 4.6e the faster moving person was highlighted
in this fashion.

Smoothing

The previous selector determines the visible value range of the velocities. This produces
regions of similar velocity but different size. Here their size and form can be used as a criteria
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to differentiate between them. For this purpose, a hierarchical smoothing scheme is applied
which smooths the characteristic function of the selected regions on each level. The spatial
scale of motion regions are selected by thresholding the obtained values. The preference of this
process for regions, expanded in a certain direction, can be influenced by changing the weights
of the smoothing mask. The scheme applies the smoothing also to the velocities themselves to
obtain a better visual representation. Figures 4.6f and gshow the results after the application
of 3 and 5 smoothing steps in the hierarchy respectively.

In the sequence from which Figure 4.6ghas been extracted only the faster moving person
is marked by the display of the motion region. All other motion regions, though similar or
even higher in velocity, are masked out. This masking is very general and does not require
any knowledge about the objects or type of motion. However, if this knowledge is present
it could help to provide even finer feature distinctions. In future, the integration of one of
the many motion segmentation techniques, which can incorporate such a-priori information,
should be considered. In fact, the test sequence has been chosen to demonstrate that even very
similar motion features can be distinguished. Certainly, this result requires a careful setting
of the four parameters for the velocity selection and smoothing, but the more pronounced the
differences are, the less parameter tuning is needed.

Fading

In some applications one is not only interested in the display of the current motion field, but
one wants to visualize the regions already effected by previous motion also. In angiography,
for example, the flow of blood marked by a contrast agent is of great interest to the physician.
But the motion estimator can only compute velocities at the front of the in- or outflowing
agent. Without further processing the visualization of these velocities results in a confusingly
fast rush of colors through the image sequence. Such sequences also have a lower temporal
resolution, so that the motion estimates at any individual time point are not as reliable as
their weighted integration.

During the streaming of the sequence, for each pixel location the point in time at which
it represented a non zero velocity is recorded. This information is used to display a fading of
the recorded motion. Figure 4.13 shows the benefit of this visualization method.

4.6.3 Data-flow

First it is assumed that the individual images of the image sequence lie in main memory. The
images are transported one by one to the graphics card with an asynchronous mechanism
(pixel buffer objects), which allows the card to continue the current computation during the
transfer. For this several circular buffers are used on the card. Subsequent images load to a
buffer position which is not needed in the concurrent computation. Each image is read only
once, so that the AGP bus provides sufficient bandwidth in comparison to the number of on-
card operations as not to decrease the overall performance. Because all steps of the algorithm
are performed on the card, no additional memory transfers are needed. The final result is
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displayed directly from the graphics memory onto the screen. Using the graphics card as a
“co-processor” for the optical flow computation and transferring the flow estimates back into
the main memory was not feasible across the AGP bus due to bandwidth restrictions. Novel
architectures such as PCI Express with its higher bandwidth in both directions will abolish
this restriction.

On the graphics card the images are represented as pbuffers. These buffers are 2D data
arrays which can serve either as a source (texture) or a destination of data streams (see
Figure 4.8). The operations of the algorithm are performed by streaming the texture operands
through the appropriately configured graphics pipeline (Section 4.6.3) to a target pbuffer. The
target pbuffer can then be used as a texture operand in the succeeding operation. Because
several such passes are required by the algorithm, mainly floating point pbuffers are employed
to retain sufficient precision in intermediate computations.

As long as the same operation is applied to all pixels of the image sequence, the imple-
mentation is very fast, as the efficiency of the pipeline grows with the size of the streams. The
handling of adaptive exclusion of certain regions from computation requires the use of smaller
streams. This process is described in Section 4.6.3.

Currently it is assumed that the image sequence is stored in the main memory. Since each
image is transferred only once, the algorithm would work just the same if the images arrived
from an external source at a certain memory address one by one. Such a source could be
a video camera or any other video stream. In fact, it is possible to decode a video stream
in real-time on the CPU, while the graphics processor works on the motion estimation and
visualization.

Pipeline Configuration

RasterizerVertex
Processor

Processor
Fragment

values
pbuffer

vertex
data

vertex
data fragments

valuesTextures

Figure 4.8: A simple diagram of the DX9 graphics pipeline. Light gray represents data containers,
dark gray processing units. In each pass a different texture can serve as the target pbuffer for the
output data stream.

The DX9 graphics pipeline contains two freely programmable parts, the vertex and the
fragment processor, as shown in Figure 4.8. The vertex processor mainly manipulates the
input vertex and texture coordinates and vertex color. The hard-wired rasterizer interpolates
these values for each pixel in the primitive which is currently being drawn, e.g. a triangle.
The interpolated values associated with one pixel location are called a fragment. They are
manipulated by the fragment processor. The fragment processor combines the fragment data
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motion estimation {
start loading of image for next iteration
sample down current image
compute optimized gradient with Sobel masks
assemble the weighted structure tensor
classify irrelevant regions for culling
compute motion estimates through

an eigenvector analysis of the tensor
}
visualization {

select a range of velocities
smooth the selected motion regions hierarchically
record the selected motion areas
visualize the result: coloring, blending, fading
display the result

}

Figure 4.9: Overview of one iteration of the main algorithm. Apart from the loading, each line
corresponds to the configuration of the fragment processor with the corresponding program and the
streaming of the texture operands through the so configured graphics pipeline (see Figure 4.8). Some
operations require several passes with slightly different configurations, e.g. smoothing in x and y

direction.

with additional values from up to 16 textures to determine the output value for the current
pixel. Each vertex and each fragment is processed independently of the others in the same
data stream. Therefore, they can be processed in parallel very quickly. The processing of
streams achieves highest performance if the data streams are large and the texture access in
the fragment processor uses only neighboring texture values, such that internally bandwidth-
efficient memory burst-modes can be used and latency can be hidden with small caches.

The fragment processor bears most of the computational burden in image based problems
such as the one presented here. The vertex processor is used only for the generation of texture
coordinates to the neighboring values in a texture, whereas each step in the algorithm sketched
in Figure 4.9 requires a different configuration of the fragment processor. The design of the
configurations was developed in Cg [NVIDIA, 2002], a C-like high level graphics programming
language.

The assembly of the structure tensor is implemented according to Equation (3.11) as several
passes with configurations for the separable binomial B and optimized Sobel Dq filters [Jähne
et al., 1999; Scharr, 2000, 2006], and the mixed products (dqdr)qr, q ≤ r. On the other hand,
the eigenvector analysis executes in a single pass with a large configuration which performs a
constant number of cyclic Jacobi rotations [Drmac, 1997] on J . The approximate eigenvectors
and eigenvalues are used to estimate the velocities (c.f. Section 3.3) and the coherence measure
(Equation (4.41)).
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The hierarchical smoother in the visualization pipeline is again a series of filter applications.
A multi-grid approach was used to quickly incorporate information from farther regions in the
smoothing process. Smaller grids were not generated in that process. This results in the loss
of computational savings of smaller grids. The advantage is that on all pixels is operated in
the same manner. This results in the advantage of being closer to translation invariance at
the added cost of a few extra computations.

The eigenvector analysis of the tensor is by far the longest and thus most demanding
fragment program with almost 300 assembly operations for 9 Jacobi rotations and the motion
estimation. The main visualization program (coloring, blending, fading) is the next larger
with approximately 50 operations. Most configurations have less than 10. Therefore, it makes
sense to design an adaptive scheme which skips the eigenvector analysis for irrelevant data.
Also, the more efficient techniques of computing the velocity from the minors, as presented in
Section 4.4.1, or using the analytical algorithm for computing the eigensystem, as shown in
Section 4.4.3, have been implemented. These techniques increase computational efficiency by
a factor of 5 or higher.

Adaptivity

Figure 4.10: The visible tiling in the adaptive scheme for much too aggressive culling. In Figure
4.6c the standard setting is used.

By analyzing the structure tensor, computation of eigenvectors in areas which do not
contribute significantly to the motion field can be skipped (see Equations (4.42) and (4.43)).
However, the introduction of efficient dynamic adaptive processing in graphics hardware is not
straight forward. There exist per-fragment tests in the graphics pipeline which skip further
processing depending on predefined masks and values of the fragments. But these are not
very efficient, because they cannot exclude larger areas from processing at once. The fragment
processor can also discard fragments, but in such a case the whole fragment program is still
executed and only the final result is discarded. Significant speedup can currently be only
obtained by culling areas on the vertex level.
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The image is divided into tiles, each of which generates a data stream much smaller than
the whole image. Smaller streams reduce the efficiency of the pipeline. But this effect is
compensated to some extent by the graphics driver. This can efficiently catenate the individual
data streams if their defining geometry is given in advance, ideally in a server sided vertex
buffer object. A classification step determines which tiles need to be processed further and
which can be skipped in the following. The classification step can be performed by combining
the data of each tile to a single value and retrieving the values of all tiles with a single read-back
to the main memory as in Lefohn et al. [2003], where this technique has been introduced.

A different classification step is used which avoids the read-back by exploiting the occlusion
test functionality. The test counts the number of passed fragments at a late stage in the
graphics pipeline. The counters can asynchronously be retrieved from the graphics driver, i.e.
they do not stall the ongoing computation. By discarding fragments upon the conditions in
Equations (4.42) and (4.43), the number of motion relevant pixels in each tile can be obtained.
Subsequent processing of this tile can be skipped if the number is below a certain threshold,
such as 5%. The transition from Figure 4.6b to c demonstrates the savings. The tile structure
becomes visible if one skips tiles with too many relevant pixels, e.g. 90% in Figure 4.10. For
entire images the efficiency of the occlusion test has already been demonstrated in Goodnight
et al. [2003]. See also Coombe et al. [2004] for a similar tile based testing.

4.6.4 Results

Two types of image sequences have been shown as examples: the test sequences of walking
people to demonstrate the tool’s ability to distinguish similar motion features, and an an-
giography sequences for the enhancement of blood flow. Scientific applications such as those
presented in the second part of this thesis will not be addressed here. They will be scrutinized
later on and the test sequences of this section are better suited for demonstrating other uses
and properties of the implementation.

Motion Features

The sequences with walking people have been recorded in VGA (640× 480) format at 100Hz.
The computation takes place on reduced 320× 240 images. The eigenvector analysis runs on
every fourth image resulting in a real-time requirement of 25Hz output frequency. Section
4.6.4 discusses the performance results.

Figure 4.6, discussed in Section 4.6.2, shows the individual steps which made it possible
to visually extract the feature of the slightly faster moving person despite smaller regions
(arms, legs) of higher velocity. Figure 4.11 shows another sequence of the same kind. In the
above examples the parameters must be set carefully to obtain the visual distinction with such
clarity. But it is obvious that a higher velocity difference requires only a rough selection of
the visualization parameters. For example, for the task of marking persons who move in the
wrong direction only the sign of admissible x velocities must be set correctly (Figure 4.12).
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a

b

Figure 4.11: Visual emphasis of faster moving persons. In a only the slightly brighter green conveys
the qualitative velocity difference. The visual mark makes it much clearer in b.

Flow Enhancement

The angiography sequences have a resolution of 1024× 1024 at 20Hz. The computation takes
place on 256× 256 images, without a reduction of the temporal axis.

The first example in Figure 4.13 shows the blood flow in a kidney. It can be seen that the
fading of the color helps to understand the distribution of the motion. In the second example
shown in Figure 4.14 the motion regions are recorded over a certain spatial scale to help in
finding turbulent areas in the vascular system.

Performance

All results were computed with a GeForceFX 5800 Ultra 500MHz graphics processor. Com-
parisons were conducted on a cache and SSE optimized version of the motion estimator on a
Pentium 4 2GHz-FSB400 machine. At the time of these tests, the comparison is still in favor
of the micro-processor, since the FX5800 is an old DX9 chip and the performance difference
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a

b

c

Figure 4.12: Marking of people who move in the wrong direction. Despite the occlusion the visual
emphasis is very accurate.
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a

b

c

Figure 4.13: High velocities detected in the blood flow emphasized by a color fading. At the time
point of frame b no velocities can be detected, so that without the fading the frame would not show any
color at all.
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Figure 4.14: Detected regions of wide-stretched motion in the vascular system. Color indicates the
modulus of velocity.

to the current graphics processors is larger than between the older and more recent Pentium
4 systems [Strzodka and Garbe, 2004].

Sequence Loops P4 FX5800 Speedup Est.+Vis.
Figure 4.6 403 22.4 5.0 4.5 6.0
Figure 4.11 353 19.8 4.3 4.6 5.2
Figure 4.12 303 17.7 3.8 4.7 4.6

The last column shows the graphics hardware timings for the whole process, i.e. motion
estimation and visualization. A 4.5 speedup factor was achieved, which is a good value for
this computationally intensive problem, in which the micro-processor benefits from its higher
internal clock. The algorithm is bound by the fragment processor performance due to the long
assembly program for the eigenvector analysis. The program is long despite an hand-optimized
vectorization, because 3 consecutive sweeps are computed uniformly on the 3 distinct sub-
diagonal elements of the structure tensor. In a software program the choice of sub-diagonal
elements within a Jacobi sweep and the overall number of sweeps can be reduced dynamically
depending on a user given tolerance. The algorithm would also benefit from the proposed
feature of dynamic branching in graphics hardware. However, as of May 2004 a quadrupled
speedup is expected simply from the fact that the upcoming generation of graphic cards
presumably has four times the number of arithmetic units as the FX5800. In practice this
would mean operating in real-time on full VGA image sequences. By employing the fast
algorithms presented in Section 4.4, further performance gains up to a factor of 5 or more are
conceivable.

4.6.5 Discussion of Results

In this section a tool for the real-time motion estimation and visualization of image sequences
has been presented. The precise, dense motion estimation allows to visually distinguish even
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very similar features through appropriate post-processing steps. This makes this tool interest-
ing for surveillance applications, as well as for process controll or in observations of scientific
measurement. The visualization pipeline contains several stages which can be easily controlled
to serve the needs of different applications. Other hardware systems perform even more time
consuming motion analysis in real-time but at a much higher price. For the tool presented
here, a simple camera and a standard PC with a DX9 graphics card suffice, because efficient
use is made of its data-stream-processing capabilities.

The current version implements the basic motion estimation based on the BCCE as well
as linear brightness change or range flow as presented in Section 2.5.2 and 2.6 . The tool can
also be adapted for other models introduced in Chapter 2 or to multiple transparent motion
as presented by Mota et al. [2001].

4.7 Conclusion

In this section different techniques of increasing the efficiency of the structure tensor approach
were presented. Fast techniques were presented to decrease the number of floating point
operations for the associated eigenvalue analysis. Here computational cost was reduced from
1890 FLOPs for ten sweeps of a Jacoby rotation on a 3 × 3 tensor to just 24 FLOPs by
computing the eigenvector to the vanishing eigenvalue from the minors. For motion models
of linear brightness change or range flow, an eigenvalue analysis of a 4× 4 matrix is required
in standard total least squares approach. Due to the structure of the underlying data matrix,
this would result in a bias in the estimates and high computational costs. The bias can be
reduced by the mixed OLS-TLS estimator presented in Section 3.4.4. A very efficient way of
performing this computation has been presented here, which reduces the eigenvalue analysis
of that of a 3× 3 submatrix. Hence a significant speedup results for the parameter estimation
of these motion models. This is also due to the fact that the aforementioned techniques can
be applied to this 3× 3 submatrix. The accuracy of these techniques was tested on synthetic
sequences, confirming the high level of accuracy of these techniques.

Another significant speedup can be achieved by implementing these algorithms on standard
graphics hardware. This is a very appealing concept, since performance increases by a factor
of better than 5 is attainable at a modest cost of this hardware. This is due to the highly
parallel streaming architecture of these GPUs. Applications of pedestrian detection and a
medical visualization were demonstrated. All the processing pipeline from motion estimation
to visualization were performed in real time.
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Chapter 5

Characterization of Estimates

5.1 Introduction

In Section 3 gradient based techniques have been presented for the estimation of parameter
fields from image sequences. This section will be mainly concerned with different methods
of characterizing these estimates. An overview of some measures presented in literature will
be given which will then be compared to each other on synthetic as well as on real world
test sequences. A number of extensions will also be presented along with newly developed
measures. These results will be published in Nieuwenhuis et al. [2007].

A confidence measure is defined as a mapping m from the image sequence and the two-
dimensional displacement vector field to the interval of confidence [0..1], that is

m : IR3 × IR2 7−→ [0..1]. (5.1)

It can be used as a measure for the correctness of each displacement vector based on informa-
tion derived from the image sequence and/or the displacement field.

As it turns out two types of measures can be distinguished that are commonly both referred
to as confidence measure in literature. These are true confidence measures and situation
measures also referred to as type measures. While both of these measures can in principle be
used to mark the reliability of a flow field, they are not equally well suited for this task.

Confidence measures derive information from the image sequence and the flow field in
order to judge the reliability of a given displacement vector.

Situation measures use the image sequence or filtered information thereof to detect situ-
ations for which the calculation of the correct displacement field is impossible. Such
situations comprise occlusions and the aperture problem among others.

From this description it follows that situation measures are not able to detect errors in the
flow field, since no information from this field is used for computing them. They are not
able to distinguish between correct and incorrect displacement vectors, since the underlying
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situation might be the same for both. Still, often these measures are used for determining the
reliability of a flow filed by interpreting the presence of such situations as a low confidence.

There are numerous important applications for confidence and situation measures. Reliable
confidence measures can provide valuable information for the improvement of optical flow
methods, for example displacement vectors classified as unreliable can be left out in the result
leading to a sparser but more correct displacement field. Another possibility to improve the
field could be to let the parameter that controls the smoothness of the field depend on the
confidence. Such an approach was presented in Section 3.5.4.

On the other hand, situation measures can be used in image sequence reconstruction where
pixels with occlusion need to be found in a first step before the image can be reconstructed in
these places. These occluded regions could be identified by a situation measure specialized on
occlusion. There are numerous valuable applications for confidence and situation measures.
One can go as far as stating that an estimated displacement vector without an associated
confidence has no value, especially for scientific applications. For this reason, in this chapter
an extensive examination and comparisons of confidence and situation measures for optical flow
methods known from literature will be conducted. It succeeds the paper of Barron et al. [1994],
where the authors presented different methods and associated confidence measures for the
computation of optical flows and compared the performance of these techniques. Concerning
confidence measures they qualitatively compared the performance of measures mentioned for
each method separately. Here this comparison will be extended to a quantitative analysis
over all confidence and situation measures. The results of this analysis will be published in
Nieuwenhuis et al. [2007].

Even though confidence measures are of universal importance in the estimation of accurate
optical flow fields, this area of research has been neglected in literature. One could even go
as far as stating that most confidence measures that were proposed can be categorized as
situation measures of sorts. The only attempt to define real confidence measures for optical
flows has been made recently by Bruhn and Weickert [2004]. The idea relies on the fact that
variational motion estimators define an energy that is minimized during the computation of
the displacement field (see Section 3.5 for more details). Therefore Bruhn and Weickert [2004]
argue that for variational approaches it always makes sense to use the inverse of the energy of
the minimizer at every pixel as confidence measure. This shows exactly how well the motion
model is fulfilled at each point in the image sequence. Furthermore they state that any other
confidence measure with better performance should be integrated into energy functional. They
conclude blatantly that for these reasons the inverse of the energy is the only real confidence
measure for optical flows.

Following this rationale, there would be no ground for a comparison of confidence measures
but for situation measures at most. Nevertheless two reasons might be put forward why paying
a closer look at these measures does indeed make sense:

1. Other motion estimators like the method by Lucas and Kanade [1981] or the approaches
from Section 3.3 do not minimize an energy functional explicitly in the estimation pro-
cess. For these approaches the equivalent would be the inverse of the residual of the fit,
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which is proportional to the inverse of the smallest singular value. Also, it could be pos-
sible to derive confidence measures that cannot be formulated by an energy functional.
Such measures could be based on approaches from machine learning, for example.

2. In practice it is undesirable to formulate estimators with a high complexity functional.
This is on the one hand due to computational cost and on the other hand due to the fact
that such functionals will no longer be convex any more. Complex energy functionals will
thus lead to the increased risk of converging to a local minimum, making the optimization
process less reliable.

Generally, in literature it is assumed that confidence measures are innate to the motion
estimator framework. Thus measurements of the structure tensor have never been applied to
variational approaches or vice versa. In this chapter it will be shown that it is often beneficial
to make use of other measures, not inherent to the framework used for the estimation of
motion.

In addition to the review of confidence and situation measures from literature, new mea-
sures are presented which were found to be missing previously. It is proposed that situation
measures do not necessarily have to be based on the image sequence. Instead, they can derive
their information only from the flow field. In a way this is similar to image driven of flow
driven regularizers in variational estimators as shown by Schnörr and Weickert [2000] and
Weickert and Schnörr [2001]. Therefore, smoothness terms of variational techniques [Schnörr
and Weickert, 2000; Weickert and Schnörr, 2001; Brox et al., 2004] will be used as situation
measures. In this fashion occlusions can well be detected in TLS approaches. Currently, no
confidence measures other than the inverse of the energy functional of variational approaches
has been proposed in literature. Therefore, the inverse of several fidelity terms typically used
in variational approaches are used as confidence measures.

Finally, a possibility is presented to extend any given confidence measure to both a sit-
uation measure that is able to detect three different situations at the same time and to an
improved confidence measure that takes into account the local surroundings of the displace-
ment vector. These two extensions will be termed surface situation measures and surface
confidence measures, respectively.

5.2 Data and Output Functions

Each situation of confidence measure consists of two parts: 1) a data acquisition method and
2) the output function. The data acquisition method is used to acquire the confidence data,
for example a filter response such as the gradient at a pixel location. However, this confidence
data by itself cannot be used as a confidence measure, since the value is generally not in the
interval between 0 and 1. Also, very often this confidence data is an inverse of what would be
defined as a confidence measure. Therefore, monotonous output functions on the data need to
be defined that perform the mapping of the confidence data to the interval [0 . . . 1]. Assuming
that the data values returned by the data acquisition methods are non-negative, the following
two output functions were found to be useful for different situations:
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1. For data d naturally bounded to a closed interval [min,max]:

cbound :=
d−min

max−min
. (5.2)

2. For data d which is not bounded to a fixed range:

cunbound :=
d2

1 + d2
. (5.3)

For cases, in which the data is inversely related to the confidence measure, the corresponding
output function are given by

cbound,inv := 1− cbound, and cunbound,inv := 1− cunbound. (5.4)

Generally, noise in the image data has a huge effect on the computed confidence values. This
can be due to the effect of noise on the actual image data and the associated filter responses
thereof, but also due to the errors propagated into the displacement vectors. The output
function cunbound and cunbound,inv are nonlinearly depended on the acquired data d, the effect
of this noise is further amplified. Therefore, an adequate scaling of the output functions on
the noise is performed as detailed in Nieuwenhuis et al. [2007].

5.2.1 Regularizers as Situation or Confidence Measures

Regularizers can be used as situation or confidence measures to identify locations where the
flow field does not correspond to the regularization model. Here we examine four classes of
regularizers (image-driven or flow-driven either isotropic or anisotropic) defined by Schnörr
and Weickert [2000] and Weickert and Schnörr [2001] plus the homogeneous regularizer used
in Horn and Schunk [1981], a temporal regularizer and a space-time regularizer defined in
Brox et al. [2004] as well as a total variation (TV) regularizer proposed by Rudin et al. [1992].
The corresponding situation or confidence measure can always be computed using one of the
output functions described above, for example

cunbound,inv :=
1

1 + reg(x, y, t)2
. (5.5)

All the flow driven regularizers can only be used as situation measures and not as confidence
measures. Taking both the flow and the image intensities into account, only the image-driven
isotropic and anisotropic regularizers qualify as confidence measures.

5.3 Situation Measures

5.3.1 Problematic Situation to be Detected

In image sequences, due to the structure of the gray value, the full optical flow may not be
estimated everywhere. In this section, situation measures are analyzed that try to detect these
different location. The measures were estimated from the following four situations :
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• Occlusion / Disocclusion

• Aperture Problem

• Homogeneous Regions

• Directed gray value structures

Occlusion/Disocclusion situations pose difficulties for the flow computation method since there
are pixels with undefined flow vectors as explained in Section 3.2.2. In the situation of an
aperture problem, the flow is not unique as sketched in Section 3.2.1. An example is a long
edge of a rectangle moving downwards. Here any flow along the edge could be equally correct.
Homogeneous regions pose problems for many flow computation methods since no flow can
be detected in these regions due to a lack of gray value structures. Therefore, again from
a local point of view, any direction and magnitude of displacement vector could be correct
due to the fact that the region looks the same in all directions. Naturally, to be able to
estimate full motion, directed gray value structures need to be present in some parts of the
image sequence. Also, these areas should be detected by the relevant situation measure. In
the following, situations measures, which were used in the analysis, will be presented

5.3.2 Occlusion/Disocclusion Detection

As situation measures for occlusions or disocclusions, exclusively regularizers were used. Here,
only the homogeneous regularizer proposed by Horn and Schunk [1981] as well as flow driven
isotropic and anisotropic regularizers were used [Rudin et al., 1992; Schnörr and Weickert,
2000; Weickert and Schnörr, 2001; Brox et al., 2004]. Isotropic regularizers are defined as

dreg,iso := ψ
(
|∇u1(x, t)|2 + |∇u2(x, t)|2

)
, (5.6)

and anisotropic ones according to

dreg,aniso := trace
(
ψ
(
∇u1(u, t)∇u1(x, t)> +∇u2(x, t)∇u2(x, t)>

))
. (5.7)

Here | · · · | indicates the L2 norm. As output function, Equation (5.4) was used to compute
cunbound,inv. The situation measures tested for occlusions are thus:

Name Reference Function
homReg [Horn and Schunk, 1981] d := |∇u1(x, t)|2 + |∇u2(x, t)|2

isoFlowReg [Weickert and Schnörr, 2001] ψ(s2) = εs2 + (1− ε)λ2

√
1 + s2

λ2

tvReg [Rudin et al., 1992] ψ(s2) =
√
s2 + ε2

anisoFlowReg [Schnörr and Weickert, 2000] ψ(J) :=
∑2

i=1 ψ(λi)viv
T
i

timeReg [Brox et al., 2004] d := |∇tu1(x, t)‖2 + |∇tu2(x, t)|2

spaceTimeReg [Brox et al., 2004] d := |∇x,tu1(x, t)|2 + |∇x,tu2(x, t)|2

Following Weickert and Schnörr [2001], the weights λ and ε in isoFlowReg were set to
λ = ε = 0.1. For anisoFlowReg, J is a symmetric positive semidefinite matrix with the two
orthonormal eigenvectors ei, (i ∈ 1, 2) with corresponding eigenvalues λi.
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5.3.3 ApertureProblem

The aperture problem is a localized phenomenon. Therefore, measures based on the structure
tensor J can be formulated. In the following the eigenvalues of the structure tensor are
assumed to be sorted according to λ1 ≥ λ2 ≥ λ3. According to Haußecker and Spies [1999],
the total coherency measure ct, the spatial coherency measure cs and the corner measure cc
can be defined according to

ct =

(
λ1 − λ3

λ1 + λ3

)2

, cs =

(
λ1 − λ2

λ1 + λ2

)2

and cc = ct − cs. (5.8)

As a measure for the aperture problem, both structCs and structCc are suitable. For
structCs d := 1− cs and for structCc d := cc were chosen with the output functions cbound

from Equation (5.2) for both cases.

The measure structMultipleMotion has been proposed by Mota et al. [2001] and is
based on the assumption that for a reliable motion vector estimate the smallest eigenvalue λ3

of the structure tensor should be 0. But this measure is neither suited for the recognition of
homogeneous regions (here all three eigenvalues are 0 and thus the situation confidence should
be low) nor for the recognition of aperture problems (here the the two smallest eigenvalues are
close to 0). Therefore the productK =

∏
i λi of the eigenvalues of J is compared to the average

diminished product of the eigenvalues S = 1
m(λ2λ3 + λ1λ3 + λ1λ2). In the case of reliable

motion (λ3 = 0) it follows K = 0. Furthermore S > 0 if there are two eigenvalues larger than
0. Thus a homogeneous region as well as an aperture problem can be identified by a low value
of S. To adjust scales m

√
K will be compared to m−1

√
S. Hence the situation confidence should

be large if m
√
K ≤ ε m−1

√
S and the following situation measure can be derived:

d =
m−1
√
S

m−1
√
S + m

√
K
. (5.9)

The output function cunbound from Equation (5.3) is used.

The Hesse matrix H(I) =
(
∂2I/(∂xi∂xj)

)
is a direct measure for the curvature of gray

value structure. Therefore, one can construct the measures detHessian, evHessian, condHessian
based on H. The condition number κ(H) =

∣∣H−1
∣∣ · |H| of the Hesse matrix has been pro-

posed by Uras et al. [1988], but Barron et al. [1994] found the determinant of the Hesse
matrix det (H) to be reliable. When an aperture problem is present, the curvature along this
direction will be zero which means that the smallest eigenvalue of H is also equal to zero, or
λH,2 = 0. This also amounts to det (H) = 0. Instead of computing the Hesse matrix directly
on the image gray values I, they can also be computed on a smoothed edge map. This is the
approach presented by Waxman et al. [1988]. The edge map E is computed by a DOG filter
[Jähne, 2005] which is then smoothed with a Gaussian resulting in the activation potential A.
The measure DOGHessian is then given by det (H(A)). Summing up, the following measures
based on the Hesse matrix H can be formulated:
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Name Reference Function
condHessian [Uras et al., 1988] d := κ (H(I))

detHessian [Barron et al., 1994] d := det (H(I))

DOGHessian [Waxman et al., 1988] d := det (H(A))

evHessian d := λH,2

For all these measures the output function cunbound from Equation (5.3) was chosen.

Anandan [1989] proposal a measure based on the sum of squared differences (SSD) surface
created by varying the flow vector at the current position and for each variation computing the
new SSD value. The SSD value of the original location is given by Smin. In the presence of an
aperture problem, the SSD surface will be elongated in this direction. Therfore the curvature
of this surface along the maximum Cmax and the minimum Cmin principal axis is computed.
Along edges the curvature along the maximum principal axis will be high whereas that along
the minimum principal axis will be low. This results in the measure SSDCurve given by

d :=
Cmin · Cmax

k1 + k2Smin + k3Cmax
, (5.10)

where k1, k2, k3 are constants. k1 prevents 0 in the denominator, k2 determines the importance
of Smin and k3 bounds the result to the range [0, 1/k3]. Following Anandan [1989], here
k1 = 150, k2 = 1 and k3 = 0 were chosen. The output function cunbound,inv from Equation
(5.4) is used for this measure.

5.3.4 Homogeneous Regions

Homogeneous regions can be detected by computing the gradient. Thus the measure grad is
defined by d := ∇I(x, t). Another measure closely related it the trace of the structure tensor
structTrace d := trace(J) = I2

x + I2
y + I2

t . For both of these measures, cunbound,inv from
Equation (5.4) is used as the output function.

The measures structMultipleMotion detHessian, evHessian, condHessian DOGHessian
SSDCurv used for detecting the aperture problem from the previous section can also be used
to test for homogeneous regions. This highlights a problem with these measures: used by
themselves, it can only be detected that the full motion field cannot be computed. Whether
this is due to the aperture problem or homogeneous regions, cannot be deduced from these
measures. Therefore, a second measure is required to solve this ambiguity, such as grad or
structTrace.

5.3.5 Directed Gray Value Structures

In a local setting, only at directed gray values, such as a corner in an image sequence, is
it possible to estimate full motion. Thus it is important to detect these locations where an
accurate estimate of motion is potentially possible. Again, some of these measures are based
on the structure tensor. The simplest measure is structLa3 based on Haußecker and Spies
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[1999]. Here the underlying assumption is in view of parameter estimation from Section 3.4.2,
that the smallest eigenvalue λ3 should vanish for a perfect estimate, or at least it should
be proportional to the noise corrupting the data. A significantly bigger λ3 is an indication
that the model does not describe the data well. Thus, d = λ3 can be used as a measure
for directed gray value structures, as this is required for the simple motion model. Here the
output function cunbound,inv from Equation (5.4) is used.

Another measure for directed structures is given by the measures from Equation 5.8.
It is the total coherence measure structCc proposed by Haußecker and Spies [1999]. It
measures the normalized difference between the smallest and the biggest eigenvalue leading
to d = ((λ1 − λ3)/(λ1 + λ3))2 . The relevant output function is cbound from Equation (5.2) is
used.

The main shortcoming of using structLa3 and structCc is that they are both a measure
for the magnitude of the smallest eigenvalue. However, in other situations such as the aperture
problem, this eigenvalue can also be small. Therefore, additional measures would be required.

The third measure was proposed by Barth [2000]. From the minors of the structure
tensor three expressions for the velocity can be derived, as shown in Section 4.4.1. Ideally,
the velocity estimates should be the same for these expressions. To this end, the cumulated
angle difference between these estimates is a measure that indicates, when the assumption of
directed structure is not fulfilled in the gray value structure. structMinors can be formulated
as d1 =

∑4
i=1

∑i−1
j=1 angleDiff(xi, xj), which is bounded to [0, 6π]. The resulting output

function is cbound,inv from Equation (5.4).

5.3.6 Comparison of Situation Measures

The following is a list of the situation measures commonly used in literature as situation
measures. They will be compared to each other on test sequences.
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Name Situation Output Function Reference
homReg Occlusion cunbound,inv [Horn and Schunk, 1981]
isoFlowReg Occlusion cunbound,inv [Weickert et al. 2001]
tvReg Occlusion cunbound,inv Rudin et al. [1992]
anisoFlowReg Occlusion cunbound,inv [Schnörr et al. 2000]
timeReg Occlusion cunbound,inv [Brox et al., 2004]
spaceTimeReg Occlusion cunbound,inv [Brox et al., 2004]
structCs Aperture cbound [Haußecker et al. 1999]
structCc Aperture cbound [Haußecker et al. 1999]
structMultipleMotion Aperture cunbound [Mota et al., 2001]
condHessian Aperture cunbound [Uras et al., 1988]
detHessian Aperture cunbound [Barron et al., 1994]
DOGHessian Aperture cunbound [Waxman et al., 1988]
evHessian Aperture cunbound

SSDCurve Aperture cunbound,inv [Anandan, 1989]
grad Homogeneity cunbound,inv

structTrace Homogeneity cunbound,inv [Haußecker et al. 1999]
structMultipleMotion Homogeneity cunbound

condHessian Homogeneity cunbound [Uras et al., 1988]
detHessian Homogeneity cunbound [Barron et al., 1994]
DOGHessian Homogeneity cunbound [Waxman et al., 1988]
evHessian Homogeneity cunbound

SSDCurve Homogeneity cunbound,inv [Anandan, 1989]
structLa3 Directed cunbound,inv [Haußecker et al. 1999]
structCc Directed cunbound,inv [Haußecker et al. 1999]
structMinors Directed cbound,inv [Barth, 2000]

Note: For space considerations, [Haußecker et al. 1999] referrs to [Haußecker and Spies,
1999], [Schnörr et al. 2000] to [Schnörr and Weickert, 2000] and [Weickert et al. 2001] to
[Weickert and Schnörr, 2001].

To examine the performance of the situation measures, they were applied to four artificial
sequences, one highlighting each situation. For a statement concerning the suitability of
a given measure for that situation, the “false positive rate” has also to be computed from
examining cases where the relevant situation does not occur. Therefore the ground truth for
each sequence was labeled with 0 within the situation, with 1 outside the situation and with 0.5

for invalid pixels. Invalid are pixels at which other situations occur that shall not be examined
in the present setting. An example for such invalid pixel are occlusions in the aperture problem
sequence. To compare different situation measures, their quality was expressed in two values
similar to sensitivity (true positive rate) and specificity (true negative rate).

Since the interest is in the identification of certain situations, the average identification
error within the situation Einside and outside the situation Eoutside are used to describe the
performance of the measure. Using S as the set of pixels within the situation, T as the set
of pixels outside the situation and ctruth,i ∈ {0, 1} as the ground truth value at position i, the
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following two error measures can be defined:

Einside =

∑
i∈S |Si − ctruth,i|∑

i∈S |Si|
and Eoutside =

∑
i∈T |Ti − ctruth,i|∑

i∈T |Ti|
(5.11)

with Si ∈ [0, 1] and Ti ∈ [0, 1],

ctruth,i is set to 0 for pixels in S and 1 for pixels in T .

5.4 Confidence Measures

A confidence measure states how well the estimated motion field predicts the change of gray
values with respect to time. In order to achieve this, both information concerning the gray
values as well as the displacement vector field have to be considered. Without this coupling,
the information of only flow field or image intensities can at most be used as a situation
measurement. Due to this fact and this definition of a confidence measure, most confidence
measures termed as such in literature are in fact situation measures.

In fact, the only real confidence measure proposed previously is the inverse of the energy
of variational functionals presented by Bruhn and Weickert [2004]. Here, the idea of Bruhn
and Weickert [2004] is taken a step further by demanding of a confidence to possess a direct
coupling of image intensities and motion field. Hence, the whole energy functional of varia-
tional approaches can be used as such a confidence measure. Moreover, the smoothness term
of image driven isotropic or anisotropic regularizer could also be used as such a measure, as
here too such a coupling is performed.

The regularizer used in this setting are practically the same as isoFlowReg and anisoFlowReg
from Section 5.3.2, except that for confidence measures they need to be image driven instead
of flow driven. Hence isoImReg and anisoImReg are also the same regularizers as proposed
by Schnörr and Weickert [2000] and Weickert and Schnörr [2001]. isoImReg is given as

d := ψ(|∇I(x, t)|2)(|∇u1(x, t)|2 + |∇u2(x, t)|2) (5.12)

and anisoImReg follows analogously from Section 5.3.2, as the output function, cunbound from
Equation (5.3) is used.

Apart from measures based on energy functionals from variational approaches, other mea-
sures are conceivable as well. These rely on warping image intensities from frame I(x, t) to
frame Iw(x, t) based on the displacement vector field. The warped frame Iw(x, t) is thus given
by Iw = I(x+u, t+ 1) with an appropriate interpolation applied in the subsequent sampling.

Subsequent measures can then be based on a number of different constancy assumptions.
It is well known, that higher order differentials of the image intensities I can be formulated
as constancy equations of motion, similar to the BCCE introduced in Section 2.2. These
are constancy of gray value [Fennema and Thompson, 1979], constancy or gradient [Uras
et al., 1988], constancy of the Hessian [Papenberg et al., 2006] and constancy of the Laplacian
[Papenberg et al., 2006], as well as constancy of the norm of the gradient, the norm of the
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Hessian and the determinant of the Hessian, as summarized by Papenberg et al. [2006]. These
constancy equations can always be formulated as

D ◦ Iw(x, t)−D ◦ I(x, t) = 0, (5.13)

where D denotes a differential operator operating on I. The residual of this constancy as-
sumption are used as confidence measures in the following. They are denoted as gradConst,
gradNormConst, hesseConst, hesseNormConst, hesseDetConst and laplaceConst. The resid-
ual of the brightness constancy constraint equation is termed SSD or brithnessConst, depend-
ing on whether the residual is computed in a differential framework (w·∇x,tI = 0, w = [u, 1]>)
or from the sum of squared differences (SSD). To this end, the residual of the cross correlation
can also be used as a measure, termed CrossCorr. All of these measures use the output func-
tion cunbound from Equation (5.3), except CrossCorr, which is bounded by [−1, 1] resulting in
cbound,inv from Equation (5.4).

a b

c d

Figure 5.1: Single frames of the four synthetic sequences to test the situation measures: a occlusion,
b aperture problem c homogeneous regions and d directed structures.

5.5 Surface Measures

Generally, in all previous measures, be it confidence or situation measure, no spatial informa-
tion of these measures is used for increasing their accuracy. Moreover, additional information
can be extracted from confidence measures by analyzing their spatial structure. For example,
in the presence of the aperture problem, a similar geometry is expected in the local map
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of confidence measures. Occlusions, on the other hand, will lead to a significant lowering
of the local neighborhood of the confidence map. The accuracy of confidence measures can
also be improved by analyzing these measures in a local neighborhood. This has lead to the
formulation of two such measures: surface situation measures and surface confidence measures.

5.5.1 Surface Situation Measures

By considering spatial changes of a confidence measure, situations such as occlusions/disocclusions,
the aperture problem and homogeneous regions can be detected at the same time. A local
confidence surface is created by changing the displacement vector u0 at a certain location x0

both in x1 and x2 direction. These changes could be in an interval of [-0.9,0.9] in steps of
0.3. In this way a surface of size 7× 7 is obtained. Depending on the application, a different
configuration could be chosen. By analyzing this 7× 7, the following situation measures can
be detected:

Occlusion: No correct flow vector exists at x0 and in its neighborhood. This will lead to
very low values for all confidences of the surface.

Homogeneity: Similar to the gray value structure, the confidence surface will also be flat
and exhibit low curvature in all directions.

Aperture Problem: Here, along the edge representing the aperture program, the confidence
measure will have similar values. This leads to a low curvature in the confidence surface.
As opposed to homogeneous regions, the curvature along the other direction will be high.

The principal curvatures can be computed from the eigenvalues of the Hessian, estimated
on this confidence surface. Also, different shape operators from differential geometry might
be used [Burke, 1985; Spivak, 1999]. The eigenvalues of the Hessian is denoted by λsurf,1 and
λsurf,2 with λsurf,1 ≥ λsurf,2. Together with the maximum confidence cmax located at x, this
leads to the following three surface measures s for occlusion (socc), for the aperture problem
(saper) and for the detection of homogeneous regions shom:

socc =
λsurf,2 · cmax

1 + λsurf,2
, saper =

(
λsurf,1 − λsurf,2

λsurf,1 + λsurf,2

)2

, shom = (1− sapperture). (5.14)

5.5.2 Surface Confidence Measures

Apart from analyzing the shape of the surface of local confidence, it is also possible to refine
the original confidence measure c0 at the point x0. This is done by normalizing the local
confidence surface to 1. It can then be thought of as a probability density function p(x). In a
next step, the error ei is computed between any of the displacement vectors ui in the support
of the surface Ω and the original vector u(x0). The weighted sum of these errors e(xi) is
then a measure for the accuracy of the estimated vector. This confidence is thus estimated
according to

csurf =
∑
i∈Ω

p(xi) · e(xi). (5.15)
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a b c

Figure 5.2: The Sequence for testing noise is shown in a, a frame from the Yosemite sequence is
shown in b and that for the Marble sequence in c.

5.6 Results

The different presented measures were analyzed on a number of synthetic test sequences as
well as on the well known Marble sequence [Otte and Nagel, 1994, 1995]. First the situation
measures were tested. To this end, synthetic sequences were generated, that focus on one
situation each. Individual frames of the four test sequences are shown in Figure 5.1. The
confidence measures were tested on Lynn Quam’s Yosemite [Heeger, 1987] and the Marble
sequence [Otte and Nagel, 1994, 1995]. Also, the dependence of the measures on noise was
tested by corrupting a test sequence with noise of varying intensity. Frames of these test
sequences are shown in Figure 5.2a.

a b c

Figure 5.3: a artificial sequence containing occlusion/disocclusion for testing of situation measures.
The ground truth flow is shown as overlay. b calculated flow field, c Ground truth (0 within situation,
1 outside).

In order to compare the performance of different confidence and situation measures quan-
titatively, the following methodology is used:

• For the situation measures, different synthetic sequences are used that highlight a range
of different situations that should be detected. For pixels within the given situation,
an index is set to 0. The index is set to 1 for pixels outside that region and pixel are
excluded from the analysis by setting the index to 0.5. Subsequently two values are
calculate: 1) the average deviation from 0 for pixels in the situation and 2) the average
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a b c

Figure 5.4: Classification result for the SSM-hessConst measure in a, for SSM-ssd and for
SSM-crossCorr in c. Red: within situation, blue: outside situation. The lower the value the more
correct the result.

deviation from 1 for pixels outside the situation.

• For the confidence measures, an optimal confidence is computed from a given test se-
quence I, a given displacement field u and the associated ground truth flow field uc.
Computed confidence measures are then compared to this optimal confidence.

As it turns out, noise in the image sequence has important effects on confidence measures.
Therefore these effects will be analyzed by computing the measures on sequence with different
levels of artificial noise.

5.6.1 Situation Measures

a b c

Figure 5.5: a artificial sequence (containing the aperture problem for the examination of situation
measures) with ground truth flow, b calculated flow field, c ground truth (0 within situation, 1 outside,
0.5 for invalid pixels).

The displacement fields have been calculated using the structure tensor method described
in Bigün et al. [1991]. On these vector fields, the situation measures were computed. For each
sequence, three examples of the relevant situation measures are presented, one for the best
measure, one for an intermediate measure and one for a measure of low quality.
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a b c

Figure 5.6: Result from the aperture sequence for the SSM-laplaceConst measure in a, the detHess
measure in b and the ssdSurface in c. The coloring scheme is the same as in Figure 5.4, plus green
which indicates excluded regions.

To show these results we will display the difference of the calculated classification result
and the ground truth for the current situation. In order to be able to discern pixels within the
situation from pixels outside the situation we use different color channels. The red channel
contains only pixels within the situation, the blue channel all pixels outside the situation and
the green channel all pixels that have been masked out. Thus the darker the red and blue
color the more correct the classification result.

Finally we will show a table demonstrating the Einside and the Eoutside error. The table is
sorted by the sum of these error measures. To indicate surface situation measures we use the
abbreviation "SSM" in front of such measures.

Noteworthy are the good results of this new concept of the surface measures for all four
situations, namely occlusion, aperture problem, homogeneous regions and directed gray value
structures.

Method Einside Eoutside

SSM-hessConst 0.032 0.099
SSM-laplaceConst 0.077 0.091
SSM-hessNormConst 0.160 0.108
SSM-ssd 0.464 0.087
spaceTimeReg 0.506 0.094
SSM-brightnessConst 0.540 0.130
timeReg 0.610 0.082
homReg 0.800 0.044
SSM-crossCorr 0.076 0.990

Table 5.1: Results of situation measures for occlusion sequence.

Occlusion / Disocclusion

The occlusion sequence in Figure 5.3 shows a sine pattern moving in the up-left direction
which is blocked by a bar moving in the down-right direction. Hence on both sides of the bar
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Method Einside Eoutside

SSM-laplaceConst 0.000 0.009
SSM-hessConst 0.000 0.009
SSM-ssd 0.000 0.020
SSM-hessNormConst 0.000 0.028
structCs 0.000 0.063
SSM-brightnessConst 0.000 0.097
detHessian 0.000 0.097
logHessian 0.056 0.077
singhSurface 0.0157 0.188
evHessian 0.000 0.278
structMultipleMotion 0.013 0.290
structCc 0.006 0.309
SSM-crossCorr 0.000 0.929
ssdSurface 0.000 1.000

Table 5.2: Results of the situation measure for the aperture problem.

either occlusion or disocclusion occurs.

The measurement yielding the best results for the occlusion sequence using the sum of the
error definitions Einside and Eoutside is the surface situation measure applied to the hessConst
measure, closely followed by SSM-laplaceConst. The results of this SSM-hessConst id pre-
sented in Figure 5.4a. The surface measure applied to the SSD measure yielded intermediate
results, which can be seen in Figure 5.4b. The worst results were found for the measure
SSM-crossCorr based on the surface measure applied to the cross correlation measure. These
results are shown in Figure 5.4c. The results of all applicable situation measures is given in
Table 5.1.

a b c

Figure 5.7: The artificial sequence for testing homogeneous regions is shown in a. The calculated
flow field can be seen in b. The ground truth of the situation measure is given in c (0 within situation,
1 outside, 0.5 for invalid pixels).
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a b c

Figure 5.8: The results for SSM-laplaceConst in a, for structTrace in b and for
structMultipleMotion in c. The color scheme is the same as in Figure 5.6.

Aperture Problem

The test sequence for the aperture problem is shown in Figure 5.5. It consists of a plane sine
wave pattern translated to the right in horizontal direction only. On the right side a 2D sine
pattern which is moving in the down-right direction. Therefore, the left part of the sequence
can be used to detect the aperture problem, the right part to check the false positive rate of
the measure. The noise level of this sequence was 0.235.

The measurement yielding the best results for the aperture problem sequence is again the
surface situation measure applied to the laplace constancy measure (laplaceConst). This
measure resulted in almost identical results to the surface measure applied to the hessConst
measure. The result of SSM-laplaceConst is presented in Figure 5.6a. A measure with
intermediate results is the determinant of the Hessian (detHess), the results of which can
be seen in Figure 5.6b. The worst results were achieved with the surface situation measure
applied to the crossCorr measure. This is shown in Figure 5.6c. The results for all measures
are given in Table 5.2.

Homogeneous Regions

The measures for detecting homogeneous regions are tested on the stationary sequence shown
in Figure 5.7. The left part is of a constant intensity (white). The right part contains a
two-dimensional sine pattern.

The measurement yielding the best results for the homogeneous regions sequence is again
the SSM-laplaceConst measure as seen in Figure 5.8a. A measure with intermediate results
is the trace of the structure tensor (structTrace) presented in Figure 5.8b. A low quality
measure for this sequence is the multiple motion measure (structMultipleMotion) in Figure
5.8c. The results for all measures are summarized in Table 5.3.

Directed gray value structures

The last situation to be analyzed is that of directed structures. The relevant sequence is shown
in Figure 5.9. It contains a pattern of white lines on black background on the left which is
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a b c

Figure 5.9: The synthetic sequence for testing directed structures is shown in a with ground truth
vector field overlain. The computed vector field is displayed in b and the ground truth situation measure
is presented in c (0 within situation, 1 outside, 0.5 for invalid pixels).

a b c

Figure 5.10: Classification result for the structEv3 measure in a, for structCt in b and for
structMinorsAmplitude in c. The coloring scheme is the same as in Figure 5.4.

moving in the down-right direction. On the right side a static 2D sine pattern is used. In this
way we can examine whether the measure is able to recognize directed gray value structures,
as well as the aperture problem and homogeneous regions. The noise level of this sequence
has been estimated as 0.0535.

The measurement, yielding the best results is the structEv3, measures the smallest
eigenvalue of the structure tensor. This measure is presented in Figure 5.10a. A mea-
sure with intermediate results is the total coherency measure structCt, which can be seen
in Figure 5.10b. The worst results were computed with the minors amplitude measure,
structMinorsAmptlitude. The results of this measure are shown in Figure 5.10c. Table
5.4 presents the results for all situation measures.

5.6.2 Confidence Measures

The confidence and situation measures were tested on a number of different sequences with
ground truth available. To be able to compare different confidence measures for a given image
sequence I, a computed flow field u and a ground truth flow field uc are used to compute
an optimal confidence measure. This optimal confidence measure is derived from the angular
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Method Einside Eoutside

SSM-laplaceConst 0.000 0.002
SSM-hessConst 0.000 0.002
SSM-hessNormConst 0.000 0.002
SSM-ssd 0.000 0.003
grad 0.000 0.008
SSM-brightnessConst 0 0.041
structTrace 0.106 0.001
detHessian 0.000 0.129
logHessian 0.016 0.118
evHessian 0.000 0.262
SSM-crossCorr 0.000 0.870
ssdSurface 0.000 1.000
singhSurface 0.487 0.527
structMultipleMotion 0.812 1.000

Table 5.3: Results for sequence of homogeneous regions.

Method Einside Eoutside

structEv3 0.113 0.013
structMinorsAngular 0.500 0.015
structMinorsAngle 0.533 0.015
structCt 0.578 0.005
structMinorsAmplitude 0.979 0.946

Table 5.4: Situation Measure Results for Directed Structures Sequence.

error, normalized to the range [0, 1]. This angular error was introduced in Barron et al. [1994]
and is given by

α = acos

(
(u1, u2, 1)>(uc,1, uc,2, 1)

‖(u1, u2, 1)>||[uc,1, uc,2, 1]>|

)
and errangular =

α

π
. (5.16)

The advantage of the angular error is, that errors in the angle as well as in the amplitude are
taken into account.

The optimal confidence measure copt is then the inverted normalized angular error, since
a low confidences should be given for high errors. This leads to

copt = 1− errangular. (5.17)

Influence of Noise

It is important to analyze the influence of noise on the presented measures. To this end,
different noise levels of iid Gaussian noise were added to the relevant sequences and the
measures computed. In Figure 5.11 is a plot of the effect of noise on the translating ring
pattern. This pattern is show in Figure 5.2a.
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Figure 5.11: The influence of noise on confidence and situation measures. Plotted is the noise in
the measure against the standard deviation of the additive noise in the image sequence.

It is readily observed the measurements using higher derivatives such as the confidence
measures based on the Hessian are more susceptible to noise. Furthermore, the higher the
order of the involved derivatives, the stronger is this influence. This is a result that is to be
expected. It can also be seen that the situation measures based on the structure tensor are
much less sensitive to noise. This can be attributed to the integration area of the structure
tensor which can be thought of as an additional smoothing.

Results on Test Sequences

a b c

Figure 5.12: Optimal confidence for the calculated displacement field of the occlusion sequence in
a, the result for isoImReg in b that for timeReg in c. A high confidence is denoted by green, a low
confidence by red.
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a b c

Figure 5.13: The optimal confidence map can be seen in a (white: high confidence, black: low confi-
dence). In b the results for the structMinorsAngular is shown and in c the same for anisoFlowReg
(green high confidence, red low confidence).

As an example of the output of the confidence measure, results are shown for the occlusion
sequence in Figure 5.12. In Figure 5.12a the optimal confidence measure copt is shown. This
optimal confidence measure was computed from Equation (5.17). As can be seen in Figure
5.12b, the measure does not compute a low confidence measure to a number of vectors that
are clearly wrong as compared to the ground truth sequence. The result of timeReg shown
in Figure 5.12c are far better. Vectors, pointing in the wrong direction, are marked dark red,
which denotes a low confidence value. All presented confidence measures were tested on this
synthetic sequence as well as on all the other situation measures. Due to space limitations
not all results will be presented here. Apart from the “real” confidence measures, those used
in literature as such measures, were also tested on these sequences. It has been shown before
that those measures are in reality situation measures and ill suited as confidence measures.
This proposition was supported by the measurements. All the situation measures performed
worse than the real confidence measures.

A more realistic synthetic sequence than the very simple situation sequences is the well
known Yosemite sequence. Results for this sequence are shown in Figure 5.13. In Figure
5.13a the optimal confidence is shown. It can clearly be seen that the motion estimator had
problems in estimating the true velocity in the lower left region, where the optimal confidence
is low. The measure shown in Figure 5.13b was not very well suited for computing the correct
confidence. A high confidence is computed even for wrong vectors. The measure from Figure
5.13c resulted in much better estimates. It can clearly be seen that wrong vectors are color
red, as would be expected from a good confidence measure. anisoFlowReg performed best on
the Yosemite sequence, while structMinorsAngular performed worst.

The measurements were repeated on the well known Marble sequence. Results can be seen
in Figure 5.14. The optimal confidence measure is presented in Figure 5.14a. The results
of two measures are shown in Figure 5.14b and c respectively. Again, the measure in b is
not well suited as a confidence measure. A number of wrong vectors are marked in green,
indicating a high confidence measure. The measure shown in c is much better suited as a
confidence measure. Wrong vectors are clearly marked red, indicating a low confidence. Such
vectors could be segmented out and excluded from further processing steps. The anisoFlowReg
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a b c

Figure 5.14: The optimal confidence map can be seen in a (white: high confidence, black: low
confidence). In b the results for the SSM-crossCorr is shown and in c the same for anisoFlowReg.

measure performed best, while the SSM-crossCorr performed worse. Altogether it can be seen
that there exist a much bigger scatter in results of the Marble sequence as compared to the
much simpler synthetic sequences. This is probably due to the more complex flow field and
more variance in the underlying image intensities. This indicates the difficulty of finding a
perfect confidence measure for arbitrary real world scenes.

More detailed analysis of these results with a complete list of the resulting measures can
can be found in Nieuwenhuis et al. [2007].

5.7 Conclusion

For the accurate estimation of motion, it is important to be able to detect problematic locations
in image sequences. Such locations could be areas with the aperture problems or occlusions.
Here, an estimation is not possible. This leads either to wrong estimates or to diffusion of
information from other locations. On the other hand, it is also important to know how well
the motion was estimated, which can be expressed as a confidence measure. In this chapter, a
survey was conducted of of techniques presented previously in literature. The measures were
classified either as situation measures or confidence measures. Situation measures are able
to detect problematic locations in image sequences. Synthetic test sequences were generated
that focus on individual of such problematic areas. The relevant measures were then tested
on these sequences.

Extending current techniques, new measures were also developed. These were termed
surface measures. On confidence measures, they construct a “confidence surface” by varying
the estimated vectors locally and compute the confidence measure. The curvatures of this
surface is then computed and analyzed for problematic situations. For example, in the presence
of an aperture problem, the confidence surface also exhibits similar properties, which can be
detected by analyzing the Hessian of this surface. The advantage of performing these analysis
on the confidence surface as opposed to the image data directly is, that more information is
accumulated in the confidence measure. This additional information can be used to achieve
better results than can be obtained from computing these measures on the image data.
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From the presented confidence and situation measures, a valuable tool is available for
segmenting inaccurate estimates and thus increasing the accuracy of the parameter estimator.
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Chapter 6

A Phase Field Method for Joint
Denoising, Edge Detection and Motion
Estimation

6.1 Introduction

In Section 3 a number of different techniques have been introduced that allow to estimate
the parameters of the motion models from Section 2. This task of motion estimation is a
fundamental problem in computer vision. In particular, global variational approaches initiated
by the work of Horn and Schunk [1981] are increasingly popular. Initial problems such as the
smoothing over discontinuities or the high computational cost have been resolved successfully
[Nagel and Enkelmann, 1986; Weickert and Schnörr, 2001; Bruhn et al., 2003]. Motion also
poses an important cue for object detection and recognition. This is relevant in applications
such as pedestrian detection for intelligent vehicles. Also a number of scientific applications
exist where such a segmentation of objects based on their motion is relevant. Regions of
different fluid motion might be detected based on their flow patterns, leading to the detection
of different processes taking place. Also, corrupted image data such as reflections could be
detected based on their motion, leading to the exclusion in subsequent analysis [Garbe and
Jähne, 2001]. While a number of techniques first estimate the motion field and segment objects
later in a second phase [Wang and Adelson, 1994], an approach of both computing motion
as well as segmenting objects at the same time is much more appealing. First advances in
this direction were investigated by Schnörr [1994], Odobez and Bouthemy [1995], Odobez and
Bouthemy [1998], Caselles and Coll [1996], Mémin and Pérez [1998] and Paragios and Deriche
[2000]. Recently, Papenberg et al. [2006] considered a TV regularization of motion fields, which
allows for jumps in those fields and optical flow constraints involving higher order gradients.

The idea of combining different image processing tasks into a single model in order to cope
with interdependencies has drawn attention in several different fields. In image registration,
for instance, a joint discontinuity approach for simultaneous registration, segmentation and
image restoration has been proposed by Droske et al. [2005]. This approach was extended by
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Droske et al. [2005] incorporating phase field approximations. Kapur et al. [2001] and Unal
et al. [2004] have combined segmentation and registration applying geodesic active contours
described by level sets in both images. Feron and Mohammad-Djafari [2004] proposed a
Bayesian approach for the joint segmentation and fusion of images via a coupling of suitable
hidden Markov Models for multi–modal images. Vemuri et al. [2003] have also used a level set
technique to exploit a reference segmentation in an atlas. The interested reader is referred to
Davatzikos et al. [1996] for further references.

Recently, Keeling and Ring [2005] investigated the relation between optimization and op-
tical flow extraction. A first approach which relates optical flow estimation to Mumford–Shah
image segmentation was presented by Nesi [1993]. Recently, Rathi et al. [2005] investigated
active contours for joint segmentation and optical flow extraction. Cremers and Schnörr [2002]
and Cremers and Soatto [2004] presented an approach for joint motion estimation and motion
segmentation with one functional. Incorporating results from Bayesian inference, they de-
rived an energy functional, which can be seen as an extension to the well known Mumford and
Shah [1989] approach. Their functional involves the length of boundaries separating regions
of different motion, as well as a “fidelity-term” for the optical-flow assumption. [Amiaz and
Kiryati, 2005, 2006] extended motion estimation [Brox et al., 2004] to contour-based segmen-
tation, following the well known segmentation scheme presented by Vese and Chan [2002]. The
authors demonstrated that extending the motion estimator to edge detection in a variational
framework leads to an increase in accuracy. However, as opposed to the framework in this
chapter, the authors do not include image denoising in their framework. Including a denoising
functional together with motion estimation in a variational framework has been achieved by
Nir et al. [2005]. They report significant increases in the accuracy of motion estimation, par-
ticularly with respect to noisy image sequences. However, edges are not detected, but errors of
smoothing over discontinuities are lessened by formulating the smoothness constraint in a L1

metric. Brox et al. [2006] presented a Vese and Chan [2002] type model for piecewise smooth
motion extraction. Here, the decomposition of image sequences into regions of homogeneous
motion is encoded in a set of level set functions, and the regularity of the motion field is
controlled by a total variation functional. The approach presented in this chapter is inspired
by these investigations.

In this chapter an algorithm will be presented that combines denoising and edge detection
with the estimation of motion. This results in an energy functional incorporating fidelity- and
smoothness-terms for both the image sequence and the flow field. Moreover, an anisotropic
enhancement of the flow along the edges of the image in the sense of Nagel and Enkelmann
[1986] is incorporated. The model is implemented using the phase-field approximation in the
spirit of Ambrosio and Tortorelli [1992] approach for the original Mumford–Shah functional.
The identification of edges is phrased in terms of a phase field function, no a-priori knowledge
of objects is required, as opposed to formulations of explicit contours. A particular focus
is on optical flow constraints which are not only continuously distributed over shaded or
textured regions, but might be concentrated on edges, such as in the case of moving objects
without texture and shading. In contrast to a level set approach, the built-in multi-scale of the
phase field model enables a natural cascadic energy relaxation approach and thus an efficient
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computation. Indeed, no initial guess for the edge set and the motion field will be required. The
algorithm is a truly d+ 1 dimensional algorithm, considering time as an additional dimension
to the d-dimensional image data. This fully demonstrates the conceptual advantages of the
joint approach. Nevertheless, a transfer of the method for only two consecutive time frames
is possible but not investigated here. The characteristics of the novel approach are:

- The distinction of smooth motion fields and optical flow discontinuities is directly linked
to edge detection, improving the reliability of the motion estimation.

- The denoising and segmentation task will profit from the explicit coupling of the sequence
via the brightness constancy assumption.

- The phase field approximation is expected to converge to a limit problem for vanish-
ing scale parameter, with a strict notion of edges and motion field discontinuities not
involving any additional filtering parameter.

- In each step a set of three relatively simple linear systems have to be solved for the image
intensity, the edge description via the phase field, and the motion field, respectively. Only
a small number of iterations are required.

This approach has been presented in Telea et al. [2006] with details and a more rigorous
mathematical proof given in Preusser et al. [2007].

This chapter is organized as follows: In Section 6.2 Mumford–Shah type image denoising
and edge detection is reviewed, in Section 6.3 a generalized optical flow equation is discussed,
and in Section 6.4 the minimization problem is presented. Section 6.5 shows how to approxi-
mate the segmentation in terms of a variational phase field model. Furthermore, the proof of
the existence of solutions of this model is sketched and the limit behavior is discussed. Section
6.6 propounds the corresponding Euler-Lagrange equations, which are discretized applying
the usual finite element procedure in Section 6.7. The results of the presented approach both
on synthetic and real world scenes are presented in Section 6.8. This chapter concludes with
a summary in Section 6.9.

6.2 The Mumford–Shah Functional

In their pioneering paper, Mumford and Shah [1989] proposed the minimization of the following
energy functional:

EMS [I, S] = λ

∫
Ω

(I−I0)2 dL+
µ

2

∫
Ω\S

|∇I|2 dL+ νHd−1(S) , (6.1)

where I0 is the initial image defined on an image domain Ω ⊂ IRd and λ, µ, ν are positive
weights. Here, one asks for a piecewise smooth representation I of I0 and an edge set S,
such that I approximates I0 in the least-squares sense. I ought to be smooth apart from the
free discontinuity S and, in addition, S should be smooth and thus small with respect to the
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(d− 1)-dimensional Hausdorff-measure Hd−1. Mathematically, this problem has been treated
in the space of functions of bounded variation BV , more precisely in the specific subset SBV
[Ambrosio et al., 2000]. In this chapter, a phase field approximation for the Mumford–Shah
functional (6.1) will be used, such as that proposed by Ambrosio and Tortorelli [1992]. They
describe the edge set S by a phase field ζ which is supposed to be small on S and close to 1

apart from edges. Thus, one asks for minimizers of the energy functional

Eε[I, ζ] =

∫
Ω

λ(I − I0)2 +
µ

2
(ζ2 + kε) |∇I|2 + νε |∇ζ|2 +

ν

4ε
(1− ζ)2 dL , (6.2)

where ε is a scale parameter and kε = o(ε) � 1 a small positive regularizing parameter, that
mathematically ensures strict coercivity with respect to I. On edges the weight ζ2 is expected
to vanish. Hence, the second term measures smoothness of I but only apart from edges. The
last two terms in the integral encode the approximation of the d− 1 dimensional area of the
edge set and the strong preference for a phase field value ζ ≈ 1 apart from edges, respectively.
For larger ε one obtains coarse, blurred representations of the edge sets and corresponding
smoother images I. With decreasing ε the representation of the edges is successively refined
and more image details are included.

6.3 Generalized Optical Flow Equation

In image sequences different types of motion fields can be observed: locally smooth motion
visible via variations of object shading and texture in time, or jumps in the motion velocity
apparent at edges of objects moving in front of a background. The goal of this chapter is an
identification of corresponding piecewise smooth optical flow fields in piecewise smooth image
sequences

I : [0, T ]× Ω 7→ IR ; (t, x)→ I(t, x)

for a finite time interval [0, T ] and a spatial domain Ω ⊂ IRd with d = 1, 2, 3. In what follows,
∂Ω is assumed to be Lipschitz. The flow fields are allowed to jump on edges in the image
sequence. Hence, the derivative DI splits into a singular and a regular part. The regular
part is a classical gradient ∇(t,x)I in space and time, whereas the singular part lives on the
singularity set S, that is the set of edge surfaces in space–time. Time slices of S are the
actual image edges S with respect to space–time. The singular part represents the jump of
the image intensity on S, i. e., one observes that DsI = (I+ − I−)ns. Here, I+ and I− are
the upper and lower intensity values on both sides of S, respectively. Now, suppose that the
image sequence I reflects an underlying motion with a piecewise smooth flow field v, which
is allowed to jump only on S. Thus, S represents object boundaries moving in front of a
background, which might as well be in motion. In strict mathematical terms, it is supposed
that I, v ∈ SBV (the set of functions of bounded variation and vanishing Cantor part in the
gradient) [Evans and Gariepy, 1992; Ambrosio et al., 2000]. In this general setting without
any smoothness assumption on I and v, the optical flow equations introduced in Chapter 2
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have to be generalized. In the context of this chapter it is assumed that the simple BCCE
motion model from Section 2.2 holds. More complex models could also be used.

Apart from moving object edges, this brightness constancy assumption I(t+ s, x+ s v) =

const holds for motion trajectories {(t+ s, x+ s v) : s ∈ [0, T ]}, that is

∇(t,x)I · w = 0 , (6.3)

where w = (1, v) is the space–time motion velocity. On edges, the situation is more complex
and in general requires prior knowledge. For instance, a white circular disk moving in front
of a black background is visually identical to a black mask with a circular hole moving with
the same speed on a white background. Hence, it is ambiguous on which ± side of the edge
w± vanishes and on which side a non–trivial optical flow equation ns · w± = 0 holds. This
ambiguity is not resolved via semantic assumptions. In what follows, it is instead assumed
that locally only one object – in the example either the circle or the mask – is moving on a
stationary remaining background. Hence, it is ruled out that foreground and background are
in motion. In other words, the background is defined as that image part which is not moving,
and the foregound correspondingly. Then, one of the two values of w on both sides of the edge
vanishes by assumption and the optical–flow–constraint can be rewritten on the edge without
identifying foreground or background by

ns · (w+ + w−) = 0. (6.4)

This in particular includes the case of a sliding motion without any modification of the object
overlap, where ns · w+ = ns · w− = 0.

6.4 Mumford–Shah Approach to Optical Flow

In this chapter a simultaneous denoising, segmentation and flow extraction on image sequences
is sought. Hence, the motion field generating an image sequence will be incorporated into a
variational method. This is achieved by formulating a corresponding minimization problem
in the spirit of the Mumford and Shah [1989] model:

Definition 8 (Mumford–Shah type optical flow approach) Given a noisy initial image
sequence I0 : D 7→ IR on the space time domain D = [0, T ]×Ω, we define the following energy

EMSopt[I, w, S] =

∫
D

λI
2

(I − I0)2 dL+

∫
D\S

λw
2

(
w · ∇(t,x)I

)2 dL

+

∫
D\S

µI
2

∣∣∇(t,x)I
∣∣2 dL+

∫
D\S

µw
q

∣∣∇(t,x)w
∣∣q dL+ νHd(S) (6.5)

for a piecewise smooth image sequence I and a piecewise smooth motion field w = (1, v) with
a joint jumps set S. Furthermore, on S the optical flow constraint ns · (w+ + w−) = 0 from
Equation (6.4) is required. A minimizer (I, w, S) of the corresponding constraint minimization
problem is sought.
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The first and second term of the energy are fidelity terms with respect to the image intensity
and the regular part of the optical flow constraint, respectively. The third and fourth term
encode the smoothness requirement of the image intensities I and the flow field w. Finally, the
last terms represents the area of the edge surfaces S. The fidelity weights λI , λw, the regularity
weights µI , µw and the weight ν controlling the phase field are supposed to be positive and
q ≥ 2. It is emphasized that, without any guidance from the local time–modulation of shading
or texture on both sides of an edge, there is still an undecidable ambiguity with respect to
foreground and background.

6.5 Phase field approximation

Similar to the original model for denoising and edge detection, the above Mumford–Shah
approach with its explicit dependence on the geometry of the edge set is difficult to implement.
Usually, additional strong assumptions either on the image sequence I or on the motion field
v are needed. For a corresponding parametric approach the interested reader is referred to
the recent results by Cremers and Soatto [2004] and Cremers and Schnörr [2002]. The level
set approach proposed by Brox et al. [2006] does not explicitly encode motion concentrated
on edges. In the approach presented in this chapter, the aim is not to impose any additional
assumption neither on the image sequence I nor on the motion field v. Therefore a suitable
approximation of the above model is sought.

To gain more flexibility and, in addition, to incorporate a simple multi-scale approach into
the model, a phase-field formulation (6.2) in the spirit of Ambrosio and Tortorelli [1992] is
proposed here. Let the phase field ζ be an auxiliary variable that describes the edge set S.
Outside of S the phase filed should be ζ ≈ 1 and on S it should vanish. As in the original
Ambrosio–Tortorelli model, a scale parameter ε controls the thickness of the region with small
phase field values. Thus, the following energy functionals are formulated:

Eεfid[I, w] =

∫
D

λI
2

(I − I0)2 +
λw
2

(
w · ∇(t,x)I

)2 dL , (6.6)

Eεreg,u[I, ζ] =

∫
D

µI
2

(ζ2 + kε)
∣∣∇(t,x)I

∣∣2 dL , (6.7)

Eεreg,w[w, ζ] =

∫
D

µw
q

∣∣P [ζ]∇(t,x)w
∣∣q dL , (6.8)

Eεphase[ζ] =

∫
D

(
νε
∣∣∇(t,x)ζ

∣∣2 +
ν

4ε
(1− ζ)2

)
dL . (6.9)

These energy contributions control the approximation of the initial image I0 and the optical–
flow–constraint in (6.6), the regularity of I in (6.7) and w in (6.8). The regularity of the shape
of the phase field ζ is enforced through (6.9). Here, as in the original model kε = o(ε) > 0 is a
"safety" coefficient, which is later on needed to establish existence of solutions of the approx-
imate problem. The energy Eεreg,w ensures piecewise smooth motion fields and an extension
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of motion velocities first concentrated on edges. If one would consider in a straightforward
way the integral

∫
D
µw
q

∣∣P [ζ]∇(t,x)w
∣∣q dL the motion field would form approximate jumps on

S. But without any coupling of a concentrated motion constraint on S and the motion field
in homogeneous regions on the image sequence, the velocity in these regions would converge
to zero. One way to resolve this shortcoming is to introduce different phase field scales for
the image intensity I and the motion field w. However, this is not very practical concerning
a suitable discretization on digital images with limited pixel resolution. A better alternative
is to encode the desired properties in the operator P [ζ]:

- Close to the edges, where ζ ≤ θ−, for some θ− with 0 < θ− < 1, P [ζ] should behave like
the original edge indicator ζ2, as was proposed by Ambrosio and Tortorelli [1992].

- Except for the edges, where ζ ≥ θ+ for θ− < θ+ < 1, P [ζ] is expected to be the identity
matrix, which enforces an isotropic smoothness modulus for the motion field w.

- In the spirit of the classical approach by Nagel and Enkelmann [1986] , P [ζ] will be
an approximate projection onto level sets of the phase field function in the intermediate
region. These level sets are surfaces approximately parallel to the edge set in space time.
Thus, information on the optical flow is mediated along the edge set, without a coupling
across edge surfaces.

An explicit definition for P [ζ] fulfilling these properties is the following:

P [ζ] = α(ζ2)

(
1I + kε − β(ζ2)

∇(t,x)ζ∣∣∇(t,x)ζ
∣∣
δ

⊗
∇(t,x)ζ∣∣∇(t,x)ζ

∣∣
δ

)
,

where |z|δ = (|z|2 + δ2)
1
2 represents a regularized normal. Furthermore, α : IR → IR+

0 and
β : IR → IR+

0 are continuous blending functions, with α(s) = max
(
0,min

(
1, s

θ−

))
+ kε and

β(s) = max
(

0,min
(

1, 1−s
1−θ+

))
. Concerning algebraic notation, ∇(t,x)w(t, x) is a (d + 1)2

matrix and thus P [ζ]∇(t,x)w represents the matrix product. As the norm of matrices, the
Frobenius norm is assumed given by |A| =

√
tr(ATA). Suitable choices for the parameters

are θ+ = 0.8 and θ− = 0.0025. For vanishing ε and a corresponding steepening of the slope of
I, this operator basically leads to a “separated diffusion” on both sides of S in the relaxation
of the energy.

The energies Eεreg,u, Eεphase, and the first term of Efid are identical to those in the orig-
inal Ambrosio–Tortorelli approach as outlined above. In addition, an optical flow field w is
sought that fulfills the optical flow constraint encoded in the second term of Eεfid (care for
Figure 6.1 for a first test case). At the same time, this term implies a strong coupling of
the image intensities along motion trajectories – which turns into a flow-aligned diffusion in
the corresponding Euler–Lagrange equations – for the benefit of a more robust denoising and
edge detection. Figure 6.2 shows an example where a completely destroyed time step in the
image sequence is recovered by this enhanced diffusion along motion trajectories. Due to the
regularity energy Eεreg,w this motion field is isotropically smooth apart of the approximate
jump set of I. The smoothness modulus is characterized by a successively stronger anisotropy
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along level sets of I while approaching the approximate jump set. The energy term Eεreg,w

(6.8) is very similar to the corresponding smoothness term in the classical approach by Nagel
and Enkelmann [1986], where tangential diffusion steered by the local structure tensor, is
considered for the regularization of the motion field. In the above multi–scale approach no
additional pre-computation of the structure tensor is required.

The projection operator P [ζ] couples the smoothness of the motion field w to the image
geometry, which is in fact very beneficial for the purpose of piecewise smooth motion extrac-
tion. The reverse coupling, which would try to align tangent spaces of level sets of I to the
motion field, is not required and might even be misleading. The optical flow term in the fi-
delity energy Eεfid already couples image sequence gradients to the motion field in a direct way.
Hence, the solution is not found by computing global minimizers of the sum of all energies.
Moreover, the phase field approximation problem is formulated as follows:

Definition 9 (Solution of the phase field model) For a given noisy space time image
I0 : D 7→ IR and boundary data vδ ∈ W 1,q(D, IRd) for the velocity field, a space time im-
age I ∈ W 1,2(D, IR), a motion field w = (1, v + vδ), with v ∈ W 1,q

0 (D, IRd), and a phase field
ζ ∈W 1,2(D, IR) denote a solution of the phase field model, if I and ζ minimizes the restricted
energy

Eεfid[I, w] + Eεreg,u[I, ζ] + Eεphase[ζ], (6.10)

for fixed w in W 1,2(D, IRd+1). For fixed I, ζ ∈W 1,2(D, IR), the motion field w minimizes the
global energy

Eεglobal[I, w, ζ] = Eεfid[I, w] + Eεreg,u[I, ζ] + Eεreg,w[w, ζ] + Eεphase[ζ] . (6.11)

Remark: The definition of I and ζ as the minimizer of a restricted functional is not only
sound with respect to applications. Indeed, a simultaneous relaxation of the global energy
with respect to all unknowns is theoretically questionable. Eεreg,w is not convex in ζ and it
cannot be expected that this energy contribution is lower semi–continuous on a suitable set
of admissible functions. With the above notion of solutions, the direct method in the calculus
of variations can be applied. In particular, one observes compactness of the sequence of the
phase fields associated with a minimizing sequence of image sequences I and motion fields w.

Theorem 2 (Existence of solutions) Suppose d+ 1 < q < ∞, λI , λw, µI , µw, ν, ε > 0 and
let kε > 0. Then there exists a solution (I, w, ζ) of the phase field problem introduced in
Definition 9.

This theorem can be proven by rewriting the phase field approach as an energy minimiza-
tion problem, which allows to apply the direct method from the calculus of variations. For
fixed w the energy functional

Ew[I, ζ] := Eεfid[I, w] + Eεreg,u[I, ζ] + Eεphase[ζ] (6.12)
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is strictly convex and by the direct method a unique minimizer is obtained. The minimizing
phase field is given as the weak solution of the corresponding Euler Lagrange equation

−ε∆ζ +
1

4ε
ζ = f [I, ζ] :=

1

4ε
− µI

2ν

∣∣∇(t,x)I
∣∣2 ζ . (6.13)

Applying the weak maximum principle it is observe that ζ ≡ 1 is a super solution and ζ ≡ 0

a sub solution. Thus, ζ[w] is uniformly bounded, i. e. 0 ≤ ζ[w] ≤ 1.

Given (I[w], ζ[w]) the global energy Eεglobal is considered solely as a functional of the motion
field w = (1, v):

E[w] = Eεglobal[I[w], w, ζ[w]]

on the admissible set

a :=
{
w : w = (1, v + vδ) , v ∈W 1,q

0 (D, IRd+1)
}
.

This leads to the definition of E := infw∈aE[w].

Finally, taking into account convexity properties of the integrands, Fatou’s lemma and the
modulus of continuity of Efid and Ereg,w with respect to w and P [ζ], respectively, it can be
shown that (using Einstein’s summation convention):

E[w] = Eglobal[I[w], w, ζ[w]] = Eglobal[I, w, ζ]

=

∫
D

λI
2

(
lim inf
k→∞

λki I
i − I0

)2

+
λw
2

∣∣∣∣lim inf
k→∞

w ·
(
λki∇(t,x)I

i
)∣∣∣∣q dL

+

∫
D

µI
2

(ζ2 + kε)

∣∣∣∣lim inf
k→∞

λki∇(t,x)I
i

∣∣∣∣2 +
µw
q

∣∣∣∣lim inf
k→∞

P [ζ]λki∇(t,x)w
i

∣∣∣∣q dL

+

∫
D

(
νε

∣∣∣∣lim inf
k→∞

λki∇ζi
∣∣∣∣2 +

ν

4ε
(1− lim inf

k→∞
λki ζ

i)2

)
dL

≤ E + ρ+ λwCwC
2
I ρ+ µwC

q
wρ,

where the constants CI and Cw are defined as Cw = supk=1,··· ,∞max
{∣∣wk∣∣

L∞
,
∣∣∇(t,x)w

k
∣∣
Lq

}
and CI = supk=1,··· ,∞

∣∣∇(t,x)I
k
∣∣
L2 .

This estimate holds for any ρ ≥ 0. Thus, one obtains E[w] ≤ E, which implies that w is
a minimizer of the energy E and hence (I, w, ζ) a solution of our phase field problem. The
complete proof is detailed in Preusser et al. [2007].

Remark: The above problem formulation is not only sound with respect to the actual
modeling, but it will allow a simple relaxation approach (see below). Indeed, experimentally
one observes convergence in 3− 5 iterations. Concerning the analytical treatment, the above
formulation makes no differentiation of the operator P [ζ] with respect to ζ necessary. Fur-
thermore, based on the direct methods in the calculus of variations, existence of solutions for
the approximate problems can be established on a suitable set of admissible functions for the
image intensity, the phase field and the motion field for q ≥ 3. A rigorous treatment of the
limit behavior for ε→ 0 is still open.
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Applying formal asymptotics, one verifies that the phase field approach proposed here
indeed converges to the above Mumford–Shah model. For small ε one expects a steeping of
the gradient I on a strip of thickness ε around the edge set. The phase field φ will approximate
1 apart from a decreasing neighborhood of the edge surface. For ε→ 0 convergence of Ereg,u

and Ereg,w to
∫
D\S

µI
2

∣∣∇(t,x)I
∣∣2 + µw

q

∣∣∇(t,x)I
∣∣q dL and of Eεphase to Hd(S) is expected. Under

these assumptions on the qualitative behavior
∫
D(w ·∇(t,x)I)2 dL converges to the second term

of EMSopt, whereas on the edge surface one observes a concentration of energy on the jump
set scaling like O(ε−1). Furthermore, it can be observed that in the limit the optical–flow–
constraint nS ·(w++w−) = 0 is reproduced from the sharp interface Mumford–Shah approach.
A rigorous validation of this limit behavior is still open.

6.6 Variations of the Energy and the Algorithm

In what follows, the Euler–Lagrange equations of the above energies are considered. Thus, the
variations of the energy contributions with respect to the involved unknowns I, w, ζ need to be
computed. The variation of an energy E in direction ζ with respect to a parameter function z
will be denoted by 〈δzE, ζ〉. For the ease of implementation in the following the variations and
the algorithm will be confined to the case q = 2. Obviously, higher order problems with q < 2

can be formulated accordingly. Using straightforward differentiation for sufficiently smooth
I, w, ζ and initial data I0 one obtains

〈δIEεfid[I, w], ϑ〉 = λw

∫
D

(∇(t,x)I · w)(∇(t,x)ϑ · w) + λI

∫
D

(I − I0)ϑ , (6.14)

〈δwEεfid[I, w], ψ〉 =

∫
D
λw (∇(t,x)I · w)(∇(t,x)I · ψ) , (6.15)

〈δIEεreg,u[I, ζ], ϑ〉 =

∫
D
µI(ζ

2 + kε)∇(t,x)I · ∇(t,x)ϑ , (6.16)

〈δζEεreg,u[I, ζ], ξ〉 =

∫
D
µIζ

∣∣∇(t,x)I
∣∣2 ξ , (6.17)

〈δwEεreg,w[w, ζ], ψ〉 =

∫
D
µwP [ζ]∇(t,x)w : ∇(t,x)ψ , (6.18)

〈δζEεphase[ζ], ξ〉 =

∫
D

2νε∇(t,x)ζ · ∇(t,x)ξ +

∫
D

ν

2ε
(ζ − 1)ξ , (6.19)

for scalar test functions ξ, ϑ and velocities ψ = (0, π). Here, for ease of notation A : B :=

tr(BTA) is used. Now, summing up the different terms as in (6.10) and integrating by parts
results in the following system of partial differential equations (PDEs):

−div(t,x)

(
µI
λI

(ζ2+kε)∇(t,x)I +
λw
λI
w(∇(t,x)I ·w)

)
+I = I0 (6.20)

−ε∆(t,x)ζ +

(
1

4ε
+
µI
2ν

∣∣∇(t,x)I
∣∣2) ζ =

1

4ε
(6.21)

−µw
λw

div(t,x)

(
P [ζ]∇(t,x)v

)
+ (∇(t,x)I · w)∇xI = 0, (6.22)
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a b c d

Figure 6.1: Top to bottom: The 3rd and 7th frames of the test sequence are shown in a and the
corresponding smoothed image in b. The phase field and the color coded optical flow field can be seen
in c and d.

as the Euler–Lagrange equations characterizes the necessary conditions for a solution (I, w, ζ)

of the above stated phase field approach.

It should be noted that the full Euler–Lagrange equations, characterizing a global mini-
mizer of the energy, would involve additional variations of Ereg,w with respect to ζ.

Following Ambrosio and Tortorelli [1992], the following iterative algorithm is proposed for
the solution of the phase field problem with q = 2:

Step 0. Initialize I = I0, ζ ≡ 1, and w ≡ (1, 0) .
Step 1. Solve (6.20) for fixed w, ζ .
Step 2. Solve (6.21) for fixed I, w.
Step 3. Solve (6.22) for fixed I, ζ , return to Step 1.

The algorithm consists of a consecutive solution of linear partial differential equations.
Alternative, one might iterate Step 1 and 2 first until convergence is reached and then, in an
outer iteration, the identification of the motion field w could be considered. Even though, this
second variation seems to be closer to the definition of solutions of the phase field problem,
the above algorithm converges to the same solution. It does so much faster in the applications
considered.

6.7 Finite Element Discretization

The Finite Element method (FEM) used for approximating the functional presented in this
chapter is similarly to the Finite Element method proposed by Bourdin [1999] and Bourdin
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and Chambolle [2000] for the phase field approximation of the Mumford–Shah functional. To
solve the above system of PDEs [0, T ] × Ω is overlaid by a regular hexahedral grid. In the
following, the spatial and temporal grid width are denoted by h and τ respectively. Hence,
image frames are at a distance of τ and pixels of each frame are placed on a regular mesh with
grid size h. To avoid tri-linear interpolation problems each hexahedron is subdivided into 6
tetrahedra. On this tetrahedral grid the space of piecewise affine, continuous functions V is
considered. One seeks discrete functions U,Φ ∈ V and V ∈ V2, such that the discrete and
weak counterparts of the Euler Lagrange equations (6.20), (6.21) and (6.22) are fulfilled. This
leads to the solution of systems of linear equations for the vectors of the nodal values of the
unknowns U,Φ, V . The interested reader is referred to Preusser et al. [2007] for a detailed
description of the matrices and the resulting systems of equations. A careful implementation
is required to ensure an efficient method. For a time-space volume of K time steps and images
of N ∗M pixels, the finite element matrices for I and ζ have N M K C entries, where C = 15

is the number of nonzero entries per row, equal to the number of couplings of a node. The
finite element matrix for V has four times more elements, as V is a two-dimensional vector.
Using an efficient custom-designed compressed row sparse matrix storage, presently datasets
of up to K = 10 frames of N = 500,M = 320 pixels can be handled in less than 1GB memory.
The linear systems of equations are solved applying a classical conjugate gradient method.
For the pedestrian sequence (Fig. 6.6), one such iteration takes 47 seconds on a Pentium IV
PC at 1.8 GHz running Linux. The complete method converges after 2 or 3 such iterations.
Large video sequences are computed by shifting a window of K = 6 frames successively in
time. Thus, temporal boundary effects are avoided.

6.8 Results and Discussion

In this section several results of the proposed method for two dimensional image sequences are
presented. In the considered examples, the parameter setting ε = h/4, µI = h−2, µw = λI = 1,
λw = 105h−2 and C(ε) = ε, δ = ε has proven to give good results.

First, a simple example of a white disk moving with constant speed v = (1, 1) on a
black background as shown in Figure 6.1. A small amount of smoothing results from the
regularization energy EregI

ε (Fig. 6.1b), which is desirable to ensure robustness in the resulting
optical flow term ∇(t,x)I · w and removes noisy artifacts in real-world videos, e.g. Figure 6.5
and Figure 6.6. The phase field clearly captures the moving object’s contour. The optical flow
is depicted in Figure 6.1c by color coding the vector directions as shown by the lower-right
color wheel. Clearly, the method is able to extract the uniform motion of the disc. The optical
flow information, available only on the motion edges (black in Figure 6.1c), is propagated into
the information-less area inside the moving disk, yielding the final result.

In the next example, the simple moving circle sequence is revisited, but this time noise is
added to it. Moreover, the information of frame 10 in the sequence is completely destroyed
as can be seen in Figure 6.2. The results for frames 3 and 9− 11 are shown Figure 6.2. The
phase field detects the missing circle in the destroyed frame as a temporal edge surface in the
sequence. Thus φ drops to zero in the temporal vicinity of the destroyed frame. This is still
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a b c d

Figure 6.2: Noisy circle sequence: From top to bottom, frames 3 and 9− 11 are shown. (a) original
image sequence, (b) smoothed images, (c) phase field, (d) estimated motion (color coded).

visible in the previous and next frames, shown in the second and third row. However, this
does not hamper the restoration of the correct optical flow field, shown in the fourth column.
This result is due to the anisotropic smoothing of information from the frames close to the
destroyed frame. For this example, the parameter ε = 0.4h was used.

Next, in Figure 6.3, a real video is analyzed: The camera translates and rotates while
looking at some blocks on a noisy background. Both, this and the next example come from the
publicly available dataset collection used in McCane et al. [2001]. Despite the low resolution
and contrast of the input and the quick camera motion, both visible in the phase field presented
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a b c

Figure 6.3: Results for the blocks sequence: Frame 5 of the sequence in a, the phase field in b and
the color coded optical flow field in c.

in Figure 6.3b, the novel method is able to extract the apparent motion of the blocks, in this
case a counterclockwise spin, from the noisy background. A close inspection of the phase
field allows to recover the contours of the blocks. The noisy background poses no problem
and no erroneous segmentation is performed as would be the case in a purely gray-valued
segmentation. At the same time the estimated motion field is very smooth inside the individual
blocks, without significant smearing across the motion discontinuities. Segmenting multiple
objects within the scene poses no problem to the algorithm. This is due to the fact that no
implicit shapes or number of objects are assumed.

A second synthetic example is shown in Figure 6.4, using data from the same collection used
by McCane et al. [2001]. Here, a textured sphere spins on a textured background as displayed
in Figure 6.4a. Again, the new technique is able to clearly segment the moving object from
the background, even though the object does not change position. For the computation a
phase field parameter ε = 0.15h was used. The extracted optical flow field clearly shows the
spinning motion and the discontinuous motion field, as can be seen in Figure 6.4d.

Next, the results of a well known real video sequence, the so-called Hamburg taxi sequence,
is visualized. Figure 6.5 shows the smoothed image I, phase field φ and color-coded optical
flow field v as well as an original frame of that sequence. The new technique detects the
image edges well, as can be seen in Figure 6.5c. Also, the upper-left rotating motion of the
central car is extracted accurately as displayed in Figure 6.5c. As it should be, the edges of
the stationary objects, clearly visible in the phase field, do not contribute to the optical flow.
Moreover, the moving car is segmented as one single object in the optical flow field. It can
be seen that the motion information is extended from the moving edges to the whole moving
shape.

Finally, the algorithm is used to analyze a complex video sequence, taken under outdoor
conditions by a monochrome video camera. The sequence shows a group of walking pedestrians
in Figure 6.6 (top). The human silhouettes are well extracted and captured by the phase field
(Figure 6.6 (middle)). A vector plot of the optical flow field is not presented, as it is hard
to interpret it visually at the video sequence resolution of 640 by 480 pixels. However, the
color-coded plot of the optical flow filed (Figure 6.6 (bottom)) clearly reproduces the moving
limbs of the pedestrians. The overall red and blue color corresponds to the walking directions.
The estimated motion is smooth inside the areas of the individual pedestrians and not smeared
across the motion boundaries. In addition, the algorithm nicely segments the different moving
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a b

c d

Figure 6.4: Rotating sphere: The smoothed image is shown in a, the phase field in b, and the color
coded optical flow in c. In d a vector plot of the optical flow with color coded flow magnitude is
displayed.

persons. The cluttered background poses no big problem to the segmentation, nor are the
edges of occluding and overlapping pedestrians, who are moving at almost the same speed.

6.9 Conclusion

In this chapter an algorithm has been presented that incorporates the phase-field approach
presented by Ambrosio and Tortorelli [1992] into a Mumford and Shah [1989] type functional.
Smoothness and fidelity terms for both the image sequence and the flow field are incorporated
in this functional. This has lead to an algorithm that combines denoising of image sequences
and edge detection with the estimation of motion. Piecewise smoothness is assumed for
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a b

c d

Figure 6.5: Taxi sequence: The 11th original frame in a, the smoothed image in b, the phase field in
c and the color coded flow field in d.

the motion field. Thus, no smoothing across motion boundaries takes place. Moreover, an
anisotropic enhancement of the flow along the edges of the image in the sense of Nagel and
Enkelmann [1986] is incorporated. This formulation of object boundaries by a phase-field
requires not a prior knowledge of the number or shapes of objects in the scene. This makes
this algorithm well suited for a number of applications. The solver of the functional can be
implemented very efficiently, due to its inherent multi-scale approach.

The algorithm has been tested on a number of synthetic sequences. It was clearly demon-
strated that the algorithm is even capable of performing a very simple image inpainting. On
a synthetic sequence, an object diapered for one frame. Due to the smoothness term of image
intensities along trajectories, the object reappeared in the smoothed image. The object edges
were also reproduced by the phase field very well. This leads to a appropriate smoothing of
the optical flow field and the image intensities inside objects. However, no smoothing occurs
across object boundaries. This results in very sharp denoised images.

Apart from synthetic test sequences, the algorithm was also tested on real world sequences.
To this end, the well known Hamburg taxi sequence was used as well as a higher resolved scene
of pedestrians. The algorithm also performed quite well on these real world sequences. On
the taxi sequence, motion information, which can only be obtained on edges, propagates into
homogeneous areas such as the windscreens. Yet, this information does not diffuse to areas
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outside the car. The edges of limbs of pedestrians were also clearly found, even in areas of
low contrast. Again, neither initial values for the edges of the objects nor their shape has to
be used for this technique.

This makes it feasible to use this algorithm on scientific data to recover information lost
due to artifacts. For this type of application it is very important that no a priori information
regarding the objects is required. In thermographic image sequences, for example, artifacts
from reflections might be corrected in the data. These reflections appear in all possible shapes,
depending both on the reflected object as well as the shape of the reflecting medium. In air-
sea interactions, reflections on the water surface are very complex due to the strongly and
irregularly curved wavy water surface.
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Figure 6.6: Pedestrian video: Frames from original sequence (top); phase field (middle); optical flow,
color coded (bottom).
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Chapter 7

Air-Water Interactions

7.1 Introduction

Current state of the art techniques for measuring the transfer velocities of gases are based on
mass balance methods where tracer concentrations in the water are artificially modified and
changes are measured over time. The effect of changes in concentration caused by diffusion due
to currents in the ocean can be accounted for by introducing a second tracer with a different
diffusivity, a technique known as the dual tracer method [Geernaert, 1999; Fairall et al., 2000].
These methods yield point measurements with integration times as long as days. Recently
direct eddy correlation techniques have been introduced [McGillis et al., 2001a]. Here the
integration times are shortened somewhat to make measurements on time scales of less than
an hour feasible. Still these measurements present point measurements with integration times
too long to predict and link the transfer velocities to small scale interactions, often taking
place on time scales of less than seconds. The same problems hold true for measurements of
the transport of heat. While the different techniques may help in relating the mean transfer
velocities to other mean quantities such as wind speed, roughness of the sea surface or whitecap
coverage and thus help in finding semi-empirical parameterizations, they are not adequate for
gaining a deeper understanding of the transport processes involved.

The use of an infrared camera with its spatially resolved temperature measurement opens
up new possibilities for studying air-water heat transfer. Spatial structures of the upper most
ten micrometers are observable, which allows to draw conclusions concerning the transport
processes involved [Haußecker, 1996]. An analysis of the predominant scales of turbulence
has also been conducted [Schimpf, 2000]. The use of infrared cameras for measurements at
the sea surface have found wider acceptance, as other parameters important to transport
processes such as Langmuir circulations [Veron and Melville, 2001], wave-breaking dynamics
[Jessup et al., 1997a] and micro scale wave breaking [Jessup et al., 1997b] can be detected
with such devices as well. Still, the unsolved issue of estimating heat fluxes directly at the
air-water interface at high temporal and spatial resolution prevails. Only by measuring the
heat flux and the small scale processes influencing the transfer of heat on the same spatial and
temporal scales simultaneously, a deeper understanding of the transport phenomena involved
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can be attained.

A temperature difference ∆T or concentration difference ∆C will lead to the transport of
heat or mass, expressed by the heat flux jheat or mass flux jg. Due to the linearity of both
Fourier’s and Fick’s laws for the transport of heat and mass respectively, this transport can
be expressed by the transfer velocity k independent of the concentration difference. For the
transport of heat this velocity is defined by

kheat =
jheat

ρcp∆T
, (7.1)

with the density ρ and the specific heat cp of sea water.

Techniques for estimating the net heat flux kheat as well as the transfer velocity kheat from
thermography will be presented in this chapter. Apart from this transport, the transport of
mass and momentum is of great interest. The transport of mass can be deduced from the
transport of energy. This is due to the fact that a number of transport processes are similar
for both the transport of heat and that of masses, such as gas tracers. Strong experimental
evidence exists, backing up this assumption ([Jähne et al., 1989] and [Jähne et al., 1998]).
Therefore, from measurements of the transport of heat, the relevant quantities can be scaled
to the transport of mass. The relation of the heat transfer velocity kh and the mass transfer
velocity of a certain gas kg is given by

kg
kh

=

(
Sch
Scg

)n
, (7.2)

where Sch and Scg are the Schmidt numbers of heat and gas respectively and n is the Schmidt
number exponent [Jähne et al., 1998]. From this equation the gas transfer velocity kg can be
deduced from the heat transfer velocity kh since the Schmidt numbers are known.

Apart from the transport of energy and mass, the transport of momentum is the third
quantity transported across the air-water interface. Momentum is transported from the at-
mosphere to the ocean by friction at the sea surface. This leads to the flux of momentum
to be split in two compartments: Momentum can be transferred due to viscous shear in the
water sided viscous boundary layer (this is called viscous stress τµ) or due to pressure differ-
ence on the upwind and downwind faces of waves (this part is termed form drag). As will be
shown in this chapter, a novel technique has been developed that makes it possible to measure
the viscous stress directly at the air water interface from active thermography. Therefore,
in this chapter it will be demonstrated that the transport of both heat and momentum can
be measured directly from infrared thermography. The momentum of mass can then be due-
duced from the transport of heat, making infrared themography a valuable tool for research
in air-water interactions.

This section is organized as follows: In Section 7.2 two models of transport at the air-
water interface will be presented, on which subsequent estimations are based. The well known
model of surface renewal is sketched in Section 7.2.1. A novel model, the eddy renewal model,
is developed in Section 7.2.2. In Section 7.3 both models will be used for estimating the
temperature difference ∆T across the water sided thermal boundary layer. This is a very
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important quantity for remote sensing [Schlüssel et al., 1990] as it is for subsequent techniques
for estimating the net heat flux from thermography. In Section 7.4 a technique will be outlined
for estimating surface flows as well as the material derivative dT/dt directly at the interface
from passive thermography. It will also be shown that divergences and convergences can readily
be obtained. In Section 7.5 techniques will be presented for measuring the time of residence
of water parcels at the water surface. This is the first time that this important parameter of
the surface renewal model can be measured directly at the interface. From this parameter,
together with ∆T , the transfer velocity of heat can be measured from infrared thermography,
which will also be demonstrated in the same section. In Section 7.6 the probability density
function of the surface renewal time scale will be measured. Three techniques of measuring
the net heat flux directly at the air-water interface will be presented in Section 7.7. Two
of these are based on the surface renewal model, one is based on the eddy renewal model.
The technique of measuring viscous shear stress at the air-water interface will be detailed in
Section 7.8. This technique is based on active thermography and advanced motion models,
taking heat absorption in water into account. The experimental set-up both for active and
for passive thermography will be shown in Section 7.9. Results of measurements conducted in
the laboratory as well as in the field will be presented in Sections 7.10 and 7.11, respectively.
This chapter concludes with a brief summary in Section 7.12.

Parts of this chapter have been published in Garbe et al. [2004], Schimpf et al. [2004] and
Hara et al. [2006].

7.2 Transport Models

When studying transport phenomena at the sea surface it is important to have an understand-
ing of the basic physical processes involved. A detailed introduction to a number of commonly
used transport models at the air-sea interface is presented in Garbe [2001]. In the following,
use is made only of the surface renewal model and the eddy renewal model. They will be
shortly described in Section 7.2.1 and Section 7.2.2 respectively. A comparison of the two
model will be given in Section 7.2.3.

7.2.1 Surface Renewal Model

Considerable success has been obtained with a simple model which allows small parcels of
water adjacent to the interface to be replaced randomly by water from the well mixed turbulent
layers from the bulk of the water. This so called surface renewal model has been introduced in
chemical engineering by Higbie [1935] who assumed periodic renewal of the water parcels. The
model was then extended in chemical engineering to include statistically distributed random
events by Danckwerts [1951], Hariott [1962] and Rao et al. [1971]. It was later applied to the
air-sea interface by Brutsaert [1975b], Brutsaert [1975a], Liu and Businger [1975], Liu et al.
[1979], Jähne [1980] and Soloviev and Schlüssel [1994].

In this model the motion of the molecular sublayer can be expected to remain locally
laminar and parallel to the interface. As such the sea water at the sea surface cannot be easily
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Figure 7.1: a Schematic drawing of the thermal boundary layer and the surface renewal model. b
Illustration of the sea surface temperature T with respect to time t.

replaced by the water from the bulk, although it can come very close to it. It is instructive to
consider an individual fluid parcel in the mixing layer. Because of the very high efficiency of
turbulent transport it will be at the same temperature Tbulk as the bulk. Due to a stochastic
renewal process it will be moved very close to the interface. The sea surface is subject to the
net heat flux j, composed of the sensible heat flux jsens due to conduction, the latent heat flux
jlat resulting from evaporative cooling and the long-wave radiative heat flux jrad. A sketch
of this model can be observed in Figure 7.1 a. During daytime, short-wave fluxes owing to
solar irradiation will also be present. These are of no concern here as only measurements
during night time are under consideration. As opposed to short-wave solar irradiation, which
is a volumetric source of heat, the fluxes present during the night are only effective directly
at the sea surface. Once injected into the boundary layer by the renewal process, the water
parcels equilibrate with the surface. This equilibration takes places by thermal conduction as
formulated in Fourier’s law. This process is similar to that of mass transport, where Fick’s
laws of diffusion are applicable. The relevant three-dimensional diffusion equation is given by

dT

dt
=
∂T

∂t
+ u

∂T

∂x
+ v

∂T

∂y
+ w

∂T

∂z
= κ∆T = κ

(
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2

)
T, (7.3)

where (u, v, w) are water velocities in (x, y, z) directions, and κ is the molecular diffusivity.
The coordinate system is defined such that x and y are in horizontal and z is in vertical
(upward) from the mean water surface.

From this diffusion equation, the following governing equation can be found by assum-
ing that horizontal gradients are negligible in comparison to vertical gradients and further
employing a constant flux boundary condition at the interface:

∂T

∂t
= κ

∂2T

∂z2
, 0 ≤ t ≤ ατ, (7.4)

where τ is the renewal time scale and ατ is the actual interval between the renewal events
(the coefficient α is determined later). The boundary conditions are given by

jheat = −k∂T
∂z

= −κρcp
∂T

∂z
, at z = 0, (7.5)
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and
T = Tbulk, at z = −∞. (7.6)

The initial condition at t = 0 is set to

T = Tbulk, for all z. (7.7)

The model can be solved universally by introducing the following non-dimensional variables

t̃ =
t

τ
, z̃ =

z

δ
, T̃ =

(T − Tbulk)k

δjheat
with δ2 = κτ. (7.8)

This leads to the following governing equation

∂T̃

∂t̃
=
∂2T̃

∂z̃2
, 0 ≤ t̃ ≤ α, (7.9)

with the non-dimensional boundary conditions

∂T̃

∂z̃
= −1, at z̃ = 0, (7.10)

T̃ = 0, at z̃ = −∞. (7.11)

In the non-dimensinoal form, the initial condition reduces to

T̃ = 0, for all z̃. (7.12)

It should be noted that for the surface renewal model, the temperature field is determined by
a single governing equation together with appropriate boundary and initial conditions. The
solution of (7.9) to (7.12) can be obtained analytically as

T̃ = 2
√
t̃

[
−z̃
2
√
t̃
erfc

(
−z̃
2
√
t̃

)
− 1√

π
e−
(
−z̃
2
√
t̃

)2]
. (7.13)

Here erfc represents the complementary error function. It is defined as erfc(z) = 1−erf(z). The
error function is given by the integral of the Gaussian distribution erf(z) = 2/

√
π
∫ z

0 exp(−η2)dη.

At the surface ( z̃ = 0 ) Equation (7.13) reduces to

T̃surf = −2

√
t̃

π
. (7.14)

This can be scaled back to dimensional form from Equation (7.8), resulting in [Soloviev and
Schlüssel, 1996]:

Tsurf(t) = αjheat

√
t− t0 + Tbulk, t ≥ t0, (7.15)

with α =
2√
πκcpρ

,
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where jheat is the net heat flux just below the water surface and t0 the time at which a surface
renewal event occurred. The thermal diffusivity is indicated by κ, the specific heat by cp and
the density of sea water by ρ. Under conditions found frequently over the open ocean, the
temperature difference across the thermal boundary layer ∆T = Tbulk − Tsurf is of the order
of 0.1− 0.3 K [Wick et al., 1996].

Affixed to the surface renewal model is the probability density function p(τ) of times be-
tween consecutive surface renewal events. Following Kraus and Businger [1994], a probability
density function (pdf) p(τ) is defined which represents the fractional area of the surface fluid
elements that have been in contact with the interface for a time τ . From Taylor’s theorem
[Taylor, 1938], p(τ) is equivalent to the probability of finding a surface renewal event taking
place after the passing of time τ = t− t0.

It is assumed that the turbulence in the interior of the fluid governs the mechanism for
replacing the surface elements. This represents a random process and it is argued that each
fluid element has the same probability of being replaced. From this assumption, Kolmogorov
[1962] and Soloviev and Schlüssel [1994] deduce a logarithmic normal distribution of the form

p(τ) =
1√

πστ/t′
e−

(ln τ/t′−m)2

σ2 , t > 0, (7.16)

wherem is the mean value of ln τ/t′ and σ2 the variance for the logarithm of the scaled random
variable τ . t′ is a unit scaling factor. The mean time between burst t∗ is the expectation value
of this distribution, given by

t∗ = 〈p(τ)〉 =

∫ ∞
0

p(τ) τ/t′ dτ = t′ · e
σ2

4
+m. (7.17)

The function of the sea surface temperature with respect to time for the logarithmic normal
pdf is illustrated in Figure 7.1.

This type of model pdf was shown experimentally by Rao et al. [1971] and more recently
by Garbe [2001], Garbe et al. [2002a] and Garbe et al. [2004]. For this reason a surface renewal
model with a logarithmic normal pdf is assumed in deriving the techniques presented in this
thesis.

The surface renewal model is in principle a one dimensional model parameterizing the
transport with the time water parcels stay in contact with the interface. The renewal event
itself is considered instantaneous. It does not allow heat conduction during upwelling. This
means, that this type of model presents a close approximation of processes in medium to
strong winds. Under these conditions upwelling velocities are very high. However, in low
wind conditions other models might be better suited for describing the transport processes.
In the next section such a model will be introduced, which explicitly describes the transport
of water parcels in eddies. In this eddy renewal model, heat conduction takes place during the
upwelling process.

7.2.2 Eddy Renewal Model

In the previous section the surface renewal model was described. This model is one dimen-
sional and makes statistical assumptions on the time in between renewal events. The model
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a

w
0

x

y
x

z

b

Figure 7.2: a Schematic drawing of near surface turbulence as approximated by eddy renewal model.
The wind direction is along the z direction. b An IR image for comparison.

proposed by Danckwerts [1951] is an approximation of turbulent upwelling. It is assumed that
a renewal event takes place instantly. Water parcels in the interface are replaced immediately
with water from the bulk. These water parcels are not allowed to exchange heat during their
upwelling process. This is a very simplistic model which is not completely realistic hydrody-
namically. However, in the presence of strong shear induced turbulence as well as microscale
wave breaking processes, the upwelling velocities can be quite substantial, making Danckwerts’
[Danckwerts, 1951] model quite appropriate. Experimental evidence thus seems to agree quite
well with this type of model in medium to high wind speeds [Schimpf et al., 2004; Garbe et al.,
2004; Münsterer and Jähne, 1998]. The same holds true for parameterizations derived from
this model [Soloviev and Schlüssel, 1994]. However, deviations are conceivable in low wind
regimes. Under these conditions, turbulence is driven by convection. Here, vertical velocities
are found to be lower, leading to more significant heat exchange during upwelling. Also, it
appears that distinct turbulence patterns exist with the characteristics of Langmuir turbu-
lence. The images often show elongated patches of warm water alternating with cold water
streaks, with their long axes aligned with the predominant wind direction (see Figure 7.2b).
Under these conditions, an eddy model based on Lamont and Scott [1970] or Fortescue and
Pearson [1967] is hydrodynamically more appealing. This model assumes that turbulent ve-
locity fluctuations predominate over any mean relative velocity. It is assumed that turbulent
eddies exist which are very much smaller than waves. The surface can thus be considered as
flat. Both the models of Lamont and Scott [1970] and Fortescue and Pearson [1967] are very
similar, the difference in between them being the eddy sizes dominant in the transfer process.
While Fortescue and Pearson [1967] favors large eddies, Lamont and Scott [1970] argues that
smaller eddies in the inertial subrange are the dominant ones. A comparison of the two models
can be found in Brtko and Kabel [1976].

In the following the surface turbulence is visualized as Langmuir-type eddies whose cross
section looks like Figure 7.2a. This gives the general physical description of long “rollers” spin-
ning next to each other but in alternating directions, creating alternating regions of upwelling
and downwelling, as first described by Fortescue and Pearson [1967]. When temperature is
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added to the model, this equates to regions of warm water upwelling, cooled water down-
welling and regions of fairly constant temperature between. While Lamont and Scott [1970]
studied such a model with eddies bounded by both top and bottom boundaries, here it is
assumed that eddies are bounded by the top free surface boundary only, in order to simulate
Langmuir type turbulence interacting with the air-sea interface. In the following this model
is called the “eddy renewal model” in contrast to the existing “surface renewal model”. This is
also to distinguish it from the “eddy cell” [Lamont and Scott, 1970] or “large eddy” [Fortescue
and Pearson, 1967] models, in which the boundary conditions are different. The eddy renewal
model was first proposed in Hara et al. [2006].

As in the surface renewal model, the coordinate system is defined such that x and y are
in horizontal and z is in vertical (upward) from the mean water surface, as shown in Figure
7.2a. The mean wind and wave direction is set to be in positive y. The equation governing
the temperature field T is given by the same three-dimensional diffusion equation presented in
Equation (7.3). Also, the boundary conditions and inital condition introduced in Equations
(7.5)- (7.7) are identical to the surface renewal model. However, contrasting this model it
is not assumed that the horizontal gradients of the temperature age negligible. In the eddy
renewal model it is assumed that the process is stationary in time and uniform in the wind
direction y. This is a valid assumption for the elongated streaks observes in the infrared
imagery. If the turbulent eddies are assumed to be uniform in y and stationary in t, Equation
(7.3) simplifies to

u
∂T

∂x
+ w

∂T

∂z
= κ

(
∂2

∂x2
+

∂2

∂z2

)
T. (7.18)

It is further assumed that the water velocity at the surface is periodic with a wavenumber k̃
such that

u = u0 sin(k̃x), at z = 0. (7.19)

Then, the Taylor expansion in the vertical direction around z = 0 yields

u = u0 sin(k̃x) +

[
∂u

∂z

]
z=0

z + . . . . (7.20)

The continuity equation requires from ∂v/∂y = 0 that

∂w

∂z
= −∂u

∂x
= −k̃u0 cos(k̃x)−

[
∂2u

∂z∂x

]
z=0

z + . . . , (7.21)

hence,

w = −zk̃u0 cos(k̃x)−
[
∂2u

∂z∂x

]
z=0

z2

2
+ . . . . (7.22)

Again, similar non-dimensional variables to the Equations (7.8) for the surface renewal model
are introduced:

x̃ = k̃x, z̃ =
z

δ
, T̃ =

(T − Tbulk)k

δjheat
, (7.23)
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with
δ2 =

κ

k̃u0

, (7.24)

where δ is the depth scale of the diffusive sublayer and is determined by the diffusivity κ

and the surface divergence scale k̃u0. Then, the normalized governing equation and boundary
conditions become

sin x̃
∂T̃

∂x̃
− z̃ cos x̃

∂T̃

∂z̃
=
∂2T̃

∂z̃2
+O(k̃δ), (7.25)

∂T̃

∂z̃
= −1, at z̃ = 0, (7.26)

T̃ = 0, at z̃ = −∞. (7.27)

Therefore, provided the diffusive sublayer depth is much smaller than the wavelength of
the eddies (k̃δ � 1), heat diffusion is governed by a single set of governing equation and
boundary conditions, regardless of the size and intensity of the turbulent eddies.

7.2.3 Comparison of Eddy Renewal and Surface Renewal Model

Both the surface renewal and the eddy renewal model are distinctly different. The surface
renewal model uses a characteristic time scale τ for parameterizing exchange processes. Due
to the one dimensionality of the model, no spatial information enters the model. On the other
hand, the eddy renewal model assumes temporal stationarity. No temporal information is
used in the model which purely relies on spatial temperature distributions. Both models can
therefore be thought of as complementary to each other. This makes it important to look
closely at the implications of both.

By comparing (7.8) and (7.24), it is clear that the renewal time scale τ in the surface
renewal model is equivalent to the inverse of the surface divergence k̃u0 in the eddy renewal
model. In fact, the inverse of the surface divergence can be interpreted as a time scale over
which a water parcel travels from the upwelling region to the downwelling region.

In Figure 7.3 the solution of the eddy renewal model (7.25) to (7.27) is compared with
the solution of the surface renewal model (7.9) to (7.12). In order to make the results better
comparable, the coefficient α is set 5.54 so that both the mean surface temperature and the
surface heat flux are identical between the two models. (That is, the actual (dimensional)
interval between the renewal events in the surface renewal model is 5.54 times the inverse of
the surface divergence k̃u0 in the eddy renewal model if the two eddies yield the same heat
transfer velocity.) In addition, the temperature scale is adjusted so that the normalized mean
surface temperature is equal to −1.

The result of the eddy renewal model clearly shows that warm water is advected up to
the surface, across the surface, and is then transported downwards. Rather than the motion
of the water being described by an event, the motion is described as a continuous flow from
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Figure 7.3: a Normalized temperature distribution (indicated by color scales) based on eddy renewal
model. b Normalized surface temperature distribution (solid line) and its mean (dashed line) based on
eddy renewal model. c Normalized temperature distribution (indicated by color scales) based on surface
renewal model. dNormalized surface temperature distribution (solid line) and its mean (dashed line)
based on surface renewal model.

upwelling to downwelling. Once the water has moved down sufficiently far from the surface,
it is assumed that the turbulent motions of the mixed layer will blend the downwelled water
with the existing mixed layer.

One obvious difference between the eddy renewal model and the surface renewal model is
the observability of the bulk temperature Tbulk at the surface. While Tbulk is the temperature,
which is just not observable in the surface renewal model, the difference in between observable
temperatures and Tbulk can be quite substantial in the eddy renewal model. This difference
between the models can be easily explained. In the surface renewal model, the process that
transfers water to the surface is assumed to be instantaneous. That is, no time is given for
the bulk water advected to the surface to exchange temperature due to conduction. The eddy
renewal model allows for the bulk water to change temperature as it is advected closer to
the surface. The strength of the temperature change is based on the strength of the vertical
motions of the eddy.

Another way to interpret the difference between the models is to compare histograms of
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Figure 7.4: The fit of the eddy renewal model to a column of an infrared image orthogonal to the
wind direction. The relation in between Tbulk and Tsurf can be seen for the eddy renewal model. The
difference in between both temperatures can be substantial.

the surface temperatures. Once again, the differences between the two models is striking. In
the surface renewal model, it is clear that the water reaches colder temperatures more quickly
than it does in the eddy renewal model. However, the maximum value of the bulk temperature
is never observed at the surface in the eddy renewal model. This leads to two very different
histograms. With the eddy renewal model, the histogram increases with temperature up to
the maximum temperature, which is still lower than the bulk temperature, and then suddenly
decreases to zero. The histogram of the surface renewal model, on the other hand, decreases
with temperature but remains non zero all the way to the bulk temperature. These two
different histograms are observable in Figure 7.4.

7.3 The Cool Skin Temperature Difference

7.3.1 ∆T from Surface Renewal

Measuring the temperature difference across the thermal boundary layer invasively is a difficult
undertaking due to thin layer extending less than 1 mm beneath the wavy interface. Combining
model assumptions with a statistical analysis of the infrared imagery, this important parameter
can be retrieved to an accuracy of less than 1% from modern IR cameras. The statistical
analysis is based on fitting an analytical function to the temperature distribution at the sea
surface. The analytical function can be derived from the surface renewal model, as is outlined
in Garbe et al. [2004]. Here use is made of ∆T given by Equation (7.15) and the log-normal
distribution of p(τ) for surface renewal events. The temperature distribution at the sea surface
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Figure 7.5: The analytical function describes the temperature distribution of the IR image shown in
a quite well, as can easily be verified from the fit in b.

p(Tsurf) is then given by

p(Tsurf) = S(sign(j) ·∆T )
|Tsurf − Tbulk|

(αj)2
exp

[
σ2

4
−m

]
·erfc

[
σ

2
− m

σ
+

1

σ
ln

(
Tsurf − Tbulk

αjheat

)2
]
, (7.28)

with α =
2√
πκρcp

,

for jheat 6= 0 and p(Tsurf) = δ(∆T ) for jheat = 0 [Haußecker et al., 2001; Garbe et al.,
2004]. Here ∆T = Tsurf −Tbulk denotes the temperature difference, erfc is the complementary
error function, δ(x) denotes Dirac’s delta distribution, sign(x) the sign function and S(x) the
Heaviside unit step function

sign(x) =

{
1, x ≥ 0

−1, x < 0
and S(x) =

{
1, x ≥ 0

0, x < 0
. (7.29)

The complementary error function is defined as erfc(z) = 1 − erf(z) and the error function
given by the integral of the Gaussian distribution erf(z) = 2/

√
π
∫ z

0 exp(−η2)dη.

From Taylors hypothesis the analytical function for the probability density function p(Tsurf)

can be fitted to the frequency density function of the temperature distribution from an indi-
vidual image, as can be seen in Figure 7.5. This makes it possible to estimate the temperature
of the bulk Tbulk with the frame rate of the IR camera. The mean temperature Tsurf at the
sea surface is given as the expectancy value of the temperature distribution

Tsurf =

∫ ∞
−∞

Tsurf · p(Tsurf) dTsurf . (7.30)

This integration can be solved numerically, resulting in a value for Tsurf that is much less prone
to errors in the data than calculating Tsurf by just summing over the image intensities and

152



7 Air-Water Interactions 7.3 The Cool Skin Temperature Difference

a Temperature T

p(T)

b Temperature T

p(T)

c Temperature T

p(T)

d Temperature T

p(T)

Figure 7.6: Plot of the probability density function p(τ). Both Tbulk and σ can be estimated inde-
pendently from the fit, as is evident from the plots of different Tbulk in a and the same for different
values of σ in b. The values for jheat and m cannot be computed independently, as is apparent from
the same plots for different m in c and different values of jheat in d.

dividing by the number of pixels. From the knowledge of both Tsurf and Tbulk the temperature
difference ∆T = Tsurf − Tbulk can be computed.

Even though the temperature of the bulk water Tbulk can be estimated from a statistical
analysis of the temperature distribution of the sea surface, this frequency data does not hold
enough information to independently estimate all parameters of the analytical function in
Equation (7.28). An illustration of the interdependence of the parameter m and the heat flux
jheat is presented in Figure 7.6.

The interdependence of the parameters m and jheat is expressed in the fact that the same
analytical curve can be fitted for different values of m and jheat. This can easily be verified
by analyzing Equation (7.28). The terms in this equation can be divided into two groups,
namely into terms that normalize the function and terms that are responsible for the general
shape of p(Tsurf). Equating both the shape and normalization terms for two values of m and
jheat leads to a condition under which the same curve results for different values of jheat and
m. This condition is given by (

j2
j1

)2

= em1−m2 . (7.31)

It can in fact be shown by the same procedure, that the same histogram only results from
different combinations of m and jheat, but not from other combinations of the parameters.
Due to this dependence of the two parameters jheat and m, it is possible to eliminate them
from Equation (7.28). From Equation (7.31) it can be seen that jheat · exp(m) ≡ β2, where β2
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Figure 7.7: A comparision of the Rayleight distribution presented by Zhang and Harrison [2004] to
the distribution deriuved from the surface renewal model in Equation (7.32).

is an arbitrary constant. Introducing this expression in (7.28) leads to

p(Tsurf) = S(sign(j)∆T )
|Tsurf − Tbulk|

(αβ)2
exp

[
σ2

4

]
· erfc

[
σ

2
+

1

σ
ln

(
Tsurf − Tbulk

αβ

)2
]
,

with α =
2√
πκρcp

and β2 = em · jheat
2. (7.32)

This expression depends on the parameter Tbulk, σ and β only. From analyzing Figure 7.6 it
becomes apparent that Tbulk shifts the distribution, σ is a measure for the general shape and
β represents the width of the distribution. In that figure, the plot for different β looks the
same as that for different jheat or m.

In a laboratory study at a wind speed range from 4 m/s to 11 m/s, Zhang and Harrison
[2004] reported no significant change in the shape of the distribution of surface temperatures.
They found the distribution to be approximated by a Rayleigh distribution. The authors
did not motivate their choice for this distribution. As it turns out, the Rayleigh distribution
shares prominent features with the analytical distribution presented in Equation (7.32). This
can be seen from Figure 7.7. The measurements of Zhang and Harrison [2004] indicate that
the shape of temperature distributions is not altered under a range of different heat fluxes
jheat. This becomes apparent from Equation 7.32, where jheat is not a direct parameter in the
surface temperature distribution. Moreover, different values of jheat can be compensated by
corresponding values of m.

Accuracy of Parameter Estimation

In order to test the validity of results gained from the statistical analysis proposed in Section
7.3, the effect of noise in the input data on the estimated parameters was examined on synthetic
data in a Monta-Carlo type analysis. The synthetic data was generated, presenting the same
distribution of gray values as a thermal image of the sea surface. The relative errors in the
fit parameters were analyzed under varying noise level of the input data. The results of this
analysis is presented in Figure 7.8.

154



7 Air-Water Interactions 7.3 The Cool Skin Temperature Difference

a
0.0 0.1 0.2 0.3 0.4 0.5

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

0

1

2

3

4

5

6

R
el

at
iv

e 
D

ev
ia

tio
n 

/ 
%

T
em

p
er

at
ur

e 
D

ev
ia

tio
n 

/ 
K

Temperature Noise σtemp / K b
0.00 0.02 0.04 0.06 0.08 0.10

0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0.0

0.1

0.2

0.3

0.4

0.5

R
el

at
iv

e 
D

ev
ia

tio
n 

/ 
%

T
em

p
er

at
ur

e 
D

ev
ia

tio
n 

/ 
K

Temperature Noise σtemp / K

c

0.0 0.1 0.2 0.3 0.4 0.5
-0.2

-0.1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

-25

0

25

50

75

100

 

R
el

at
iv

e 
D

ev
ia

tio
n 

/ 
%

D
ev

ia
tio

n 
o

f 
σ

Temperature Noise σtemp / K

d

0.00 0.02 0.04 0.06 0.08 0.10

-0.14

-0.12

-0.10

-0.08

-0.06

-0.04

-0.02

0.00

0.02

-17.5

-15.0

-12.5

-10.0

-7.5

-5.0

-2.5

0.0

2.5

 

R
el

at
iv

e 
D

ev
ia

tio
n 

/ 
%

D
ev

ia
tio

n 
o

f 
σ

Temperature Noise σtemp / K

e
0.0 0.1 0.2 0.3 0.4 0.5

0

1

2

3

4

5

6

0

50

100

150

200

250

300

R
el

at
iv

e 
D

ev
ia

tio
n 

/ 
%

D
ev

ia
tio

n 
o

f 
m

Temperature Noise σtemp / K f
0.00 0.02 0.04 0.06 0.08 0.10

-0.2

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

-10

0

10

20

30

40

50

60

70

R
el

at
iv

e 
D

ev
ia

tio
n 

/ 
%

D
ev

ia
tio

n 
o

f 
m

Temperature Noise σtemp / K

Figure 7.8: The dependence of the extracted parameters from the statistical analysis on the noise. In
a the dependence of the error of Tbulk on the noise ranging from 0.0 to 0.5 K is shown. In b the same
for lower noise levels from 0.0 to 0.1 can be seen. In c, d, e and f the analogue for the error of the
other parameters σ and m is given.

By comparing the results it becomes apparent that the bulk temperature Tbulk can be
estimated with a relative accuracy of below 1% for noise levels of 0.2 K. For the noise level
of the infrared camera, typically 25 mK, the error in Tbulk was found to be well below 5 mK.
This is in good agreement with previous findings on real data [Schimpf et al., 2004].

7.3.2 ∆T from Eddy Renewal

In the previous section a statistical analysis of the temperature distribution for estimating ∆T

has been presented. By assuming the surface renewal model, it is possible to estimate ∆T

by fitting an analytical function to this data. In low wind speed regimes, the eddy renewal
model presented in Section 7.2.2 might be a better description of the transport processes at the
air-sea interface. In this section, another technique for estimating ∆T from the eddy renewal
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a b c d

Figure 7.9: The divergence estimated for the infrared sequences. In a an image recorded in the
experiment with a wind speed of 2 m/s can be seen with the corresponding divergence in b. The same
is shown in c and d for a sequence acquired during an experiment at a wind speed of 4.2 m/s. Regions
of larger positive divergence are bright and appear to be cumulating in warmer regions of the infrared
images, also indicated by a higher gray value.

model will be outlined. It should be more suited to the low wind regime. This technique has
been published by Hara et al. [2006].

Estimating Tbulk and hence ∆T from the eddy renewal model is quite straight forward. The
minima and maxima are detected along columns of individual frames of the thermographic
image sequence. These columns are oriented orthogonal to the dominant wind direction. This
can be achieved either through the orientation of the IR camera in the set-up or, if this is
not possible, through transforming the image sequence afterwards. The temperature of these
extrema as well as their separation is used to fit the non-dimensional solution of the normalized
governing equation (7.25) and the boundary conditions (7.26)-(7.27) to the data. Through
this fit, the non-dimensional solution is scaled to dimensional form. This leads directly to the
sought value for Tbulk and hence ∆T . In Section 7.10.2 and 7.11.1 results of this estimation
will be presented on laboratory and field data respectively.

7.4 Estimating Surface Flows and the Material Derivative from
Passive Thermography

Techniques that estimate the net heat flux, the probability density function (pdf) of surface
renewal events and the transfer velocity of heat from passive infrared image sequences will
be presented. All these techniques rely on the material derivative dT/dt = dTsurf/dt as one
important parameter [Garbe et al., 2004]. This is true for both the surface renewal model as
well as for the eddy renewal model.

For a number of observation, it is also important to quantify surface flows directly at
the air-water interface. For example, surface divergence models parameterize the heat flux
and transfer velocity from surface divergence [Banerjee et al., 2004; Turney et al., 2005]. A
standard approach is to seed the water surface with particles and perform particle imaging
velocimetry (PIV) measurements on them [McKenna and McGillis, 2004]. This approach has
the disadvantage that for particles floating at the interface, in upwelling regions a void of such
particles exists. This problem can be circumvented by particles of neutral buoyancy floating
in the water body. However, here defining the surface and not measuring particles below is
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a challenging problem. An approach was developed by Jehle [2007], where this effect in con-
junction with a dye in the water body is used for recovering a full 3D flow volume. At a wind
sheared interface, particles “sticking out” of the water body might be subject to an additional
forcing by the wind and cannot be used.

These problems can be avoided by using a thermopgraphic technique for estimating surface
flows [Garbe et al., 2003b]. Due to the small penetration depth of IR radiation into water
(≈ 10µm), measurements are conducted right at the surface. Turbulences are not effected
in any way for passive thermography and only very mildly from active thermography, where
patches of water are heated up by a couple of tenths of a Kelvin. Motion is estimated from the
techniques introduced in Chapter 3. Different parametric motion models can be used as those
presented in Chapter 2.3.1. This makes it possible to estimate divergences and convergences
directly in the motion estimation process [Garbe et al., 2003c,b]. An example of those results
is shown in Figure 7.9.

Similar to estimating surface divergence and flow fields, the algorithm for computing the
material derivative dT/dt relies on estimating motion with the gradient based approach pre-
sented in Chapter 3. This has been presented in Garbe et al. [2003b]. Accuracy improvements
were introduced in Garbe and Jähne [2001] and Garbe et al. [2002e]. Therefore, only a brief
overview of the technique shall be presented here.

The material derivative is given by dT/dt = ∂T/∂t + u ·∇T , where T is the sea surface
temperature and u = [u1, u2]> the surface flow. This derivative can be formulated in vector
notation, yielding

d> · p = [−1, Tx, Ty, Tt] · [c, δx, δy, δt]> = 0, (7.33)

where the subscripts AB denote partial derivatives of the variable A along the coordinate B.
c is the parameter of linear temperature change. The transpose of a vector a is indicated by
a>. The total derivative dT/dt is then given by dT/dt = c/δt and the velocities by u = δx/δt

and v = δy/δt.

Equation (7.33) is identical to Equation (2.25) in Section 2.5.2, where the linear brightness
change model was introduced. Thus, applying this model at the sea surface yields the ma-
terial derivative from the constant c in Equation (7.33). The model parameters can then be
computed using the framework introduced in Chapter 3, in which the gradient based motion
estimation framework was presented.

When dealing with thermal images from the sea surface, especially with field data, reflec-
tions from the surroundings are impossible to eliminate. Such reflections cannot be eliminated
by a global threshold because their apparent temperature is very close to that of the thermal
structures of the sea surface. However, they can be detected as outliers and segmented by a
robust estimation of dT/dt [Garbe and Jähne, 2001], as is shown in Figure 7.11. Only through
this step an accurate estimation of dT/dt is possible, as is the computation of Tbulk from the
algorithm introduced in Section 7.3. This technique has been explained in detail in Garbe
[2001] and will not be elaborated here any further.
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a b c

Figure 7.10: In a an IR image is shown with the corresponding 2D optical flow in b and the total
derivative of the temperature in c ([-0.6, 0.4]K/frame).

a b c

Figure 7.11: a An IR image, b the number of weights as computed by LMSOD. Black areas indicate
fewer weights which corresponds to reflections. c The flow field and the total derivative dTsurf/dt inside
the box in a. Black regions indicate where no parameters could be estimated.

7.5 Surface Renewal Time Constant and Transfer Velocity of
Heat

As was pointed out in Section 7.2.1 the time of residence of a water parcel at the sea surface
τ = t− t0 is an important parameter in the model of surface renewal. From the definition of
the transfer velocity in Equation (7.1) it becomes apparent that τ is equivalent to kheat. This
can be verified by inserting Equation (7.15) into Equation (7.1), leading to

kheat =
1

ρcpα
√
τ

=
1

2

√
πκ

τ
. (7.34)

As it turns out, τ can be measured directly using thermography. From the assumption that
kheat is a well behaved function in space and time, Equation (7.34) states that the same holds
true for τ . This implies that τ can be measured regardless of a slowly changing heat flux,
since this would lead to a change in ∆T and hence a constant kheat and τ .

Reformulating Equation (7.15) leads to an expression for τ :

τ = t− t0 =

(
Tsurf(t)− Tbulk

αjheat

)2

, with α =
2√
πκcpρ

. (7.35)
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In this equation the surface temperature Tsurf is given directly by the temperature cali-
brated infrared images. The bulk temperature Tbulk can either be measured with thermometers
or from thermography as has been outlined in Section 7.3. Measuring Tbulk from thermome-
ters is an extremely difficult undertaking, as ∆T is usually of the magnitude of 0.1K and
the boundary layer extends less than a one millimeter beneath the surface. Also, a thermal
stratification may be present very close to the interface making the measurement of Tbulk

dependent on the chosen depth and may thus lead to wrong results.

Another problem in Equation (7.35) is the measurement of the net heat flux jheat. This
can be circumvented by differentiating Equation (7.15) with respect to time and solving it for
jheat. This leads to

jheat =
2
√
τ

α

d

dt
Tsurf(t). (7.36)

By substituting Equation (7.36) into Equation (7.35) the following expression for τ can be
derived:

τ = t− t0 =
1

2

Tsurf(t)− Tbulk
d
dtTsurf(t)

=
1

2

∆T (t)

Ṫsurf(t)
, (7.37)

where in the dotted notation ẋ indicates the total derivative with respect to time.

In this reformulation of the problem, only ∆T and the total derivative d/dt Tsurf = Ṫsurf

have to be estimated for measuring τ . ∆T can be computed with the technique described
in Section 7.3.1. Likewise, Ṫsurf can be estimated from thermography employing the motion
estimation approach presented in Section 7.4. It should be noted that ∆T is computed for
every pixel of the thermal image sequence as is Ṫsurf . Likewise τ is estimated at every pixel,
leading to a temporally and spatially highly resolved measurement limited only by the thermal
imager.

Once τ is known from Equation (7.37) for every pixel of the IR image sequence the transfer
velocity kheat follows from Equation (7.34). This leads to

kheat =

√
πκ

2
·

√
Ṫsurf

∆T
. (7.38)

It is of course important to analyze possible errors in the estimation of both τ and kheat by
the proposed technique. Assuming the errors in the estimation to be distributed according to
Gaussian statistics, the deviation in the estimate can be derived by error propagation. This
leads to the relative error given by

σkheat
kheat

=
1

2

στ
τ

=
1

2

√(σ∆T

∆T

)2
+

(
σṪsurf
Ṫsurf

)2

. (7.39)

In conditions typical for air-sea gas exchange the relative errors of ∆T and Ṫsurf can both
be approximated by σ∆T /∆T ≈ σṪsurf/Ṫsurf ≈ 5%. This leads to a relative error of about
στ/τ ≈ 7.1% and σkheat/kheat ≈ 3.6%.
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Figure 7.12: The frequency data of the time of residence τ of a water parcel at the sea surface. The
fitted log-normal distribution approximates the data quite well. Fitted are also exponential and delta
distribution. The data points were computed from one sequence of the GasEx II data.

7.6 The PDF of Surface Renewal from Thermography

The pdf of surface renewal gives rise to speculations regarding the exact processes involved in
the renewal events and justifies the statistical analysis of the sea surface temperature described
in Section 7.3 as well as some of the techniques in estimating the heat flux described later on.

In order to be able to make a quantitative statement on this pdf, a statistical analysis on
the time of residence τ of water parcels at the water surface is performed. From Equation
(7.37) a value for τ can be computed at every pixel. Given the theoretical log-normal p(τ)

from Equation (7.16), the values for σ and m can be computed together with error estimates
for the individual parameters. This is achieved by fitting p(τ) to the histogram of τ by means
of least squares as can be seen in Figure 7.12. From the parameters σ and m the characteristic
mean time between surface renewals t∗ can be computed from Equation (7.17). This presents
a powerful means of verifying the pdf of surface renewal.

7.7 Heat Flux Estimates

In previous sections different techniques for estimating ∆T , τ and kheat non-invasively have
been presented. Another important parameter for air-water heat exchange is the net heat flux
jheat. The heat flux jheat for a substance of mass M is defined as the rate of change of heat Q
across the surface area A, or

jheat =
dQ/dt

A
=
Mcp
A

dT

dt
. (7.40)

In the following two distinct methods based on the surface renewal model one based on the
eddy renewal model for estimating the net heat flux from thermal image sequences will be
presented. Both the pdf- and the square root method method are based on the surface renewal
model and were introduced in Garbe et al. [2004].
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7.7.1 PDF Method

This method may be used to compute the mean heat flux over part of the sequence. It is termed
pdf-method since it is based on the assumption of a log-normal pdf of the characteristic time
of surface renewal. It was presented in [Garbe et al., 2002a]. Evidently some assumptions
have to be made in order to derive the net heat flux from this analysis. The first one is of
course that the surface renewal model as introduced in Section 7.2.1 describes the transport
processes sufficiently well. The other is that the pdf of the times of residence of the water
parcels at the sea surface can be described by a log-normal distribution. As indicated in
Section 7.6, strong experimental evidence exist to make this a valid assumption. In Section
7.7.2 another technique will be introduced which does not rely on any assumptions concerning
the pdf of surface renewal. Comparing results of these two techniques can be seen as an
indirect verification of the assumption concerning the pdf of surface renewal made by the pdf
method.

The average temperature difference across the cool skin of the ocean can be computed
according to [Garbe et al., 2002a]:

∆T =

∫ ∞
0

p(τ)τ−1

(∫ t

0
∆T (t′)dt′

)
dτ. (7.41)

The integration of this equation with the log-normal pdf from Equation (7.16) and the ex-
pression for ∆T from Equation (7.15) yields

∆T =
2

3
αj
√
t∗ exp(−σ2/16) with α =

2√
πκcpρ

. (7.42)

This expression can be solved for the heat flux jheat, which together with Equation (7.17) for
t∗ leads to

jheat =
3

2

∆T

α
· exp

[
−
(
σ2

16
+
m

2

)]
. (7.43)

Both parameters σ and m can be computed from the pdf of surface renewal as outlined in
Section 7.6.

7.7.2 Square Root Method

As opposed to the pdf method outlined in the previous section this technique does not rely
on assumptions concerning the pdf of times between consecutive surface renewal events p(τ).
Use is made only of the surface renewal model introduced in Section 7.2.1 for deriving this
method. This makes the square root method very well suited for estimating the net heat flux
jheat. In Garbe et al. [2004] this technique was derived from plugging the expression for τ
from Equation (7.35) into Equation (7.15) and solving for jheat. Here it is derived from the
non-dimensional form from Section 7.2.1. This will make the similarity and differences to the
expression derived from the eddy renewal model in the next section more apparent.

The solution of the surface renewal model directly at the surface (z = 0) was found to be
T̃surf = −2

√
t̃/
√
π in Equation (7.14). The rate of change of this surface temperature is thus
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given by
dT̃surf

dt̃
=
∂T̃surf

∂t̃
= − 1√

πt̃
. (7.44)

Computing the product of T̃surf and dT̃surf/dt̃ results in

T̃surf
dT̃surf

dt̃
=

2

π
, (7.45)

or
k2

κjheat
2 (Tsurf − Tbulk)

dTsurf

dt
=

2

π
(7.46)

in a dimensional form. Therefore, if simultaneous measurements are made of both ∆T =

Tsurf − Tbulk and dTsurf/dt for any pixel in an infrared image, it is possible to estimate the
heat flux at this pixel as

jheat

k
=

√
π

2

√
1

κ
(Tsurf − Tb)

dTsurf

dt
or (7.47)

jheat =

√
2

α

√
∆T · d

dt
Tsurf(t) with α =

2√
πκcpρ

, (7.48)

as presented in Garbe [2001] and Garbe et al. [2004].

The sign of the heat flux jheat in Equation (7.48) is affixed to a heating-up or cooling-down
of water parcels at the sea surface. Therefore, it can be deduced from the sign of the total
derivative dTsurf/dt, or sign(j) = sign(dTsurf/dt).

For specifying the error bounds of the square root method, errors can be assumed to be
Gaussian distributed. Error propagation then leads to the relative error given by

σjheat
jheat

=
1

2

√(σ∆T

∆T

)2
+

(
σṪsurf
Ṫsurf

)2

. (7.49)

The relative error of both ∆T and Ṫsurf are typically of the order of σ∆T /∆T ≈ σṪsurf/Ṫsurf ≈
5%. Thus σjheat/jheat ≈ 3.6% should be achievable for jheat.

In general conditions of interest for air-sea gas exchange, net heat fluxes during the night
will be of around j ≈ 200 W/m2. With a relative error of 4% the absolute error would be
σjheat = 8 W/m2. This is within the bounds of errors the TOGA CORE experiment tried to
achieve [Fairall et al., 1996b].

7.7.3 Net Heat Flux from the Eddy Renewal Model

For the eddy renewal model, the rate of change of non-dimensional surface temperature T̃surf

following a fluid parcel is given by

dT̃surf

dt̃
= sin x̃

∂T̃surf

∂x̃
, (7.50)
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which follows from Equation (7.25) for z̃ = 0. By the same approach as in the previous section,
the heat flux can be expressed as

jheat

k
=

√
1

T̃surf sin x̃∂T̃surf∂x̃

√
1

κ
(Tsurf − Tbulk)

dTsurf

dt
. (7.51)

Unlike in Equation (7.47) for the surface renewal model, the product (Tsurf −Tbulk)(dTsurf/dt)

is not uniquely related to the heat flux but the relationship depends on x̃. That is, it de-
pends on where the pixel is located relative to the eddy below. However, if the estimates of√

(Tsurf − Tbulk)(dTsurf/dt) are averaged over many pixels, the results can be related to the
averaged heat flux as

〈
jheat

k

〉
=

〈√T̃surf sin x̃
∂T̃surf

∂x̃

〉−1〈√
1

κ
(Tsurf − Tbulk)

dTsurf

dt

〉
, (7.52)

provided the distribution of jheat is uncorrelated with the eddy distribution. Here, 〈·〉 denote

averages over many pixels. The coefficient
(〈√

T̃ sin x̃(∂T̃surf/∂x̃)

〉)−1

is calculated to be

1.33, while
√
π/2 = 1.25 in the surface renewal model. Therefore, the mean heat flux estimates

are only 6% higher with the eddy renewal model compared to those with the surface renewal
model. This can be considered to be close to the noise level of estimates. Therefore, in the
following no specific results for the net heat flux estimates based on the eddy renewal model
will be presented. They can always be considered to be higher by 6% as compared to the
results presented based on the surface renewal model.

7.8 Viscous Stress from Active Thermography

The transport of energy, momentum and mass across the air-sea interface are central questions
in the study of air-sea interaction and ocean atmosphere modeling. In previous sections the
transport of energy, or heat, was analyzed closely and techniques were presented of estimating
the net heat flux as well as the transfer velocity from thermography [Garbe et al., 2003b,
2004]. The transport of mass, or different gases, is not subject of this thesis. A long standing
effort has been put into measuring the transfer of mass across the air water interface [Liss
and Slater, 1974; Broecker and Peng, 1974, 1982; Jähne et al., 1987; Watson et al., 1991] as
well as parameterizing this transfer [Liss and Merlivat, 1986; Wanninkhof, 1992; Wanninkhof
et al., 1993; Wanninkhof and McGillis, 1999]. Due to the advantages of using heat as a proxy
for mass transfer, research has been undertaken to scale from the transfer velocity of heat to
that of gas [Jähne et al., 1989; Haußecker et al., 1995, 2001; Schimpf et al., 2004; Atmane
et al., 2004]. A review on the subject of air-water mass transfer can be found in Jähne and
Haußecker [1998].

Apart from the transport of energy and mass, the transport of momentum is of great
importance for ocean-atmosphere modeling as well as for understanding the processes at the
air-sea interface. The transport of momentum from atmosphere to ocean is the driving force in
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Figure 7.13: Sketch of the velocity profile u(z) and the shear τ at the sea surface. In the bulk,
the velocity is considered constant with vanishing shear τ . In the viscous boundary layer, the velocity
changes linearly as seen in plane Couette flow, leading to a constant shear. Above the sea surface, the
wind profile is logarithmic and the resulting shear τ ∼ 1/z.

a number of interfacial processes. Generally, the momentum flux τ is partitioned into viscous
stress τµ and wave-induced stress τw. The wave induced stress, also known as form stress, is
due to pressure force acting on the slope of waves. This stress τw is strongly connected to the
wave age β, which is defined as the momentum transfer rate from wind to waves per unit wave
momentum. A recent analysis of this quantity in the air-sea momentum flux budget analysis
can be found in [Kukulka and Hara, 2005]. Banner and Peirson [1998] conducted experiments
and tried to measure the partition of the total momentum transfer into the viscous and the
wave-induced stress. Contrary to Okuda et al. [1977] they found a large partition of more
than 50% of the total momentum transfer to be made up by the wave-induced stress. More
recently Uz et al. [2002] found the partition of total momentum flux to wave induced stress
to be 64% for typical conditions. This figure is in close agreement to the results published by
Banner and Peirson [1998].

While Okuda et al. [1977] measured the viscous stress τµ from hydrogen bubbles, Banner
and Peirson [1998] performed their tangential stress measurements with a PIV technique using
particles of diameters ranging from 20-60 µm. The discrepancy in the results between Okuda
et al. [1977] and Banner and Peirson [1998] can be attributed to a large part in uncertainties in
the use of hydrogen bubbles for the flow visualization. The resulting bubbles in measurements
by Okuda et al. [1977] and McLeish and Putland [1975] before them are quite large leading
to a number of difficulties, as detailed by Banner and Peirson [1998].

While Banner and Peirson [1998] produced some excellent results to the extend of measur-
ing viscous stress in relation to wave phase, their technique relying on PIV measurements is
not applicable to the field. This represents a significant drawback and opens room for further
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investigations. In this section a novel technique will be presented that relies on active ther-
mography for measuring the viscous stress τµ [Garbe et al., 2007a]. Currently, only laboratory
measurements have been conducted. They will be presented in Section 7.10.4. Due to the
simple experimental set-up, which is presented in Section 7.9, this technique should be well
adapted to field use.

Underlying to this technique is the assumption of plane Couette flow in the viscous bound-
ary layer. The resulting linear velocity profile is sketched in Figure 7.13. Information con-
cerning the velocity structure with depth cannot be recovered from passive thermography.
Therefore, active thermography is necessary, as shall be described in the next section.

7.8.1 Motion Estimation for Active Thermography
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Figure 7.14: In a a thermal image at 5.0 m/s wind speed directed from bottom to top is shown.
Straight lines are written with a CO2 laser at the bottom of the frame. Indicated by the blue circle is a
section of the profile of the blue line for different wind speeds, which are presented in b. The profiles
are shifted for better visualization and thus presented in arbitrary units of image intensities.

For measuring motion accurately from active thermography, it is important to derive
a motion model that takes into account the underlying fundamental processes. In Figure
7.14a an image from active thermography is shown. Here, a line pattern is written onto
the interface which is advected downstream from the heated location downwind. Principally
any conceivable pattern can be written to the interface. Here a line pattern was chosen for
illustration purposes. For applications in the field a simple line pattern is disadvantageous,
since velocities tangential to the lines cannot be estimated due to the aperture problem as
explained in Section 3.2.1.

As can be seen from Figure 7.14a, the appearance of the structures written with the
laser are distorted as they are advected downstream. The leading edge appears to remain
sharp, while the trailing edge blurs increasingly with time. This change of shape of the
written temperature structure becomes increasingly more pronounced at stronger wind-speeds,
associated with a higher shear at the interface. This can be seen in Figure 7.14b where profiles
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of the temperature structure are shown for different wind speeds. In these experiments a
surface film was present, effectively suppressing waves. The whole wind induced shear stress
is thus transferred to viscous stress.

These blurring effects have to be incorporated into the motion model. Otherwise inaccurate
motion fields will be estimated. First the equations of motion will be derived not taking decay
of infrared radiation with depth due to absorption in water into account. This is of course a
very crude approximation, as the penetration depth in water is only a few µm. Hence in a
second step this absorption will be modeled explicitly. Only from this motion model can the
viscous shear stress τµ be estimated from the data.

Motion Model without Infrared Absorption in Water

In velocity profile in the viscous boundary layer is considered to decrease linearly with depth.
This type of flow can thus be approximated by plane Couette flow. In this configuration,
the flow in between two plates is driven by the relative velocity of the boundary plates. In
active thermography a laser is used for heating up patches of water. Due to its penetration
depth, the laser heats up a three dimensional structure inside the viscous boundary layer.
This structure gets sheared due to the velocity profile. In thermography an infrared camera is
used for imaging these heated patches of water. In the imaging process the three dimensional
structure is projected onto the sensor. This leads to an integration over depth in the boundary
layer. The shearing of the thermal structure and the subsequent integration leads to an
apparent smearing of the structure with an accompanying decrease in intensity. This process
was sketched in Figure 2.10. Results of a computer simulation of this process are shown in
Figure 7.15 a and b.

The equation of motion for such an process was derived in Section 2.7.1. Here the applicable
model is that of the two plates in motion, where the upper plate translates with the velocity
Uδ, the lower one with U0. At the air-sea interface, Uδ can be considered as the velocity of the
water surface, while U0 is not accessible. Estimating the velocity of the intensity structures
subject to shear and integration over the viscous boundary layer can be achieved by solving the
differential equation dT/dt = −(t)−1T , which is the same as Equation (2.63). Also taking into
account isotropic conduction of the heat pattern, this differential equation can be expanded
to

dT

dt
= u

∂T

∂x
+ v

∂T

∂y
+
∂T

∂t
= κ∆T − 1

t
T, (7.53)

where κ is the thermal diffusivity and t is the time since the thermal structures were written.
Rewriting this equation in vector notation leads to

dT

dt
= d> · p =

[
∂2T
∂x2

+ ∂2T
∂y2

1
tT

∂T
∂x

∂T
∂y

∂T
∂t

]
·
[
−κ 1 u v 1

]>
= 0 . (7.54)

This type of equation can be solved straight forward with the local gradient based approach
presented in Section 3. If the exact time t is not available since the thermal structures were
written, one might also estimate this parameter. This will reduce the accuracy a little bit,
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Figure 7.15: Simulation of the viscous boundary layer heated up locally by a CO2 laser at time t0
(indicated by blue lines in a and c. Shown is the shearing of the temperature structure due to the
velocity gradient. In b and d the depth integrated intensities are shown. In a and b the intensities
remain constant with depth, in c and d the intensities are attenuated due to the Lambert-Beer law.
In d plots are presented for different penetration depths. In all plots the wind direction is from left to
right.

but an estimation of the velocities u and v shoul still be more accurate than not taking this
term into account. The motion constraint equation for this case is given by

dT

dt
= d> · p =

[
∂2T
∂x2

+ ∂2T
∂y2

T ∂T
∂x

∂T
∂y

∂T
∂t

]
·
[
−κ 1

t u v 1
]>

= 0. (7.55)

7.8.2 Absorption with Depth

In the previous section, the motion constraint equation for heat structures was derived without
taking absorption in the water body into account. For active thermography, a CO2 laser is
used for heating up water parcels. These parcels are visualized with an IR camera sensible
in the range from 3-5µm. In this spectral range, the penetration depth or radiation is only
approximately 10 µm. Equally, the penetration depth of the CO2 laser is λ11.5µm. This
strong absorption needs to be considered in order to gain accurate estimates of velocity from
the motion estimation framework presented in this thesis.
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Figure 7.16: A simulation of the intensities recorded by the IR camera a fixed time t after the pattern
has been written to the surface. Wind induces a shear along the x-axis (from top to bottom). From left
to right, the velocity gradient dx/dz increases. It can clearly be seen that the image intensity is smeared
over a wide area for strong velocity gradients. Also, it should be noted that the intensity maximum
remains at a fixed location at the trailing edge of the written structure. For this simulation U0 = 0.

In Section 2.7.1 the equation of motion for plane Couette Flow was derived. The displace-
ment x(z, t) from the velocity profile v(z) is given in Equation (2.59) to

xU0(z, t) =
z

δ
(Uδ − U0) · t+ U0 · t =

z

µ
τ · t+ U0 · t. (7.56)

Here δ is the separation of the two “plates” and Uδ the velocity of the upper plate. U0 is the
velocity of the lower plate µ is the viscosity of water, τ the shear stress and t the time since
the thermal structure was written with the laser.

The absorption of radiation with depth is modeled by Lambert-Beer’s law. Integration
with depth thus results in

T (x, t) =

∫ µ(x−U0t)
tτ

µ(x−c−U0t)
tτ

e−κz dz =
1

κ
e
κµ(tU0−x)

tτ .
(
e
cκµ
tτ − 1

)
. (7.57)

Differentiating this equation with respect to times yields the following differential equation:

dT

dt
=

(
κ · µ · x
t2 · τ

+
κ · µ · c
t2 · τ

(
1

e−
κµc
tτ − 1

))
T. (7.58)

When not considering absorption, the motion constraint equation was derived to dT/dt = t−1T

in Section 2.7.1. By noting that

lim
x→ 0

x

e−αx − 1
= − 1

α
. (7.59)

Equation (7.58) reduces to dT/dt = −t−1T , which is exactly the constraint equation that
was found in the setting without absorption. This formulation is thus consistent to previous
findings.
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While it is possible to use Equation (7.58) to solve the motion problem, it is generally
preferred to approximate this solution. The measurement is conducted by heating up water
parcels with a CO2 laser. The width c of the structure is small compared to the distance
x the water parcels traverses during the measurement. Therefore, Equation (7.58) can be
approximated by requiring lim c→ 0. This results in

lim
c→ 0

dT

dt
=

(
κµx

t2τ
− 1

t

)
T =

(
αx

t2
− 1

t

)
T with α =

κµ

τ
, (7.60)

which can also be written as
dT

dt
= u1

∂T

∂x
+ u2

∂T

∂y
+
∂T

∂t
=
T

t

(αx
t
− 1
)

=
T

t

(
α
√
u2

1 + u2
2 − 1

)
. (7.61)

The parameters of this constraint equation can again be estimated by writing it in vector
notation, leading to[

T
t

∂T
∂x

∂T
∂y

∂T
∂t

]
·
[
ξc→0 u1 u2 1

]>
= d> · p = 0, (7.62)

with ξc→0 = 1− α
√
u2

1 + u2
2.

The parameter vector p can now be estimated from the data with the algorithm presented in
Section 3. From the parameters ξc→0 and u = [u1, u2]> the surface stress τc→0 and thus the
friction velocity u? =

√
τ/ρ can be computed from

τc→0(ξc→0, ||u||2) =
κ · µ

1− ξc→0

√
u2

1 + u2
2 =

κ · µ
1− ξc→0

||u||2 (7.63)

u?;c→0(ξc→0, ||u||2) =

√
τ

ρ
=

√
κ · µ

ρ(1− ξc→0)
||u||2, (7.64)

where || · ||2 is the L-2 norm. The subscript c→ 0 indicates that this solution only holds for
the limit case lim c→ 0.

It is evident that τ and hence u? can be computed from digital image processing. However,
it should be noted that one of the assumptions leading to expression (7.61) was that c is
extremely small, actually lim c → 0. Naturally, in real world applications the width c of the
patterns written on the sea surface will have a finite extend. It is thus important to quantify
the error introduced by this assumption. Therefore, the difference in between the accurate
and the approximated solution is analyzed next. This difference is given by

dT

dt
−
(
dT

dt

)
lim
c→0

=

(
α · c
t2

(
1

e−
α·c
t − 1

)
+

1

t

)
· T = γT, (7.65)

with γ =
α · c
t2

(
1

e−
α·c
t − 1

)
+

1

t
and α =

κ · µ
τ

.

It was shown in Equation (7.61) that an expression for the limit case c→ 0 can be found.
It is instructive to examine the opposite case of c→∞. It can be shown that

lim
c→∞ γ = −1

t
or (7.66)

lim
c→∞ dT

dt
−
(
dT

dt

)
lim
c→0

= −T
t
. (7.67)
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Therefore, the initial expression can by corrected by subtracting 1/t from it. This results in

dT

dt
=
T

t

(αx
t
− 2
)

=
T

t

(
α
√
u2

1 + u2
2 − 2

)
. (7.68)

Writing this expression in vector notation leads to[
T
t

∂T
∂x

∂T
∂y

∂T
∂t

]
·
[
ξc→∞ u1 u2 1

]>
= d> · p = 0, (7.69)

with ξc→∞ = 2− α
√
u2

1 + u2
2.

Analogous to Equations (7.63) and (7.64), u? and τ for the limit case c→∞ can be estimated
from

τc→∞(ξc→∞, ||u||2) =
κ · µ

2− ξc→∞

√
u2

1 + u2
2 =

κ · µ
2− ξc→∞

||u||2 (7.70)

u?;c→∞(ξc→∞, ||u||2) =

√
τ

ρ
=

√
κ · µ

ρ(2− ξc→∞)
||u||2, (7.71)

where this time the subscript c→∞ emphasizes the fact that this solution is only accurate
for the limit case of lim c→∞.

For some structures written with the laser, both limit cases presented so far might be too
inaccurate. A better approximation can be found by developing the factor γ from Equation
(7.65) into a Taylor Series Expansion around c→ 0. This leads to

γ = − α · c
2 · t2

− α2 · c2

12 · t3
+
α4 · c4

720 · t5
+O(c6). (7.72)

Similar to the previous approximations of lim c→ 0 and lim c→∞, this expression for γ can
be inserted into the equation dT/dt = T/t(αu− 1 + γ), which yields

τc =
κ · µ (2 · t · ||u||2 − c)

2 · t · (1− ξ)
=

κ · µ
1− ξ

||u||2 −
κ · µ · c

2 · t · (1− ξ)
(7.73)

τc2 =
κ · µ

4 · t · (1− ξ)

(
2 · t · ||u||2 − c

+

√
4 · t · ||u||2 · (t · ||u||2 − c)−

c2

3
(1− 4 · ξ)

)
. (7.74)

The friction velocity u? can then be estimated from the shear stress τ according to u? =√
τ/ρ. Here, for τc and τc2 linear and second order terms in c are used from Equation (7.72)

respectively.

In this section a few motion constraint equations were developed that make it possible to
estimate the viscous shear stress τ from active thermography. At the same time, accurate
estimates of surface flow are also achieved from the same technique. This is due to the fact
that both τ and the parameters of motion u and v are estimated as parameters of the motion
model.
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7.8.3 Error Analysis

Prior to using this new technique for measuring the viscous shear stress in laboratory settings
or in the field, it is important to quantify the error in the estimates. This error will depend
on many factors such as noise of the imager and specific set-up. Assuming Gaussian errors,
the error στ can be anticipated from error propagation. This leads to

στ =
κ · µ

(1− ξ)2

√(
u2

1 + u2
2

)
σ2
ξ + (ξ − 1)2 · u2

1σ
2
u1 + (ξ − 1)2 · u2

2σ
2
u2

u2
1 + u2

2

(7.75)

στ
τ

=

√√√√ σ2
ξ

(ξ − 1)2 +
u2

1 · σ2
u1 + u2

2 · σ2
u2(

u2
1 + u2

2

)2 . (7.76)

Usually, the error in computing u1 and u2 is the same. Therefore it can be assumed that
σu

!
= σu1 = σu2 . This leads to

στ =
κ · µ

(1− ξ)2

√
σ2
ξ + (ξ − 1)2 σ2

u (7.77)

στ
τ

=

√
σ2
ξ

(ξ − 1)2 +
σ2
u

u2
1 + u2

2

. (7.78)

The error for u? as well as relative errors are given by
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Figure 7.17: In a the Gaussian profile of the incident radiative heat flux is shown, in b frame 124 of
the intensity of the simulated IR image sequence is shown without Lambert Beer’s law and in c with
decay as model by Lambert Beer’s law.
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1

2

√√√√√κ · µ ·
{(
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1 + u2
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σu?
u?

=
1

2

√√√√ σ2
ξ

(1− ξ)2 +
u2

1σ
2
u1 + u2

2σ
2
u2

(1− ξ)
(
u2

1 + u2
2

)2 . (7.80)
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Again, these expressions can be simplified by assuming that σu
!

= σu1 = σu2 . This results in

σu? =
1

2

√√√√ κ · µ
ρ (1− ξ)

(√
u2

1 + u2
2 · σ2

ξ

(1− ξ)2 +
σ2
u√

u2
1 + u2

2

)
(7.81)

σu?
u?

=
1

2

√
σ2
ξ

(1− ξ)2 +
σ2
u

(1− ξ)
(
u2

1 + u2
2

) . (7.82)
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Figure 7.18: In a a schematic cross section of the Heidelberg Aeolotron can be seen. An infrared
camera images a (40 × 40) cm2 area of the water surface, with an angle of incidence of about 30°.
Presented in b is a drawing of the LADAS catamaran as was used during the GasExII experiment.

In order to assess the relative accuracy of this new technique, the motion of water parcels
can be assumed to be directed along a scanline of the imager (u = u1 and u2 = 0). Hence

στ
τ

=
1

2

√√√√ σ2
ξ(κµ

τ u
)2 +

σ2
u

u2
(7.83)

σu?
u?

=
1

2

√√√√ σ2
ξ(κµ

τ u
2
)2 +

σ2
u

κµ
τ u

3
. (7.84)

The penetration depth for IR radiation in the spectral range of 3-5 µm is roughly 10µm,
that of the CO2 laser (λ = 10.8µm) is 11.5µm. Hence κ = 4.57 · 104m−1. The viscosity of
water at 20◦C is µ = 1.002 · 10−3 kg m−1s−1. From these quantities, one can estimate that
the relative accuracy of the shear stress should easily be better than 5%.

7.8.4 Synthetic Data

In order to analyze the validity of the proposed technique it was tested on simulated data.
Also, by varying the level of noise, the robustness of the algorithm to sensor noise was tested.
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Figure 7.19: Images of typical thermal structures as seen with the active IR technique. The wind
velocities are 1.4 m/s, 3.2 m/s and 8.2 m/s in a, b and c respectively. In all cases, the direction of
the wind is from right to left.

The laser was simulated to be a 2D Gaussian with different widths in the x1 and x2 direction.
An image of the simulated laser profile is shown in Figure 7.17a. The shearing of the heated
structure due to the velocity profile was then simulated. Two simulations were run, one
taking absorption of radiation in water into account, one without absorption. These two
simulations are presented in Figure 7.17b and 7.17c. This transport equation was discretized
on a [x, y, z] = 256 × 64 × 480 grid in 125 time steps. Different noise levels were added to
this sequence. The parameter estimation was performed on this sequence. The result of the
velocity vector field was very accurate. The relative error was well below 1% for noise levels
equivalent to the IR camera. Detailed information regarding this simularion and results are
presented in Garbe et al. [2007a].

7.9 Experimental Set-Up

Infrared thermography represents an excellent tool for measuring boundary layer processes
directly at the air water interface. This is due to the high temperature resolution of modern
IR cameras as well as to the high absorption of water in the two spectral windows where
midwave (3-5µm) and longwave (8-10µm) IR cameras are sensitive. This leads to a very shal-
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low penetration depth of around 10 µm into the boundary layer. Added to this is an easy
geometric and radiometric calibration of these cameras. More in-depth information about the
IR properties of water and calibration of IR cameras can be found in Garbe [2001].

In this thesis two classes of thermographic techniques are presented. The first class relies
on imaging temperature fluctuations at the air-water interface due to a “natural” net heat flux
at the interface. From this technique the temperature difference ∆T , the flow velocity directly
at the interface, the net heat flux jheat, as well as the transfer velocity k and parameter of the
underlying transport model and their statistics can be estimated. This class is termed passive
thermography, since no external sources of heat are used for conducting these measurements.
The downside of this technique is that it can only be used for conditions with sufficiently
strong heat fluxes present. Otherwise the surface temperature will be homogeneous and no
patterns are visible. Under these circumstances, an external heat source such as a CO2 laser
can be used for applying an external heat flux to the topmost surface layer. If this heat
flux is spatially homogeneous, turbulences will become visible, as is shown in Figure 7.19.
Alternatively, patterns can be written to the interface, marking individual patches of water.
This class of techniques, relying on an external heat flux are called active thermography. A
subclass of this technique is also termed controlled flux technique (CFT), since this external
heat flux can be controlled precisely. This allows to analyze the response of the sea surface to
this controlled heat flux in a linear system theoretical approach [Jähne et al., 1989, 2007].

For passive thermography, no active elements such as lasers are needed for heating up
patches of water. The experimental set-up is thus much simpler than that of active techniques
[Haußecker, 1996]. Due to the presence of a net heat flux between water and air, the interface
will be at a different temperature than the water bulk. Under most conditions, the net heat
flux will be directed from the water to the airside. This leads to a cooling of the interface. This
effect is also known as the cool skin of the ocean [Merz, 1920; Woodcock and Stommel, 1947;
Wu, 1985; Fairall et al., 1996a]. Turbulence advects bulk water of a different temperature into
the interface, which is detected with the infrared camera. Typical images of these turbulences
can be seen in Figure 7.18. The magnitude of these structures varies generally from less than
0.1K to 0.2-0.3K, depending on the forcing. Because the temperature structures at the air-
water interface are quite minute, great experimental care has to be taken not to obscure the
investigated processes. Central to the experimental set-up is an infrared camera. In recent
years commercial camera systems have become readily available. They provide high frame
rates and low noise levels. However, in the present context the temperature differences to be
analyzed are in the range of 0.01− 0.3 K and thus close to the noise level of modern cameras,
which is typically 25 mK. The same holds true for the frame rate, as surface drift and wave
motion is significant at higher wind speeds, calling for higher sampling rates to circumvent
motion blurring or problems due to Shannon’s sampling theorem [Shannon, 1949]. In this
respect the techniques presented here would improve immensely from imaging devices with
even lower noise levels and higher frame rates.

In experiments conducted at the Heidelberg wind-wave facility (the Aeolotron), an Amber
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Radiance 1 camera was used. For field experiments during the GasExII cruise thermographic
image sequences were acquired with an Amber Galileo MWIR camera. Both cameras are
based around a Stirling cooled InSb detector made up of a square 256× 256 focal plane array.
The sensor is sensitive in a wavelength window of 3− 5 µm. The frame rate of the cameras is
60 Hz and 100 Hz for the Radiance and Galileo camera, respectively. The integration times
were chosen between 1.3 and 1.9 ms, depending on the temperature of the water body. Longer
integration times tend to exhibit a better signal to noise ratio while increasing the danger of
overflows occurring in the image. To avoid strong reflections at the sea surface, the cameras
in both field and laboratory experiments are mounted at an angle of about 60◦ to the mean
sea surface. Illustrations of the set-up for laboratory and field measurements are presented in
Figure 7.18.

For active thermography, a heat source is needed in addition to the set-up for passive
thermography. For the active techniques presented in this thesis, this laser needs to be syn-
chronized with the infrared imager. This synchronization is achieved by triggering the laser
with an integral reduction of the frame rate of the camera. Depending on the needed output
power, one of these three different CO2 lasers were used for this thesis: 25W Synrad 48-2 laser,
a 100W Synrad Evolution and 200W Synrad Firestar f-series. High power lasers are needed,
when spatially homogeneously areas are heating up at the water surface. Generally, the water
is heated by less than one Kelvin. Stronger heating of the water is not necessary due to the
high sensitivity of the IR cameras. This is important, since a strong heating would lead to
a stable stratification and an associated change in turbulent structures close to the interface.
The set-up for active thermography is shown in Figure 7.19.

7.10 Laboratory Experiments

Channel Channel Inner Outer Mean Volume
Height Width Radius Radius Circumference of Channel

2.407m 0.616m 4.241m 4.958m 29.217m 44.68m3

Water Nominal Nominal Maximal
Surface Area Water Depth Water Volume Wind Speed

18.00m2 1.15m 20.70m3 15m/s

Table 7.1: Key technical data of the Heidelberg Aeolotron.

Laboratory measurements were conducted at the Heidelberg Aeolotron, a dedicated cir-
cular wind wave facility. Wind speeds of up to 15 m/s can be attained by a rotating fibre
glass enforced paddle ring. To allow precise heat flux measurements the walls of the Aeolotron
are insulated by a 9 cm thick layer of Styrodur™ and are coated with a highly reflective alu-
minium foil in the air space. This ensures that the heat is transported predominantly through
the water surface and not through the walls of the facility.

In order to vary the heat flux, the temperature of the water body can be increased by a
15.2 kW heating system. The air space is controlled by a closed loop air conditioning system
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Figure 7.20: The water temperature and the relative humidity of the experiment conducted at a wind
speed of 4.2 m/s.

with independent control of humidity and air temperature. High positive and negative heat
fluxes at the water interface of more than 1 kW/m2 are achievable by 64.1 kW cooling and
15.6 kW heating capacity of the gas space. The specifications of the Aeolotron are given in
Table 7.1.

7.10.1 Measurements of ∆T with Surface Renewal Model

The temperature difference ∆T can be measured in the Aeolotron in two ways. In the context
of this work the most important technique is obviously computing ∆T from the statistical
analysis of the infrared imagery as outlined in Section 7.3.1. The reason is that only this
analysis is equally applicable to the sea surface in field measurements. Also, ∆T is estimated
with the same device as the other parameters of heat exchange, resolving cross calibration
issues.

Another way of measuring ∆T can be conducted by intermittently switching the net heat
flux jheat on and off. In the experiments the net flux is given by the latent heat flux, since
the sensible heat flux is zero due to the same air and water temperatures as is the radiative
heat flux due to the reflective coating of the walls of the Aeolotron. A typical plot of water
temperatures and relative humidity for such an experiment is presented in Figure 7.20. In
the absence of a net heat flux the cool skin equilibrates and the surface temperature Tsurf is
equivalent to the bulk temperature Tbulk. This leads to a homogeneous image in the infrared
camera of the bulk temperature Tbulk. In the presence of a net heat flux jheat the thermal
boundary layer develops and the surface temperature Tsurf is different from that of the bulk
Tbulk. The temperature difference ∆T = Tsurf − Tbulk can be computed from the images
acquired during flux and no flux conditions, taking a steady decline of Tbulk due to jheat into
account. These measurements are shown in Figure 7.21. An extensive analysis of this method
and a comparison to the results of the statistical approach of Section 7.3.1 has been performed
by Schimpf et al. [2004] for different wind speeds with and without a surfactant. The results
of this analysis are presented in Table 7.2. Both methods are in excellent agreement at all
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a b

Figure 7.21: a The mean surface temperature Tsurf and b standard deviation for periodically varying
latent heat flux (wind speed 4.5 m/s, slick-covered surface). If no net heat flux density at the water
surface is present (relative humidity ≈ 100%, surface temperature fluctuations at noise level), the in-
frared imager measures Tbulk. In the presence of a heat flux, the surface temperature immediately cools
down, and temperature fluctuations at the water surface occur. ∆T is calculated from the difference
of the mean bulk and the mean surface temperature.

series wind speed u?w ∆T (DMT) ∆T (fit)
[m/s] [cm/s] [K] [K]

A 1.2 0.16 0.044±0.003 0.041±0.004
C 2.2 0.39 0.026±0.004 0.032±0.003
B 4.6 1.09 0.032±0.004 0.038±0.003
D 5.8 1.51 0.028±0.003 0.034±0.003
I 1.3 0.11 0.230±0.024 0.071±0.007
K 2.2 0.20 0.177±0.012 0.111±0.016
J 4.5 0.51 0.103±0.007 0.115±0.015
L 6.1 0.74 0.054±0.003 0.052±0.004

Table 7.2: Results of the measurements in the wind-wave facility. Series A-D: clean interface, series
I-L: surfactant present (Triton-X-100, bulk concentration 3 ppm). Comparison of ∆T estimates of
the fitted temperature distribution and of the difference of the measured mean temperatures (DMT)
[Schimpf et al., 2004].

wind speeds examined, ranging from 1.2 m/s up to 6.1 m/s. It was shown that the statistical
analysis presents a strong bias towards lower estimates at low wind speeds in the presence
of surface slicks. This can be attested to a damping of turbulence due to the surface film
[Schimpf et al., 2004].

An error analysis of this method for calculating the temperature difference on synthetic
data has been presented in Section 7.3.1. It was shown that an accuracy of less than 3 mK
can be expected, a value well in agreement with the empirical findings presented in Table 7.2.
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7.10.2 Measurements of ∆T with the Eddy Renewal Model

In this section the technique for estimating ∆T from the eddy renewal model will be analyzed.
This technique was presented in Section 7.3.2. In order to assess the applicability of this model
to passive thermography, this technique was applied to laboratory data. Measurements were
conducted in the Heidelberg Aeolotron and the results were compared to the estimates derived
from the statistical approach which was presented in Section 7.3.1. An example of the infrared
image and the results of the analysis are presented in Figure 7.22a to 7.22f .

The mean wind direction in Figure 7.22a is from right to left. The pronounced streaks of
cold water in the direction of the wind can clearly be seen. As has been outlined in Section
7.3.2, the model is fitted to the infrared data and thus scale the dimensionless variables from
Equation (7.23)-(7.24). The first step of the analysis is to examine the temperature variation
along a vertical column of pixels (perpendicular to the wind) as shown by the + symbols in
Figure 7.22b. Next, local temperature maxima (red + symbols) and minima (blue + symbols)
are identified, and each interval between a maximum point and a neighboring minimum point
is defined as one eddy. For each eddy, the theoretical temperature variation curve of the eddy
renewal model (green lines) is fitted in a least squares sense to estimate the bulk temperature
below the eddy (red lines). Eddies consisting of 4 pixels or less tend to yield less accurate
estimates of the bulk temperature and are excluded from this analysis.
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Figure 7.22: Analysis of infrared image from AEOLOTRON wind wave tank. a Observed surface
temperature distribution. b Observed surface temperature along a single column (+), local maxima (red
+), local minima (blue +), fit to eddy renewal model (green line), and estimated bulk temperature (red
line). c Modeled surface temperature distribution. Black pixels indicate local temperature minima cor-
responding to downwelling zones. d Estimated bulk temperature distribution. e Histogram of observed
temperature. f Histogram of estimated bulk temperature.
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Figure 7.23: A comparison of the eddy renewal model against the surface renewal model. The
measurements of Tbulk and thus ∆T agree strikingly well between the two models.

Since the eddy renewal model solution is not strictly valid at the downwelling location, the
minimum temperature point within each eddy is not used in the fit. Figure 7.22b clearly shows
that the local theoretical fit is generally consistent with the observed temperature profile, that
is, both profiles show slow temperature variation near the maxima and rapid decrease towards
the minima. The local estimate of the bulk temperature fluctuates, but it is consistently above
the observed maximum temperature of each eddy.

After the same analysis is performed along all columns, the resulting fitted temperature
field is shown in Figure 7.22c, in which the local minima are identified by black pixels. This
method is able to identify cold streaks clearly because the locations of the temperature minima
tend to vary slowly in the wind direction. This suggests that the near surface eddies are indeed
elongated in the mean wind direction. The model also reproduces the observed temperature
field very well. This can readily be seen by comparing Figure 7.22a and Figure 7.22c. The
corresponding eddy by eddy estimates of the bulk temperature are presented in Figure 7.22d.
Again, the variation from one column to the next is relatively small. The histogram of the ob-
served temperature distribution and the histogram of the estimated bulk temperature exhibit
similar overall variability as seen in Figure 7.22eand 7.22f . The mean of the observed bulk
temperature is 25.32°C and the mean observed temperature is 25.23°C. If the surface renewal
model is applied and the bulk temperature of this image is estimated from the distribution of
the observed temperature using the method proposed in Garbe et al. [2004], the bulk temper-
ature is estimated to be 25.33°C. This is almost identical to the estimate based on the eddy
by eddy analysis with the eddy renewal model.

These results, based on Figure 7.22 were computed just from one frame. A long time series
of these measurements is shown in Figure 7.23. It can be seen that the results of both the
eddy renewal and surface renewal agree quite well. This is quite astonishing, since both are
based on different assumptions. The surface renewal model is parameterized with the time τ
since the instantaneous renewal event. This 1D model implies spatial homogeneity. Also, it
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does not allow heat exchange during upwelling of water parcels. On the other hand, the eddy
renewal model assumes that near surface eddies are stationary, uniform in the mean wind
direction, and periodic in the cross wind direction, being consistent with the characteristics
of the Langmuir turbulence. The model predicts surface temperature patterns with warm
elongated patches bounded by cold streaks, both being parallel to the wind direction.

7.10.3 Measurements of Net Heat Flux and Transfer Velocity

The main purpose of the measurements conducted in the Heidelberg Aeolotron was to test
the validity of proposed algorithms of estimating the net heat flux jheat at the sea surface. In
that respect the different techniques of estimating jheat had to be compared to each other, as
well as to a ground truth measure of the flux. Only through this analysis can the confidence
bounds for the techniques be established as well as the limitations revealed. The results of
these measurements were presented in Garbe et al. [2004].

Ground Truth of Net Heat Flux

The Heidelberg Aeolotron is equipped with a Prema™ 3040 high precision thermometer col-
lecting data from eight calibrated PT100 sensors in the water body. The precision of this
thermometer is specified to 0.001 K with an accuracy of measurements with the PT100 el-
ements of 0.004 K [Prema, 2000]. Thus the temperature change of the bulk water can be
measured, which is directly related to the net heat flux. The ground truth data for the heat
flux jtrue can be computed from Equation (7.40) and compared to the results estimated by
the proposed algorithms.

From error propagation the accuracy of the ground truth is found to be

σjheat
jheat

=

√(σh
h

)2
+

(
σdT/dt

dT/dt

)2

. (7.85)

The temperature decline dT/dt is estimated from linear regression by fitting a line with inter-
sect (y = ax+ b) to the part of the data, where a constant heat flux is present. The fit can be
performed to a relative accuracy of less than 1% and the measurement of the water height in
the Aeolotron is performed with an acoustic measuring device, with a relative accuracy much
better than that. The total relative accuracy of the net heat flux measured this way is thus
equally better than 1%.

For an accuracy evaluation of the proposed algorithms only the net heat flux through the
air-water boundary is of interest. The residual transport of heat through the walls of the fa-
cility are computed from Equation (7.40) during times devoid of an air-water interfacial heat
flux. The flux measured this way was found to be below 0.48 Wm−2 during all experiments
conducted. Fluxes of this magnitude are of the order of accuracy for the ground truth mea-
surement and thus negligible. The values of jtrue estimated from the technique introduced in
this section are presented in Table 7.4.
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Figure 7.24: a An image of the estimated net heat flux. Bright areas indicate strong fluxes [-130,-100]
W/m2. b The mean of the net heat flux computed from every frame for one sequence.

Thermographic Measurements

Wind Speed σ m t∗ [s]
2.0 m/s 0.62± 0.02 1.65± 0.003 5.81± 0.05

4.2 m/s 0.61± 0.02 0.50± 0.02 1.82± 0.03

8.0 m/s 0.37± 0.02 −1.10± 0.09 0.34± 0.04

Table 7.3: Results of the statistical analysis.

Both the pdf method introduced in Section 7.7.1 and the square root method presented in
Section 7.7.2 were used for computing the net heat flux in the experiments. As stated earlier
the square root method is the preferred technique for it is not statistical in nature. Apart
from making fewer assumptions on the nature of the heat transfer process, only this approach
makes both spatially and temporal highly resolved estimates possible.

The pdf of times between surface renewal events was computed following Section 7.6.
Under all conditions analyzed the estimated data followed the logarithmic normal distribution
from Equation (7.16) very well. The parameters σ and m computed from the fit of the
distribution to the data is presented in Table 7.3. Also shown in this table is t∗ which can be
computed from σ and m as presented in Equation (7.17).

The good agreement of the data with a log-normal distribution makes the approach of
the pdf technique for estimating the net heat flux seem valid. The results obtained from the
pdf method as compared to the ground truth net heat flux is thus another verification of this
assumption. It is of course much more indirect than fitting the distribution to the data of τ
as shown in Section 7.6.

Results of the square root technique are presented in Figure 7.24 for one image sequence
and in Figure 7.25 for a measurement of 20 minutes. Shown is the high spatial resolution for
jroot of less than 3 mm2. The accuracy of the technique can also be seen in a sequence in
which the mean heat flux estimated from individual images is shown and compared to the

182



7 Air-Water Interactions 7.10 Laboratory Experiments

ground truth heat flux jtruth. It should be noted that the temporal resolution is the frame rate
of the infrared camera, which was 60 Hz in the measurements conducted in the Aeolotron.
The fluctuations in the estimate are not due to errors but seem to be undulated due to waves
passing through the imaged area.
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Figure 7.25: Heat flux estimate for wind of 2 m/s in a and 4.2 m/s in b. Shown are the results
from the pdf method jpdf and the square root method jroot, as well as the ground truth value jtrue. In
b jroot was computed with the value of ∆T estimates from the corresponding sequence (method 1) and
also with the same mean value ∆T from all the sequences (method 2).

Presented in Figure 7.25 is the resulting heat flux estimate during the time of low relative
humidity in the Aeolotron. Shown are the heat fluxes computed from both the square root
method and the pdf method, as well as the ground truth value. The values shown are means
derived from 90 images. The sudden decrease in the heat flux at the end of the measurements
is due to the air conditioning system being turned off, leading to a sharp rise in relative
humidity, which in turn causes the heat flux to terminate.

Deviations in the estimate are largely due to fluctuations in the estimation of the temper-
ature difference ∆T . This is evident from Figure 7.25 b where the heat flux was computed
using the square root method with the estimated value for ∆T from every single sequence and
with the mean value for ∆T from all the sequences. The estimate with the same value for ∆T

hardly fluctuates at all.

In Table 7.4 the mean estimates of the net heat fluxes jroot and jpdf for experiments at
different wind speeds are presented. It is evident that both the estimates jroot and jpdf are
very close in accuracy. However, there seems to be a bias for the pdf method at low wind
speeds towards higher values, whereas it seems to be closer to the ground truth jtrue at higher
wind speeds as compared to jroot. Overall both estimates seem to be closer to the true value
in stronger winds than in the low wind speed case of 2 m/s. An explanation for this wind
speed dependence is the applicability of the surface renewal model. In low wind speeds, the
transport is driven by buoyancy while it is driven by shear in higher wind speed. Since
the surface renewal model describes the shear driven transport better, the results are more
accurate in this regime. This is even more true for the pdf method which not only assumes
the surface renewal model but also a log-normal pdf. Hence the stronger bias of jpdf in lower
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wind speeds. Also, the effect of adventitious surface films in the Aeolotron become more
dominant for low wind speeds. Again, these films lead to changes in the transport processes
of heat, which are not modeled accurately by surface renewal. This influence of surface films
and inaccuracies regarding the surface renewal model were also shown for the measurement
of ∆T in Section 7.10.1.

Wind Speed u∗ [m/s] ∆T [K] jtrue [Wm−2] jpdf [Wm−2] jsqrt [Wm−2] t∗ [s]
2.0 m/s 0.23 0.140± 0.003 −111± 3 −124± 11 −118± 7 5.81± 0.05

4.2 m/s 0.66 0.100± 0.004 −163± 2 −162± 11 −165± 14 1.82± 0.03

8.0 m/s 1.45 0.053± 0.003 −304± 3 −273± 23 −280± 22 0.34± 0.04

Table 7.4: Results of the heat flux measurements. Standard deviations of jroot and jpdf were computed
from fluctuations in the data while jtrue was derived from the fit.
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Figure 7.26: The laboratory measurements of the heat transfer velocity k600 computed from kheat and
kN2O. The velocities are plotted against u∗ in a log-log scale graph.

Wind Speed u∗ [m/s] kpdf [cm/h] kroot [cm/h] k600,pdf [cm/h] k600,root [cm/h] k600,N2O [cm/h]
2.0 m/s 0.23 76± 7 72± 4 3.64± 0.34 3.45± 0.19 2.65
4.2 m/s 0.66 139± 9 142± 12 14.24± 0.92 14.55± 1.23 10.09
8.0 m/s 1.45 443± 37 454± 36 45.38± 3.79 46.50± 3.69 42.23

Table 7.5: Results of the heat transfer velocity k measurements. The Prandl number Pr = 6.295 and
Schmidt number exponent n = 0.5 were used, except for the measurement of 2.0 m/s wind speed where
n = 2/3 was employed.

The heat transfer velocity was computed according to Equation (7.38). Thus, it is com-
puted both spatially and temporally highly resolved. For comparison the transfer velocity for
N2O was measured from mass balance techniques [Nielsen, 2004]. For comparison the transfer
velocities were scaled to a Schmidt number of Sc = 600 following Equation (7.2). The values
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of the transfer velocities estimated for the different experiments are presented in Table 7.5.
These estimated values are plotted against the friction velocity u∗ in Figure 7.26.

It becomes apparent that the transfer velocities of heat are higher than the measurements
for N2O by a factor of roughly 30%. This discrepancy is higher than what is expected from
the error analysis of the technique. In order to resolve this discrepancy, further measurements
under a range of different wind and surfactant conditions are required and will be conducted
in the future.

7.10.4 Laboratory Measurements of Viscous Stress from Active Thermog-
raphy
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Figure 7.27: Results for measurements conducted at the small wind wave facility in Heidelberg.

The novel technique for estimating the viscous shear stress τµ from active thermography
was also tested in a laboratory setting. In the small Heidelberg angular wind wave facility
measurements were conducted on surfactant covered water. As a surfactant, stearic acid
(octadecanoic acid, or CH3(CH2)16COOH) was used. This insoluble surfactant was applied
. Waves were suppressed due to the surfactant coverage. The reason for this setting is,
that the form drag cannot be resolved with this technique. Comparison with independent
measurements of τ are thus difficult to achieve in the presence of waves, because it is not
known exactly how much of the shear stress is due to form drag. This uncertainty can thus
be resolved by measuring on flat water surfaces. The wind speed range covered was from 1.0
m/s up to 5.0 m/s. At higher wind speeds, the surfactant would break up in certain areas
and sporadic waves growth was visible. Measurements in this regime would thus have lead to
bigger uncertainties in the independent measurement of τ .

Ground truth measurements of τ were achieved with the “spin down” technique. For
this technique, flow velocity of the bulk is measured and at a known point in time the wind
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generating force is turned off. From the following exponential decay of the bulk velocity, the
drag of the walls can be computed. In the presence of wind, this drag is in equilibrium with
the drag of the wind on the water body and hence the shear stress τ . More details concerning
this technique can be found in Ilmberger [1980].

From the measurement of τµ the friction velocity u? =
√
τ/ρ can be computed. The

results of these measurements is presented in Figure 7.27. Shown are the results of u? from
the novel technique based on active thermography, the results from the spin down technique
and the results from a parameterization that was found by Ilmberger [1980]. It can clearly be
seen that both the results from the spin down technique and from thermography are very close
to each other. At low wind speed of 1 m/s both measurements agree within the error bars.
The maximum discrepancy can be seen at 5 m/s where the measurements differ by as much
as 10-15%. This is a bigger discrepancy than would be expected based on the error analysis
in Section 7.8.3 or the measurements on synthetic data in Section 7.8.4. More measurements
in different facilities are needed in order to better assess the accuracy of this technique. For
this reason, currently a linear wind wave facility is being constructed. In such a facility, the
shear stress can also be computed from determining the wind profile close to the boundary.
This would thus present an alternative measurement of τ . Also, it should be noted that both
measurements of u? are both larger than the results of the parameterization. It should be
noted that the parameterization was derived in a different wind wave facility. Therefore, it is
not unlikely that the parameterization does not hold accurately in the facility in which the
measurements were conducted.

7.11 In-Situ Measurements

The techniques presented in this work have been successfully employed in laboratory condi-
tions. As shown in the previous section, in the Heidelberg Aeolotron a precise comparison
of the estimated values for the net heat flux and other parameters to the actual fluxes was
possible. In this section the applicability of the techniques for field use will be shown and
some results of measurements conducted during the GasExII experiment will be presented.
The data has been presented previously in Garbe et al. [2004].

7.11.1 Measurements of ∆T

∆T from the surface renewal model

The statistical analysis introduced in Section 7.3 was used to estimate the temperature dif-
ference ∆T during the GasExII cruise. The values computed for Tsurf , Tbulk and the corre-
sponding ∆T can be seen in Figure 7.28 for one individual sequence. Also shown are the
results of the estimation ∆T for a typical deployment. The results for the deployments on
year day 52, 54, 58 and 59 are shown in Figure 7.29. The temperature difference estimated
from meteorological data is also presented for the same deployment. It is a striking feature
that the method of estimating ∆T from the infrared images is lower than the estimate from
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Figure 7.28: The temperature of both the bulk Tbulk and surface Tsurf as well as the temperature
difference ∆T for typical deployment. In a the estimated values for one sequence is shown (year day
58, 2001). The whole data set for the whole deployment of year day 54, 2001 is shown in b where the
values are compared to the ones derived from micro-meteorological measurements.

the meteorological data by 0.1-0.2 K. This is of course a significant difference in the estimates.

It should be noted that the value for ∆T estimated from meteorological measurements has
not been assessed directly from temperature measurements. Moreover it has been computed
from bulk parameterization of Fairall et al. [1996a]. In a recent experiment Ward and Redfern
[1999] measured ∆T directly and compared their findings to the predictions of different bulk
parameterizations. They found discrepancies in the order of 0.05 − 0.2 K with a standard
deviation in between 0.079 − 0.098 K and a bias ranging from 0.003 − 0.037 K between
prediction and measurement, depending on the parametrization.

The values for ∆T could not be compared to other measurements. The model is only
applicable to nocturnal measurements meaning that LADAS was deployed shortly after sunset.
Due to day time solar irradiation it is to be expected that a temperature stratification in the
bulk of the water was present. Due to the diffusion process it will take the stratification
in the bulk much longer to clear away than the processes in the thermal boundary layer.
A comparison will need to be much better than 0.05K, which can hardly be achieved under
stratified conditions, not even taking instrument cross calibration issues into account. In order
to the analyze the discrepancy between the IR technique and current invasive measurements,
further experiments are necessary.

∆T from the eddy renewal model

In this section the eddy renewal model is applied to infrared images of acquired during the
GasEx 2001 experiment. An example of the surface image (128× 128 pixels corresponding to
roughly 0.5 m by 0.5 m) is shown in Figure 7.31a. The mean wind goes from right to left and
the image shows cold streaks that tend to be parallel to the wind. The first step of the analysis
is to examine the temperature variation along a vertical column of pixels (perpendicular to the
wind) as shown by the + symbols in Figure 7.31b. Next, local temperature maxima (red +
symbols) and minima (blue + symbols) are identified, and each interval between a maximum
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Figure 7.29: The temperature of both the bulk Tbulk and surface Tsurf as well as the temperature
depression ∆T . From the deployments on on year day 59 in a and b respectively and from the de-
ployments on year day 58, 54 and 52 in c, d and e, as well as the equivalent data obtained from Hare
[2001] for the corresponding deployments in f.

point and a neighboring minimum point is defined as one eddy. For each eddy, the theoretical
temperature variation curve of the eddy renewal model (green lines) is fitted (with the least
square error method) to estimate the bulk temperature below the eddy (red lines). Eddies
consisting of 4 pixels or less tend to yield less accurate estimates of the bulk temperature and
are excluded from this analysis. This represents the same analysis as the one conducted on
laboratory data in Section 7.10.2.

Again, the minimum temperature point within each eddy is not used in the best fit analysis,
since the solution from the eddy renewal model is not strictly valid at the downwelling location.
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Figure 7.30: Two different time series of measurements from the GasEx 2001 field data in a and
b. The bulk temperature is computed with the surface renewal model (Tbulk SRM) and for the eddy
renewal model (Tbulk ERM). (Tbulk ERM4) indicated that estimates with eddy sizes bigger than 4 pixel
were considered.

Figure 7.31b clearly shows that the local theoretical fit is generally consistent with the observed
temperature profile, that is, both profiles show slow temperature variation near the maxima
and rapid decrease towards the minima. The local estimate of the bulk temperature fluctuates
but is consistently above the observed maximum temperature of each eddy.

The fitted temperature field for all columns is shown in Figure 7.31c, in which the local
minima are identified by black pixels. As shown for laboratory data, the model reproduces
the observed temperature field very well (compare Figure 7.31a and Figure 7.31c). The
corresponding (eddy by eddy) estimates of the bulk temperature are presented in Figure 7.31d.
Again, the variation from one column to the next is relatively small. The mean of the computed
bulk temperature is 25.75°C and the mean observed temperature is 25.67°C. Using the surface
renewal model, the bulk temperature can also be estimated from the method presented in
Section 7.3.1. Here the bulk temperature is computed to be 25.74°C, which is almost identical
to the estimate based on the eddy by eddy analysis with the eddy renewal model.

When the analysis based on the eddy renewal model is applied to a sequence of images, the
variations of the mean surface temperature and the bulk temperature may be investigated as
shown in Figure 7.30. Overall, the variation of the bulk temperature is very small (less than
0.05°C over 500 images corresponding to about 5 seconds). The bulk temperature estimates
with the eddy renewal model (average of the estimates from eddy by eddy fit to the theoretical
curve) are surprisingly close to the estimates with the surface renewal model using the method
outlined in Section 7.3.1. Shown in Figure 7.30 are two time series as example. Virtually all
sequences analyzed resulted in a similar picture that estimates from the surface renewal model
and the eddy renewal model are almost identical. The estimates from the surface renewal
model appear much smoother than the eddy renewal model. This is due to the fact that
results were integrated for 5 frames in time. This leads to an smoothing of the results.

If smaller eddies (4 pixels or less) are included in the analysis, the eddy by eddy bulk
temperature estimates show more scatter but the mean estimate per image remains very
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similar to the estimate without smaller eddies, suggesting that this technique is not sensitive
to filtering of small scale eddies.
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Figure 7.31: Analysis of infrared image from GasEx 2001. a Observed surface temperature distribu-
tion. b Observed surface temperature along a single column (+), local maxima (red +), local minima
(blue +), fit to eddy renewal model (green line), and estimated bulk temperature (red line). c Mod-
eled surface temperature distribution. Black pixels indicate local temperature minima corresponding to
downwelling zones. d Estimated bulk temperature distribution. e Histogram of observed temperature.
f Histogram of estimated bulk temperature.
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7.11.2 Measurements of Net Heat Flux and Transfer Velocity

An important parameter for the model of surface renewal is the probability density function
of times between consecutive surface renewal events. As has been presented in the previous
section, the assumption of a log-normal pdf was supported in the laboratory measurements
conducted. The findings were consistent with the field measurements, were no deviations from
the log-normal pdf were detected. Minor deviations from this distribution were caused by
images corrupted from reflections. The results for the parameters σ and m of the logarithmic
normal distribution can be seen in Table 7.6.

The net heat flux was estimated from the techniques presented in Sections 7.7.1 and 7.7.2.
The results for the heat flux at this high temporal resolution are presented in Figure 7.32.
Here jroot for one image sequence is presented as well as for a whole deployment. Results for
four deployments are presented in Table 7.7.

The main difference between the estimate based on jroot or jpdf can thus be stated as
the higher resolution of jroot as it is not statistically based. Also, since fewer assumptions
are needed for its derivation, this method is clearly favored. Nevertheless it is interesting to
compare the performance of both techniques under a variety of conditions. This represents
another verification of the assumptions made in estimating jpdf . If both techniques estimate
the same value for the net heat flux it can be inferred indirectly that the probability density
function p(τ) accurately models the statistical properties of the surface renewal process.

Meteorological measurements of heat fluxes from the eddy correlation technique were con-
ducted on board the R/V Ronald H. Brown [Hare, 2001]. Apart from verifying consistent
results of both estimates jroot and jpdf to one another, the results were also compared to the
estimates based on those meteorological techniques jmet. A typical deployment is shown in
Figure 7.32. It can generally be stated that there exists a good agreement between the esti-
mates. Within the margin of error, the agreement with the meteorologically derived heat flux
estimates jmet seems to be quite good. Also there seems to be a slight correlation to the wind
speed, as can be seen in Figure 7.32 a, where peaks in the heat flux are followed by peaks
in the wind velocity. However, it should be noted that measurements of the meteorological
data were conducted on the bow tower of the research vessel, whereas the techniques based on
thermography were conducted on LADAS. Both were separated by about 100 m during the
measurements.

From the measurements of the net heat flux the transfer velocities of heat can be computed
according to Equation (7.1). In order to compare these results to those of different trace gases
these transfer velocities of heat can be scaled to that of CO2 at a temperature of 20°C (k600).
Here use is made of Equation (7.2). The results of these heat transfer measurements are
presented in Table 7.8.

In Figure 7.33 estimates of the heat transfer velocity kheat and the equivalent transfer ve-
locity for CO2 scaled to Sc = 600 are shown. The results were obtained during the CoOP 1995,
CoOP 1997, GasEx 2001 experiments, and the from in the Heidelberg wind-wave facility are
plotted versus water side friction velocity. These results have been published in Schimpf et al.
[2004]. The results of the laboratory experiments are consistent with earlier measurements of
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Year Day Wind Speed u∗ [m/s] σ m t∗ [s]
52 5.23 m/s 0.199 0.51± 0.02 0.06± 0.06 1.08± 0.05

54 4.18 m/s 0.154 0.46± 0.02 −0.77± 0.02 0.49± 0.03

58 5.05 m/s 0.184 0.48± 0.02 −0.28± 0.02 0.83± 0.05

59 4.76 m/s 0.179 0.56± 0.02 0.67± 0.03 2.13± 0.04

Table 7.6: Results of the statistical analysis of the renewal process.
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Figure 7.32: a The estimated net heat flux for one sequence of year day 58, 2001. bThe Flux estimate
for the whole deployment of year day 52, 2001. Plotted are the estimates of jroot, jpdf and the one
derived from meteorological techniques, jmet, as well as the wind velocity.

Jähne et al. [1987] utilizing classical mass balance methods (He, CH4, CO2 and Xe) and a laser
induced fluorescence technique [Münsterer and Jähne, 1998] employed in the same facility. At
a slick-covered interface, near-surface turbulence is suppressed and thus the transport process
across the interface is not as effective as in case of a clean interface. The presence of a surface
film reduces the heat transfer velocity at constant wind stress roughly by a factor of five in
comparison to a clean interface. Gas exchange experiments performed in the same wind-wave
tank utilizing systematic variations of wind stress and surfactant concentration showed also a
strong inverse relationship between gas transfer velocity and enhanced wave damping caused
by a surface film [Frew et al., 1995].

In Figure 7.34 the scaled transfer velocities (Sc = 600), obtained during the different field
campaigns and in the wind-wave facility are plotted versus wind speed and compared with the

Year Day Wind Speed u∗ jmet [W/m2] jroot [W/m2] jpdf [W/m2]
52 5.23 m/s 0.199 −129.06 −141± 7 −145± 7

54 4.18 m/s 0.154 −116.60 −124± 6 −91± 5

58 5.05 m/s 0.184 −142.47 −143± 7 −154± 8

59 4.76 m/s 0.170 −119.65 −121± 6 −113± 6

Table 7.7: Results of the GasExII net heat flux measurements. The errors of the meteorological
estimates are not known.
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Year Day Wind Speed u∗ [m/s] k600,root [cm/h] k600,pdf [cm/h]
52 5.23 m/s 0.199 18.08± 0.92 18.56± 0.95

54 4.18 m/s 0.154 38.28± 1.95 28.33± 1.45

58 5.05 m/s 0.184 20.18± 1.03 21.63± 1.10

59 4.76 m/s 0.170 14.03± 0.72 13.08± 0.67

Table 7.8: The transfer velocities of heat, scaled to a Schmidt number of Sc = 600. Due to the
interface conditions the Schmidt number exponent n = 1/2 was used.

a b

Figure 7.33: Heat transfer and scaled transfer velocities during the CoOP 1995, CoOP 1997, and
GasEx 2001 experiments and in the wind-wave facility plotted versus water side friction velocity. For
comparison the theoretical approaches of Deacon [1977], Münnich and Flothmann [1975], and a fit of
the field data for u? > 0.5 cm/s are shown [Schimpf et al., 2004].

empirical relationships of Liss and Merlivat [1986], Wanninkhof [1992] and Wanninkhof and
McGillis [1999]. For a clean interface, the increase of the scaled transfer velocities with wind
speed is nonlinear and the values for low wind speeds (1.2 and 2.2 m/s) are outside the area
defined by the above mentioned relationships between wind speed and gas transfer rate. This
discrepancy might be due to a bias in the parameterizations. Recently, a modification was
proposed by Zhang and Cai [2006]. They argue that at zero wind speed, the transfer velocity
should not go to zero for a number of reasons. They assume a transfer velocity of about 5

cm/h in the absence of wind, based on the findings of McGillis et al. [2001b] and McGillis
et al. [2004]. For a more detailed discussion, the reader is referred to Schimpf et al. [2004].
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Figure 7.34: Transfer velocities scaled to k600. Measurements conducted during the CoOP 1995,
CoOP 1997, and GasEx 2001 experiments and in the Heidelberg wind-wave facility plotted versus wind
speed. For comparison the empirical relationships of Liss and Merlivat [1986], Wanninkhof [1992], and
Wanninkhof and McGillis [1999] are shown [Schimpf et al., 2004].

7.12 Conclusions

In this chapter the application of using infrared thermography for research in air-sea interac-
tions has been presented. One technique was shown to estimate the viscous shear stress τµ
from active thermography. This technique extends the motion model of plane Couette flow
from Chapter 2.7.1 to take Lambert Beer’s law of absorption with depth into account. This
leads to an accurate estimation of surface flows and an estimate of the sought shear stress.
The technique was tested in the laboratory on a slick covered surface so that waves were
suppressed. The difference to ground truth measurements was close to 10% for extreme cases.
A modern, temporally higher resolved IR camera would certainly improve accuracy.

Apart from the viscous shear, two models of transport across the air-water interface were
used to measure δT , the net heat flux jheat and the transfer velocity of heat kheat. These
models were the well known surface renewal model and a newly developed eddy renewal
model. Both models make complementary assumptions as far as temporal stationarity of
spatial homogeneity are concerned. Surprisingly, the estimates of ∆T were almost identical
under all conditions analyzed, both for laboratory measurements and for field data. For the
net heat fluxes, estimates from the eddy renewal model were found to be higher by 6% as
opposed to the surface renewal model.

An important quantity of the surface renewal model is the probability of surface renewals
taking place. This probability is expressed by the probability density function of times in
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between consecutive surface renewal events p(τ). Assuming this pdf to be log-normally dis-
tributed, an analytical function for the frequency data of the surface temperature at the sea
surface Tsurf was derived. Parameters of this analytical function are the bulk temperature
Tbulk and the net heat flux jheat, apart from the parameters describing the log-normal dis-
tribution. The excellent agreement of this analytical function fitted to the frequency data of
Tsurf can be seen as an indirect verification of the assumption made in deriving this function.
This assumption is the surface renewal model with the probability of surface renewal events
to be distributed log-normally. Apart from verifying this assumption through the fit, the bulk
temperature Tbulk can be gained from the distribution of the sea surface temperatures. This
technique was examined on synthetic data and perform an error analysis of estimating Tbulk

under varying noise levels of the input data. For the noise levels of current IR cameras the
accuracy of retrieving the bulk temperature is found to be 3mK. Schimpf et al. [2004] verified
these findings in laboratory measurements.

From modern digital image sequence analysis, the total derivative of the sea surface tem-
perature with respect to time can be estimated. From this total derivative the time of residence
of a water parcel at the sea surface τ is computed at every pixel of the infrared image sequence.
Analyzing the frequency data of τ gives a direct verification of the pdf. It can be shown that
a log-normal distribution describes this frequency data very well. From a fit of the log-normal
distribution to the frequency data, its parameters σ and m can be gained. Assuming the
proposed surface renewal model with the log-normal pdf, an expression of the net heat flux
jpdf is derived. With this formulation jpdf can be computed from the parameters σ an m.
This net heat flux jheat is compared to the accurately known net heat flux under laboratory
conditions. The excellent agreement of the measured flux poses another indirect verification
of the surface renewal model together with its log-normally distributed pdf. Making no as-
sumption concerning the pdf of surface renewal, another expression for the net heat flux jroot

is derived, based on the model of surface renewal alone. From this expression the net heat flux
can be estimated from thermal infrared image sequences at the frame rate of the IR imager at
pixel resolution. This allows for accurate, both temporally and spatially highly resolved heat
flux measurements. Results of measurements with a spatial resolution of 1.5× 1.5 mm2 and a
temporal resolution of 10ms at a relative error of 5% are presented. Measurements both under
laboratory and field conditions are shown. Results of the transfer velocity are compared to
those of N2O under laboratory conditions. A discrepancy of 30% was detected, the reason for
which has to be addressed in future experiments.

All of this demonstrates that the presented surface renewal model with a log-normal pdf
is a good approximation of the transport of heat through the sea surface interface. The model
produces consistent results for the estimation of different parameters of ocean-atmosphere
heat transfer. The results are also applicable for the transfer of gas. This is due to Schmidt
number scaling, from which the transfer velocity of mass can be deduced from the transfer
velocity of heat. The presented model together with its application to infrared thermography
is an interesting tool for analyzing the effect of waves, bubbles, rain and surfactants on the
transfer of heat and mass.

A new model of the near surface turbulence and resulting air-water heat transfer has been
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developed to explain infrared images of air-water interfaces under low to moderate winds.
The model (called an eddy renewal model) assumes that near surface eddies are stationary,
uniform in the mean wind direction, and periodic in the cross wind direction, being consistent
with the characteristics of the Langmuir turbulence. The model predicts surface temperature
patterns with warm elongated patches bounded by cold streaks, both being parallel to the
wind direction. When the model is applied to real infrared images from field and laboratory
experiments, it identifies cold streaks and reproduces surface temperature distribution very
well. The model yields bulk temperature estimates over each eddy. The bulk temperature
estimates averaged over individual infrared images are very close to the estimates based on
the surface renewal model using the method of Garbe et al. [2004].
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Chapter 8

Microfluidics

8.1 Introduction

Many high-performance separation techniques rely on flow of fluids through microchannels.
Applications range from high-pressure liquid chromatography [Desmet et al., 2006], capillary
zone electrophoresis [Jorgenson and Lukacs, 1983], and capillary electrokinetic chromatogra-
phy [Terabe, 1989]. Technological progress in manufacturing microfluid components has lead
to a spread of novel systems into diverse applications [Avram et al., 2006; Burns and Ramshaw,
2001; Nguyen and Wereley, 2006; Wang, 2000; Eijkel and van den Berg, 2005]. In chemical
and biochemical analytics, as well as in medical diagnostics, these novel devices can be used
to speed up the analysis while only relying on minute probe volumes. This is due to the huge
surface to volume ratio achievable by micro channels. In the future, microfluidic applications
will increase in significance for chemical production processes. Here, boundary conditions can
be controlled much more accurately and set accordingly. This leads to better controllable and
thus more efficient reaction kinetics with less by-products. Current research is very active in
microfluidic lab-on-a-chip applications [Stone et al., 2004; Burns and Ramshaw, 2001], which
are already hailed as a revolution in biological and medical sciences [Figeys and Pinto, 2000].

This increase of interest in microfluidic devices directly leads to the need for diagnostic
tools for the visualization, analysis of flow structures, mixture formation and reaction behavior
directly inside the micro channels [Sinton, 2004]. More complex microfabricated fluid systems
raise new issues of optimal fluid control, minimization of dead volumes, and enhancing or re-
tarding scalar mixing. Here, non destructive image-driven methods are preferable for various
reasons.

Several different attempts have been made to image flows through microchannels. Basi-
cally, two approaches have emerged:

• micro particle imaging velocimetry (µPIV)

• molecular tagging velocimetry (MTV)
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Taylor and Yeung [1993] where among the first to measure microchannel flow with parti-
cles. They seeded the flow with fluorescent latex microspheres. The motion was deduced from
streaks obtained by illuminating the particles with continuous wave (cw) laser light for approx-
imately 1 s. One major drawback Taylor and Yeung [1993] encountered with this technique
of using dielectric particles as a tracer in electrokinetic liquid flows is the distinction between
electroosmotic and electrophoretic forces acting on the particles. Furthermore, the local field
gradients and fluid forces generated by polarizable or charged particles in a strong electric
field also effect the motion of the tracer. Taylor and Yeung [1993] measured a small velocity
deviation in the center of the capillary which they attributed to particle-induced viscous drag
on the flow. Also, when using particle tracers, conditions in which there is a substantial veloc-
ity gradient across these particle have to be avoided. Otherwise, shear will lead to secondary
motion due to the Magnus effect. This prerequisite often leads to extremely small tracers.
Such submicrometer particles essentially precludes the use of elastic scattering and requires
the use of fluorescent particles to achieve sufficient signal strength [Taylor and Yeung, 1993].
There are a number of applications, where particles are prohibitive. For example, the flow
through systems with a dense internal geometry such as packed columns cannot be measured
in this way, since these particles will be effectively filtered out of the fluid. Another problem
of the technique presented by Taylor and Yeung [1993] is that the velocity was computed from
the imaged streaks. This turned out to be limiting in terms of quantitative measurements as
far as accuracy was concerned. Santiago et al. [1998] presented a µPIV technique that esti-
mates motion from cross-correlation, similar to standard PIV techniques. This significantly
increased accuracy and usability. Santiago et al. [1998] utilized an epifluorescent microscope,
100-300 nm diameter seed particles, and an intensified CCD camera to record high-resolution
particle-image fields. A spatial resolution of 6.9×6.9×1.5 µm was attainable. This technique
was further improved by Olsen and Adrian [2000] who conducted diffusion measurements from
µPIV. The diffusion is computed from a broadening of the correlation peak. A similar tech-
nique was used by Hohreiter et al. [2002] as a means of measuring temperature in microfluidic
flows. Here the diffusion caused by temperature due to Brownian motion [Brown, 1828; Ein-
stein, 1905] is estimated from the correlation peak.

In order to avoid disadvantages associated with using particles for visualizing microfluidic
flows, different dyes have been used as markers. These were applied into the capillaries as
either a constant stream or as a plug of dye [Taylor and Yeung, 1993; Kuhr et al., 1993; Tsuda
et al., 1993]. Uses of dyes as tracer are widespread with applications ranging from imaging of
flow through gel-filled packed columns [Fujimoto et al., 1996] to open microchannel systems.
Such techniques have also been applied to study flows through micromachined channels on
planar substrates and to evaluate different injection schemes for on-chip analysis and valveless
pumping. Past implementations of this velocimetry approach include the use of photochromic
molecules (LIPA [Falco and Chu, 1988; Chu et al., 1993]), excited-state oxygen fluorescence
(RELIEF, [Miles et al., 1987], specially engineered water-soluble phosphorescent molecules
[Koochesfahani et al., 1993], and caged fluorescein (PHANTOMM, [Lempert et al., 1995]).
The scales on which measurements can be conducted range widely. Paul et al. [1998] have
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Figure 8.1: Images of pressure-driven flow through an open 100 µm i.d. fused-silica capillary using
a caged fluorescein dextran dye. The frames are numbered in ms as measured from the uncaging event.
Taken from Paul et al. [1998].

obtained quantitative velocity contours in pressure and electrokinetically driven flow through
open capillaries of the order of 100 µm in diameter. Images of these measurements can be
seen in Figure 8.1. On larger scales, Dussaud et al. [1998] utilized caged dyes to visualize the
spreading of involatile and volatile surface films on water of a 16 cm diameter tank filled with
a solution of caged fluorescein. Falco and Nocera [1993] and more recently Lempert and Harris
[2000] compiled a review of efforts to measure flow velocities using molecular tagging. Laser
line tagging is used in the works of Miles et al. [1987], Lempert et al. [1995] and Lempert and
Harris [2000]. In these techniques a line is written to the fluid and the velocity is inferred from
the displacement of the line centers. Due to the inherent aperture problem of such a pattern,
only velocities normal to the pattern can be measured and no information can be found in the
tangential direction. [Hill and Klewicki, 1996] analyzed implications of measuring with such
a pattern. They then extended the line tagging technique to the use of a grid for marking
the fluid [Hill and Klewicki, 1996]. Motion is estimated by locating the grid line centers using
various techniques. The accuracy of this approach has been reported by Hill and Klewicki
[1996] to be ≈ 0.35 pixel RMS. Gendrich and Koochesfahani [1996] and Gendrich et al. [1997]
improved accuracy and implementation by estimation motion of the grid tagged fluid from
spatial correlation. This algorithm is similar to that employed for PIV techniques.

One significant problem of the MTV techniques is that through the imaging process in-
tegration takes place along one dimension. This leads to a “smearing” of structures due to
integration through depth. This problem could of course be solved by visualizing the struc-
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tures with a laser sheet. This is often not feasible given the small dimensions of microfluidics.
The effect can be seen in Figure 8.1, where dye is present in areas of the parabolic flow profile
where it is not expected. This effect is commonly known as Taylor dispersion [Taylor, 1954].
Moreover, molecular diffusion leads to additional smearing of the structures. These effects
lead to inaccuracies in the techniques used previously.

In this chapter, a novel technique of estimating microfluidic flow from MTV will be intro-
duced. The effect of diffusion and Taylor dispersion are explicitly modeled in the underlying
motion model. This makes it feasible to measure velocities very accurately in the presence of
these processes. The technique was first described by Garbe et al. [2006] and more detailed in
Garbe et al. [2008]. Measurements were presented by Roetmann et al. [2006] and in Roetmann
et al. [2008].

This chapter is organized as follows: In Section 8.2 the effect of Taylor dispersion will be
shown and the equation of motion resulting from the visualization process will be presented.
The experimental setup will be detailed in Section 8.3. The technique of estimation motion
with the underlying motion model will be explained in 8.4. Results of the technique will be
presented both on simulated and ground truth data in Section 8.5. This chapter concludes
with Section 8.6.

8.2 Taylor Dispersion

Taylor dispersion is an effect well known in microfluidics [Taylor, 1954]. A solute substance
appears to be dispersed along the flow volume. This effect can be seen in Figure 8.1, where
time steps of the spread of a marker in a flow through a capillary is shown. Due to the
projection in visualizing the flow, the marker appears to diffuse into the region behind the
leading front, deformed by the parabolic flow profile. This deformation leads to different ef-
fects due to molecular diffusion orthogonal to the dominant flow direction [Beard, 2001]. In
a number of microfluidic flows, one tries to minimize the effect of Taylor dispersion. This is
achieved by channel geometry and by driving the fluid electrokinetically by electrophoresis
or electroosmosis. Despite these efforts, a pressure gradient and hence Taylor dispersion can
never be avoided completely [Dutta and Leighton, 2001]. Due to Taylor dispersion, previous
techniques for estimating microfluidic flows from MTV encountered a number of difficulties,
resulting in suboptimal performance. To solve this problem, in this section an equation of
motion is derived which explicitly models Taylor dispersion.

A viscous fluid driven by a pressure gradient in between two stationary plates is also known
as Poiseuille flow in the case of purely laminar flows. In the present application of microfluidic
flows, the Reynolds number Re is in the range of 10 < Re < 100. This makes it safe to assume
that the flow can be described by the laminar flow of a Newtonian fluid. The velocity profile
of a Poiseuille flow is given as [Kundu, 1990]

v(y) =
a

2
y2 − a · b · y with a =

1

µ

dP

dx
,
dP

dx
≤ 0, (8.1)
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where 2b is the separation of the stationary plates, µ is the viscosity of the fluid and dP/dx is
the pressure gradient along the direction of the flow. Taylor dispersion results from the fact,
that an initial marker distribution is advected from this velocity profile. Subsequent imaging
measurement techniques acquire a two-dimensional projection of this profile. This leads to an
integration of the tracer with depth. The equation of motion for this type of configuration
was derived in Section 2.7.2. The resulting motion constraint equation is given from Equation
(2.76) to

dI

dt
= d> · p =

[
1
2tI

∂I
∂x

∂I
∂y

∂I
∂t

]
·
[

1 u1 u2 1
]>

= 0, (8.2)

where t is the time since uncaging the dyes.

Apart from Taylor dispersion, molecular diffusion is a dominant process in micfrofluidic
flow visualization. This is due to the extremely small dimensions of the fluidic flows. The
motion model for diffusion processes was derived in Section 2.5.4, resulting in Equation (2.30).
Combining the model of Taylor dispersion and molecular diffusion leads to the following motion
constraint equation

dI

dt
= d> · p =

[
1
2tI −

(
∂2I
∂x2

+ ∂2I
∂y2

)
∂I
∂x

∂I
∂y

∂I
∂t

]
·
[

1 D u1 u2 1
]>

= 0. (8.3)

HereD represents the diffusivity constant. It should be noted, that here only a two-dimensional,
isotropic diffusion is assumed. This implies that diffusion with depth is taken to be negligible.
It is obvious that this assumption is an oversimplification, since gradients with respect to z
can be quite substantial in a parabolic flow profile. This is especially the case for long times t
relative to the mean velocity of the fluid. Since ∂2I/∂z2 cannot be measured directly, explicit
assumptions concerning the initial intensity distribution have to be made in order to derive
a closed form expression. The resulting equations are difficult to manage, even with these
limiting assumptions. As will be shown later, the technique presented here is most suitable
for short times t since uncaging the dyes. Therefore, inaccuracies due to the assumption of
two-dimensional diffusion are negligible.

8.3 Experimental Set-Up

The technique of measuring flow velocities of microfluidic flows presented in this work relies
on caged dyes as markers of the flow. The tagging of the fluid is made possible through
photo-chemical changes in the dye molecules [Roetmann et al., 2005, 2006]. To start off with,
the ability of fluorescence is deactivated by an additional functional group. These dyes are
therefore also known as caged dyes [Gee et al., 2001]. This functional group can be broken
up by intensive UV light. The original, fluorescent dye is thus present following the exposure
with UV light. This exposure can be achieved with a pulsed XeF Excimer Laser (COMPex
150, Lambda Physik AG) at a wavelength of λXeF = 351nm, which has to be spatially ho-
mogeneously widened. Through an image forming optical system arbitrary two dimensional
patterns can be written to fluid using a structured mask. A range of different patterns used
are shown in Figure 8.3. The pattern can be optimized depending on the flow velocity and
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Figure 8.2: A sketch of the experimantal set-up of measuring micro-fluidic flows with caged dyes.

a b

Figure 8.3: Different mask used for writing intensity structures into the fluid.

on the properties of the flow to be inspected. Generally, bigger structures with further spac-
ing in between are used for fast fluid flows and long measurement times. Smaller structures
with little spacing deliver higher spatial resolution but are only viable for smaller velocities
or shorter measurement time, as will be detailed later. A pulse energy of 200mJ is used for
a complete illumination of a 40x40mm2 mask with a well defined transmission pattern. The
patterns of dyes in the fluid are visualized with a second laser which is spatially homogeneously
widened. The fluorescence is excited with an Argon Ionic Laser (Ar+) (Innova 310, Coherent)
with a wavelength of λAr+ = 514nm. The patterns in the fluid can be recorded temporally
and spatially highly resolved with a standard CCD camera (Imager Compact QE, LaVision).
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a b

Figure 8.4: The microfluidic mixing chamber.

Fluorescence of the uncaged dyes is stimulated with continuous integral illumination from the
Ar+ Laser. Interfering excitation light is suppressed by an optical bandpass filter (OG570,
Schott) and an aperture. A flow meter (SLG 1430, Sensirion) is recording the flow rates
synchronously to the image acquisition as reference. The fluid being used was demineralized
water with a low concentration (500mg/l) of the dissolved caged dye. This general set-up is
sketched in Figure 8.2.

The microfluidic flows are measured in a specially prepared camber. The top and bottom
boundary are constructed from quartz glass which is highly transparent in the visible and UV
spectrum. Two glass plates are separated by 2d = 250µm with a metal plate. The width and
depth of the chamber is 5× 5 mm. Different flow geometries can be realized from channels in
the metal plate. These channels are connected two an array of 7 plugs which can be used for
driving the flow with individual pressures and volume throughputs [Roetmann et al., 2005].
A picture of the chamber together with an exploded drawing is presented in Figure 8.4.

The set-up and visualization process lead to the following procedure: at time t0 = 0 the
intensity structures are written into the fluid with the XeF Laser. The fluid inside the chamber
is accessible non-invasively only through the glass plates on top and bottom of the Poiseuille
flow. The beam of the laser writing the structured to the flow thus traverses through the whole
depth of the fluid. A circular dot in the mask written to the fluid will thus appear as a cylinder
in the flow structure. In later times, this 3D cylinder is sheared by the paraboloid velocity
profile developed by the Poiseuille flow. These transformed 3D Structures are projected onto
the CCD chip of the imaging device. Great care is taken to align the camera orthogonal to
the glass plate. Through this projection, it appears as if the structure, written to the fluid, is
smeared in the direction of the fluid flow over time. This process can be modeled from Taylor
dispersion using Equation (8.3) taking isotropic diffusion also into account. Images of such
recordings for two flow configurations are shown in Figure 8.5.
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a b

Figure 8.5: A typical pattern written into a very simple microfluidic flow for calibration purposes in
a and an inhomogeneous flow in b.

a b

Figure 8.6: Synthetic test sequences used for evaluating the proposed technique. In a a Gaussian
pattern is written to the fluid and transformed according to Taylor dispersion. Shown in b is the
same for a 2D sinusoidal pattern. Flow motion directed from right to left along x-axis. For each test
sequence frame 1, 30, 60 and 150 are displayed. For display purposes frame 1 and 30 of a are scaled
to overflow to be able to visualize all frames with the same gray value scaling.

8.4 Motion Estimation

The motion constraint equation derived for microfluidic flow with Taylor dispersion and
isotropic diffusion is given by Equation (8.3). This equation represents an ill-posed prob-
lem in the sense of Hadamard [1902]. In order to estimate the model parameters, additional
constraints are necessary. These constraints can be constancy of parameters on a very local
support in the sense of Lucas and Kanade [1981] or global smoothness as proposed by Horn
and Schunk [1981]. The problem of estimating microfluidic motion can thus be estimated in a
local framework as Garbe et al. [2003b] with robust extension presented by Garbe and Jähne
[2001]. This local approach of motion estimation can be embedded in a global variational
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approach as shown by Spies and Garbe [2002] and Spies et al. [2003]. A possible alternative
is using a combined local global approach as proposed by Bruhn et al. [2005] which has been
extended to brightness change models by Kondermann et al. [2007]. These approaches have
been presented in Chapter 3.
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Figure 8.7: a Relative error for the Gaussian test sequences with two different velocities (u1 = 0.625

pixel/frame and u2 = 1.25 pixel/frame) and varying noise levels. b Velocity of sine test sequences. It is
readily observed that the velocity undulates due to interferences of the sine pattern. These fluctuations
are shown for two test patterns of different frequencies. The true velocity is u = 0.625 pixel/frame.

For the performance analysis presented here, dense flow fields are not of utmost impor-
tance. Therefore, only a total least squares (TLS) approach, also known as structure tensor
approach [Bigün and Granlund, 1987; Bigün et al., 1991], was chosen here. It should be noted
that accuracy could be improved by employing a more elaborate approach at the cost of ad-
ditional computing complexity. The structure tensor was introduced in detail in Section 3.3
and will no be explained here. Because information can only be retrieved at locations where a
dye is present, a mask was computed by thresholding the gray-value of the images. Instead of
performing the integration of the structure tensor with a Gaussian smoothing filter, a normal-
ized convolution was performed with this mask [Knutsson and Westin, 1993; Granlund and
Knutsson, 1995]. This resulted in much better estimates as compared to standard smoothing.
The reason is that wrong information (no motion) from areas without any dye diffuses into
regions of dye concentration in the case of a normal convolution. This leads to a falsification
and inaccurate estimates. The normalized convolution weights the smoothing with a certainty,
which can be set to zero for areas without any dye. This leads to a more accurate estimation
of motion.

8.5 Results

In order to test the presented algorithm, test measurements were performed. First, the basic
applicability was tested on synthetic sequences. Here, a Gaussian uncaged dye distribution
was modeled and transformed due to Taylor dispersion. Frame at different times of this test
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pattern is displayed in Figure 8.6. This test pattern was corrupted with normally distributed
noise of varying standard deviation. Also different flow velocities were simulated. The results
of these measurements are presented in Figure 8.7a. The noise of current standard cameras
are usually better than 0.9 gray-values. This means that the relative error to be expected
is less than 2%. It should also be noted that the velocity computed is that of the center
layer in between the two plates. This corresponds to the maximum velocity of the profile. In
subsequent analyses, this maximum velocity vmax will be compared to ground truth.
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Figure 8.8: Sketch of the effect of structure overlapping. In a the marked areas are transformed due
to the parabolic flow profile. Two such structures separated by d overlap after time t = d/v. In b the
corresponding projected intensities can be seen.

In a second experiment on simulated data, the same measurements as with the Gaussian
distribution were performed with two 2D sinusoidal patterns of different wavenumbers. The
outcome of these measurements is presented in Figure 8.7b. It can be seen that the measured
velocity oscillates around the true value with a slight bias to slow estimates. This is due to
the fact that on “uncaged dye structures” overlap. For the sinusoidal pattern this happens
almost immediately. The effect is sketched in Figure 8.8. It can be seen that after a time
t = d/vmax the structures begin to overlap, where d is the initial distance between structures
and vmax the maximum velocity in the center plane between the two plates. It can be seen
from the projected intensities that the the intensity of the latter structure increases due to
the added intensity of the former structure. This means that the intensity change is not
correctly modeled by the presented approach. In order to correctly estimate motion under
these circumstances, an extension to the motion model has to be found. This will be an area of
future research. Currently, this technique is limited to cases where no such overlap is possible.
This means that the measurement time t = d/vmax has to be short enough. This is achieved
by choosing the correct spacing d depending on the maximum expected velocity vmax.

Apart from measurements on simulated data, the technique was also tested on real world
measurements with ground truth. For these measurements a simple geometry of the chamber
was chosen. A purely laminar and parallel flow was adjusted to a number of different volume
throughputs. One frame from such a sequence is shown in Figure 8.5a. These flow was
measured accurately with a flow meter (SLG 1430, Sensirion). From the knowledge of the
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Figure 8.9: Comparison of measured values compared to ground truth measurement. The measured
values are plotted against the ground truth. A line with intersect (y = a · x+ b) was fitted to the data
resulting in a = 1.0029 and b = −1.8µm/s.

geometry of the chamber, the centerline velocity vmax was computed.

The results for the n = 48 conducted measurements is shown in Figure 8.9. Plotted are
the results of optical flow measurements against the ground truth. For an ideal measurement,
all data points are expected to lie on the bisect. This is almost perfectly true for the fitted
linear curve. The slope of the fit is a = 1.0029 and the offset is −1.8µm/s. This slight bias of
2µm/s could well be due to uncertainties in the mixer geometry. The scatter in the data was
found to be a little less than 5%. One significant problem in the present set-up were quite
strong fluctuations in the read-out laser. The presented algorithm is based on spatio-temporal
gradients of the fluorescence of the uncaged dyes. Fluctuations of these intensities due to the
read-out laser will thus effect results of the computation. Due to the spatially inhomogeneous
fluctuations, they could not be completely suppressed with an appropriate processing of the
data. Hence, with a more stabilized set-up, results could be significantly improved.

The measurements performed on the simple, homogeneous pattern is very far removed from
demands of applications. Therefore, measurements were also performed on inhomogeneous
flows. An image from such a flow is presented in Figure 8.5b. The algorithm performed very
well on these measurements. Results are presented in Figure 8.10. The qualitative picture
corresponds very well to what is expected from this type of flow. A zoomed in view of the
flow field estimated at one of the point is shown in Figure 8.10a. Quantitative comparisons
cannot be made due to the lack of ground truth.

8.6 Conclusion

In this chapter, a novel technique was presented for measuring microfluidic flows with a molec-
ular tagging velocimetry (MTV). In contrast to current techniques, this method explicitly
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a b

Figure 8.10: Zoomed in view of the vector field around one of the dots written to the fluid is shown
in a. The mean vector field of the mixing chamber can be seen in b.

models Taylor dispersion [Taylor, 1954] and computes the motion parameters from an optical
flow technique. Only though modeling this dispersion effect are accurate measurements feasi-
ble. Isotropic diffusion is estimated concurrently with the motion models. This might make
it possible to measure temperature spatially resolved in microfluidic flow. This is subject of
ongoing research.

The performance of the new technique was tested on synthetic test sequences that were
corrupted by varying noise. Furthermore, ground truth measurements were conducted on a
microfluidic channel with square geometry. This allowed to compare results of the motion
estimation with actual flow through the mixer. In these measurements an excellent agreement
in between measurement and ground truth was found. The scatter in the data was less than
5%. This scatter was in large parts due to intensity fluctuations in the read-out laser. The
accuracy of the presented technique could be significantly improved by using a better stabilized
read-out laser. First measurements on divergent flow geometries were also performed. The
results were in excellent agreement with the expected flow field, underlining the applicability
of the novel algorithm to more complex flow geometries.
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Chapter 9

Botanical Transport Processes

9.1 Introduction

The passage of plants from water to land has necessitated the development of internal mecha-
nisms to supply all the parts of the plant with water. Plants have developed complex vascular
systems that move nutrients and water throughout the vascular tissues with xylem and phloem
specialized in long distance transport. The xylem of vascular plants forms tunnels of dead
cells through which water and minerals move upward from the roots, where they are taken in,
to the rest of the plant. The phloem, which is made up of living cells, carries the products of
photosynthesis (organic nutrients) from the leaves to the other parts [Lough and Lucas, 2006].
A microscopic picture of a cross section of the xylem and phloem in a plant leaf is shown in
Figure 9.1. Terrestrial plants developed a complex control mechanism for water transport from
the roots to the leaves [Gollan et al., 1992; Schurr et al., 1992]. Intercellular openings, stomatal
pores, formed by two kidney-shaped cells, the guard cells, play a crucial role in controlling
the gas fluxes from and into the leaf in order to optimize CO2 uptake and to minimize water
loss [Farquhar and Sharkey, 1982]. The transpiratory water loss creates a pressure difference
that is a driving force for water transport in xylem according to the cohesion-tension theory
as postulated over 100 years ago [Böhm, 1893]. For a number of physiological questions is the
knowledge of transport velocities of basic interest [Sack and Holbrook, 2006]. Additionally,
the rate of response of these transport processes to rapid changes of environmental conditions
such as light, temperature and humidity is crucial to many aspects of plant metabolism, yet
poorly understood because of the lack of appropriate measuring techniques.

A well known approach of measuring xylem sap flows in plant stems is based on the heat
pulse velocity technique [Swanson, 1975]. This technique has been significantly improved in
accuracy over the years [Avirav et al., 1990] but still retains one of it major drawbacks: it
is an invasive technique that provides point measurements only. This drawback has been
addressed with novel nuclear magnetic resonance imaging (NMRi) methods [Köckenberger
et al., 1997; Scheenen et al., 2000; Peuke et al., 2001] at the expense of experimental ease and
accessibility. Also, while providing a high spatial resolution, microscopic NMRi is not well
suited for measuring extended areas such as a whole plant leaf. Hence a novel non-invasive
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imaging technique was developed for measuring the water transport in plant leaves.

Figure 9.1: A microscopic cross section of a Ricinus communis leaf. "P" indicates the phloem cells
and "X" the xylem cells.

Thermographic measurements have been applied to a number of scientific fields for an
unobtrusive measurement of physical parameters to a high spatial and temporal resolution.
However, this technique has been rarely applied in plant sciences, mainly to examine dynamics
of stomatal behavior [West et al., 2005]. Also, previously, the water content of leaves and
transpiration rates have been measured from thermographic techniques by Garbe et al. [2002d],
Garbe et al. [2002c] and Garbe et al. [2003a]. While the transpiration rates can be computed
from measuring the differential signal of leaf temperature to a non-transpiring reference body,
measuring the water content from active thermography is very similar to the well known
approach of lock-in thermography [Busse et al., 1992; Wu et al., 1996; Wu and Busse, 1996;
Bendada et al., 2005; Meola et al., 2006]. Since only limited amount of modeling is involved
in these techniques and motion is not computed from the results, these methods will not be
presented in this theses. The interested reader is referred to the relevant publications. Topic
of the thermographic technique presented in this thesis will be the estimation of flow velocities
within the xylem of plant leaves. The main results will be presented in Garbe et al. [2007c].
The goal of the presented techniques is

1. to verify the termographic techniques in a defined artificial capillary system,

2. to test the techniques on detached Ricinus communis mid-vains with ground truth and,

3. to apply thermographic imaging techniques to measure flux velocities of intact attached
leaves under various evaporative demand.

This chapter is organized as follows: In Section 9.2 the motion model of fluid flow in
the xylem is motivated and derived. The experimental set-up employed during subsequent
measurements is detailed in Section 9.3. The novel technique was verified in Section 9.4 where
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Figure 9.2: In a a sketch of the Poiseuille flow in a hollow tube is presented. The velocity profile v(z)

leads to the heat distribution in the flow at the times t1-t3. In the xylem, the flow can be approximated
by a number of small hollow tubes with a Poiseuille flow in between, as shown in b. The resulting
velocity profile is a constant one.

measurements were conducted on technical capillaries in Section 9.4.1 and on perfused Ricinus
communis leaves in Section 9.4.2. The sensitivity of the technique was tested in Section 9.4.3
where the flow velocity was measured on the petiole of a leaf subject to different environmental
forcing. Measurements were also conducted on corn leaves in Section 9.4.4. Here the flow
velocity was shown qualitatively before and after cutting part of the leaf. In Section 9.4.5 the
flow velocity in the xylem of Ricinus communis leaves was measured while varying parameters
locally inside a climatic chamber, or locally inside a cuvette which enclosed only part of the
leaf. Conclusions will be drawn in Section 9.5.

9.2 The Model of Fluid Flow in the Xylem

The visualization technique for measuring flow velocities in plant leaves are similar to the
technique of molecular tagging velocimetry (MTV) presented in Chapter 8. In this thermo-
graphic application the flow is not marked with a caged dye that is uncaged at a certain time
t0, but heat is used for marking the fluid inside the xylem. As will be described in Section
9.3, the setup consist of a CO2 laser that applies heat to the water which is then visualized
with an infrared camera. The water inside the xylem is thus heated up and visualized by
integrating the temperature across the depth of the vascular bundles. This will lead to an
intensity change of the temperature due to the velocity profile inside the xylem as was shown
in Section 2.7.

If one thinks of the vascular bundle of the xylem as a technical pipe, then the visualiza-
tion technique of active thermography leads to Taylor dispersion as presented in Section 8.2.
However, the vascular bundle is quite dissimilar to a hollow tube with a developed Poiseuille
flow inside. However, it can be approximated by an array of equidistant small tubes of equal
diameter. This approximation of the velocity profile v(z) by a number of small tubes with a
profile vi(z) is sketched in Figure 9.2. By looking at Figure 9.1 it becomes apparent that this
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represents a very crude approximation. In a real leaf, the cells of the xylem have different
sizes and are hence spaced differently. Moreover, the relative sizes and the spaces in between
change along the length of the leaf. However, in the present context it is not practical to try
to derive a more realistic model of velocity profiles in the xylem of plant leaves.

This type of velocity profile, made up of a high number of small parabolic velocity profiles,
can be approximated by an n-th order profile u(z) = A · zn as introduced in Section 2.7.3.
The relevant equation of motion was given as Equation 2.80, which reads

dT

dt
= d> · p =

[
1
ntT

∂T
∂x

∂T
∂y

∂T
∂t

]
·
[

1 u1 u2 1
]>

= 0, (9.1)

where T is the temeperature as recorded with the infrared camera, n is the order of the velocity
profile and t is the time since heating up water parcels with the CO2 laser.

Typically, in a vascular bundle the number of such parabolic profiles is quite high so that
it can be assumed that n→∞ at no loss of generality. The resulting equation of motion was
given by Equation (2.81) to

dT

dt
= u1

∂T

∂x
+ u2

∂T

∂y
+
∂T

∂t
= − 1

n · t
T, and lim

n→∞ dT

dt
= 0. (9.2)

Effectively this means that the profile can be considered as constant and no intensity change
is associated with it. This is expressed by the fact that the total derivative dT/dt, which is
the rate of change in a coordinate frame affixed to the fluid parcels, is equal to zero. In the
following, this type of constraint equation will be considered for the flow profile.

Currently, only the velocity profile within the xylem was considered. We assume this pro-
file to be constant with depth. Due to the constancy of the velocity profile, no smearing of the
heated water parcels will occur as in the case of Taylor dispersion presented in Section 8.2.
However, since heat is uesd as a marker for the fluid, this heat will of course diffuse due to the
conduction of heat. In order to estimate the xylem velocity accurately, this heat conduction
has to be considered when deriving the equation of motion.

In a first approximation, the leaf can be considered to be made up of an isotopic material
with an isotropic heat capacity cleaf and an isotropic thermal conductivity kleaf . Plant leaves
consist roughly to 98% of water. Therefore, it can safely be assumed that both heat capacity
and thermal conductivity are equal to that of water, thus ρH2O = 998 kg/m3, cleaf = cH2O =

4.193 · 10−3 J/kg·K and kleaf = kH2O = 0.6622 W/m·K at room temperature 1. On both
sides, the leaf is in contact with air. The thermal properties of air are ρair = 1.205 kg/m3,
cp,air = 1.005 · 103 J/kg·K and k = kair = 0.0257 W/m·K. Due to convection in the air
space, heat will be transported away from the plant leaves faster than would be expected
from conduction alone. All this leads to a cooling of the plant leaf from the top and bottom
interfaces. Heat applied to the leaf for marking water parcels will thus diffuse inside the
water volume of the leaf. Due to the isotropic medium and the small depth of the leaf when
compared to the surface ares, the diffusion process inside the leaf can be considered as a 2D

1This quantities were computed from functions provided by Daubert et al. [2000].
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diffusion. Due to the additional heat flux at the air-leaf interfaces, cooling is faster than would
be expected from the 2D diffusion inside the leaf, alone. Since one is not interested in the
constant of diffusivity, but in the velocity of the xylem, this additional process needs not to
be modeled correctly. It is sufficient to note that the 2D diffusion with observed with the IR
camera which is faster that of pure diffusion in water.

Usually, plant leaves are not isotropic in their structure but very anisotropic. This anisotropic
structure is expected to be found again in the conduction of heat. Therefore, the heat diffusion
should be modeled by a process similar to anisotropic diffusion as detailed in Section 2.5.4.
The relevant equation of motion is given by

dT

dt
= vx

∂T

∂x
+ vy

∂T

∂y
+
∂T

∂t
= ∇ (D∇T ) , (9.3)

with the temperatures T and the diffusiviy tensorD. For purely isotropic diffusion,D becomes
a scalar D and Equation (9.3) simplifies to

dT

dt
= vx

∂T

∂x
+ vy

∂T

∂y
+
∂T

∂t
= D∆T. (9.4)

A diffusion process can be approximated by a linear temperature change for sufficiently small
times. This is similar to the the extended brightness change constraint equation (eBCCE),
which shows acceptable results for a linear model used for the estimation of motion subject to a
diffusion process. Due to the second order derivatives of the Laplacian, Equation (9.3) needs
a bigger support and is more susceptible to noise than the BCCE with linear temperature
change, or

dT

dt
= vx

∂T

∂x
+ vy

∂T

∂y
+
∂T

∂t
= c, (9.5)

where c is a parameter of local linear brightness change. Because the xylem and the heat
marked water parcels therein is quite small in the imaged area, computing second order deriva-
tives accurately on such a small area of support is problematic. Therefore, here it was chose
to estimate motion with linear brightness change only, following Equation (9.5). For higher
accuracy and when imaging a smaller area of the leaf, resulting in higher spatial resolution,
the isotropic or anisotropic diffusion equations (9.4) or (9.3) should be chosen.

From the motion model, the thermographic data can be analyzed with the local structure
tensor approach presented in Section 3.3 to estimate the model parameter.

9.3 Experimental Set-Up

As mentioned in the previous section, water inside the xylem is heated up and measured
with an infrared camera as it moves through the vascular bundles. A well known approach
of measuring xylem sap flows in plant stems is based on the heat pulse velocity technique
[Swanson, 1975]. The technique presented here is thus similar to this technique. However, it
is a technique for gaining temporally and spatially resolved technique as areas of the leaf are
visualized with an infrared camera. The parameters of the motion model from Section 9.2 are
then estimated locally from the observations.
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a b

Figure 9.3: The experimental set-up. A CO2 laser is used to warm up water parcels in the plant
leaves which are then visualized with an IR camera. In b a picture of the set-up is shown where part
of the leaf is clamped by a cuvette.

The technique relies on using heat as a marker for water parcels. Heat is applied to
the regions of interest of the plant leaf with a 25W CO2 laser (48-2, Synrad Inc., Mukilteo,
USA). Different heat patterns are conceivable, but in order to minimize heat diffusion, line
patterns were chosen. These line patterns were generated using a scanning mirror. The heated
patterns are then visualized with an infrared camera. For the measurements presented in this
thesis, an Amber™ Radiance 1 camera sensible in a spectral range of 3-5 µm was used. Due
to the high temperature resolution of the IR imager (NE∆T is approximately 20 mK) the
leaf only needs to be heated up by roughly 1K. Even from these slight heating of the leaf,
an accurate estimation of the flow velocity is feasible. Stress on the plant and changes in
physiological processes inside the plant leaf are thus limited by this non-invasive technique.
Heat transport was measured on three different systems: capillaries, detached and attached
mid-vain of Ricinus communis leaves. A sketch and picture of the experimental set-up can be
seen in Figure 9.3.

The capillary system presents a very simple system that can easily be controlled. A range
of Teflon tubes with different diameters of 0.17, 0.25 and 0.50 mm were used. A flow through
these capillaries was preset with a pressure gradient induced from gravitation by placing a
reservoir of water on top of the capillaries. The volume throughput was measured by col-
lecting the water exiting the capillary and measuring its weight with a high precision scale.
Multiple measurements (n = 10 each) were performed under different pressure gradients with
different capillaries.

Detached central vein of a Ricinus communis leaf was perfused with water. The vein was
cut on both ends and silicon tubes attached. These preparations were done under water to
prevent air bubbles clogging up the xylem. A pressure driven water volume was then allowed
to flow trough the Ricinus communis xylem. The pressure was generated as in the experiment
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with the capillaries by elevating a water reservoir by a known distance from the perfused
leaf. The pressure difference was recorded as was the volume of water flowing through the
leaf measured by a highly accurate scale. Multiple flow measurements were performed under
varying pressure gradients.

The experiments on attached Ricinus communis leaves were conducted in the climate
chamber with controlled environmental conditions under constant temperature of 25°C and
variable humidity with plants which were transported to a climate chamber a few days prior
to the measurements. The tip of the main lobe of the leaf was clamped in the leaf chamber
upside down. The heat transport was measured on the mid-vain on the adaxial leaf side out-
side the leaf cuvette. The clamped leaf showed an angle of approximately 45° with reference
to the plant stem which allowed simultaneous heat pulsing, detection of the heat transfer and
gas exchange measurement. The experiments started with photosynthetic photon flux density
(PPFD) of 400-300 µmol Photons m−2 s−1 over the leaf surface and 30% relative humidity
(r.h.) inside and outside the leaf cuvette. After steady state gas exchange was measured.
The flow velocity was recorded on 4 different sites along the mid-vain. This procedure was
repeated under 80% r.h. in light and in darkness. The resulting vapor pressure deficit (VPD)
between the leaf and air ranged between 2.1 and 1.2 kPa. The difference between VPD inside
and outside the leaf cuvette was < 0.1 kPa. The leaf temperature ranged between 25.4 and
27.5°C inside and outside the leaf cuvette depending on the transpiration rates.

Further experiments with attached Ricinus communis leaves were performed under con-
stant conditions inside the climate chamber with 80% r.h. (VPD = 0.2-0.4) and a leaf temper-
ature outside the leaf cuvette of 25.2± 0.7°C whereas the relative humidity and the resulting
VPD inside the chamber was changed in 5 steps: 30%, 40%, 60%, 80% and 80% (no light),
resulting in different VPD values inside the cuvette ranging between 2.8-0.6 kPa and leaf
temperatures ranging between 25.3-27.4°C. The flow velocity was measured several times on
2 different points on the mid-vain. The measurement on intact attached leaves was combined
with gas exchange measurements. Transpiration rates (E) and stomatal conductance of the
leaf (gleaf) were measured on an apical part of the central lobe which was clamped in a cu-
vette. The measurement was performed in an open gas exchange system with a leaf cuvette
as previously described [Jahnke, 2001; Pieruschka et al., 2005]. The mid-vain areas heated by
the CO2 laser were cut out after the experiment. Six cross-sections per every heated point
were cut by hand and measured with a micrometer with microscale. Mean xylem diameter
was determined by measuring the diameter of all vessels > 10µm (with largest vessel diam-
eters of 70 µm) and adding the measured values to a cumulative mean xylem diameter (DmX).

9.3.1 Plant material

The plants of Ricinus communis were grown from seeds in 1.3 L pots with standardized soil
(Einheitserde Typ ED 73, Balster-Feuerfest GmbH, Germany) in a greenhouse with highly
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translucent glass panels transmissible (>96% transmission of sun light2), periodically irrigated
with tap water and fertilized once a week (Hakaphos grün, COMPO GmbH & KG, Münster,
Germany). When light intensity dropped below 110 µmol photons m−2 s−1, artificial light
was added (SON-T, 400W, Philips, Germany; HQI-Lamps, 400W Osram, München, Germany)
providing photosynthetic photon flux density (PPFD) of 400-450 µmol m−2 s−1 at 30 cm above
the pots. Measurements were conducted on mature leaves of 6-8 weeks old plants.

a b

IRCamera
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1mg

Pressure
Difference

Scale

Water
Reservoir

Figure 9.4: a Example of flow measurement on an array of technical Teflon™ capillaries. b Schematic
drawing of the thermographic set-up for the perfusion measurement.

9.4 Verification of Technique

In order to verify the validity and accuracy of the novel technique, some test measurements
were conducted. Here, the comparison of the measured velocities was compared to ground
truth measurements derived by other means. In this work two different kinds of test mea-
surements were conducted. The first one was to use technical Teflon™ capillaries. Due to a
pressure gradient water flew through the capillaries. The volume throughput was measured
with a scale and the flow velocity computed from knowledge of the diameter of the tubes. The
thermographic technique was applied to this setting and flow velocities measured from the
algorithm presented in this thesis. Results of this measurement are presented in Section 9.4.1.
The main drawback of using technical capillaries for test measurements is that the xylem
of plants has a completely different internal structure than a Teflon™ capillary. Therefore,
meaningful comparisons can only be made through perfusion measurements. In this type of
measurements presented in Section 9.4.2, a known volume of water flew through a vivisected
vascular bundle. The flow velocity of xylem was also tested on the petiole of a leaf inside a cu-
vette. Here, no ground truth was available, but the applicability could be tested in controlled
conditions. Results of this measurement are presented in Section 9.4.3.

2For details care for http://www.fz-juelich.de/icg/icg-iii/index.php?index=112 .
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Figure 9.5: Result of perfusion measurement. In a the volume throughput of the perfusion is shown
on the right ordinate and the estimated optical flow on the left one. Error bars are computed from
multiple measurements. In b the linear relationship in between flow velocity Fth and volume throughput
V is shown.

9.4.1 Test on Technical Capillaries

Technical capillaries present a very simple system that can easily be controlled. Through their
wide application in a number of medical and chemical analytical processes, it is possible to
acquire a range of tubes with different diameters. For the experiments three Teflon™ tubes with
diameters of 0.17, 0.25 and 0.50 mm were used. A flow through these capillaries was preset
with a pressure gradient. This gradient was induced from gravitation by placing a reservoir
of water on top of the capillaries. The volume throughput was measured by collecting the
water exiting the capillary and measuring its weight with a high precision scale. The set-up
is the same as for the perfusion measurements in the next section. This is shown in Figure
9.4b. By heating up water parcels inside the capillaries with a CO2 laser, the transport inside
the capillaries was visualized with the IR camera. One frame of such a sequence is presented
in Figure 9.4 a. Through a geometric calibration of the camera, the flow velocity through
the capillary was mapped to the units pixel/frame of the camera and compared to the flow
velocity estimated by our technique. Results are presented in Table 9.1.

As can be seen from analyzing Table 9.1, the measured flow velocity is in good agreement
with the actual ground truth value at low flow rates. The measured values appear within the
error bounds of the estimates. Errors were derived from multiple independent measurements.

Diameter Flow Velocity Flow Velocity Optical Flow
[mm] [mm/s] [Pixel/Frame] [Pixel / Frame]

0.17 2.20 0.173 0.199 ± 0.057
0.25 30.48 2.356 1.631 ± 0.434
0.50 91.16 7.380 2.274 ± 0.850

Table 9.1: The results of comparing actual water flow through a Teflon™ capillary to the flow velocity
estimated from the active thermographic measurement.
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Flow Measurement Volume Throughput Pressure Difference
[mm / min] [mm3 / min] [mbar]

15.3 ± 0.4 56.2 129
12.8 ± 0.3 36.0 95
9.6 ± 0.2 14.5 62
7.9 ± 0.2 5.0 32
7.2 ± 0.2 1.7 14

Table 9.2: Results of perfusion measurements.

However, at high flow rates the thermographic technique is no longer capable to resolve the
fluid flow accurately. This is due to a much too high velocity of more than 7 pixel per frame.
A local gradient based technique of optical flow computation is not able to estimate motion at
these scales [Barron et al., 1994], particularly because the temporal sampling theorem might
be violated. This deficiency can be made good by employing a multi-scale coarse to fine
strategy in the optical flow computation. However, since flows expected in the xylem flow are
nowhere near as high, it was chosen not to go this route. Therefore, the result presented in
Table 9.1 for the capillary of 0.5mm should be taken with a grain of salt.

9.4.2 Perfusion Measurement

The accuracy of the novel technique was tested on real plant tissue. For these measurements,
the central vein of a Ricinus communis leaf was perfused. The vein was cut on both ends and
tubes attached. These preparations were done under water to prevent air bubbles clogging
up the xylem. A pressure driven water volume was then allowed to flow trough the rizinus
xylem. The pressure was generated by elevating a water reservoir by a known distance from
the perfused leaf. The pressure difference was recorded as was the volume of water flowing
through the leaf. The water volume was measured by a highly accurate scale. The set-up of
this measurement is sketched in Figure 9.4b.

Results of these measurements are presented in Figure 9.5 and Table 9.2. A perfect agree-
ment exists in between the optical flow measurements of the thermographic technique and the
ground truth volume measurement of the perfused leaf. The ground truth data lies within
the error bars for all data points. This can also be seen from Figure 9.5b which shows a
linear relationship between volume throughput and flow measurement within the error bars of
the measurement. The errors were computed from independent measurements. These results
present a very good consistency to the measured values. From this relationship the mean
diameter of the xylem can be computed. It was found to be /© = 1378 µm, which is well
within the values measured (ranging from 1000-1600µm).
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a b

Figure 9.6: Flow vectors from measurements at the petiole. In a the results are shown for normal
air inside the cuvette, in b the same for the cuvette filled with synthetic air.

9.4.3 Measurement at the Petiole

The measurements on technical capillaries in Section 9.4.1 and those on perfused leaves in
Section 9.4.2 have shown an excellent agreement in between measurement and ground truth
value. The applicability of the technique was to be tested on the petiole of a Ricinus communis
leaf.
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Figure 9.7: Result of measurements of xylem flow inside the petiole of a leaf subject to different
environmental forcing.

In order to vary the flow velocity inside the xylem of the petiole, the leaf was clamped
inside a cuvette. Inside the cuvette, important parameters influencing stomatal activity were
changed. In a first measurement the air inside the cuvette was replaced by synthetic air.
Synthetic air consists only of N2 and O2 in the relative quantities of 79% and 21%, respectively.
Due to the absence of CO2 in synthetic air, stomata are opened when the leaf is immersed in
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this gas. Changing the airspace from synthetic air to ‘normal air’ (taken from pressurized air
for constancy), less stomatal activity is induced as compared to synthetic air. Most stomata
are closed in the last case in which in addition to normal air inside the cuvette, the light is
turned off.

The flow velocity of the xylem inside the petiole is measured for those three cases outside
the cuvette. Typical vector fields are shown in Figure 9.6. The actual measured values are dis-
played in Figure 9.7. The three cases of induced stomata activity can clearly be discriminated
by the measurements. The sensitivity of the thermographic technique is thus good enough to
detect xylem flow due to stomatal activity.

9.4.4 Measurements on Corn Leaves

a b

Figure 9.8: Measurement of the xylem flow in a corn leaf is shown in a. The same leaf is cut and
the resulting flow is presented in b.

Measurements were conducted on leaves of Zea mays. The structure of the leaves is very
simple. All the vascular bundles run in parallel along the length of the leaf. To leading order,
the transport in the xylem should thus be directed only along the length of the leaf. The case
is of course not this simple. It is known that if a corn leaf is cut, the area above the cut will
not dry but is fed with water from leaf tissue next to it. Therefore, water can not only be
transported along the length of the leaf but also across it. Generally however, water flow is
directed almost entirely along the length of the leaf.

This was tested by performing a measurement on a corn leaf. The results are presented
in Figure 9.8a. It can be seen quite nicely that all vectors are oriented along the length of
the leaf as expected. Due to the spatial resolution, also an experiment was conducted where
the leaf was cut on one point, and the resulting flow was measured. It was seen initially that
the net flow inside the xylem was reduced but that the water flow next to the cut increased
substantially. This indicates that following the cut more xylem sap has to be transported in
adjacent vascular bundles to provide the leaf area above the cut with the sap. No quantitative
measurements have been performed under controlled conditions. The qualitative agreement
of measurement with intuition suggest to address this issue quantitatively in future research.
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Figure 9.9: Measurement conducted at Ricinus communis plant leaf. Measurements of two different
plants are shown in a and b. The discrepancy of the first data point in a is due to the measurement
location directly on a branch.

9.4.5 Measurement at Varying Parameters

With a set of measurements at varying parameters, three questions were addressed:

1. How does the flow velocity in the xylem change with globally varying light and humidity?

2. How does it change with distance from the petiole?

3. Can a local change of these parameters be detected in the flow and what are the impli-
cations?

All these measurements were conducted in a climate chamber without any special measures
taken for the thermographic setup. This makes the presented approach very usable for a wide
range of conditions.

To address questions 1 and 2, measurements were conducted on a Ricinus communis
leaf. Here the parameters humidity and light were changed, since these are the main factors
influencing evaporation. At the same time, measurements were conducted at four points of
different distance to the petiole. The external parameters were adjusted to the same values
for these measurements with different plants on different days. It turns out that there is quite
a high variability among different plants in the measured transport velocities in the xylem.
Results for two plants are presented in Figure 9.9. It is evident that there is a decrease in flow
velocity with distance to the petiole. The diameter of the xylem was measured microscopically
at the same locations following the measurement. These diameters are also plotted in Figure
9.9. It appears that there is a strong correlation between fluid flow in the xylem and the
diameter of this tissue. This correlation was shown in the plants tested, although the net
fluid flow velocities were quite different. It should be noted that a big discrpancy in the first
measured point at a distance of 7.5 cm from the petiole in Figure 9.9a. This is due to the fact
that the measurement was conducted directly at a branch of two vascular bundles leading to
a decrease in flow velocity.
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Figure 9.10: Measurement at Ricinus communis leaf. The flow velocity is measured at three different
locations for different relative humidities. In b a linear model is fit to the measurements at VDP
2.06 and VDP 1.46. The results are shown of fitting a linear model to both data sets individually or
constraining the slope fixed for both of them.

Measurements were conducted along the length of the central vain, while global parameters
were systematically changed. The results of this measurement are shown in Figure 9.10. It
can be seen that the variations due to a change in relative humidity (from 30% to 80%, which
is equivalent to a VDP of 2.06 to 1.46, respectively) is significantly stronger than the velocity
change with distance to petiole.

Question 3 was addressed by clamping a part of the leaf inside a small cuvette. The cuvette
was placed at the tip of the central lobe of the Ricinus communis leaf. The relative humidity
inside the climate chamber was set to 80% and the light was turned on. Inside the cuvette,
the relative humidity was set to four different values. For minimal stomatal activity, in a
fifth case the cuvette was set to the highest relative humidity and was darkened locally at the
same time. For all cases, measurements were conducted at two points, separated by different
distances from the petiole.

The results of these measurements are presented in Figure 9.11. It can be seen quite clearly
that the flow velocity at two distances from the petiole is quite different in Figure 9.11a as
would be expected from our previous measurements. The velocity increases linearly with the
transpiration rate, except for the last point at the highest transpiration rate. This change in
xylem flow is the same for the two measurement points, indicating that physiological changes
in the plant’s xylem transport might have taken place.

The same basic behavior can be seen in Figure 9.11b. Again, the difference in between
velocities between the two points is visible, albeit not as pronounced as in a. This is due to
the different scaling of the two plots with maximum flow velocities in b being much higher
as in the case of a. However, a discrepancy seems to be present in the last data point of
Point 0 which is significantly too low. This discrepancy might be due to a measurement error,
where water parcels were heated directly in a junction. The same incidence was analyzed in
Figure 9.9a. It should be noted that the estimated flow velocities were significantly lower than
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Figure 9.11: Measurement of velocities inside the xylem on leaves of two different Ricinus communis
plants. Point one and two indicate different distances to the petiole. While there is a strong difference
in the velocity in between distances to the petiole in a, this difference is far less pronounced in b.

recorded during previous measurements. This is due to the fact that evaporation took place
inside the cuvette only. Only a small part of the leaf was covered during these measurements,
as can be seen from Figure 9.3b.

9.5 Conclusion

A new technique has been presented that makes measurements of flow velocities inside the
xylem of pant leaves feasible. Heat is used as a marker for water parcels. The heated water is
then visualized with an infrared camera. The velocity profile inside the xylem is modeled with
an n-dimensional profile with n → ∞. This is equivalent to constant profile. It was shown
that the intensities do not change due to the visualization process as has been observed in the
case of Taylor dispersion in Chapter 8. It was shown how to model heat diffusion as a model
for motion estimation.

Test measurements were performed on technical capillary tubes and on real plant tissue in
perfusion measurements. The volume throughput was measured in both cases. The diameter
in the technical capillaries was known precisely and hence the ground truth velocity computed.
For the perfusion measurements the velocity was related to the pressure driving the water
through the xylem. In both cases an excellent agreement between the measurements was
observed. The error in the perfusion measurements was found to be ±0.4 mm/min.

The sensitivity of the technique was tested through measurements on the petiole of a leaf
clamped inside a cuvette. Inside the cuvette, environmental conditions were changes, ranging
from high levels of CO2 to no CO2 as well as changing light intensities. From measuring the
flow rates at the petiole, the stomatal activity could clearly be discriminated.

Measurements were also conducted on a leaf of Zea mays. Changes in flow velocity were
quantitatively analyzed before and after cutting into the leaf. It could clearly be seen that
the flow velocity decreased after the leaf had been cut. At the same time an increase in flow
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velocity next to the cut was observed. This is probably due to the higher volume throughput
needed in this part of the leaf to be able to supply leaf areas above the cut with fluid.

Measurements on Ricinus communis leaves were also conducted while varying the external
parameters. It could clearly be seen that a strong correlation in between flow velocity and
xylem diameter exists. The dependence on xylem diameter is not as strong as variations to
vapor pressure deficit between air and leaf.

This technique of measuring fluid flow in the xylem of plant leafs is a powerful tool for
performing a mapping of xylem flows in the plant leaves. This will be an objective of future
research.
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Chapter 10

Conclusion and Outlook

10.1 Summary

The main objective of this thesis has been the measurement of transport phenomena in fluid
mechanic applications, encompassing complex systems in environmental physics, life-sciences
and in microfluidics. The processes studied can only be apprehended by applying non-invasive
imaging techniques. To this end, current state-of-the-art methods were extended, or com-
pletely new measuring techniques were developed. Closely related to these advances in imag-
ing techniques have been developments in digital image processing. This has made it possible
to measure a number of important quantities, especially in the field of air-sea interactions, for
the first time both temporally and spatially highly resolved.

In terms of measuring fluid flows, two types of techniques have been employed: active
and passive ones. For active techniques, fluid parcels are actively marked, either by heating
them up with a CO2 laser in botanical applications or at the water surface for research in
air-sea interactions, or by uncaging a dye with an UV excimer laser in microfluids. The heat
patterns are visualized with a thermographic camera, while a standard video camera suffices for
visualizing the uncaged dyes in microfluidics. For this class of flow visualization techniques,
arbitrary patterns can be written into the fluid. Flow parameter can then be estimated
from the spatio-temporal change of these written density structures. While this measuring
principle is known in microfluidics as molecular tagging velocimetry (MTV), previously it has
never been used for this purpose in air-sea interactions and it also has never been applied
to measure water flows in plants. Without the need for a laser, passive techniques visualize
flows without accentuate any patterns artificially. These techniques have been used in air-sea
interactions for the first time to measure surface flows as well as the net heat flux and other
parameters of air-sea heat exchange.

In active techniques, the written patterns change their appearance due to transport pro-
cesses such as diffusion or due to shearing effects from the underlying flow profile. New models
were formulated as partial differential equations to explicitly take these effects into considera-
tion. Only through this model formulation, fluid flows can be estimated accurately. Moreover,
additional parameters can also be extracted from the imaged data. This makes it possible to
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gain a deeper understanding of the processes involved and to derive quantities, which where
not accessible previously. All the proposed models can be formulated in a similar fashion.
Therefore, the same computational framework can be used to solve their parameters, making
this approach very flexible. In this way, arbitrary combinations of the model are also feasible.

The parameters of the motion models were computed in a statistical parameter estimation
framework. This has lead to an extension of a well known approach of motion estimation in
image processing. Through this extension, maximum likelihood estimates of the parameters
could be assessed based on the noise structure of the data terms entering the model. Compu-
tational speed of the estimator has been significantly increased by analyzing the underlying
matrix diagonalization problem. Additionally, the estimator has been implemented on inex-
pensive graphics hardware to increase execution time further by a factor of five. These steps
have lead to the estimation of parameters in real time. This is especially important since for
temporally and spatially highly resolved measurements, large amounts of data can accumulate
quickly. These data have to be analyzed in a reasonable period of time. Estimated parameter
are also accessible during the experiment, significantly facilitating the measurement.

Techniques were developed to regularize parameters using information of the local spatio-
temporal structure of objects. Estimates can be stabilized through this step without imposing
too stringed constraints on the estimates and thus potentially falsifying the results. New con-
fidence measures and situation measures were developed and compared to measures proposed
previously in literature. The applicability and performance of situation and confidence mea-
sures have been increased due to these novel techniques. These measures are used to reject
imprecise estimates of the model parameters and to detect areas where a full parameter set
cannot be estimated. This knowledge can also be used in the aforementioned regularization
of parameter fields.

A novel approach has also been developed that makes it possible to accurately extract
edges of moving objects, denoise the data and estimate motion highly accurately at the same
time. This is achieved by asking for a piecewise smooth motion field and formulating an
energy functional in a variational phase field approach. This requires no prior knowledge on
the shape or number of objects in the scene. This is particularly important in fluid dynamic
applications, where knowledge of the shape of flow structures is not given. This algorithm can
be used for computing motion in flow data that is corrupted by differently moving artifacts,
such as reflections. Due to the piecewise smoothness, wrong information from these artifacts
is not diffused into correct estimates of the surroundings.

These advances in measuring techniques, modeling of visualized processes and digital image
sequence processing were applied to actually measure transport phenomena in three different
applications: interfacial transfer across the water-sided atmosphere-ocean boundary layer,
flow in microfluidic mixers and transport processes in plant leaves. Even though those fields
are extremely diverse, the actual processes measured are remarkably similar. One similarity
has been noted previously due to the measurement process. In all three applications, active
visualization processes have been employed. Also, the fluid flow profile is of n-th order, with
n = 1 for a linear shear induced profile at the viscous boundary layer at the air-water interface,
n = 2 for a parabolic profile due to Poiseuille flow in pressure driven microfluidics, and n→∞
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for the flow of xylem sap inside plant leaves.

A general formulation of the effects due to these velocity profiles and integration of tracers
across them has lead to a model for n-th order velocity profiles. The three applications
presented in this thesis are thus special cases of this model. This leads to the same framework
and algorithms being applicable to all of the previously mentioned applications. There are
of course combinations of additional models specific to the application, such as diffusion in
microfluidic flows, which can be quite significant.

Most noteworthy advances where achieved in the field of air-sea interactions. A well known
model of transport across the air-water interface, the surface renewal model, has been applied
to data obtained from passive thermography. Parameters of this model, such as the residence
time of water parcels at the interface, were measured and the probability density function (pdf)
of this quantity obtained. As proposed previously, this pdf has been found to be a logarithmic
normal distribution under all conditions observed. Using this model and the pdf, an analytic
function for the temperature distribution at the water surface has been derived. This describes
the experimental data very well, again under all analyzed conditions. From this analytical
distribution, the temperature difference ∆T across the water sided thermal boundary layer
can be estimated. Furthermore, using this surface renewal model, the net heat flux jheat across
the air-water interface could be measured temporally and spatially highly resolved, limited
only by the resolution of the infrared camera. A related quantity, the transfer velocity of heat
kheat, could also be measured with the same high resolution. This is very important, as a
scaling of transfer velocities between different tracers exists, based on their Schmidt numbers.
Hence, from the transfer velocity of heat, the equivalent one for mass such as CO2 or other
greenhouse active gases can be deduced.

Measurements of all these quantities were tested in a laboratory settings with accurate
ground truth over a wide range of environmental conditions. The measurements of all quan-
tities agreed very well to the ground truth, often better than 6% for the fluxes and transfer
velocities, and an accuracy of 3mK for ∆T (usually, ∆T ranges from 0.05−0.3 K at conditions
commonly found at the ocean during night time). Apart from laboratory experiments, field
data, recorded during the GasExII cruise in the equatorial Pacific, has also been analyzed
and compared to current parameterizations. Measurements were within the parameterization,
although slightly larger than transfer velocities measured from eddy correlation techniques.

Apart from the surface renewal model, a new model has been developed which was termed
eddy renewal model. This model differs from the surface renewal model in that it assumes
temporal stationarity but no spatial homogeneity. This eddy renewal model tries to take into
account the dominant streaky features observed in thermographic images at low to medium
wind, similar in character to Langmuir turbulence. From this eddy renewal model, the same
parameters estimated with the surface renewal model were computed. As it turned out, the
measures of ∆T were almost identical to those obtained from the surface renewal model under
all conditions observed. Estimates of the net heat flux jheat are higher by about 6% for the
eddy renewal model compared to the surface renewal model. This difference is just inside
the uncertainty of measurements obtained from the techniques presented in this thesis. This
good agreement between the models is quite startling as different assumptions were made in
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deriving them.

Active thermography has been used for measuring surface flows at the air-water interface.
While it has also been shown how these flows can be measured passively, active thermography
has the added benefit that it does not rely on the presence of a natural heat flux. A CO2 laser
is used for heating up patches of water which are then visualized with an infrared camera. Due
to a linear flow profile induced by the the wind at the surface, these temperature structures
change their appearance over time. For accurately estimating the flow velocity, this process
has to be modeled. In modeling the velocity profile as plane Couette flow, adverse effects
were successfully avoided. Moreover, by also modeling the absorption of both the laser and
the visualized radiation, the wind induced shear stress could be measured. This shear stress
can also be considered as the flux of momentum from the atmosphere to the ocean. Thus,
a convenient experimentally technique has been developed for estimating viscous shear stress
directly at the sea surface. This is in principle not limited to laboratory measurements but
can also be utilized in the field. The technique has been tested on simulated data as well
as on test measurements in the laboratory. Since only shearing of the thermal structures
is considered, only the viscous part of the momentum transport can be measured with this
technique. The form drag due top the wave field cannot be determined. Therefore, laboratory
measurements were conducted on a surfactant covered interface without any waves. These
measurements were compared to ground truth obtained by other techniques. The difference
in between measurements was close to 10%. Novel infrared cameras with a higher temporal
resolution will help immensely to improve the accuracy of this technique.

With these techniques based on infrared thermography, it is for the first time possible
to measure the transfer of energy and momentum at the sea surface highly resolved, both
temporally and spatially. The measurements of both quantities are obtained in the same
footprint and with the same sensor. The techniques are in principle applicable to the field
as they are to the laboratory. This opens up new perspectives for process studies of air-sea
exchange processes.

In microfluidics, the flow has been visualized by uncaging the fluorescence of special dyes
and visualizing these written structures as they transform during time. This technique is
known as molecular tagging velocimetry (MTV). Taylor dispersion due to integration across
the parabolic flow profile has been modeled explicitly as has been molecular diffusion. The
model parameter where estimated in the previously presented estimation framework. This
represents the first approach where inaccuracies were avoided caused by disregarding of these
processes. Measurements were conducted in a specially prepared microfluidic mixer of precisely
known geometry, from which ground truth of the fluid flow could be extracted. Measurements
with the presented technique were compared to the ground truth, resulting in excellent agree-
ment with a scatter of less than 5%. Flow measurements were conducted on different written
pattern, optimized for different aspects of the flow. Apart from the ground truth measure-
ments, the micro mixer was adjusted to different flow geometries. This was done to test the
applicability of the technique to more challenging conditions. Although ground truth could
not be fixed, the measured flow agreed both quantitatively and qualitatively to expectations.
Therefore, a novel technique was conceived that is well suited for performing accurate mea-

230



10 Conclusion and Outlook 10.2 Outlook

surements with MTV.

As an application from plant physiology, the fluid flow inside the xylem of plant leaves
has been measured. Here, the flow has been visualized with active thermography in a process
similar to that at the sea surface or MTV used in microfluidics. With a CO2 laser, water parcels
inside the xylem were heated up and their transport visualized with an infrared camera. The
flow profile has been modeled to be n → ∞ order. Flow measurements were tested on the
perfused central vein of a Ricinus communis leaf. For this measurement ground truth was
attained. An excellent agreement between ground truth and measurement was ascertained.
The flow of xylem sap has subsequently been measured on plant leaves of Ricinus communis
in vivo. These measurements were conducted on a free standing plant in a climatic chamber.
Environmental conditions were varied to assess the influence on the sap flow measured. Also,
by enclosing only a small area of the leaf in a cuvette, environmental parameters were also
varied locally. Even these small changes in xylem flow due to local changes could readily be
observed with the new technique. The change of flow velocity along the central vein of a
Ricinus communis leaf has also been measured. A good agreement between xylem diameter
and flow velocity has been found. Measurements were also conducted on a Zea mays leaf.
Here, the effect of cutting part of the leaf was measured. It could clearly be seen that flow
velocities in areas next to the cut rose. This could be caused by the fact that part of the leaf
behind the cut has to be supplied with water, leading to an increase in flow rate next to the
cut.

The developed techniques have been very successful in estimating parameters of transport
processes for a number of different applications, opening up new perspectives in the relevant
fields of research.

10.2 Outlook

Despite the significant advances achieved in the fields of scientific image sequence processing
and fluid flow measurement, open questions remain and will be addressed in future research.

The development of motion models is driven by applications. Hence, applying the frame-
work presented in this thesis to new fields will undoubtedly spawn new ideas in research and
development. However, closely related to the motion models is the question of model selection
which best describes the data. This question has to be answered in a statistical approach.
First steps in this direction have been taken by Andres et al. [2006]. Often, a certain model is
set by physical phenomena. In the sense of model selection, the question to answer is if all the
model parameter can actually be estimated from the data available. In the case of very noisy
data for example, a less complex model might be the only sensible choice as no additional
information can be extracted from the data given.

In the field of parameter estimation, a image sequences of at least five frames is necessary to
compute the temporal gradients accurate enough. For some applications where extremely fast
time sampling is necessary, only two frames are available. Algorithmic advances might open
up this type of application to the framework presented in this thesis. Prior knowledge might
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be used in a statistical framework to accurately estimate the parameter of motion models with
the noisy input data. With such an approach it might also be possible to gain advances in
terms of spatial integration of the total least squares estimator. Depending on the complexity
of the model and noise of input data, smoothing filters with mask sizes of 11 × 11 up to
22 × 22 might be necessary. By incorporating prior knowledge, these integration areas could
be significantly reduced rendering a more localized estimate. Of course, special care in using
this prior knowledge has to be taken into account. Approaches using this type of knowledge
rely always on the expected estimates, rather than on the actual data.

In terms of real time parameter estimation, the rapid increase of processing power with
each new generation of graphics processing units, the applicability of such hardware to com-
plex algorithms will significantly increase. The implementation of the proposed regularization
framework for parameter fields is almost within reach. Here the same performance improve-
ments as presented for total least squares estimates should be feasible. First steps in this
direction have already been taken. This will eventually lead to the implementation of much
more complex algorithms on such hardware such as the the approach based on the phase field
presented in this thesis.

Improvements for characterizing estimates are feasible. Most of the measures presented in
this thesis take only the displacement vector field into consideration. An extension of these
approaches to the more complex motion models is expected. To this end, it is important to
extend the aperture problem as well as the occlusion problem to higher dimensions. This
means that abrupt changes in image intensities can be thought of as a brightness occlusion or
disocclusion. Such phenomena have to be detected automatically. The same holds true for the
aperture problem, where a number of parameters could in principle be estimated accurately,
but others not. These questions are related somewhat to the previously proposed research in
model selection.

The phase field approach presented in this thesis could readily be extended to inpaint
corrupted areas in the data. Such areas might be due to reflections or other processes that
cannot be evaded successfully. These corrupted areas will be detected with the approaches of
characterizing parameter estimates. Depending on the measure chosen, this detection process
could also be formulated in the same energy functional. Information from inpainting could be
chosen along trajectories from other frames of the image sequence, from prior knowledge, or
in part from extracting some information from the corrupted areas.

In terms of applications, a number of future research activities are conceivable. For air-sea
interaction, it is interesting to find out why the surface renewal and the eddy renewal model
exhibit practically the same results. Here more data from a wider spread of conditions will be
analyzed. Also the statistics of the eddy renewal model will be analyzed further. Questions
about how eddy size distributions change with respect to environmental forcing might provide
deeper insights into the mechanisms of transport at the air-sea interface. The estimates
of ∆T will also be compared to measurements of temperature profiles through the thermal
boundary layer. First measurements with advanced sensors have been conducted and provide
valuable insights into the relation of thermographic measurements to standard techniques.
The techniques of measuring friction velocities will be applied to the wavy interface. In this
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fashion, the partitioning of the momentum flux to viscous shear drag and form drag due to the
waves can be analyzed. These measurements should be conducted both in laboratory settings
as well as in the field. Although previous measurements of the viscous shear stress have been
measured with PIV in the laboratory, no such measurements have been carried out in the
field yet. Also, measurements of heat and momentum transport from infrared thermnography
could be conducted in conjunction with mass transfer measurements. Through these combined
measurements, a physically based parameterization of transfer across the air-sea interface may
finally be achievable. Such a parameterization will lead to less scatter in the data an a higher
accuracy in estimates. Due to the use of such parameterizations in global climate modeling,
a better parameterization will directly lead to better predictions of our future climate.

In microfluidics, the novel techniques will be applied to measure phenomena and parameter
in micro mixers. Here, basic parameters such as the retention time of fluids inside the mixer are
not well known or controlled by the boundary conditions. Dead water volumes eluded precise
measurement. The improvements to MTV will make such measurements possible and may
lead to significant advances in the understanding of transport processes in micromixers and an
accurate controlling thereof. The MTVmeasurements can be also be combined with techniques
of measuring concentration fields in such devices. For example, from Raman scattering the
spreading of concentration fields can be measured and related to the flow velocity estimated
from MTV. Per se the velocities of both the fluid velocity and that of concentrations need not
to be identical. This would be the case for reactive flows. These measurements would thus
provide extremely valuable insights into process control of microfluidic mixers. Here the flow
geometry could be set in a way that different chemical species mix in optimal volume ratios.

The concept of MTV could also be applied to measurements at the air-sea interface. This
technique would provide an additional tool for measuring velocity profiles at the air-water
interface. For the applicability of this technique, a significant decline in prices of cages dyes
would be required.

In plant physiology, hardly any data is available for the xylem flows and distribution thereof
in plant leaves. A significant contribution is foreseeable by performing extensive measurements
of mapping the xylem flow velocity throughout the leaf. Here measurements would have to
be conducted spatially and temporally highly resolved. This would require measurements at
different spatial scales with a refined heat pattern applied to the leaf. This might also require
advances in parameter estimation, since the area of integration needs to be adapted to the
structure of the vascular bundles. This mapping could be conducted on a wide range of species
under different environmental conditions. Daily cycles of these measurements could also be
performed, possibly on free plants in the field. This would shed new light on a number of
extremely interesting questions for plant physiology. Here questions concerning the variability
and control mechanisms are of great interest. How does the xylem flow react to a very localized
stomatal patchiness and how do velocities vary across branchings of the xylem? Insights into
these processes could also be valuable for engineering applications. Hardly any complex man-
made system of fluid supply (water or gas) can rival the xylem system in plant leaves, both
in terms of efficiency and reliability.

All these ideas give just a small impression of the possibility for future research by using
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the techniques presented in this thesis. Advances in one field will certainly lead to advances in
others, as has also happened for the techniques presented here. Only through interdisciplinary
research will it be possible to tackle these problems and to achieve major advances in the
relevant fields.
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