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Abstract

In in-vivo neurophysiology, firing rates from single neurons are traditionally presented in the form of

spike counts or peri-stimulus time histograms which are accumulated and averaged across many presum-

ably identical trials. These histograms may on the one hand provide either only noisy representations

of the true underlying spiking activity, or on the other hand do not enable single trial resolution. Ker-

nel density estimates (KDE), a weighted moving average with Gaussian kernels centered around spike

times, act as a low-pass filters averaging out rapid changes in the firing frequency. Optimized KDEs

with the width of the Gaussians (bandwidth) determined through cross-validation or bootstrapping re-

flect more accurately the underlying spiking activity and also allow for single trial resolution.

We found that optimized bandwidth estimates obtained through unbiased cross-validation (UCV) are an

information rich measure, which is applicable to more problems than firing rate estimation, by analyzing

both simulations and multiple single-unit recordings from the prefrontal cortex (PFC) of behaving rats.

Optimized bandwidth estimates provide a characteristic value for the temporal spiking structure of sin-

gle units and can be modeled as a function of the temporal precision within spiking patterns accounting

for the signal-to-noise ratio in simulated data. The distribution of optimized bandwidth estimates of

PFC units and their joint distribution with further spike train metrics allows to segregate groups of cells

with distinct spiking properties. Additionally, optimized KDEs obtained with UCV-based bandwidths

perform reliable or superior compared to non-optimized KDEs when decoding behavioral events during

the task. Moreover, when applied to analyze mechanisms of encoding and internal processing during

self-paced cognitive tasks, optimized KDEs facilitate across-trial comparisons of firing activity during

trials varying in length, enable to identify neuronal ensembles encoding for task-related events and can

unfold population dynamics displaying the underlying neural process.
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Zusammenfassung

In der In vivo-Neurophysiologie werden Feuerraten von einzelnen Neuronen traditionell mittels der Za-

ehlung von Aktionspotentialen (AP) innerhalb eines Zeitfensters oder mithilfe des Peri-Stimulus Zei-

thistogramms dargestellt, in welchem moeglichst viele identische Versuche akkumuliert und gemit-

telt worden sind. Diese Histogramme koennen einerseits entweder nur verrauschte Repraesentatio-

nen der tatsaechlich zugrunde liegenden neuronalen Aktivitaeten liefern oder ermoeglichen es ander-

erseits nicht, single-trial Aufloesung zu erhalten. Kerndichteschaetzer (KDS), ein gewichteter gleitender

Mittelwert, bei welchen Gauss’sche Dichtefunktionen um Spike-Zeiten zentriert werden, fungieren als

low-pass Filter, welche hochfrequente Fluktuationen in der Feuerrate herausmitteln. Optimierte KDS,

bei welchen die Weite oder Varianz der Gauss’schen Dichtefunktion (die Bandweite) durch Kreuzva-

lidierungsverfahren oder Bootstrapping bestimmt wird, reflektieren akkurater die zugrunde liegenden

AP-Aktivitaeten und ermoeglichen eine single-trial Aufloesung. Wir haben herausgefunden, dass op-

timierte Bandweitenschaetzer, welche mittels ”unbiased cross-validation” (UCV) ermittelt wurden, ein

informationsreiches Mass darstellen, welches anwendbar auf viele weitere Probleme als nur die Bes-

timmung der Feuerrate ist, sowohl in simulierten Daten als auch in Tetroden-basierten elektrophysiol-

ogischen Ableitungen des Praefrontalen Cortex (PFC) von Ratten waehrend Verhaltensexperimenten.

Ermittelte optimierte Bandweiten liefern einen charakteristischen Wert fuer die zeitliche Aktivitaet von

einzelnen Neuronen und koennen in simulierten Daten als Funktion in Abhaengigkeit von der zeitlichen

Praezision und des Signal-Rausch-Verhaeltnisses innerhalb der Spike-Muster modelliert werden. Die

Verteilung der optimierten Bandweiten-Werte fuer PFC-Zellen sowie ihre gemeinsame Verteilung mit

weiteren Massen fuer Regularitaet von AP erlauben es, Klassen von Zellen mit bestimmten Feuerver-

halten zu unterscheiden. Ausserdem verhalten sich optimierte KDS, welche mittels UCV-basierten

Bandweiten geschaetzt wurden, zuverlaessiger und liefern bessere Ergebnisse im Vergleich zu nicht

optimierten KDS, wenn diese eingesetzt werden, um Verhalten des Tieres waehrend eines Experiments

zu dekodieren. Darueber hinaus erlauben es optimierte KDS wenn sie zur Analyse von Mechanis-

men der Neuronalen Kodierung waehrend Durchfuehrung von komplexen kognitiven Aufgaben einge-

setzt werden Einzel-Trial Vergleiche von zeitlich variablen Versuchsdurchgaengen. Sie ermoeglichen

die Identifizierung von neuronalen Ensembles, die aufgabenbezogene Ereignisse kodieren und koennen

Populationsdynamiken, welche einen zugrunde liegenden neuronalen Prozess abbilden, aufdecken.
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1 Introduction

How does the brain encode, transmit, store or retrieve information? Recently developed large-scale

techniques measuring neuronal activity in the brain on a microscopic scale, such as multiple single unit

tetrode recordings make it possible to acquire data from a vast number of simultaneously recorded cells

at a high temporal resolution. This allows for more detailed insight into the spatio-temporal structure

and functional organization of neuronal activity.

A vertebrate brain contains billions of electrically excitable cells called neurons which possess elabo-

rate branching structure, connected via synapses, through which each cell receives thousands of inputs

from other neurons. Physiological features of neurons such as cell membrane-spanning ion channels,

control the net flow of sodium, potassium, calcium, and chloride ions in response to internal and exter-

nal signals. Under resting conditions, a neuron has a net negative charge of about −70 mV termed a

negative membrane potential, which is defined as the difference in electrical charge between the interior

and the surrounding extracellular medium. At this point, the cell is said to be polarized due to different

ion concentrations on either side of the cell membrane. Ion channel gating and the capability to vary

the membrane potential plays a key role in the ability of a neuron to generate and propagate electrical

signals (neuronal signaling).
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Figure 1.1: Spiking activity extracted from extracel-

lular recordings. Voltage trace containing four spike

events at times t1, . . . ,t4 indicated by stars. After the volt-

age signal from an electrode is amplified and band-pass

filtered, firing of neurons in the vicinity appears as ac-

tion potentials on top of background activity. Spikes are

then detected using an amplitude threshold and assigned

to single units according to spike sorting algorithms.

A change in the voltage gradient across the

membrane which leads to a sufficient depolar-

ization and exceeds a certain threshold level,

causes the generation of a short electrical pulse

of few milliseconds, termed action potential or

spike, which in the case of a temporal se-

quence of action potentials or multiple spikes

is also referred to as a spike train (fig. 1.1).

The action potential sequence can be then char-

acterized by a list of successive spike ar-

rival times. For n spikes, we denote these

times by {ti} = {t1, . . . , tn} with t1 < . . . <

tn.

Transmission of these spike trains is believed to

allow neurons to communicate with each other

and to assemble building blocks which encode in-

formation in their activity.
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1.1 The coding problem

Deciphering how the brain processes information and the impact on subsequent behavior is one of the

most intriguing and debated questions in neuroscience. Progress in this field requires a better understand-

ing of the diverse neural coding strategies used by different brain areas and, in the specific mechanisms

by which neurons represent or code for different entities. One ongoing debate in the field is identifying

what characteristics of neuronal spike trains serve as the coding signals that carry information (Rieke

et al., 1997; Shadlen and Newsome, 1995, 1998; Softky, 1995; Tovee et al., 1993; Fujii et al., 1996;

DeCharms and Zador, 2000). While decoding represents the process of reconstructing or extracting in-

formation about a stimulus from a given neural response, for instance by predicting the most probable

stimulus that could have elicited an observed spike train, encoding can be regarded as the generation of

specific activity patterns that serve as representation for these stimuli or behavioral events.

1.1.1 Encoding schemes of the brain
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Figure 1.2: Schematic representation of temporal and

rate codes. The x-axis represents the time axis, short

black vertical lines denote spikes times and rows corre-

spond to different trials. a.: Temporal code. Stimuli are

encoded by the relative timing of spikes. From the re-

sponse in a given window of length T to three distinct

stimuli s1, s2, s3 indicated by colored bars, one can ex-

tract the spike pattern (here a binary four-digit number).

Time windows of same rate can contain distinct spike

patterns which are determined by the choice of the tem-

poral precision or the size of the binning parameter △t.

b.: Rate code. Distinct stimuli are encoded by the num-

ber of spikes within the encoding window.

Several candidate codes have been proposed in

order to explain how neurons represent infor-

mation. In the following we will briefly re-

view main ideas and concepts underlying dif-

ferent more fundamental coding strategies, for

a more detailed overview see e.g. DeCharms

and Zador (2000); Rieke et al. (1997); Feng

(2003).

Perhaps the most widely debated question in

neural coding is whether information is con-

veyed in the precise spike timing of ac-

tion potentials, temporal code (fig. 1.2 a), or

rather in their frequency, rate code (fig. 1.2

b). As the timing of successive action po-

tentials is highly irregular (Softky and Koch,

1993), the interpretation of this irregularity

has led to two divergent views of cortical or-

ganization which involve two distinct, com-

monly considered as mutually exclusive en-

coding schemes that support the propaga-

tion of either asynchronous (rate code) or

synchronous (temporal code) spiking activ-

ity.

The rate coding hypothesis, initially proposed by

Adrian and Zotterman (1926), claims that if irreg-

ularity arises from stochastic fluctuations the irregular interspike interval (ISI) reflects a random process.
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This implies that it would take the pooled responses of many individual neurons to elicit an instantaneous

spike rate and requires that the spiking activities of neurons in a population are mostly uncorrelated

(Mazurek and Shadlen, 2002). Accordingly, temporal pattern of spikes would convey little information.

By contrast, in the the temporal coding hypothesis the irregular ISIs may result from precise coinci-

dences of presynaptic events. Consequently, synchrony must represent a necessary feature of spiking

activity and information is conveyed by the exact timing of spikes, their intervals and patterns.

From a statistical point of view, the distinction between the temporal and the rate code is more a question

of the timescale and can be circumvent by selecting an appropriate temporal precision when estimating

the spike rate (Rieke et al., 1997; DeCharms and Zador, 2000). Given that the firing rate is defined as the

number of spikes over some time interval △t (e.g. Tovee et al., 1993), the firing rate can be estimated re-

liably from a single spike train employing time bins sufficiently longer than the time between the spikes

so that enough spikes occur in each bin (fig. 1.2 b). However, when using very small bins with a high

temporal precision, each bin will contain only one or zero spikes (fig. 1.2 a), e.g. when the firing rate

changes faster than average ISI and the time bins required to capture these changes must be very small,

one is effectively measuring the position of individual spikes, being more a measure of spike timing than

spike rate. For that reason, the distinction between rate and temporal encoding when analyzing individ-

ual spike trains is principled but in that sense rather arbitrary and is based upon the selected temporal

precision or time interval chosen for counting the spikes. Not surprisingly, some studies argue that both

encoding mechanisms might represent two extreme modes of a continuum and both can be integrated

into a single extended encoding concept (Kumar et al., 2010; Ainsworth et al., 2012).

So far we discussed coding properties of single cells, but apart from different spiking patterns or the

rate of action potentials (Georgopoulos et al., 1986; Shadlen and Newsome, 1998) much of the atten-

tion has focused on whether information carried by single neurons, or by neuronal populations. While

the sparse or selective coding strategy postulates that an individual neuron, sometimes also referred to

as ”grandmother cell”, may encode for only one item (e.g. Barlow, 1972; Quiroga et al., 2005), in a

fully distributed, ensemble or population coding scheme, each stimulus is coded by a pattern of activity

across a larger number of cells. Sparse distributed coding falls between these two schemes, where the

simultaneous activation of a small proportion of neurons encodes one item, and each neuron contributes

to the representation of only a few stimuli. As neurons in the cortex are densely interconnected, locally

and distally, despite evidence for a clear role of individual neurons, involvement of multiple cells during

sensory processing or motor activity clearly implicates that population coding must play an important

role too (Sakurai, 1996). The question arises of how many neurons are needed or, what size of a func-

tional group of neurons is required to generate a valid representation. For example, the encoding of

information can emerge from a more complex temporal organization in networks of spiking cells, such

as functional groups of neurons which act as temporally transient cell assemblies (Hebb, 1949; Gerstein

et al., 1989; Nicolelis et al., 1995; Harris, 2005; Riehle et al., 1997). Moreover, it is of importance

whether interactions between the spiking of different neurons provide additional significant information

about a stimulus that cannot be obtained by considering all of their firing patterns individually (correla-

tion coding), or, whether individual neurons fire spikes independently of each other.
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Such correlations might play a role for even more elaborate encoding strategies which suggest that

different electrophysiological signals can be integrated and that spike phase-timing, i.e. the relative

timing of action potentials with respect to an ongoing oscillation, may serve as an encoding mechanism

(Hopfield, 1995; Kayser et al., 2009; Panzeri et al., 2010).

1.1.2 Decoding and stimulus reconstruction - methods and algorithms for retrieving infor-

mation conveyed by spiking activity

Information conveyed by spiking activity can be retrieved either using the classical approach based upon

the tuning curve or by decoding or predicting the stimulus or behavior that elicits a particular neuronal

response. Thereby, the response can represent any kind of neuronal activity, either a single neuron or a

population response, a (trial-averaged) spike count, a spike sequence or an instantaneous firing rate.

In the tuning curve approach, which has been widely applied for analyses of various sensory areas, the

neural response is characterized as function of one particular stimulus attribute. Well-known studies em-

ploying this method have revealed evidence for the tuning of primary visual cortex neurons to the spatial

location, orientation, direction of motion of visual stimuli (Hubel and Wiesel, 1962), sound frequency

and intensity in the primary auditory cortex (Schreiner et al., 2000), and to planned direction of reaching

movements in the primary motor cortex (Georgopoulos et al., 1986). Rather than analyzing what neural

activity a particular stimulus leads to, more recent reconstruction or classification methods attempt to

predict what stimulus produces a particular neuronal response (Bialek et al., 1991; Rieke et al., 1997).

This paradigm, is analogous to the task a downstream neuron might perform when reading out its input

spike trains. A great variety of machine learning and pattern recognition techniques has been employed

for reconstructing stimuli from neuronal signals. A thorough discussion of decoding algorithms can be

found in e.g. Oram et al. (1998); Dayan and Abbott (2005); Pouget et al. (2000).

A descriptive example can be provided by Bayesian classification (see fig. 1.3): if P(si ) denotes the

prior probability of observing a stimulus si belonging to the set of stimuli S = {s1, s2, ..., sN } and P(r |si )
is the conditional probability to obtain the neuronal response r when stimulus si was presented, then, by

employing Bayes’ theorem, we obtain:

P(si |r) =
P(r |si )P(si )

P(r)
(1.1)

with

P(r) =
∑N

j=1P(r |sj )P(sj ) (1.2)

Equation 1.1 gives the posterior probability for a stimulus si being present given the observed single-trial

response r. We can then predict the most probable stimulus ŝ that could have elicited the response r by

assigning it to its most likely stimulus class label ŝ = arg max
si

P(si |r), after having obtained posterior

probabilities for all stimuli si ∈ S (fig. 1.3).

Besides Bayesian decoding further examples of classifiers include nearest-neighbor algorithms which

assign a given neural response to the class of its nearest neighbor. Fisher linear discriminant classifiers

and support vector machines project the original data to a space that optimally separates the samples
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Figure 1.3: Illustration of Bayesian classification and the neuronal coding problem. While encoding can be

regarded as the generation of specific activity patterns that serve as representation for these stimuli or behavioral

events, decoding represents the process of reconstructing/extracting information about a stimulus from a given

neural response, for instance through Bayesian decoding by predicting the most probable stimulus that could have

elicited an observed spike train. First, spike trains from multiple trials of a simulated single neuron are converted

to spike rates that represent the neuronal response. Then, the response distributions P(r |s) corresponding to two

different stimuli, s1, s2, here: a wheel-turn and a lever-press, are estimated. When the neuron fires a single-trial

response r just about the average spike rate to s2, stimulus s2 will be decoded.

of each stimulus class (Balaguer-Ballester et al., 2011). Additionally, decoding can be performed by

training an artificial neural network (Nicolelis et al., 1998; Wessberg et al., 2000).

So far we discussed principles of decoding. However, before neural activity can be decoded, first the

sequence of successive spike arrival times t1 < . . . < tN needs to be transformed to a more feasible

representation of spiking activity, e.g. by converting a spike train to a spike count rate as in the Bayesian

decoding example (fig. 1.3).
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1.2 Representations of neuronal spiking activity

The complex temporal structure and dynamics of univariate single neuron and multivariate spiking ac-

tivity pose the need for advanced methods when analyzing precise temporal spiking of single cells, cor-

relations across multiple neurons or population dynamics (Brown et al., 2004; Churchland et al., 2007;

Kass et al., 2005). Thus, prior to being able to access the information which is conveyed by spiking

activity e.g. by decoding, spike train data (successive spike arrival times) needs to be transformed first

to generate a denoised, more interpretable representation of neuronal spiking activity. Discrete spike

trains can be transformed in various ways to representations of the underlying neuronal activity. These

Representations can comprise either a single neuron or a population response, a binary spike sequence,

a (trial-averaged) spike count or an instantaneous firing rate.
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Figure 1.4: Comparison of firing activity obtained with PSTH and by Gaussian kernel smoothing for con-

stant spiking activity and temporally precise spiking patterns when averaged over N=50 simulated trials and single

trial estimates, dashed line indicates the true underlying rate. While PSTH only converges to the true rate when

averaged over a sufficiently high number of trials for both precise pattern and constant activity (top panel), instan-

taneous firing rates obtained by kernel smoothing can approximate the underlying spiking activity on a single trial

basis (lower panel).

1.2.1 Model-free and model-based approaches in firing rate estimation

The irregular spiking activity of a neuron is considered mathematically as a stochastic point-process or

probability function (Johnson, 1996; Tuckwell, 1988; Perkel et al., 1967; Cox and Isham, 1980) and can

be generally described by the observed number of spikes per time interval, the spike count or spike rate.

Due to the probabilistic nature of spike trains, the same underlying input rate will not produce an iden-

tical spiking pattern. Therefore, in the most commonly employed approach, spike counts are averaged

across many presumably equal trials in form of a peri-stimulus time histogram (PSTH; Gerstein and

Kiang, 1960), which in case of a sufficiently large number of trials will approximate the true underlying

rate. Figure 1.4, top panel shows PSTHs (gray bars) for simulated constant spiking activity of 5 Hz and

precise spike patterns (short pulses of milliseconds of elevated firing of 10 Hz on top of lower back-
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ground spiking rates of 3 Hz). When averaging over 50 trials (fig. 1.4, top right) the noise level is clearly

reduced and estimated rates approximate true underlying rates (dashed lines) compared to non-averaged,

single-trial PSTHs (fig. 1.4, top left). Although noise may be reduced by averaging across multiple ex-

perimental trials to produce a smooth firing rate estimate, averaging is sometimes not desirable and can

even be misleading. For instance, if neural responses reflect internal processing over external stimulus

drive, time courses of the neural responses differ or, trials are self-paced (in the case of freely moving

animal), single-trial analysis should be preferred. This is particularly important in behavioral tasks in-

volving motor planning, decision making, rule learning and perception (Nawrot et al., 1999; Horwitz

and Newsome, 2001; Czanner et al., 2008; Mante et al., 2013; Churchland et al., 2010).

.... .... ....

Figure 1.5: Setting the kernel bandwidth determines temporal precision and smoothness of the firing rate

estimate (gray lines). For KDE we employed a normal (Gaussian) N (µ,σ2) probability density function as kernel.

µ is centered at spike times (denoted by black vertical lines) and the standard deviation σ controls the width of

the kernel. When the bandwidth is small (left) compared to average ISI length one is effectively measuring the

position of individual spikes, making it more a measure of spike timing while the estimated rate is more noisy.

By setting reasonable bandwidth (middle) one may capture trends and precise spike patterns, whereas a too large

bandwidth (right) leads to oversmoothing and gives an estimate of the average spike rate.

The instantaneous firing rate obtained by kernel smoothing can resolve this problem by giving denoised

single-trial estimates without averaging and at the same time capture precise spike timing if the tempo-

ral resolution is sufficiently high. Figure 1.4, bottom panel, shows trial-averaged and single-trial firing

rates obtained with KDE. In this setting, single-trial KDEs already approximate the true underlying rate,

in contrast to the PSTH. Kernel smoothing, originally known as the Parzen window method (Parzen,

1962) or, also referred to as kernel density estimation (KDE; Shimazaki and Shinomoto, 2010; Nawrot

et al., 1999; Bowman and Azzalini, 1997; Silverman, 1986; Wand and Jones, 1994) is closely related

to the PSTH but provides a smooth and continuous firing rate estimate by after setting time interval

for counting the number of spikes, replacing each spike by a kernel, i.e. probability density function.

Each point (firing rate value) in time is then set to a weighted average of that point’s neighborhood. The

convolution of the spike train with a kernel acts as low-pass filter averaging out rapid changes in the

firing frequency. Similarly to the bin width of the PSTH, varying the kernel bandwidth, i.e. the width

of probability density function, will change the temporal precision of resulting firing rate estimates, as

shown in figure 1.5. Alternatively, recently employed techniques for obtaining denoised, smoothed es-

timates of single-neuron instantaneous firing rates on a trial-by-trial basis which are more tailored to

neural data include Bayesian binning (BB; Endres et al., 2008), Bayesian adaptive regression splines

(BARS; Dimatteo et al., 2001; Olson et al., 2000; Kaufman et al., 2005; Kass et al., 2005), Gaussian

process firing rates (GPFR; Cunningham et al., 2008) or generalized linear models (GLMs; Truccolo

et al., 2005; Barbieri, 2001; Czanner et al., 2008).
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1.2.2 Model complexity, parameter estimation and optimization in probabilistic and non-

probabilistic approaches

Many sophisticated methods are probabilistic (BB, BARS, GPFR, GLM), i.e. they require assumptions

of the true firing rate distribution (based on a parametric form, such as a homogeneous Poisson dis-

tribution, Daley and Vere-Jones, 2003) to estimate the most likely firing rate function via maximum

likelihood or Bayesian inference. These methods perform poorly if the parametric form deviates from

the empirical firing rate. Additionally, in case of many parameters to be estimated they suffer from

technical complexity which leads to increasing computational run-time (Cunningham et al., 2009; Kass

et al., 2005). Particularly for exploratory data analysis, where the underlying spiking structure is not

well known and first has to be investigated informally (Tukey, 1977), KDEs provide a good trade-off

between rather inaccurate multiple-trial firing rate estimators (PSTH) and more complex probabilistic

models, which are more efficient, but require greater computational cost and perform poorly when the

assumptions of the parametric model are not met.

The most obvious advantages of kernel density methods are that they are simple to implement and non-

parametric (i.e requiring no assumptions about the underlying firing rate distribution).

Equivalently to choosing the time interval for counting the number of spikes PSTH, the temporal preci-

sion of the KDE is set by a single parameter (the kernel width) which also determines the smoothness

of the instantaneous firing rate (fig. 1.5). The optimal bandwidth can be inferred in multiple ways: in-

formally, e.g. by visual inspection, by rule of thumb (as a multiple of the average ISI) or, according to

some formal optimization measures (Bowman, 1984; Rudemo, 1982; Shimazaki and Shinomoto, 2010).

These usually quantify the discrepancy between the estimate and the underlying rate by some error cri-

terion. The optimized bandwidth will then be the bandwidth value that minimizes the error measured by

the error criterion (fig. 1.6).
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Figure 1.6: Error criterion for the bandwith parameter and the optimal bandwidth. Left: True underlying

rate (black dashed line), noisy firing rate estimate with a too narrow bandwidth choice (light gray), oversmoothed

firing rate estimate with a too large bandwidth (dark gray). Right: mean integrated squared error (MISE) quantifies

deviation from the underlying rate (on the left) as a function of the bandwidth, MISE values for the two non-

optimal firing rate estimates shown in the left plot are indicated as marks on the x-axis.

Throughout the thesis we will make use of optimized KDEs with bandwidths estimated through unbi-

ased cross-validation (UCV) for obtaining instantaneous firing rates which serve as a representation of

the underlying neuronal spiking activity. Both approaches will be discussed in detail in sections 2.3 and

2.2.
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1.3 Motivation & goal of the thesis

The Link between neuronal representations and decoding

Decoding and finding a representation of spiking activity are tightly interlinked processes. The estimated

firing rate will impact subsequent classification and inference about encoding mechanisms. Conversely,

encoding mechanisms influence the temporal structure of single neuron and population spiking activity

that will be reflected in the value of optimized single neuron bandwidth estimates.

The main goal of the thesis is to outline this relationship by focusing on three major properties of op-

timized bandwidth estimates: First, their role as characteristic value which implicates information on

temporal spiking structure and single neuron coding properties as well as their contribution to segregate

groups of cells with distinct spiking structure; Second, their contribution to improved decoding perfor-

mance by optimal noise reduction in instantaneous firing rate estimates; And third, the conclusions we

can draw about neuronal coding mechanisms when applying optimized bandwidths and KDEs to ana-

lyze single-trial representations, to identify ensembles of cells encoding for task-events and to unfold

neuronal population dynamics.

Although bandwidth optimization is not a novel approach, its application in this context is unique: De-

spite an abundance of general-purpose statistical bandwidth optimization routines (Scott and Terrell,

1987; Silverman, 1986; Simonoff, 1996; Sain, 2002; Sain and Scott, 2002; Hazelton, 2003; Antoniadis

et al., 2009; Bouezmarni and Rombouts, 2010; Tran, 2010; Zougab et al., 2014), surprisingly few of

these approaches have been applied to neural data. Instead, increasing attention is directed towards

model-based techniques which are specifically tailored to analyze spike trains. However, these are de-

rived from strict assumptions about the underlying properties of data, e.g. homogeneous Poisson spiking,

as the method proposed by Shimazaki and Shinomoto (2010), which often do not hold. Therefore, there

is a need to exploit these pre-existing model-free bandwidth optimization routines for spike train analy-

sis. Furthermore, bandwidth optimizer have been employed to spike train data primarily for facilitating

estimation of firing rates and subsequent decoding, in a two-stage approach. Most these studies focus on

the general performance compared to other methods for ifr estimation (Cunningham et al., 2009; Kass

et al., 2005). However, to date validity and unbiasedness of the bandwidth optimization routine outcome

in decoding have not been analyzed systematically. Additionally, exploration of many highly interesting

features, such as temporal structure of spike trains, which can be highlighted by optimized bandwidth

estimates, have been neglected.

This work aims to address this gap in the research by analyzing data from multiple simultaneously

recorded prefrontal cortex neurons of freely behaving rodents during the performance of complex stim-

ulus operant-based self-paced tasks.
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Figure 1.7: Synthesis and link between the coding problem and finding a valid representation of neuronal

spiking activity: illustration of the two-stage approach for the simulated spiking activity of two hypothetical

neurons in response to two stimuli: wheel-turn (wt) and nose-poke (np). In a first step optimized bandwidth es-

timates are obtained from both units respectively. These are pugged-in as parameters for subsequent KDE. The

estimated multivariate firing rates (ifr neuron one vs. ifr neuron two) are then used to uncover the encoding mech-

anism, here: correlation- and rate-coding. Decoding performance can then be quantified by the misclassification

error, i.e. the relative number of hits or matches.

.
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Thesis organization:

After the general introduction, an overview over the employed methods, and a description of the behav-

ioral task and electrophysiological recordings is given. The first part will cover the basic properties of

optimized bandwidth estimates which are usually employed to infer the instantaneous firing rate by ker-

nel density estimation. We focus on general features of the single unit UCV-based bandwidth outcomes

by examining their distribution and correlation with further spike train statistics in experimental data.

We investigate what information on temporal structure of spike trains bandwidth estimates can reflect

by analyzing simulated data with temporally structured spiking patterns.

In the second part, we combine firing rate estimation methods with classification techniques to decode

animal behavior during the task based on spiking activity from in-vivo recordings and simulated data

sets. As part of this two-stage approach (kernel density estimation in combination with decoding, see

fig. 1.7), we address the advantages, disadvantages of the method and its contribution to the improve-

ment in decoding performance by comparing the outcome of optimized with non-optimized KDEs.

This is especially important given, in optimization procedures bandwidth estimates are inferred for each

recorded neuron individually while non-optimized bandwidths are equal across all cells. Additionally,

we examine validity and unbiasedness of UCV-based bandwidth estimates by systematically scaling

their outcomes to ascertain if a more optimal scaled value for the decoding procedure exists.

Lastly, we will give an outlook which inferences can be made about encoding mechanisms when ap-

plying optimized KDEs to study the ensemble activity of simultaneously recorded neurons from the rat

mPFC during a cognitive higher-order sequence-processing task.

The second and third part have already been published as conference abstracts in the context of several

conference poster presentations:

Kornienko O, Ma L, Hyman JM, Seamans JK, Durstewitz D. (2013). Analysis of population coding in

the rat medial prefrontal cortex. (Poster presentation). Society for Neuroscience 43nd Annual Meeting,

San Diego, CA.

Kornienko et al.: Neuronal coding in the rodent prefrontal cortex. BMC Neuroscience 2013 14(Suppl

1): P117. (Poster presentation). 22nd Annual Computational Neuroscience Meeting, Paris, France.

Kornienko O, Ma L, Hyman JM, Seamans JK, Durstewitz D. (2012). Reconstructing neural population

dynamics during sequence processing in rat prefrontal cortex. (Poster presentation). Society for Neuro-

science 42nd Annual Meeting, New Orleans, LA.
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2 Methods

In the following chapter we will introduce methods statistical concepts for spike train data analysis and

the experimental data which will be used throughout this study. First, we will make reference to more

general spike train statistics measures and regularity metrics. Then, we will outline the representation of

the spike train by its instantaneous firing rate and the procedure how to determine the optimal bandwidth

for instantaneous firing rate estimation. And, finally the last sections of this chapter are dedicated to

neuronal decoding with the aid of linear discrimination analysis based on instantaneous firing rates, the

validation of the decoding results and the in-vivo data sets we applied our methods to.

All procedures and analyses described throughout the thesis are implemented and run using custom

written code (MathWorks, Inc., Natick, Massachusetts).

2.1 Spike train regularity measures

A standard metric for measuring the variability or irregularity of a spike train is the coefficient of varia-

tion Cv , which defined as

Cv =
σISI

µISI

(2.1)

where µISI and σISI denote the mean and the standard deviation of the ISI distribution. A Cv value close

to zero implies that ISIs are almost constant and that the spike train is highly regular, while values close

to unity are expected for a Poisson process (Softky and Koch, 1993; Holt et al., 1996; Ponce-Alvarez

et al., 2010). It is worth noting that the Cv will not give an accurate estimate of the ISI variability if

µISI and σISI are not stationary and the firing rate changes over time (Softky and Koch, 1993; Holt et al.,

1996). Thus, the Cv represents rather a global measure of regularity of spikes emitted by a neuron that is

sensitive to fluctuations in the neurons firing rate. Accordingly, a very high Cv value might reflect high

firing rate fluctuations (Wohrer et al., 2013).

To decrease the effect of such fluctuation and allow for local non-stationarities metrics which measure

the local regularity have been developed. Proposed by (Shinomoto et al., 2003, 2002) the local variation

Lv compares only adjacent inter-spike intervals

Lv =
3

N − 1
∑ (ISIn − ISIn+1)

2

(ISIn + ISIn+1)2
(2.2)

where ISIn = tn − tn−1 and n=2,...,N . N is the number of emitted spikes. The Lv is equal to zero for

distributions reflecting constant ISIs and expected to be near one for Poisson processes.
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Figure 2.1: JISI scatter plots of spiking activity of

two recorded units from the rat mPFC, taken from

sequence-switch task (described in sec. 5.4 and 2.6)

A further method to characterize the serial depen-

dence of adjacent ISIs is by graphical examination

of joint ISI (JISI) scatter plots. JISI plots are a

widely used technique in detecting nonlinear dy-

namics, which are also referred to as Poincare, re-

turn or recurrence maps (Abarbanel et al., 1996; Se-

gundo et al., 1998; Fitzurka and Tam, 1999; Szucs

et al., 2003). In such plots each point corresponds

to a value pair of consecutive ISIs (ISIn,ISIn+1)

among three adjacent spikes. Points falling into

the right-lower part indicate spike triplets with a

short ISI following a longer one and points in

the left-upper half correspond to triplets with a

longer ISI following a shorter one (fig. 2.1, top

panel).

This plots can highlight points concentrating in

increased local density which indicate precisely

replicating spike triplet patterns (Szucs et al.,

2003).

2.2 Kernel densitity esimation

The classical exploratory approach, representation of the data in histogram or PSTH form, which con-

veys visual information of frequency and the relative frequencies of observations, which is the essence of

any density function, comes with several drawbacks. As displayed in bin counts which are constructed

on the set of equal-sized non-overlapping intervals, the PSTH suffers from discontinuities (see fig. 1.4,

top panel), i.e. sharp steps between the bins and variability when the placement of bins is differed. To

overcome both shortcomings one can apply a moving average, which calculates the local average value

in a window centered around each data point ti and which can be viewed mathematically as convolving

the original data with a uniform rectangular window

ν̂h(t) =
#{ti ∈ (t − h, t + h]}

2nh
(2.3)

Equation 2.3 gives the basic kernel density estimator which was introduced as the Parzen-Rosenblatt

window method (Rosenblatt, 1956; Parzen, 1962) and can be rewritten as

ν̂h(t) =
1

nh

n
∑

i=1

K
(

t − ti
h

)

(2.4)

where h is the bandwidth and K(u) is the kernel, which is the uniform probability density function

K(u) = 1
2 , if −1 < u ≤ 1 and zero otherwise, n is the total number of spikes and t1 < . . . < tn are succes-

sive single unit spike arrival times.

13



Principally, the kernel function K(u) can be any probability density which has to satisfy the conditions

K (u) ≥ 0,
∫

K (u) du = 1,
∫

uK (u) du = 0,
∫

u2K (u) du ≤∞.

Instead of using a rectangular window each point can be replaced by a locally weighted moving average

which assigns different weights to adjacent points in the sample window by multiplying these with

different factors (e.g. Gaussian function in fig. 2.2). The weighted moving average provides a smooth,

continuous density estimate averaging out undesired high-frequency components which has the same

effect as low-pass filtering the signal.

In order to obtain firing rates from spiking activity we employed Gaussian pdfs also known as Gaussian

smoothing so that, after substituting the Gaussian kernel function in equation 2.4, the instantaneous

firing rate estimate can then be written as follows,

ν̂h(t) =
1

n
√
2πh

n
∑

i=1

exp

(

−(t − ti )2
2h2

)

(2.5)

Kernel density estimates of spiking activity ν̂h(t) were obtained at a temporal resolution of 100 ms as a

function of time bin t for all recorded neurons.

spike train Gaussian kernel constructed KDE

....

⊗
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1
√
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−u2

2h2
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νh(t) =
1

n
√

2πh

n
∑

i=1
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(

−(t − ti )
2

2h2

)

Figure 2.2: Illustration of Gaussian smoothing Convolution with Gaussian kernels: the KDE (dark green) as

average over probability densities (light green) centered at the spike times ti (black vertical lines).

2.3 Selecting the optimal smoothness of kernel density estimates by unbi-

ased cross-validation

Kernel density estimation is left with one free parameter: the width of the Gaussian kernel h. The choice

of h is the major problem in KDE and selecting an appropriate bandwidth is crucial since it highlights

different aspects in the structure of the data, effects the smoothness of the instantaneous firing rate and

thus determines the goodness-of-fit of the density estimate to the underlying spiking activity.

The optimal bandwidth can be inferred in multiple ways: informally by rule of thumb, e.g. as a multiple

of the average ISI, or, according to more formal optimization criteria (Bowman, 1984; Rudemo, 1982;

Shimazaki and Shinomoto, 2010). The average ISI, which is equal to the inverse of the mean firing rate

⟨ISI⟩ = 1/⟨ν⟩, can be a reasonable choice if spiking activity is homogeneous, i.e. following a Poisson

process with approximately constant firing rate ν over time. However, often this is not the case so
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that more accurate measures are needed. More formal, mathematical approaches usually quantify the

discrepancy between the estimate ν̂h and the underlying rate ν by some error criterion. A commonly

employed measure to quantify the accuracy of the firing rate estimate is the mean integrated square error

(MISE; Simonoff, 1996; Silverman, 1986). MISE calculates the distance between the estimated rate ν̂h
and the actual rate ν as a function of the kernel width h.

MISE (h) = E [ISE(h)] = E

∫

(ν̂h − ν)2(t)dt (2.6)

The optimal bandwidth will then be identified as the bandwidth value that minimizes the error function

(as illustrated in fig. 1.6). However, since the underlying rate is usually unknown, MISE itself has to be

approximated asymptotically. Several studies suggested bandwidth selection with approximate MISE

by cross-validating the data (Scott and Terrell, 1987; Silverman, 1986; Rudemo, 1982; Bowman, 1984;

Loader, 1999), i.e. calculating MISE for partitions of the data where one part is treated as the actual and

the other as the estimated firing rate.

In the following we will make use of the bandwidth selection method (fully described in Rudemo, 1982;

Bowman, 1984) referred to as least-squares cross-validation or unbiased cross-validation (UCV) which

provides an explicit solution for the error function. The idea is to consider the expansion of the integrated

square error (ISE) in the following way

ISE(h) =

∫

(ν̂h − ν)2(t)dt

=

∫

ν̂2h (t)dt − 2
∫

ν(t)ν̂h(t)dt +

∫

ν2(t)dt
(2.7)

The last term in eq. (2.7) is constant as it does not depend on ν̂h or h, so that only the first two terms

need to be considered. The ideal choice of bandwidth is the one which minimizes

ISE(h)−
∫

ν2(t)dt =

∫

ν̂2h (t)dt − 2
∫

ν(t)ν̂h(t)dt (2.8)

The CV approach suggests removing one observation at a time tj , j=1,...,n, and calculating the usual

kernel estimator based on the remaining n− 1 data points

ν̂h,−j (t) =
1

(n− 1)h
∑

i,j

K
(

t − ti
h

)

, j = 1, ...,n (2.9)

Accordingly, the last integral in eq. (2.8) can be then replaced by
∫

(ν̂hν)(t)dt = E[ν̂h,n−1(t)] where the

expectation is computed using the sample mean of the leave-one-out kernel density estimator in (2.9)

E[ν̂h,n−1(t)] =
1

n

n
∑

j=1

ν̂h,−j (tj )

=
1

n(n− 1)h

n
∑

j=1

∑

j,i

K

(

tj − ti
h

) (2.10)

Using the right hand side of (2.8) and replacing
∫

(ν̂hν)(t)dt by E[ν̂h,n−1(t)] results in the UCV function

UCV (h) =

∫

ν̂2h (t)dt −
2

n

n
∑

j=1

ν̂h,−j (tj ) (2.11)
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After substituting the Gaussian KDE (2.5) in (2.8) we obtain the following expression (Taylor, 1989),

UCV (h ) =
1

2n2h
√
2π
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2
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i,j
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4h2
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(2.12)
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Figure 2.3: UCV estimate as a function of the

bandwidth h for spiking activity of a simulated

unit (as shown in fig. 1.4, second column).

The optimal UCV-based bandwidth hucv is then the

bandwidth for which the value of the UCV function has

its minimum. We minimized UCV (h) with respect to

h numerically by means of the Nelder-Mead algorithm

(a direct unconstrained nonlinear optimization method

provided by the built-in Matlab function ’fminsearch’,

for more details see Lagarias et al., 1998). The mean

interspike interval was used throughout the thesis as an

initial estimate for the fminsearch fitting procedure.

2.4 Decoding behavior from spike train data: the classification procedure

In order to decode animal behavior from multiple single unit spiking activity we employed Fisher’s

linear discriminant analysis (LDA) in combination with cross-validation (e.g. Hastie et al., 2009).

First, Kernel density estimates were obtained from all recorded neurons by convolving spike trains with

Gaussian kernels binned at a temporal resolution of 100 ms (as described in sec. 2.2). Depending on the

goal of classification the smoothing degree, i.e. the width of the Gaussian kernel, was either selected

arbitrarily or determined by the UCV optimization routine (eq. 2.12). Single unit instantaneous firing

rates were then combined to p-dimensional population vectors ν(t) = {ν1(t), . . . ,νp(t)} as a function of

time bin t.

As LDA is a supervised learning algorithm where labeled data is necessary to build the classification rule

we constructed time-dependent vectors y(t) containing class labels corresponding to the different events.

Based on event time stamps which were acquired during a recording session, each sampling point in

time ti centered around the time window of 500 ms preceding and following task-relevant behavior of

the animal was assigned to k = 3 distinct classes ck corresponding to three different actions performed

on task and summarized in a response-class vector y(t) ∈ {1,2,3} as a function of time (fig. 2.4, a).

Similarly we extracted connected blocks corresponding response-class specific population vectors of

spiking activity ν(t|ck) discarding all points lying outside the time window of task-relevant events. Also,

we analyzed systematically the classification outcome applying different time windows. However, since

we did not observe any qualitatively significant change, the time window of 1 s was kept fixed for all

classification routines. All labeled points were divided into segments according to distinct trials.
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Figure 2.4: Simulation illustrating Fisher’s LDA with two classes and two spiking units. a: Obtained firing

rates (green) and extracted consecutive blocks of spiking activity ν(t|ck) centered around ±500ms task-relevant

behavior of the animal, here: nose-poke (np) and a wheel-turn (wt). Arrows on the x-axis indicate event time-

stamps. Similarly, the corresponding response-class vector y(t) ∈ {1,2} is constructed by assigning each point in

time to one of the two classes. b: Firing rates of two units during the two different responses shown in a) are plotted

in a 2-dimensional coordinate system and color-coded according to their class-membership. The underlying firing

rates of the two neurons are correlated for both responses, clearly discernible by the covariance ellipses. LDA

finds the direction in the two dimensional space of greatest separation between the two classes.

Class-specific population vectors of spiking activity ν(t|ck) and the response-class vector y(t) were then

employed to build a LDA classifier and to assess decoding accuracy by means of cross-validation as

discussed in the next section.

Fisher’s discriminant analysis works by maximizing the difference between class means µk and thus

the between-class scatter Sb while minimizing within-class covariances Sw, in other words, by finding

the direction W of the high-dimensional space along which the overlap between class distributions is

minimized (this is illustrated in fig 2.4 b using two neurons) and µk , Sb, Sw are defined as follows

µk =
1

Nk

∑

ti∈ck
ν(ti ), µ =

1

N

K
∑

k=1

µk (2.13)

Sw =

K
∑

k=1

∑

ti∈ck
(ν(ti )−µk)(ν(ti )−µk)⊤, Sb =

K
∑

k=1

Nk(µk −µ)(µk −µ)⊤ (2.14)

The projections y(ti ) of high-dimensional vectors ν(ti ) onto the optimally discriminating direction W

are obtained by

y(ti ) = W⊤ν(ti ) (2.15)

The optimally discriminating direction or the so-called weight values or the projection matrix W are

determined by those eigenvectors of S−1w Sb that correspond to the K largest eigenvalues, by maximizing

the following equation

W ∗ = argmax
|W⊤SbW |
|W⊤SwW |

(2.16)
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This corresponds to maximizing between-class while minimizing within-class scatter as illustrated in

figure 2.4 b for the two dimensional case with two neurons. Similarly, projecting the firing rate vector of

multiple single units ν(ti ) for one point in time ti is equivalent to assigning the same vector to the class

with minimum Mahalanobis distance δk

δk =

√

(ν(ti )−µk)Σ−1(ν(ti )−µk)⊤ (2.17)

where Σ is the pooled covariance matrix so that the predicted class labels ŷ are

ŷ(ν(ti )) = argmin
k

δk(ν(ti )) (2.18)

Performance of LDA is limited by the fact that the model assumes the data has a Gaussian mixture

distribution with varying class means but the same covariance matrix for each class. Since that is often

not the case we also employed a generalized model, quadratic discriminant analysis (QDA), where both

means and covariances of each class vary and decision boundaries are not linear.

2.5 Evaluating decoding accuracy by m-fold cross-validation

To evaluate the prediction power of a model or in our case smoothed multiple single unit spike train

data, and the applied classifier, it is of great importance to make use of objective measures that assess

the agreement between the prediction and the underlying observations. One of the most widely used

methods for estimating the decoding performance is cross-validation, which estimates well the expected

prediction error (e.g. Efron, 2004; Hastie et al., 2009; Bishop, 2006; Krzanowski, 2000). The idea

behind cross-validation is that it avoids over-fitting, in terms of the bias-variance trade-off (Hastie et al.,

2009). As, by fitting all available data at once by one single model, one tends to fit rather the variance

or noise than the signal. Instead, we employ multiple subsets of the sample for both estimation of

model parameters, in our case classifier weights W, and assessment of classification performance. This

procedure provides a more generalized and accurate measure of the decoding performance (Efron, 2004;

Hastie et al., 2009).

In m-fold cross-validation a subset of the available data is used to build the classification rule, and a

disjoint, hold out set to test it. In more detail, the data is split into m roughly equal-sized parts, each

containing n points. We fit the model to and build the classifier on m − 1 parts of the data, the training

set, and calculate the out-of-sample prediction error of the fitted model by predicting the left out, mth

part of the data, the test set. Thus, the test set prediction error Errm is denoted as

Errm =
1

n

n
∑

i=1

I [ŷ−i(ν(ti )) = y(ν(ti ))] (2.19)

where I is the indicator function, the superscript −i indicates that data points ν(ti ) were left out for

building the classifier, ŷ denotes predicted class labels and y is the true class membership of ν(ti ).

This procedure is repeated for all i = 1, . . . ,m parts. Averaging over the m resulting estimates yields

the m-fold cross-validated test set classification error (CVE) or more generally the expected prediction

error, which for the sake of simplicity will be referred to in the following chapters of the thesis as
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misclassification error or Err, given by

Err =
1

m

m
∑

j=1

Errj (2.20)

After obtaining response-class vectors y(t) and class-specific population firing rates ν(t|ck) for each

data set all points were further assigned to l distinct trials. We preserved the temporal structure of

trials in the data. Thus, any sample could be split maximally into m ≤ l parts each containing at least

n/3 points of each response-class. If the number of folds was smaller than the amount of trials per

recording session m < l there is a multinomial number of ways of partitioning l trials into m distinct

parts, with ni objects in each part i resulting in l!
n1!...nm!

possible combinations to divide trials in training

and test sets. For instance for a data set comprised of l = 30 trials and m = 3 folds this gives a total

of 30!
10!10!10! = 5.551 1013 different possible combinations to choose training and test sets. To account

for the vast number of possible sample partitions the CV procedure was repeated multiple times with

shuffled trials.

original time series

ν(t|c1) ν(t|c2) ν(t|c3) —

build classifier on predict on

training set 1 trial 1
training set 2 trial 2

trial 1 trial 2

Figure 2.5: Simplified illustration of the m-fold cross-validation scheme with l=2 trials, k=3 response-classes,

class labels are color-coded

The cross-validation procedure consisted of the following consecutive steps summarized in the pseudo-

code:

1. if m < l

. permute blocks of trials randomly N times

. else N = 1

. for j = 1 to N

. 2. partition ν(t|ck) and y(t) into m roughly equal-sized distinct parts preserving the trial structure

. for i = 1 to m

. 3. build classifier on the training set consisting of m− 1 parts of the data

. 4. test classifier on the mth part and calculate prediction error Erri

. 5. Average error obtained for training parts i and their hold out part −i

. Errj = 1/m
∑

mErri
6. Average over all permutations N to obtain the cross-validation test set error

. Err = 1/N
∑

N Errj
m-fold cross-validation pseudo-code.
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Based on our findings in chapter 4 two criteria had a substantial impact on the CV outcome: first the

number of partitions m and second the auto-correlation which is present in each consecutive block of

response class-specific firing rates ν(t|ck). E.g. taking m = 3 folds resulted in a CVE converging to zero.

However, the test sets contained many similar (autocorrelated) samples which made the interpretation

of the CV result difficult. To overcome this issue, we averaged consecutive blocks of the same class

k for each trial instead of taking multiple sample points from the entire time window centered around

responses. Decoding with temporally averaged class-specific firing rates yielded a poorer performance

compared to non-averaged ν(t|ck), but also implied qualitatively different information which will be

discussed in chapter 4. We employed two different cross-validation schemes.

1. Leave-one-third-trial-out CV, where m=3 and for each trial we take block-wise averaged response-

class firing rates. This method gives a large pool of temporally uncorrelated training and test

samples which provides a more robust estimate of the error.

2. Leave-one-trial-out CV, where m = l and folds correspond the number of trials per data set. Taking

the non-averaged time-series we preserve auto-correlation and temporal structure of the original

spike train series.

We varied these depending on the purpose of the classification and the issue of interest: e.g. evolution of

single-trial dynamics (chap. 5) was analyzed with the latter and robustness and general inference about

prediction accuracy (chap. 3 and 4) was examined with the former CV scheme. Summarizing, at first

instance we did not aim to achieve a misclassification error close to zero, taking CVE as prediction

accuracy measure, which was the case for particular cross-validation schemes. More importantly, our

primary goal was to determine a suitable measure which allowed for comparisons among certain criteria

of interest, e.g. choice of the bandwidth for kernel smoothing or selection of set of units to build the

classifier. In general, the aim was to identify the model which is superior compared to others with the

aid of the CVE.

2.6 Experimental procedures and electrophysiological recordings

All of our experimental analyses were performed on data from behavioral experiments and extracellular

in-vivo recordings from the rat anterior cingulate cortex (ACC) which were conducted and generously

provided by Dr. Liya Ma and Dr. James Hyman, Brain Research Centre and Department of Psychiatry,

University of British Columbia, Vancouver, Canada.

In-vivo recordings were partly taken from the study published in Hyman et al. (2013), and partly from

the study conducted by Ma (personal communication). Both were involving two distinct operant-based

behavioral tasks (”sequence-switch” and ”alternation task”) with multiple stimuli, task events and re-

sponses.

Sequence switch task: In the study conducted by Ma, animals had to perform a fixed sequence of three

actions on a maze before reward, which was reversed after a given number of trials. The first sequence

consisted of the following actions: wheel-turn, lever-press nose-poke (see fig. 5.5). After at least 20

trials or 20 min animals were removed and placed back in the maze which indicated the switch of the

sequential order.
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Alternation task: In the Hyman et al., 2013 study rats performed a continuous or delayed alternation

task where following a nose-poke one of two levers had to be pressed in an alternating fashion prior to

delivery of a reward. In the delayed version, a delay of 10 sec was introduced between each lever-press

from a preceding trial and the nose-poke initiating the next trial.

For a more detailed description and procedures of the alternation task the reader is referred to the publi-

cation by Hyman et al. (2013). Behavioral and electrophysiological details of the sequence-switch task

are best described by the citation provided by Dr. Ma in section 5.4.

We ran our analysis procedures on spike-sorted single units plus time stamps for relevant events, which

were held in the format of MatLab matrices. Overall data from 7 animals, consisting of 19 recording

sessions with 40 trials on average and up to 74 isolated units per recording session, containing 905 units

in total was analyzed.

For decoding analyses we extracted event-time stamps related to the 4s delay period preceding nose

poke, nose-poke and lever press from the alternation task, and to a nose-poke, wheel-turn and lever-

press from the sequence-switch task. Only correct trials were included.
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3 General properties of UCV-based single unit

bandwidth estimates

3.1 Motivation: inferring temporal structure of spike trains

Precise spike train patterns in in-vivo recordings, i.e. exact timing of single neuron spikes in behaving

animals during repeated stimulus presentation have been reported in multiple cortical areas (Bair and

Koch, 1996; Buračas et al., 1998; Reinagel and Reid, 2002; Fellous et al., 2004; Brown et al., 2005;

Raman et al., 2010). Particular precision of spike timing can be characteristic for both specific stimuli

and single neurons (Mainen and Sejnowski, 1995; Reinagel and Reid, 2002). As pointed out in a pre-

vious study by Song et al. (2009) a bandwidth estimate ”essentially determines the optimal temporal

resolution used in comparing the predicted spike train with the actual spike train where large bandwidth

values indicate low temporal resolution whereas small values imply high temporal resolution”.

The main aim of the following chapter is twofold: first, to examine if the UCV-based bandwidth esti-

mate reflects information about temporal structure of the spike train as well as what sort of information

it implicates (experimental data) and second, conversely, if the temporal structure, i.e. the precision of

spikes and their signal-to-noise ratio, directly influence the bandwidth outcome (surrogate data).

To answer the second question we generated simulated spike trains with known underlying ground

truth and examined the relationship between bandwidth outcome and precision and signal-to-noise ratio

(sec. 3.2). To answer the first question we looked at measures in experimental in-vivo recordings which

are associated with precise spike timing and examined the relationship to the hucv outcome (sec. 3.3).

We analyzed the three following single unit spike train properties which are related to the temporal struc-

ture of spiking activity: First, single unit discrimination power of task-related event occurrences; second,

recurrence of spike triplet patterns, i.e. distribution of joint interspike intervals of successive ISIs pairs

and regions densely clustered/spread; third, general spike train statistics and irregularity measures, i.e.

the coefficient of variation, the local variation and the average firing activity).

In the following, we will to refer to the temporal resolution of spike times interchangeably as precision

or jitter where the precision (units: 1/s) is defined to be the inverse of the jitter (units: s).
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3.2 Surrogate data: dependency of optimized bandwidth estimated on tem-

poral spiking patterns

To examine how temporal structure of spike trains impacts optimized bandwidth estimates, we generated

surrogate spike trains with known underlying structure and analyzed the UCV-based bandwidth outcome

as function of the parameters which determine the spiking pattern.

3.2.1 Generation of temporally precise spiking patterns

We conducted following consecutive steps:

A homogeneous Poisson point process was generated with specified constant firing rate ν = N/T of

duration T =600s with N number of spikes corresponding initially the background spiking activity or

noise ν = νnoise.

We introduced nsignal short pulses or number of non-overlapping spike train patterns of short duration

Tsignal with mean firing rate νsignal =10 Hz corresponding the signal.

To preserve the mean firing rate of the entire spike train ν, νnoise was decreased by removing the

number of introduced signal spikes Nsignal from the background spike train at random

N ′ =N −Nsignal so that ν =N ′/T = νsignal + νnoise.

To reduce temporal precision of spike patterns which is equivalent to introducing spike-timing variabil-

ity or temporal jitter σj , signal spike times were jittered by adding independent normally distributed

random variables with zero mean and standard deviation specified by the amount of jitter ∼N (0,σ2
j )

While keeping νsignal =10 Hz and duration of spike train T =600s constant, we examined the impact

of two parameters on the bandwidth estimate, which essentially determine the temporal structure of the

generated spike patterns:

Precision: Adding the amount of the jitter σj ∈ (0, 32] s to the data changed temporal precision of

spikes.

Signal-to-noise ratio (SNR): We varied number of spiking patterns/short pulses corresponding the

signal nsignal ∈ {5, 10, 25, 50, 75, 100, 200}, signal duration Tsignal ∈ {0.5,1} s and the average firing

activity of the entire spike train ν ∈ {1, 2.5, 5} Hz.

SNR of precise patterns to background activity can be then computed directly applying the following

equations

SNR =
Nsignal

Nnoise
(3.1)

=
νsignal ·Tsignal ·

nsignal
T

ν − νsignal ·Tsignal ·
nsignal
T

(3.2)
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Figure 3.1: Illustration of precise spike patterns in surrogate spike trains. Rasterplots show spiking activity of

five exemplary simulated units (y-axis) for different SNRs and temporal precisions. Gray-colored horizontal bars

correspond to spike time occurences of the background activity and red bars to (precise) spike patterns, Tsignal = 1
s, ν = 2.5 Hz, high SNR=2, low SNR=0.06, high precision σj=0 s, low precision σj =2 s.
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Figure 3.2: KDE of precise spike patterns in sur-

rogate spike trains Instantaneous firing rates ob-

tained by optimized kernel density estimation as

average over 50 exemplified simulated spike trains.

Figure 3.1 shows examples of simulated spike trains

with different temporal precisions σj ∈ {0, 2} of the

short pulses and different SNRs ∈ {0.06, 2}. Figure 3.2

shows the framed box in top right panel for high preci-

sion and high SNR (SNR=2, σj=0) as instantaneous fir-

ing rate. The dashed black line displays the underlying

rate and the gray solid line the firing rate estimate ob-

tained by KDE as average over n=50 exemplified sur-

rogate spike trains. Precise patterns can be identified as

short pulses with increased activity by looking at opti-

mally smoothed instantaneous firing rates.

We calculated bandwidth estimates for all simulated spike trains with different SNRs, precisions and

average firing rates.
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3.2.2 Relationship between temporal structure of spike trains and the bandwidth outcomes

Analysis of UCV-based optimal bandwidth estimates hucv as a function of temporal structure in sim-

ulated spike trains reveals that lower bandwidth estimates are associated with more precise temporal

patterns of the spike trains, a higher signal-to-noise ratio and higher average spiking activity.

To illustrate the dependence between bandwidth estimates and the level of jitter we first averaged values

over n=5000 simulations and then base-10 logarithm transformed both axes. From figure 3.3, b it fol-

lows that hucv values can be characterized by a sigmoid: the UCV-based bandwidth increases initially

approximately exponentially with decreasing precision of the precise patterns. Then, depending on SNR

levels, after reaching the inflection point (jitter>5s) the growth slows and hucv attains its maximal value.

Following this capacity limit, after precise patterns are completely smeared out, hucv values remain con-

stant.
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Figure 3.3: Functional dependency between UCV-optimal bandwidth estimates and the temporal structure

of spike trains. a: Optimized bandwidth as a function of the signal-to-noise ratio for different precisions σj ∈
{0,1,2.5,8}. b: Optimized bandwidth as a function of the temporal precision for different SNRs ∈ {0.03,0.2,0.5,2},
ν=5Hz. Lines correspond to the mean over n=5000 bandwidth estimates obtained from simulated spike trains.

Shaded area indicates the SEM. c: Generalized logistic functions fitted to hucv values dependent on the temporal

precision for different average spiking activity ν ∈ {2.5,5} Hz, SNR ∈ {0.2,0.5,2}. Dots correspond actual values

and lines to fitted values according to eq. 3.3. SEM in the right panel has been left out for clarity.

The transformed bandwidth values dependent on the jitter σj can then be fitted by a generalized logistic

function of the following form for different SNR and average firing activity ν levels (fig. 3.3, c)

hucv(σj ) = A+
K −A

1+ e−(a+b·σj )
(3.3)

Parameters A, K, a, b denote the lower and upper asymptote, growth rate, jitter at maximum slope and

were determined by maximizing the log-likelihood with the MATLAB built-in function ”fminsearch”.

From figure 3.3 c it also follows that the UCV-based bandwidth outcome always increases with lower

average firing rates if SNR levels are kept constant. Moreover, lower bandwidth estimates are associated

with higher SNRs within the temporal structure of simulated spike trains.
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SNR/ ν

[Hz]

A K a b r2

0.2/ 2.5 1.292 (1.263, 1.321) 2.366 (2.332, 2.400) -1.614 (-1.779, -1.450) 3.09 (2.809, 3.371) 1-1.2 10-3

0.2/ 5.0 0.907 (0.873, 0.941) 2.118 (2.085, 2.151) -1.438 (-1.594, -1.282) 3.234 (2.958, 3.510) 1-1.2 10-3

0.5/ 2.5 0.731 (0.705, 0.757) 1.870 (1.852, 1.889) -1.021 (-1.122, -0.920) 3.373 (3.176, 3.570) 1-6 10-4

0.5/ 5.0 0.358 (0.314, 0.402) 2.398 (2.354, 2.442) -1.294 (-1.397, -1.191) 2.788 (2.611, 2.965) 1-5 10-4

2.0/ 2.5 0.287 (0.250, 0.323) 2.158 (2.129, 2.188) -1.105 (-1.190, -1.020) 2.946 (2.794, 3.097) 1-4 10-4

2.0/ 5.0 -0.405 (-0.53, -0.28) 3.040 (2.893, 3.186) -1.080 (-1.199, -0.961) 1.991 (1.787, 2.195) 1-7 10-4

Table 3.1: Parameter solutions and coefficients of determination for equation 3.3

Estimated model parameters and their respective 95% confidence intervals for the functions in fig. 3.3 c

are shown in the table 3.1.

In general, the SEM was low (fig. 3.3, a and b) ranging from 10−2 to below 100 and the proportion of

variance explained by the model in equation 3.3 r2 is almost unity. The estimated sigmoid functions

hucv(σj |SNR,ν) shown in figure 3.3 c and parameter solutions for equation 3.3 given in table 3.1 are

unique in the probed SNR and ν range.

3.3 In-vivo recordings: UCV-based bandwidth estimates of rat mPFC single-

units

Besides the distribution of the bandwidth estimates, we examined the three following single unit spike

train properties which are related to the temporal structure of spiking activity: First, single unit discrim-

ination power of task-related event occurrences; second, the recurrence of spike triplet pattern: distri-

bution of joint interspike intervals of successive ISIs pairs and how densely those cluster; and, third,

general spike train statistics and global and local irregularity measures such as the mean firing rate, the

coefficient of variation and the local variation.

To examine the single unit discrimination power we first measured the decoding performance as pre-

diction error of a linear discriminant classifier built on temporally averaged response-class specific opti-

mized firing rates of single cells (discussed in detail in sec. 2.4). This measure reflects how well spiking

activity of a single unit discriminates between distinct task events. The misclassification rate will be

low if the single unit discrimination power is high. Consequently, a misclassification rate below chance

implies that spiking activity and spike timing must be time-locked to task-related events. Thus, low

misclassification rate can be associated with the occurrence of temporally precise spiking patterns.

In order to determine the clustering or spread of recurrent spike triplet pattern we looked at the local

autocorrelation structure of spike trains by examining the relationship of adjacent ISIs. Besides being

related to temporal correlation of ISIs JISI plots can also reflect the degree of regularity or periodicity

in the underlying activity and more importantly the precision of recurrent triplet spiking patterns (Faure

et al., 2000). We also examined the correlation between optimized bandwidth estimates and the coeffi-

cient of variation Cv which reflects the global regularity of a spike train, the local variation Lv and the

average firing rate ⟨ν⟩ (as introduced in sec. 2.1).
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3.3.1 Distribution and properties of bandwidth estimates

We obtained bandwidth estimates of all recorded units N=905 (units with spiking activity below 0.1Hz

were excluded). From figure 3.4 it follows that UCV-based bandwidth estimates of single units are dis-

tributed mixed log-normally with heavy tails and values ranging from 0.05-356.7. The majority of single

units has an UCV-optimal bandwidth at hucv ≈ 0.5 (visible as pronounced mode in fig. 3.4 a). This value

corresponds to the optimal temporal resolution, i.e. variance of the Gaussian kernel, for computation

of the instantaneous firing rate. Logarithm-transforms of bandwidth estimates reveal that values follow

a log-normal mixture distribution with at least two (alternation task, fig. 3.4 b) or three distinct modes

(sequence-switch task, fig. 3.4 c). We further investigated if distinct modes represent different subgroups

of units which share common properties in their temporal spiking structure.
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Figure 3.4: a: Distribution of N = 905 single unit bandwidth estimates. b: Base-10 logarithm transformed

bandwidth estimates on task 1 (sequence-switch task) and c: on task 2 (alternation task).

To illustrate what sort of information on the temporal structure of single units can be detected by the

bandwidth estimate we selected three exemplary units with hucv = {0.15, 0.26, 81.73} from tails of the

log-transformed hucv distribution. We first visualized their spiking activity with the aid of return maps

(fig. 3.4 top and middle panel) and second displayed their spike patterns in relation to onsets of task-

related events(fig. 3.4 lower panel).

The JISI plots we obtained showed the presence of distinct clusters (fig 3.5, top). The cluster size and

the spread of the points reflects the serial dependence of successive ISIs Dodla and Wilson (2010). To

compute how likely joint ISIs are going to recur we calculated the joint ISI pair density using a bivariate

Gaussian kernel similar to the univariate KDE in section 2.2. These densities are visualized for log-

transformed ISIs as color-coded contour maps (fig. 3.5, middle). Hues changing from white to magenta

indicate increasing probability of recurrent spike triplet patterns, i.e., when pairs of ISIs are more likely

to appear. Points which scatter in clusters indicate recurrent spike triplet patterns.
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Figure 3.5: Properties of single neuron spiking activity: JISI scatterplots, JISI densities and relationship

to task-related events. Columns are arranged from left to right in order of increasing hucv values for three

selected units (chosen from the same data set) with hucv = {0.15, 0.26, 81.73}. Top: Scatter plots of base-10 log-

arithm transformed JISIs. Middle: JISI density contour plots, regions with increased densities of successive ISIs

are color-coded. ISI pairs were logarithm transformed for visualization purposes and provided a more compact

overview compared to non-transformed heavy-tailed ISI distributions. Bottom: Spiking activity (black horizon-

tal bars) and time-stamps of successive task-related events (red horizontal bars) for 8 depicted trials of the same

units. Spike trains were aligned at the beginning of each trial. Units are taken from the sequence-switch task,

five task-related events per trial comprise: wheel-turn, nose-poke, lever-press, approaching the reward and reward

consumption respectively.

Exemplary units with small bandwidth estimates (hucv <1) exhibit irregular spike sequences with sparse

and bursty firing behavior (fig. 3.5, lower left and middle panel). JISI scatter and JISI density plots of

the unit having the lowest estimate (hucv =0.15) show three discernible clusters (fig. 3.5 left, top and

middle panel). The two arms parallel to the axes correspond to interburst intervals, where the mode

to the right displays ISIs associated with initiation and the upper mode completion of bursts. The unit

with a slightly higher hucv value of 0.26 (figure 3.5 middle panel) is clearly time-locked to some of the

task-related events (fig. 3.5 lower, middle panel), while the third unit with the highest hucv =81.73 is

spiking quasi-random and is not time-locked to any events of the task-related events.
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3.3.2 Relationship between bandwidth estimates and other measures

After we have characterized distribution of the bandwidth estimates p(hucv) separately, we examine the

covariation of bandwidth estimates and other spike train statistics. In order to quantify this covariation

statistically, we first examined if there is a linear correlation between hucv and the other measures by

estimating Pearsons correlation coefficient r and fitting a linear regression model with hucv as the in-

dependent variable. If the correlation was non-linear, we attempt to fit a non-linear model. Otherwise,

if there was no direct relationship which can be characterized by an explicit function, i.e. bandwidth

estimates and values of other measures exhibit multiple distinct clusters in their joint scatter plots, we

estimated their joint distribution, denoted as p(hucv , · ), by fitting a Gaussian mixture model. We then

characterized each component of the joint distribution separately by determining the cluster centers and

the respective covariances within the clusters.

Single unit discrimination power. Bandwidth estimates and decoding performance of single units were

significantly correlated (r=0.36, p-value< 10-29, Pearson correlation coefficient). By fitting a linear

model of the form Err = 3.2 ·hucv + 61.4 13% of the variation can be explained (r2=0.13, F: 138, p-

value = 1.01e-29, F-statistic vs. constant model). Most of the cells were encoding above chance. The

mode of the error distribution is centered at ≈66% misclassification error (fig. 3.6 b, dotted horizontal

line and distribution right panel). Decoding three actions this corresponds to a chance level of 1/3 correct

classification rate.
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Figure 3.6: Correlation with other measures reflecting precise temporal spiking patterns. Optimal bandwidth

estimates and a: base-10 logarithm transformed maximum JISI density values, and b: single unit misclassification

error.
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Probability of recurrent spike triplet patterns. We analyzed the clustering of ISI pairs by examining the

maximal probability values ISI pairs p(ISIn, ISIn+1) across all single units (fig. 3.6 a). This quantity is

proportional to the local number of points in the JISI scatter plot (Dodla and Wilson, 2010). A density

of unity corresponds to the case where all ISI pairs fall into the same region in the JISI plot. This would

imply that there exist only one exact spike triplet pattern. In contrast, smaller probability values indicate

that ISIs are more spread in time, i.e. occupy larger regions in return maps and there is more variability

of recurrent spike triplet patterns. The maximal probability of recurrent spike triplet patterns was sig-

nificantly correlated with lower bandwidth estimates (r=-0.83,p-value<1.35e-234, Pearson correlation

coefficient).

Irregularity. We computed two further measures which are associated with global and local irregular-

ity of the underlying spiking activity: the coefficient of variation Cv , the local variation Lv . We then

quantified their relationship to UCV-based bandwidth estimates. Coefficients of variation and bandwidth

estimates were negatively correlated. Cv values exponentially decrease with increasing bandwidth esti-

mates (fig. 3.7 a). Single units spiking close to a Poisson-like or random, i.e. Cv ≈1 or regular regime

(Cv <1) display increasing bandwidths estimates. We fitted an exponential function of the form

Cv = 0.24 + e-0.68·hucv which could explain r2=0.34 variation contained in the data.

.....

10
-2

.

10
0

.

10
2

.

10
0

.

10
1

.

hucv

.

C
v

.

hucv ∼ coefficient of variation

.

. ..

r
2

=0.34

(a)

...

..

10-1
.

100
.

101
.

102
.

0.5

.

1

.

1.5

.

hucv

.

L
v

.

hucv ∼ local variation

.. .....

pdf

(b)

...

..

10
-1

.

10
0

.

10
1

.

10
2

....

hucv

.

hucv ∼ local variation

.. ...

0.5

.

1.0

(c)

Figure 3.7: Correlation between optimal bandwidth estimates and a: the coefficient of variation and b: the local

variation for N=905 units. c: Joint distribution p(hucv ,Lv) by fitting a three-component Gaussian mixture model

Although we did not observed explicit correlation between the local variation and bandwidth estimates,

scatter plots showed at least two or three discernible clusters. We next fitted their joint distribution

p(hucv ,Lv) by a three-component Gaussian mixture model (fig. 3.7 c). One cluster was centered around

Lv ≈1 and scattered along a line parallel to the hucv-axis and two more clusters at hucv =10-0.07 and

hucv =10-0.15 scattered parallel to the Lv-axis. According the definition of the Lv (as introduced in

sec. 2.1) points falling within the first cluster centered at (101.19,1.04) represent Poisson-spiking units

(Lv ≈1) with high bandwidth estimates >101. More regularly spiking cells (Lv <1) fall in the second

cluster centered at (10-0.15, 0.84), while units firing irregularly (Lv >1) lie within the third cluster cen-

tered at (10-0.07, 1.25).
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Average spiking activity. Figure 3.8 shows the relationship between base-10 logarithm transformed av-

erage firing rates, the local variation Lv and optimized bandwidth estimates. To establish a connection to

the previous findings (fig. 3.7), we computed the correlation between average firing activity of cells and

the their local irregularity measure Lv (fig. 3.8 a). Both are negatively correlated with r = −0.72 (p-value

=1.35e-142, Pearson correlation coefficient) and could be fitted by a linear model Lv = -0.31·⟨ν⟩+ 1.02

(F: 945, p-value = 1.35e-142, F-statistic vs. constant model) which explains r2 =0.51 of the variation in

the data. It is worth noting that this relationship implies that cells spiking more irregularly with Lv above

unity exhibit low average firing rates ⟨ν⟩ < 1Hz (fig. 3.8 a, left upper quadrant), while units with higher

average firing activity ⟨ν⟩ > 1Hz are spiking more regularly Lv <1 (fig. 3.8 a, right lower quadrant).

...

..

10-1

.

100

.

101

.

0.5

.

1

.

1.5

.

⟨ν⟩

.

L
v

.

firing rate ∼ Lv

.

. ..r=-0.72 (p <10-142)

. ..Lv =1 Poisson spiking

(a)

.....

10-2

.

10-1

.

100

.

101

.

102

.

10-1

.

100

.

101

.

hucv

.

⟨ν
⟩

.

hucv ∼ firing rate

.

. ..r=-0.37 (p <10-30)

(b)

.....

10-2

.

10-1

.

100

.

101

.

102

....

hucv

.

hucv ∼ firing rate

.. ...

0.2

.

0.4

(c)

Figure 3.8: Correlation between average firing activity, optimal bandwidth estimates and the local variation.

The log-transformed mean firing rate ⟨ν⟩ = 1/⟨ISI⟩ and a: local variation Lv and b: log-transformed bandwidth

estimates. c: Obtained joint distribution p(hucv ,⟨ν⟩) by fitting a two-component Gaussian mixture model.

In general, bandwidth estimates and average firing rate of single units were significantly correlated (r=-

0.37, p-value= 1.63 · 10-30, Pearson correlation coefficient). We quantified the relationship by fitting a

linear model of the form ν = -0.25 ·hucv + 0.014, which could explain 14% of the variation (r2=0.14,

F: 142, p-value< 1.63e-30, F-statistic vs. constant model). Furthermore, scatter plots displayed distinct

clusters. We fitted a two-component Gaussian mixture model to characterize the joint distribution of

single unit UCV-based bandwidth estimates and average firing rates p(hucv ,⟨ν⟩). Both components are

visualized as two ellipses in figure 3.8 b. The first cluster was centered at (10-0.23, 100.06) with a mixing

proportion of 0.58 and a second cluster at (101.0,10-0.22) with a mixing proportion of 0.42. By extract-

ing correlation coefficients of the Gaussian covariances we found that for points falling within the first

cluster bandwidth estimates and average firing activity are positively correlated with r =0.18, while for

points falling within the second component hucv and ⟨ν⟩ are negatively correlated with r = −0.64.
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3.4 Summary & Discussion

Neither bandwidth optimization nor the application of Kernel density estimates to neurophysiological

data is a novel approach. However, the sort of information which UCV-based bandwidth estimates of

single units alone or in combination with other measures enable to retrieve, e.g. on the temporal struc-

ture, global or local regularity of a spike train or its encoding properties, is unique and can be employed

to answer qualitatively different questions. The main findings of this chapter can be summarized as

follows:

First, bandwidth estimates are tuned to the temporal structure of spike trains and there exists an explicit

functional dependence between UCV-based the bandwidth outcome and the precision of spiking patterns

which also accounts for signal-to-noise ratio and average firing activity of a spike train. Second, by pro-

viding a characteristic value for the temporal spiking structure, bandwidth estimates can highlight single

units encoding for task-related events. Third, the distribution of bandwidth estimates reveals distinct

subgroups of cells with common firing properties.

Bandwidth estimates are tuned to the temporal structure of surrogate spike trains

The simulations we conducted show that smaller bandwidth estimates are associated with first, higher

precisions of the spiking patterns, second, higher signal-to-noise ratio within the structure of spiking

activity and third, higher average firing rates of spike trains. Moreover, the relationship between the

temporal structure of the simulated spike trains and optimized bandwidth estimates can be fully de-

scribed by a sigmoid function given in eq. 3.3 (fig. 3.3 c) which provides unique parameter solutions for

different temporal structure settings: SNR, ν.

The first two findings, relationship between bandwidth estimates and the precision and SNR of spike

train patterns are in line with general properties of KDEs and reflect that the lower variability, i.e. the

more densely points cluster within a restricted region the smaller bandwidths are needed to represent

the underlying distribution (Scott and Terrell, 1987; Silverman, 1986; Rudemo, 1982; Bowman, 1984;

Simonoff, 1996). Similarly, higher spike rates have lower mean interspike intervals and variances (Ger-

stner and Kistler, 2002; Dayan and Abbott, 2005), i.e. lower variability and thus higher average firing

rates implicate lower bandwidth estimates.

The sigmoid functional dependence between bandwidth estimates and the precision of spiking pat-

terns which also takes into account signal-to-noise ratio and average firing activity of the spike train

hucv(σj |SNR,ν) implies that there most likely exists an analytical solution for hucv which can then be

expressed as a function of the temporal structure. Consequently, if this is the case, bandwidth estimates

and temporal structure of spike trains are not just correlated, but estimates must to some extent reflect

exact information on particular aspects of the spiking patterns.
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Bandwidth estimates can highlight single units encoding for task-related events

We found significant correlation between higher decoding performance when predicting task-related

events with LDA and small single unit bandwidth estimates (fig. 3.6 b). This finding implies that spike

trains of encoding units must convey temporally precise spiking patterns which are time-locked to these

events and is in agreement with results for surrogate data (in sec. 3.2) that UCV-based bandwidth esti-

mates highlight the temporal structure in spike train data. Units which had low bandwidth estimates but

high prediction error values might fall into the following categories: units which are not discriminating

events in their activity but have a high average firing rate (supported by fig. 3.8 b) or bursty spiking

activity. Also encoding units could have high prediction error values for instance if they exhibit a high

trial-by-trial variability, are locked to all stimuli, but do not discriminate in their firing rate, or reflect

internal processing (e.g. delay activity or reward).

Distribution of bandwidth estimates reveals distinct subgroups of cells

To examine in more detail what sort of temporal information can be revealed with UCV-based band-

width estimates we analyzed mPFC in-vivo multiple single unit recordings of behaving rats. In-vivo

recordings show that the distribution of bandwidth estimates exhibits at least two distinct modes. Ex-

emplary units depicted from the distinct modes display different types of spiking activity structure with

respect to recurrence of spike triplet patterns or locking to task-related events. Similar to findings for

surrogate data summarized in the previous paragraph, temporally more structured spiking activity seems

to be correlated with lower optimized bandwidth outcomes (fig. 3.5).

More detailed analysis across all units in combination with other spike train metrics and regularity mea-

sures demonstrates either significant correlation or the presence of multiple clusters. We found that

first, probabilities of recurrent spike triplet patterns (fig. 3.6 a) and global spike train irregularity, i.e.

coefficients of variation (fig. 3.7 a) are significantly correlated with lower bandwidth estimates. Second,

examining the joint distribution with the average firing rate shows the presence of two and with the local

irregularity measure Lv the presence of three clusters (fig. 3.8 and 3.7 c). One cluster is centered at Lv
close to unity and higher bandwidth values (>101), and two more clusters centered below and above

Lv =1, and lower hucv values <100. These clusters represent cells which are spiking random or Poisson

(Lv ≈1, first cluster), locally regular (Lv <1, second cluster) or locally irregular (Lv >1, third cluster)

(Shinomoto et al., 2002). It is worth noting, that by examining the Lv distribution alone it is not possible

to discriminate these three separate components as it has only one mode centered around unity (fig. 3.7

b, right panel). This is in agreement with the Lv distribution for PFC neurons which has been reported

by Shinomoto et al. (2003). Also the clear negative correlation we found for average firing rates ⟨ν⟩ and

local irregularity values of spike trains, i.e. high ⟨ν⟩ are associated with low Lv , has been reported in

other studies which show either a power-law relationship for awake rat PFC (Peyrache et al., 2009) or a

linear relationship for anesthetized cat V2 neurons (Blanche et al., 2005).

The components of the joint p(hucv ,Lv) distribution might be categorized in the following way: units

with low bandwidth estimates, locally regular spiking activity and thus high firing rates which fall in the

second cluster might represent putative interneurons, while units with low bandwidth estimates, locally

irregular spiking activity and thus low firing rates which fall in the third cluster might represent puta-
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tive pyramidal cells. This categorization is supported by other studies which used the Lv distribution

either to classify cells from distinct functional brain areas or to distinguish distinct cell classes from the

same brain region (Shinomoto et al., 2002, 2009, 2005). Also, by combining several spike train metrics,

⟨ν⟩, Cv , Lv and two more spike waveform measures, Ardid et al. (2015) were able to segregate several

functional classes of broad spiking putative pyramidal cells and narrow spiking putative inhibitory cells

in the PFC of macaques engaged in an attention task. Authors reported that putative inhibitory cells

were associated with lower Lv and higher ⟨ν⟩ and vise versa for putative pyramidal cells which is in

agreement with our categorization.

Summarizing, qualitative information conveyed by UCV-based bandwidth estimates clearly differs from

other spike train irregularity measures, as Lv , Cv and also from general spike train statistics as the

average spike rate ⟨ν⟩. Therefore, combining these measures might represent a powerful tool for dis-

crimination of different cells types as it was already shown for the local variation (Shinomoto et al.,

2002, 2009, 2005) or multiple measures in combination with clustering analyses Ardid et al. (2015).

Concluding, apart from their application in firing rate estimation in the first place, optimized bandwidths

can be used to solve different problems: give a characteristic value of temporal precision within spiking

patterns, discriminate task-related units and possibly even distinguish different cell types.
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4 Validity of optimized KDEs in neuronal decoding

In the previous chapter we have studied general features and characteristics of UCV-based optimized

bandwidths obtained for in-vivo spike train data from the rat mPFC of behaving animals. We have seen

that optimized bandwidth provide an information rich measure reflecting temporal structure or encoding

properties of single units. In this chapter we will examine properties of optimized KDEs in decoding,

i.e. when KDEs obtained with optimized bandwidths are applied in subsequent decoding analyses.

The goal of this chapter is two-fold: First, we aim to assess if UCV method gives a reliable bandwidth

estimate when optimized KDEs are applied subsequent classification and second, compare the decoding

performance achieved with optimized KDEs to non-optimized KDEs.

This chapter is structured in the following way: First, we will describe the used measures to assess the

decoding validity of optimized KDEs, next will apply the validity measures to surrogate data and to

mPFC in-vivo recordings, then we will compare decoding performance of optimized to non-optimized

KDEs in-vivo data and finally we will draw which conclusions can be made based on the outcome.
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4.1 Validity measures

We have described the procedure to obtain optimized KDEs in section 2.2, how to decode task-related

events in section 2.4 and how compute a generalized, expected prediction error of a classifier by cross-

validation in section 2.5. In order to examine how reliable the obtained optimized bandwidth estimate

are, we analyzed how the classification performance changes, depending on to which extent we scale

single unit bandwidth estimates. As the scaling will effect smoothness of instantaneous firing rates and

thus also the decoding performance.
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Figure 4.1: Illustration of the two-stage approach for evaluating the validity of optimized bandwidth esti-

mates in decoding. Before obtaining firing rates, UCV-based bandwidth estimates are scaled by a parameter λ
and after subsequent decoding the validity of the UCV method is evaluated by measuring the misclassification

error as a function of λ.
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4.1.1 Evaluation of UCV-based bandwidth estimates in decoding

We implemented the LDA in combination with the 3-fold cross-validation scheme (as introduced in

sec. 2.4 and 2.5). Experimental data: only correct trials were included. For the decoding procedure

we took class labels from alternation task: 4s delay period preceding nose poke, nose-poke and lever

press. Sequence-switch task: nose-poke, wheel-turn and lever-press. Instead of using optimized KDEs

ν(t|hucv) to calculate the prediction error Err(hucv), population vectors of firing activity were obtained

employing a scaled version of the bandwidth estimate ν(t|λ · hucv), λ ∈(0, 20], and then used for subse-

quent stimulus class prediction (fig. 4.1). To test if the true bandwidth estimate gives reliable unbiased

classification results, i.e. if the scaling does not significantly improve prediction, we determined two

measures:
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Figure 4.2: Illustration of bandwith validity measures

and decoding performance as a function of the scal-

ing parameter λ, dataset 15 alternation task. Smoothed

(solid black line) and raw (left plot, dots) misclassifica-

tion error values as a function of the scaling parameter

λ follow a v-shaped curve with a pronounced minimum

at λopt . The discrepancy between true error Err(hucv) at

λ = 1 and the best error Err(λopt) can be measured as

absolute (∆Error) or relative value (δErr ).

First, the optimal scaling which gives the

best prediction and second, the percentage de-

viation in decoding performance of the true

compared to the best scaled bandwidth esti-

mate.

The optimal scaling parameter λopt is then

defined as the value for which Err(λ · hucv)
achieves best prediction (eq. 4.1) and the per-

centage difference in prediction error represents

the deviation when using the true bandwidth

estimate relative to the best scaled estimate

(eq. 4.2).

Both measures λopt and δErr indicate if a scaling

λ exists which allows more accurately to discrim-

inate between distinct stimulus classes and neu-

ronal activity states, or, whether the UCV method

provides a sufficiently valid and unbiased esti-

mate (when λopt ≈ 1 and δErr ≈ 0) so that de-

coding performance cannot be improved by band-

width scaling.

λopt = arg min
λ

Err(λ · hucv) (4.1)

δErr =
Err(hucv)−min Err(λ · hucv)

maxErr(λ · hucv)−minErr(λ · hucv)
× 100 (4.2)

37



We computed δErr and λopt applying the following procedure to each data set:

.for units i = 1 to p

. 1. compute optimal UCV-based bandwidth estimates hucv
2. define a set of n scaling parameters λ = {λ1, ...,λn} ∈ (0,20]

.for j = 1 to n

. 3. scale the true estimates λj · hucv

. 4. obtain KDEs by plugging in scaled bandwidth estimates ν(t |λj · hucv)

. 5. estimate decoding performance Err(λj · hucv) based on 3-fold-CVE scheme (sec. 2.5)

6. smooth resulting Err(λ)-functions with the MATLAB built-in cubic spline function ’csaps’

7. determine scaling factor λopt which gives best decoding performance

. λopt = arg min
j

Err(λj · hucv)

8. determine the relative deviation of the true error Err(hucv) from the best error Err(λopt)

. δErr = [Err(hucv)−Err(λopt)/(arg max
j

Err(λj · hucv)−Err(λopt))]× 100

Bandwidth validity pseudo-code.
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4.1.2 Comparing decoding with optimized on non-optimized bandwidths

Since in experimental settings most commonly used bandwidths are chosen arbitrarily which makes

them equal or fixed across units for a given data set, we examined how the classification performance

changes, depending on what bandwidth selection method is used for prior kernel smoothing.

We computed the decoding performance as a function of the fixed bandwidth h ∈ (0,20] and iden-

tified the best non-optimized bandwidth as the value which gives the lowest prediction error hopt =

arg hmin Err(h). We employed Wilcoxon one-sided signed rank test for paired samples to compare

Err(hucv) (optimized) and Err(hopt) (non-optimized) decoding outcomes.
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Figure 4.3: Decoding performance with scaled optimized and non-optimized KDEs. The misclassification

error is shown as a function of the bandwidth scaling λ for optimized KDEs (black lines) and dependent on a fixed

bandwidth h for non-optimized KDEs (gray lines) which is equal across all units for a given data set.

Selecting different cross-validation error schemes and subsets units from experimental data.

Both bandwidth selection methods were probed using different subsets of units for a given data set.

Employing optimized KDEs and also spike counts over 500 ms, we identified for each data set the most

predictive subset by means of sequential unit elimination starting with the complete set and successively

removing units which most improve the misclassification error (for the complete description of the

method see appendix 5.4). So that for each of the 19 experimental data sets used for our analyses we

identified and compared the performance using three different sets:

First, the complete set, i.e. all units of one recording session; second, the most predictive set of cells

when the firing rate was computed as spike count over 500 ms; third, the most predictive set of cells

when the firing rate was obtained by Kernel density estimation with UCV-based bandwidths hucv .

Deploying these sets we also compared the decoding performance of optimized to non-optimized KDEs

when the misclassification error was calculated using different cross-validation schemes. We applied

3-fold and m-fold CV schemes, both are discussed in section 2.5.
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4.2 Surrogate data: validity of optimized bandwidth estimates dependent

on distinct firing states

4.2.1 Generation of spiking activity with multiple firing states

To analyze the reliability of the optimal bandwidth estimates in more detail we generated surrogate spike

trains of known underlying structure which reflect response-class specific firing activity ν(t|ck) during

performance of task-related events and applied the previously introduced validity measures.

In order to simulate animal behavior and to generate surrogate spike train data we implemented a tra-

ditional hidden Markov model (HMM) framework (Rabiner, 1989) which has been widely applied and

extended to spike train data (Abeles et al., 1995; Seidemann et al., 1996; Jones et al., 2007; Yu et al.,

2006; Escola et al., 2011). In this context, neuronal activity can be characterized by a HMM which

states that responses of different neurons reflect a common dynamical process in the network, a network

state. These states use to drive spiking activity of the neurons. Transitions from one state to another can

undergo abruptly, at variable times as described in models of network dynamics (Hopfield, 1982; Amit,

1992).

The implementation of the HMM is based on the following assumptions

1. Neuronal activity can be characterized by a small number of hidden states s which correspond to

average firing rates νi(s) of cells i. At every moment in time, the system is in one of these states.

2. In each state the neurons fire according to an approximately stationary homogeneous Poisson

process with a constant firing rate. whereas the precise spike timing is random.

3. Hidden states change as a time-homogeneous Markov chain, i.e. the probability of a transition

from one state i to another state j from one time bin to the next, denoted as pi,j , is constant over

time and can be summarized by transition probability matrix T . For states to be persistent for

much longer than the time bin of 1 ms, the diagonal elements of T are almost unity, pi,i ∼ 1.
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Figure 4.4: Steps of the HMM simulation. a: Markov chain with nodes representing states and edges possible

state transitions and assigned transition probabilities. b: Markov state sequence corresponding animal behavior

for one simulated trial. c: Markov states drive spiking activity and give rise to different ifr profiles of several units.

We first simulated animal behavior by a Markov state sequence with S = 4 distinct states corresponding

a resting state s0 and three events/behaviors s1, s2, s3 performed on task based on the transition proba-
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bilities shown as edges of the Markov chain shown in fig 4.4 a and summarized in the transition matrix T .

T =































p0,0 p0,1 p0,2 p0,3
p1,0 p1,1 p1,2 p1,3
p2,0 p2,1 p2,2 p2,3
p3,0 p3,1 p3,2 p3,3
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10−4 1− 1 · 10−4 0 0

10−4 0 1− 1 · 10−4 0

10−4 0 0 1− 1 · 10−4































Apart from recurrence to the same state, transitions were possible from the resting state to any other

state, however, vice versa from a non-resting state only to s0 (e.g. fig. 4.4 a). Probability of remaining in

s0 within the next time bin of 1 ms was set to 1−3 ·10−5 and to 1−1 ·10−4 for any other state, transition

from s0 to any other state 10−4, and back to s0 10
−5. Minimum duration of persistence in a state was set

to 500 ms, transitions were then arranged in sequential order so that each trail consists of the following

state sequence (s0, s1, s0, s2, s0, s3, s0) (fig. 4.4 b) as in the experiment. The states were then used to drive

spiking activity of the model neurons and gave rise to different firing rate profiles νi for each state s

(fig. 4.4 c). The firing rate of the resting state is set to νi(s0) =0.1 Hz.

To be as close to experimental conditions as possible we analyzed empirical firing rate profiles for each

behavior (non-resting state) prior to surrogate data generation. The distribution of average firing rates

within 1 sec time windows centered around behavioral events of all units and data sets is shown in fig-

ure 4.5 a (black line), the mean and variance of firing rate profiles across all task-related events and cells

for each data set ⟨ν⟩s,i is shown in figure 4.5 b. From figure 4.5 a we concluded that average state-

specific single-unit firing rates νi(s) are log-normally distributed with mean µs and variance σ2
s which

can be fitted by a log-normal probability density function lnN (µs,σ
2
s ) with µs =1.75 and σ2

s =8 (fig. 4.5

a, gray line).

Additionally, as reported by Abeles et al. (1995) state transitions are associated not only with a change

in the firing rate profile of several units, but also pairwise correlations between the units vary between

the different states. To account for these pairwise correlations of surrogate spike trains multivariate

binary patterns were generated at a millisecond resolution from a dichotomized Gaussian distribution

(Cox and Wermuth, 2002; Macke et al., 2009) with population mean and correlation structure specified

by the Markov sequence state and converted to spike times (MATLAB implementation of the binary

pattern generation algorithm adapted from Macke et al., 2009). We double checked that assumption (2)

was met and for each state ISIs were exponentially distributed, i.e. model neurons fired according to an

approximately stationary homogeneous Poisson process with constant firing rate.

Thus, to analyze optimized bandwidth validity systematically, with known underlying ground truth, but

at the same time to remain as close to experimental conditions as possible, each HMM comprised p = 10

units, s = 4 states and the following state-dependent, multivariate spiking activity parameters: pairwise

correlation coefficients ρ ∈ R
p×s, 3 non-resting states with log-normally distributed average firing activ-

ity ν(s) ∼ lnN (µs,σ
2
s ) with mean µs ∈ {1,3,5} and variance σ2

s ∈ {10,15,20} and resting state s0 with

ν(s0) = 0.1 Hz, ν(s) ∈ R
p×s.
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Figure 4.5: Experimental and surrogate firing rate profile distributions of the Markov sequence states.

a: Empirical distribution of firing rates during different behaviors on the task (black) and log-normal fit with

µs =1.75 and σ2
s =8 (gray). b: Mean and variance of firing rates across different behaviors and cells per data

set. c: Surrogate state firing rates are drawn from a log-normal distribution e.g. here: σ2
s = 20 d: Corresponding

misclassification error curves as a function of the bandwidth scaling averaged over N=100 models for state firing

rates drawn from the distribution shown in c.

We conducted the following procedure to compute δErr and λopt for simulated data sets:

.for σ2
s = {10,15,20}

. for µs = {1,3,5}

. generate N = 100 models a p = 10 units and s = 4 states

. for j = 1 to N

. 1. set state-dependent HMM parameters ρ, ν(s) ∈ R
p×s

. .draw equally distributed ρs ∈ (0,0.02] and ν(si ) ∼ lnN (µs,σ
2
s ), i =1,..,3

. 2. generate a state sequence of 60 min based on transition probabilities defined in T

. 3. produce Poisson spike train output from parameters in (1) and (2)

. 4. obtain optimal UCV-based bandwidth estimates hucv

. 5. compute the error function dependent on the scaling parameter Errj (λ · hucv)

. 6. average over N=100 models to obtain th expected prediction error

. ⟨Err(λ · hucv | µs,σ2
s )⟩ = 1/N

∑

j Errj (λ · hucv)
7. from averaged error curves ⟨Err(...)⟩ estimate bandwidth validity λopt(µs,σ

2
s ) and δErr(µs,σ

2
s )

Model generation and validation procedure.
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4.2.2 UCV-bandwidth validity for simulated data sets

Deviation from the best prediction performance of actual compared to scaled optimized bandwidths is

very low (δErr < 5%) when units have higher state-specific firing rates compared to background activity.

Employing bandwidth validity measures to averaged cross-validated misclassification error curves (as

shown in fig. 4.5 d for σ2
s = 20, µs ∈ {1, 3, 5}) yields results showing that with high signal-to-noise ratio,

i.e. increasing simulated state firing rates νs the deviation from the best prediction performance of the

true compared to scaled optimized bandwidth estimate converges to zero (fig. 4.6 a,b).

This essentially means that the higher state-dependent firing rates in surrogate data and firing rates in

response to stimulus presentation compared to the background firing activity in in-vivo recordings the

more reliable the application of optimized KDEs in decoding will be. However, the optimal scaled

bandwidth values which gave the best prediction do not match exactly the actual ones (fig. 4.6 c,d).
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Figure 4.6: Bandwidth validity for simulated data sets, N=10 units. a, b: Percentage deviation in misclassifi-

cation error when using the true bandwidth estimate relative to the best scaled bandwidth. c, d: Optimal scaling

which gives the best prediction.

Applying QDA which takes into account that covariance matrices of different activity states vary in con-

trast to LDA which assumes their identity, yielded qualitatively similar results, however outperformed

LDA significantly by a lower deviation in prediction error (fig. 4.6 b) and an optimal scaling closer to

the true estimate (fig. 4.6 d).
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4.3 Decoding spiking activity of in-vivo recordings from the rat mPFC

4.3.1 Bandwidth validity for experimental data

Decoding accuracy as a function of the scaling λ of UCV-based bandwidth estimates follows a v-shaped

curve with a pronounced minimum centered around one (fig. 4.7 a, b). This results implicate that the

best prediction performance is achieved with the unscaled, actual estimate hucv . The summary across all

experimental data sets shows that when using optimized bandwidths for decoding for 80% of the data

(15 out of 19 sets) the misclassification error differs from the minimum by less than 10% (fig. 4.7 c, d:

λopt ≈ 1 and δErr <10 ).
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Figure 4.7: Validity measures and decoding performance as a function of the bandwidth estimate. Illus-

tration of the prediction error as a function of the scaling parameter λ for two exemplary data sets from a: task

two (alternation task, data set 13) and b: task one (sequence-task, data set 12). Confidence intervals were ≤10-1

and left out for clarity reasons. c: Optimal scaling which gives the best prediction. d: Percentage deviation in

misclassification error when using the true bandwidth estimate relative to the best scaled optimized bandwidth.

Both measures λ and δErr are sorted in order of increasing δErr values.
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4.3.2 Decoding performance compared to non-optimized KDEs

Decoding performance with optimized and non-optimized KDEs was probed on different sets of units

for a given data set and the misclassification error was calculated using two different cross-validation

schemes. To estimate the prediction error we employed 3-fold and m-fold CV. For 3-fold CV the clas-

sifier was trained on two third and tested one third of the trials. KDEs of the same response-class were

averaged block-wise per trial respectively. For m-fold CV we employed non-averaged KDEs and the

classifier was trained on m-1 and tested on the left out trial respectively (see sec. 2.5). The different sets

of units comprised the complete set of units for a given recording session, the most predictive set when

decoding was performed with spike counts and the most predictive set when using optimized KDEs

(sec. 4.1.2). The resulting prediction errors for the two different bandwidth selection methods were then

compared using the one-sided Wilcoxon signed rank test for paired samples to determine which method

performed superior.
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Figure 4.8: Comparison in decoding performance of optimized KDEs and most predictive non-optimized

KDEs with different sets of units (columns arranged from left to right), 3-fold and leave-one-trial-out cross-

validation (upper and lower panel). Each point corresponds to misclassification errors for one data set obtained

with optimized (x-axis) and non-optimized KDEs (y-axis). The gray bisector indicates the positions at which

values of both methods are identical.

For the different conditions we tested (2 CV schemes, 3 unit subsets) the overall best decoding perfor-

mance across all the data sets on average was achieved with optimized KDEs of the most predictive

subset of units when employing m-fold CV (Err= 14.8±1.1% and Err=17.1±1.9% with and without

excluding the outlier at Err=34.2 and 39.5%). This decoding performance was significantly better

compared to the best achieved decoding with non-optimized KDEs for the same condition (p<0.018,

z=2.09, fig. 4.8, lower right panel). And also when comparing the same optimized with non-optimized

KDE results across the different sets of units but the same CV scheme optimized KDEs yielded sig-
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nificantly better performance (complete sets: p<9.94e-04, z=3.09; most predictive set based on spike

counts: p<0.0018,z=2.91). Comparing both methods for m-fold CV and the same sets of units di-

rectly yielded significantly poorer performance for optimized KDEs for all the other cases (p<3.36e-04,

z=3.40, p<5.20e-04, z=3.28, fig. 4.8, lower left and middle). Employing 3-fold CV resulted in a similar

outcome: optimized KDEs performed poorer for same conditions (complete sets: p<2.4e-04, z=3.48;

most predictive set based on spike counts: p<0.0023, z=2.84, fig. 4.8, top left and middle panel) or

equally with most predictive optimized KDEs (p=0.71, z=0.36, fig. 4.8, top right).

Summarizing, optimized KDEs yielded the best overall decoding performance which is significantly

better or equally good compared the best performance of non-optimized KDE for the analyzed condi-

tions (fig. 4.8 top and lower right panel). However, the classification accuracy highly depends on the

subset of units used for firing rate estimation and subsequent classification: while employing the most

predictive subset of optimized KDEs outperforms non-optimized KDEs, for decoding with other sets

of units the outcome is significantly poorer. Decoding accuracy also depends on the validation method

when estimating the prediction error.

4.4 Summary & Discussion

In a two-stage approach we first assessed how reliable we can predict task-relevant behavior of the ani-

mal when applying instantaneous firing rates obtained with optimized bandwidths, using both surrogates

and in vivo recordings from mPFC multiple single-unit spike times of behaving rats, and second, how

well we can decode experimental data with optimized compared to non-optimized KDEs.

Our findings show that first, in experimental data decoding outcome with optimized KDEs highly de-

pends on the sets of units used for classification and also on the cross-validation scheme for estimation

of the prediction error. Second, the UCV-method provides a reliable bandwidth estimate for 80% of

the analyzed in-vivo data, i.e. the UCV-based differs from the best misclassification error when scaling

optimized bandwidths by less than 10% when employing robust validation sets (3-fold CV). Third, this

finding is in agreement with the results obtained for surrogate data which shows that prediction perfor-

mance with actual KDEs deviates less than 5% from best performance achieved with scaled estimates

for sufficiently high non-resting state activity (fig. 4.6). This implies that decoding outcome of optimized

KDEs will be more reliable the higher state-dependent firing rates compared to the background activity

in surrogate data and the higher firing rates in response to stimulus presentation in in-vivo recordings are.

In the following we will briefly review possible reasons why the decoding outcome for optimized KDEs

varies depending on the set of single units and the CV choice when applied to mPFC in-vivo recordings.

One reason for dependency on single units is that neuronal activity under same conditions evolves over

time. Single-units can be responding to stimuli in some trials but being silent in other trials. This is in

line with previous studies which report inter-trial (Nawrot et al., 2008), e.g. responding non-stationary

when presented with the same stimulus, and long-term variability meaning that the state of neuronal

mPFC ensembles systematically exposed to the same conditions shifts with time (Hyman et al., 2012;
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Balaguer-Ballester et al., 2011). It is also in agreement with the general concept that neural ensem-

bles encoding for different task events or stimuli are context-dependent (Balaguer-Ballester et al., 2011;

Lapish et al., 2008). This may account for the flexibility needed during the performance of higher cog-

nitive tasks such spatial and temporal context-encoding (Hyman et al., 2012), rule learning (Durstewitz

et al., 2010), or decision making (Balaguer-Ballester et al., 2011). In non-optimized KDEs spike strains

of all stationary and non-stationary units within a data set are convolved by a Gaussian kernel of the

same width resulting in instantaneous firing rates which are smoothed to the same extent. Instead, in

optimized KDEs individual spike trains are smoothed based on their individual bandwidth outcomes.

A non-stationary unit encoding task-related events but which activity shifts over time will have a lower

UCV-based bandwidth estimate (as pointed out in sec. 2.1 that firing rate fluctuations are associated with

higher Cv and high Cv with low hucv values, sec. 3.3, fig. 3.7 a), give a more peaked instantaneous firing

rate and thus add more variability to a given data set. Consequently, non-stationary units will contribute

to a higher prediction error when employing optimized KDEs for classification. By removing units by

sequential feature selection we can presumably identify the set of cells with firing rates which are sta-

tionary over time for same task events. Thus, to overcome this issue one can either remove units with

high trial-by-trial variability, or alternatively, employ adaptive KDEs with variable bandwidths which

adjust to non-stationary regions of spike trains (Sain, 1994; Hazelton, 2003; Terrell and Scott, 1992;

Shimazaki and Shinomoto, 2010). Also multivariate Kernel density esitimates or optimized KDEs de-

veloped for analysis of time-series might provide a more accurate alternative (Antoniadis et al., 2009;

Bouezmarni and Rombouts, 2010; Tran, 2010; Zougab et al., 2014; Balaguer-Ballester et al., 2014).

The reasons why decoding results with optimized KDEs depend on the CV scheme are based on general

statistical properties of the CV procedure: as pointed out by Hastie et al. (2009) the leave-one-out (here

referred to as m-fold) CV will have low bias, but high variance since training sets are similar to each

other. In 3-fold CV the test set comprises a time series with many auto-correlated samples. Thus, we

computed mean KDEs by averaging consecutive blocks of the same event or class label for each trial.

Decoding with temporally averaged class-specific firing rates results in a poorer performance (higher

bias) compared to non-averaged KDEs, however lower variance. It also conveys qualitatively different

information: when temporal patterns which are highlighted by optimized KDEs are averaged out, perfor-

mance of optimized and non-optimized KDEs does not differ significantly (figure 4.8, upper right panel).

To conclude, although UCV-optimal bandwidth selection is an unsupervised method, which does not in-

clude any prior information on the timing of task-relevant events, it highlights temporal structure in spike

train data and improves subsequent decoding performance. Thus, the UCV method presents a helpful

tool for automated bandwidth selection and instantaneous firing rate estimation. The limitations of va-

lidity assessment of optimized KDEs in decoding are that the model we used to generate spiking activity

with multiple firing states does not incorporate trial-by-trial (Nawrot et al., 2008), long-term variability

(Hyman et al., 2012) or precise temporal spiking patterns present in in-vivo recordings (Mainen and Se-

jnowski, 1995; Bair and Koch, 1996; Buračas et al., 1998; Reinagel and Reid, 2002; Fellous et al., 2004;

Brown et al., 2005; Raman et al., 2010) which poses the need for more analyses including parameters

which specify temporal precision, inter-trial and long-term variability of spiking activity.
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5 Outlook and possible extensions

UCV-based optimized bandwidths provide a information rich measure reflecting spiking activity of sin-

gle cells and enhance classifier performance when applied to the recorded neuronal population (as seen

in the previous chapters 4 and 3). However, employing optimized KDEs we can tackle many more recent

challenging problems of the neuroscience community. Such might present single trial analysis of neural

time courses, detection of encoding neuronal ensembles or the unfolding population dynamics (Brown

et al., 2004; Baeg et al., 2007). Although there exist certainly many more possible considerable exten-

sions related to optimized bandwidths and KDEs, this outlook will be devoted to show the above stated

applications of optimized KDE to in-vivo recordings of the rat mPFC and, which general inferences can

be made about neuronal coding mechanisms based on the outcome.

Apart from being involved in working memory the rat mPFC has been implicated in spatial and temporal

context-encoding (Hyman et al., 2012) and rule deduction (Durstewitz et al., 2010). Furthermore it has

been reported that the context-dependent organization of neuronal ensembles which encode for different

task events or stages (Lapish et al., 2008; Balaguer-Ballester et al., 2011; Ma et al., 2014) may account

for the great flexibility required during the performance of higher cognitive tasks.

Employing optimized KDEs to the activity of simultaneously recorded neurons from the rat mPFC

during the sequence-switch task (sec. 5.4) we will first examine single-trial neural representation of the

different sequences and actions in single unit activity. To enable across-trial comparisons of activity dur-

ing self-paced events, we will use ’time-warped’ optimized KDEs. Second, we will identify neuronal

ensembles, i.e. subsets of units, encoding for task-related events by keeping those which maximally

decrease the misclassification rate. And third, we will unfold population dynamics during the different

sequences by reconstructing the neural trajectories in a 3-dimensional space by multidimensional scal-

ing.
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5.1 Single-trial analysis with optimized single neuron representations

We can examine how units represent task events and sequence information by comparing the time

courses of their neuronal activity across trials. To enable comparisons of spiking activity across trials

varying in length (when animals were freely moving), we aligned KDEs at time-stamps of task-related

behavior by ”time-warping” or temporal scaling (for a detailed description see sec. 5.4).

Representation of sequence information by single units: Figure 5.1 illustrates the transformation from

the original (left) to time-warped (middle and right) single-trial KDEs. Across-trial comparisons of

time-warped optimized KDEs in figure 5.2 confirm that single units significantly differentiate between

distinct events in time courses of their activity. We then examined whether the firing of single cells can

represent combinations of independent task-related attributes encoding for both actions and context in-

formation. Therefore, we grouped single-trials according to the task stage or order of performed actions.
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Figure 5.1: Illustration of single-trial KDEs varying in length and time-warped KDEs. Left: single unit

optimized KDE estimated at equidistant time points. Event time-stamps are denoted by vertical lines. Middle:

same single trial spiking activity as ’time-warped’ representation aligned at task-related behaviors. Gray-colored

sections on the x-axis indicate response (Tc, dark gray) and non-response-specific time-windows (Tn, light gray).

Sections of the same color in left span the same time periods as in the middle plot. Right: contour plot of ten

’time-warped’ single-trial KDEs for the two different task stages: actions performed in clock-wise (sequence 1,

trials 1-5) and anti-clock-wise order (sequence 2, trials 6-10). Dark blue regions indicate high firing activity and

light blue regions activity close to zero Hz.
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Figure 5.2: Time courses of time-warped optimized single trial instantaneous firing rates of single units

which convey maximal information about task-related responses, grouped according to the task-stages.

Data set 12 taken from the sequence-switch task. Upper panels: Ten single-trial ifrs of three selected units during

the two different task stages (color-coded sequences one and two). Lower panel: trial-averaged activity across the

two sequences, light blue and red lines indicate 95% confidence regions. The left column displays the same busty,

stimulus-locked unit as shown in chap. 3, figure 3.5, middle panel. Time-warped single trial KDEs are aligned

at time-stamps corresponding to actions performed on the task denoted by vertical lines (level-press, nose-poke,

wheel-turn, approaching the reward and reward consumption).

Single-trial optimized KDEs of single units in figure 5.2, lower panel reveal that some cells exhibit

temporal activity patterns that clearly differentiate between sequences, even when actions within a se-

quence are re-ordered to match both sequences. This finding implies that information on actions and on

sequence order is encoded in some of the single unit activity.
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5.2 Identifying cell ensembles encoding for task-related information

In order to make inferences about population coding mechanisms we examined if mPFC neurons follow

rather a distributed or sparse coding scheme by identifying units encoding for distinct task-related events

and determining the size of these neuronal ensembles proportional to the recorded population.

When coding is fully distributed information will be conveyed by the activity of many cells and accord-

ingly including all units to build the classifier will yield a higher decoding performance, otherwise, when

encoding is sparse, classification accuracy will be improved when activity of only few predictive cells is

considered.

We can address the problem from a statistical analytical view-point by using a procedure termed feature

or model selection. In this context, each feature corresponds to the optimized kernel density or instan-

taneous firing rate estimate νi of a single unit, i=1,...,p and a model represents the set of features the

classifier is built on. Units which most improve the misclassification error are successively added or

removed from the model (for a more detailed description see appendix 5.4).
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Figure 5.3: Identifying encoding units via stepwise feature selection procedures. Top: decoding performance

as a function of the subset size used for LDA classifier construction, dataset 12, sequence-switch task. The optimal

feature set size is indicated by vertical lines. Lower panel: average size of neuronal ensembles conveying maximal

task-related information proportional to the recorded population identified by the three different feature selection

algorithms (mean value ± 95% confidence intervals).
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Impact of the ensemble size on the decoding accuracy: Figure 5.3, top panel illustrates misclassifi-

cation error curves as a function of the subset size of neurons which was employed to construct the

LDA classifier for three different variable selection methods. Results obtained with forward-backward

selection are not considered for further analyses due to lack of convergence to a global minimum. All

prediction error curves are typically u-shaped due to the bias-variance trade-off. Starting with one unit

the misclassification rate decreases as the activity of more units are used for building the classifier until

a global minimum is reached, which defines the optimal size of the most predictive neuronal ensemble,

indicated by gray horizontal lines in figure 5.3, top panel. Prediction accuracy then again deteriorates

as more units are added to the model. Decoding accuracy significantly improves when taking into ac-

count exclusively the activity of the most predictive optimized KDEs of cells which are identified by

feature selection. For instance, in backward selection the misclassification error is reduced from about

41±2.5%, when including the entire set of recorded units, to below 7.9±1.43% for the most predictive

ensemble Furthermore, from figure 5.3, top middle column it follows that the complete set has almost

the same decoding performance as the best single unit 46.9±2.6%. This means that discrimination of

task-related event can significantly be improved with by selection the subset of encoding cells.

Sizes of encoding neuronal ensembles: The application of optimized KDEs in combination with feature

selection suggests that around 40% of the cells are encoding for task-related events on the sequence-

switch task (task one: 38.2±7.5, forward and 43.8±3.2 backward selection) and above 50% in the alter-

nation task (task two: 54.9±13.0, forward and 53.8±10.6 backward selection), figure 5.3, lower panel.

On average more cells were recorded per session in task one (∼50) compared to task two, (∼40). Gen-

erally, most predictive feature sets identified by backward selection slightly differ from those found by

forward selection, but not to a significant extent.

5.3 Reconstructing population dynamics during sequence processing

By analyzing high-dimensional population dynamics and low-dimensional neural trajectories in the PFC

it has already been possible to uncover interesting phenomena during rule learning, context perception

or decision making either on a single-trial or on a multiple-trial basis (Mante et al., 2013; Stokes et al.,

2013; Durstewitz et al., 2010). Here, we show first, that also optimized KDEs enable to extract low-

dimensional single-trial time courses which allow to monitor the simultaneous activity of a neuronal

population and second, which conclusions on mechanisms of sequence encoding can be inferred from

trajectories based on optimized KDEs.

The idea behind this approach is that each neuron is considered as a noisy sensor which reflects an un-

derlying neural process (Brown et al., 2005; Carrillo-Reid et al., 2008; Mazor and Laurent, 2005; Yuan

and Niranjan, 2010; Stopfer et al., 2003; Yu et al., 2006; Balaguer-Ballester et al., 2011). This process

can be uncovered by extracting a low-dimensional neural trajectory from the recorded high-dimensional

population activity. In behavioral experiments high trial-by-trail variability of single neurons can be

related to internal processing, e.g. in behavioral tasks involving motor planning, decision making, rule

learning and perception (Nawrot et al., 1999; Horwitz and Newsome, 2001; Czanner et al., 2008; Mante

et al., 2013; Churchland et al., 2010) and will reflect the state of the network and thus will be shared

among many cells. The neural trajectory facilitates the visualization of the underlying neuronal process

by providing a reduced representation of the shared high-dimensional population activity.
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We applied multidimensional scaling (MDS) to reduce the dimensionality of the population vector of

optimized instantaneous firing rates. Figure 5.4, middle and top panel shows the trajectories obtained

with optimized and non-optimized KDEs for an exemplary data set from the sequence-switch task. Each

dot represents the state of the entire recorded ensemble in one 100-ms bin. All points corresponding to

different 100-ms bins in the epochs of the same behavior are shown in the same color.
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Figure 5.4: Reconstructing population dynamics from optimal KDEs. Data set 12 taken from the sequence-

switch task. Population vector of optimized instantaneous firing rates mapped to a 3-dimensional space with

multi-dimensional scaling. a-b: neuronal single trial trajectories based on non-optimized KDEs. c-d: neuronal

single trial trajectories based on optimized KDEs, both showing 10 consecutive trials. e-f: averaged trajectories

over the two different task stages: sequence 1 and sequence 2.
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Representation of sequence information by the neuronal population: Our findings demonstrate that

first, optimized KDEs with automated bandwidth selection enable to unfold population dynamics and

show smooth single-trial trajectories (fig.5.4, middle panel). This is clearly not possible with non-

optimized KDEs where the bandwidth is chosen at random (fig.5.4, top panel). Second, when averaging

over the sequences in the reduced space, task events which appear in the same order in both sequences

(reward-approaching, reward-consumption) occupy similar regions of the space. Instead, same actions

but with reserved order can be discriminated along some dimensions of the reduced space while aligned

along other dimensions (fig.5.4, lower panel). The conclusions on mechanisms of sequence encoding we

can draw from analyzing trajectories based on optimized KDEs are that information encoding for both

actions as well as sequence order (context) seems to be represented simultaneously in the population

activity. These findings support the view that the mPFC is involved in higher-level contextual encoding

(Hyman et al., 2012; Ma et al., 2014; Rigotti et al., 2013).
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5.4 Concluding remarks

To date, studies which seek to determine more accurately the underlying spike density function by band-

width optimization of KDEs are mostly employed to analyze representations of neuronal activity in form

of instantaneous firing rates (Nawrot et al., 1999; Lehky, 2010; Shimazaki and Shinomoto, 2010).

However, in this study we have seen that optimized bandwidths provide an information rich measure

which helps to address and study more challenging questions and can provide valuable insight into the

understanding of multiple different mechanisms: By examining optimized bandwidths and their distri-

butions, we can discriminate cells with specific temporal spiking structure and moreover, segregate cell

groups with distinct spiking characteristics. By employing optimized KDEs obtained with automated

bandwidth selection we can enhance classification performance and unfold population dynamics reflect-

ing the underlying neuronal process and thereby draw conclusions on encoding mechanisms.

Theoretical research on kernel density estimation is far ahead of its practical application to neurophys-

iological data for a long time: adaptive KDEs with variable bandwidths which adjust to non-stationary

regions (Sain, 1994; Hazelton, 2003; Terrell and Scott, 1992; Tran, 2010; Antoniadis et al., 2009) could

be employed to overcome trial-by-trial variability in spike trains. Also, multivariate KDEs (Sain, 2002;

Bouezmarni and Rombouts, 2010; Zougab et al., 2014) might provide a more accurate method to esti-

mate the underlying spike density function of multiple-single unit recordings. Yet, the PSTH is widely

applied and the most commonly used method in in-vivo neurophysiology for the representation of spik-

ing activity.

This poses the need for future studies to integrate these already present more advanced methods on

automated bandwidth selection and adaptive and multivariate KDE and will be crucial for a better un-

derstanding of functional organization of neuronal activity. Also bandwidths estimates obtained by

optimization should be studied more systematically in a variety of cortical areas. We hope that the

application of bandwidth estimates and KDEs determined by optimization will in future shed light on

the neuronal coding problem and contribute to a better understanding of the functional mechanisms of

internal processing during complex cognitive tasks in higher order areas as the PFC.

I would like to conclude with the remark that I hope that this work will fill at least a tiny peace of the gap

between the field of Kernel density estimation and the complex but fascinating world of how the brain

works which may inspire and enrich future research.
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Appendix

Methods

Supplemental Information on the electrophysiological recordings & sequence-switch task

The following description was provided by Dr Liya Ma (personal communication).

Apparatus. The maze consisted of 4 platforms connected by 4 two-foot long passages that formed a dia-

mond shape (fig. 5.5), with platforms 1 and 3 at the sharp tips of the diamond. The individual platforms

differed in size, shape, floor texture and wall patterns. Platforms 1 to 3 contained unique manipulandae:

a nose-poke port in platform 1 to the right; a lever in platform 2 in the middle; and a response wheel

in platform 3 to the left. A 3W signal light was located above each of these manipulandae. During

initial task shaping, a food-cup was inserted above each manipulanda for food-pellet delivery, which

was always accompanied by a 0.5s pure tone at 1.5 KHz. Once trained, these food cup dispensers were

removed and food was only delivered on platform 4 in association with the same tone. All cue lights,

tone-generator, manipulandae and pellet dispensers were operated by a MedPC IV system (Med Asso-

ciates, Georgia, VT). Doors located at the start of each passage could be controlled from outside of the

maze.

Figure 5.5: Sequence switch task apparatus and stages of pre-training sessions on the maze. Figure and

description taken from Ma (personal communication).
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Behavior. Pre-training on the Maze: Training on the maze started with single-action instrumental con-

ditioning. The animals were restricted for fixed periods to each of the nose poke (np)(right), lever press

(lp) (middle) and wheel turn (wt) (left) platforms, thus ensuring daily training on each of the 3 instru-

mental actions (fig. 5.5). They progressed through FR1, fixed-interval 10s (FI10s) and random-interval

15s (RI15s) schedules with a performance criterion of 30pellets/20min. Ten daily sessions of sequence

shaping started the day after they attained criterion performance on all three individual operant actions.

The animals were placed in the reward platform at the beginning of the session and the only open pas-

sage led to Platform 1, where the light above the np port was illuminated (fig. 5.5 middle). Once the

animals reached this platform, two doors blocked both exits and the light stayed on until a np response

was emitted. At that point a door opened to allow access to Platform 2 and the light above the lever

was illuminated. The animals could only leave the Platform 2 after they performed a lp. At that point

the light above the lever was extinguished and the door was opened and the light above the wheel on

Platform 3 was illuminated. Once the animal reached the wt platform and turned on the wheel for a full

circle, the light above the wheel was extinguished and the last door opened to allow entrance to Platform

where 4 food pellets were delivered accompanied by a 0.5-s pure tone at 1.5 KHz. After 4 seconds,

another door opened so they could move to Platform 1 and start the next trial. These sessions lasted for

no less than 45min and ended either when the animal stopped responding for at least 3min or 60min had

elapsed.

Maze sequence task: After 10 daily shaping sessions, all doors were removed. Rats were still required

to perform the 3 actions in the aforementioned order, but could commit out-of-sequence errors such as

running in the wrong direction around the maze. Performance was evaluated by the number of out-

of-sequence errors per trial. Since the intention was to examine the plasticity of action representations

rather than sequence learning per se, it was desirable to minimize these types of errors. Therefore the

rats continued to be guided through the sequence by cue lights that were activated by the manipulandae

and that illuminated the next platform in the sequence. Repeated responses on the manipulandae in the

4s after the initial correct response were not considered as errors. A session typically lasted for 60min,

but extra time (up to 10min) was occasionally given if the animal was in the middle of the sequence at

60min. The animals continued to receive this self-paced sequence training for a total of 23 days.

Sequence switch task: After training on the original sequence (sequence A), animals were trained to

perform the action-sequence in the reversed order (i.e., wt lp np reward: sequence B). On the maze, rats

were first guided through sequence B with doors, then without, until they reached the same level of effi-

ciency as exhibited previously on sequence A. At that point the sequence-switch sessions commenced on

the following days, when the animals were required to complete at least 20 trials on sequence B within

20min at which point they were removed from the maze for a minute. They were then placed back in the

apparatus and the light above the np was illuminated instead of the light above the wt (as was the case for

sequence B). This prompted them to perform sequence A. Only the trials free of out-of-sequence errors

were used in the analyses of neural data. In the results, we refer to the first sequence (i.e. sequence B)

as ”sequence 1” and the 2nd as ”sequence 2”.

Subjects & surgery. Male Long-Evans rats (450-550g) were housed in a facility with 12hr light-dark cy-

cle, with all training and recording taking place during the light cycle. For the duration of the behavioral

experiments, the rats were food-restricted to just below 90% of their free-feeding weights. Feeding took

place in the home cage after their daily training/recording sessions, and water was available ad libitum
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in the cages at all times. All procedures were carried out in accordance with the Canadian Council of

Animal Care and the Animal Care Committee at the University of British Columbia. Stereotaxic surg-

eries were performed on naive rats with sterilized-tip procedures. NSAIDs analgesic, antibiotic, and a

local anesthetic, were given before incision. An elliptical-shaped craniotomy was made, centered at:

AP: +3.2mm, ML: ±0.5mm. Once the dura mater was retracted, the bottoms of the two bundles of 8,

30-gauge tubes, containing a total of 16 tetrodes were placed bilaterally immediately beside the central

sinus, touching the cortical surface. Each bundle had a cylindrical shape with bottom radius ∼0.4mm,

and were angled by 3.5∼5 degrees. The implants were fixed with bone screws and dental acrylic. All

tetrodes were extended ∼0.7mm into the brain at the end of the surgery. After 10d of recovery, the

tetrodes were advanced ventrally into the ACC. Once all tetrodes were placed into the dorsal ACC ac-

cording to lowering records and atlas coordinates, small adjustments were made with hyperdrives to

maximize the number of neurons recorded.

Acquisition of electrophysiological data. For data acquisition, an EIB-36TT board (Neuralynx Inc.,

Bozeman, MT, USA), connected to the extracellular electrodes were plugged into HS-36 headstages and

tether cables (Neuralynx Inc., Bozeman, MT). Signals were converted by a Digital Lynx 64 channel

system (Neuralynx Inc., Bozeman, MT) and sent to a PC workstation, where electrophysiological and

behavioral data were read into Cheetah 5.0 software (Neuralynx Inc., Bozeman, MT). Files were then

read into Offline Sorter (Plexon Inc., Dallas, TX) for spike sorting, based on visually dissociable clus-

ters in 3D projections along multiple axes for each electrode of a tetrode (peak and valley amplitudes,

peak-to-valley ratio, principal components and area). Sorting was confirmed by examining auto- and

cross-correlations, and ANOVAs were conducted from the 2D and 3D projections. Spike timestamps

were then read into MATLAB (Mathworks Inc., Natick, MA) for all further analysis. At the end of the

studies, the animals were deeply anesthetized using urethane i.p. injection, and a 100µA current was

passed through the electrodes for 30s. Animals were then perfused with a solution containing 250ml

10% buffered formalin, 10ml glacial acetic acid, and 10 g of potassium ferrocyanide. This solution

causes a Prussian blue reaction, which marks with blue the location of the iron particles deposited by

passing current through the electrodes. The brains were then removed and stored in a 10% buffered

formalin/20% sucrose solution for at least 1 week, before being sliced and mounted to determine precise

electrode tracks. Since multiple sessions were recorded from individual animals the precise recording

locations could not be derived from electrode lesions, but all electrode tracks were inferred between the

entrance point and the dyed spot. All tracks ended within the medial frontal cortex with the vast majority

of tracks limited to the ACC and a minority extending into superficial layers of the prelimbic region.
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Single-trial time warping

In order to align single trial KDEs, instead of using a grid of usually equidistant points at which the

instantaneous firing rate has to be estimated (fig. 5.1, left), we divided each trial into an equal number of

non-overlapping scaled time bins, which length was adapted to the timing of task events (fig. 5.1, middle

and right panel). We obtained the temporal binning for each trial in the following way:

Based on recorded time-stamps corresponding to actions ck , k = 1,...,5, performed on the task (level-

press, nose-poke, wheel-turn, approaching the reward and reward consumption, see sec. 5.4), we iden-

tified periods of 500 ms preceding and following all task-related behaviors as time windows Tc of

response-specific activity (fig. 5.1, dark gray horizontal lines). Time intervals Tn lying in-between were

labeled as non-response-specific (fig. 5.1, light gray horizontal lines). Then, the temporal resolution of

KDEs, i.e. grid at which the instantaneous firing rate was estimated, was adjusted depending on the

window type. Response-specific time-windows of length Tc=1 s were divided into L=20 equally-spaced

bins, so that the resulting response-specific instantaneous firing rates ν(t|ck) had a temporal resolution

of Tc/L = △t = 50 ms. Non-response-specific periods Tn were partitioned into the same number of bins

respectively. However, as the timing of self-paced behavior varied, the temporal resolution was adjusted

to the length of time intervals between consecutive responses △t = Tn/L.

Feature selection

Before feature selection we partition the input and output dataset of optimized KDEs ν and stimulus-

vectors y into two subsets based on the leave-one-trial-out CV principle (sec 2.5). The training set is

used for classifier construction and the test set is retained for subsequent validation.

We employed LDA in combination with forward, backward and forward-backward feature selection al-

gorithms, which are best described by the following pseudo-code:

1. Initialize feature set

. S0 = ⟨∅⟩; m = 0

2. Select the next best feature

. ν∗ = arg min
νi<Sm

Err(Sm ∪ νi )

3. Update feature set

. Sm+1 = Sm ∪ ν∗
4. While m < p

. m =m+1

. Go to Step 2

Sequential forward selection pseudo-code.

1. Initialize feature set

. S0 = ν; m = 0

2. Remove the worst feature

. ν∗ = arg min
νi∈Sm

Err(Sm ∖ νi )

3. Update feature set

. Sm+1 = Sm ∖ ν∗

4. While m > p

. m =m+1

. Go to Step 2

Sequential backward selection pseudo-code.

The backward feature selection procedure starts with the full set of features or single neuron firing rate

estimates Sp = ν = {ν1, ...,νp} and then sequentially eliminates features νi ∈ ν which most improve

the misclassification error Err(Sp−1), Sp−1 = Sp ∖ νi , while in forward selection units are added to the

current set. Forward-backward selection combines both procedures so that units are added or deleted

from the subset Sm as long as the prediction error is still decreasing Err(Sm+1) ≤ Err(Sm).
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We computed the prediction error Err by means of leave-one-trial-out CV (see sec. 2.5). After smooth-

ing the resulting Err(Sm)-functions with the MATLAB built-in cubic spline function ”csaps”, the most

predictive subset of neurons which conveys maximal stimulus-related information is then identified as

the set for which the prediction error attains its global minimum Sopt = arg min
m

Err(Sm).
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