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Abstract

Universal dynamics of a dilute Bose gas is studied within the kinetic regime where
the time evolution of the mode occupation number is governed by a wave-Boltzmann
equation. The universality manifests itself in the form of the dynamical evolution
which can be a cascade in the context of Kolmogorov-Zakharov wave turbulence
or a self-similar shift in time and space. Which is the case depends on the rel-
evant global conservation laws and on the particular range of scales in which the
respective dynamics takes place. A nonperturbative kinetic equation is derived by
applying the Schwinger-Keldysh closed-time functional integral and the 2-particle-
irreducible formalism to an action of complex scalar Bose fields with quartic inter-
action. The resulting dynamic equation for two-point correlations are reduced to a
wave-Boltzmann-type kinetic equation with an effective T-matrix which depends ex-
plicitly on the mode occupation numbers. This nonperturbative dependence on the
solution occurs in the infrared regime where wave numbers are large and collective
scattering of many particles prevails. Thus, the scaling analysis of wave turbulence
theory can be applied. We explicitly calculate the effective T-matrix analytically
taking into account an infrared cutoff for dealing with the infrared divergences. Our
results show that the scaling behaviour of the T-matrix departs from the one pre-
dicted by naive dimensional counting due to the presence of the infrared cutoff. The
Kolmogorov-Zakharov and the self-similar exponents are evaluated by power count-
ing using our 7T-matrix and the results are confirmed by numerical integration of
the wave-Boltzmann scattering integral. The scaling exponents governing the time
evolution are determined by means of the global conservation laws and the kinetic
equation. Depending on the scaling properties of the quasiparticle spectrum, the
momentum cutoff scale in the infrared evolves critically slowed in time. The respect-
ive scaling exponent is universal in the nonperturbative regime regardless of whether
the process is an inverse cascade or a self-similar shift towards the infrared. Thus,
our results provide a general framework for classifying nonthermal fixed points in
dilute ultracold Bose gases. They pave the way to a straightforward generalisation
and application to trapped systems in different dimensionalities and to systems with
more than one internal degree of freedom. Our results furthermore provide a possible
interpretation of recent experimental results on wave turbulence in an ultracold Bose
gas.



Kurzzusammenfassung

Wir studieren die universelle Dynamik eines verdiinnten Bose-Gases im kinetischen
Regime, in dem die Zeitentwicklung der Besetzungszahlen durch eine Boltzmann-
Gleichung gegeben ist. Die Universalitit zeigt sich in der dynamischen Entwicklung
der Besetzungszahlen, die entweder die Form einer Kolmogorov-Zakharov wellentur-
bulenten Kaskade oder einer selbstdhnlichen Verschiebung in Zeit und Raum an-
nehmen kann. Welcher Fall eintritt, hangt von den relevanten globalen Erhaltungs-
sidtzen und dem entsprechenden Skalenbereich ab, in dem die Dynamik stattfindet.
Eine nicht-perturbative dynamische Gleichung fiir die Zweipunkt-Korrelatoren wird
durch Anwendung des Schwinger-Keldysh closed-time Funktionalintegrals und der 2-
Teilchen-irreduziblen Formulierung der effektiven Wirkung fiir ein komplexes skala-
res Bosefeld mit quartischer Wechselwirkung hergeleitet. Aus dieser Gleichung erhalt
man eine der Wellen-Boltzmann-Gleichung ahnliche kinetische Gleichung mit einer
effektiven T-Matrix, welche explizit von den Moden-Besetzungszahlen abhéngt. Diese
nicht-perturbative Abhéngigkeit von der Losung tritt im Infrarotbereich auf, in dem
die Wellenzahlen grofl sind und kollektive Streuung von vielen Teilchen tiberwiegt.
Daher kann die Skalenanalyse der Wellenturbulenz-Theorie angewendet werden. Wir
regularisieren die Divergenz im Infraroten mit Hilfe eines physikalischen Cutoffs und
berechnen damit analytisch die effektive T-Matrix. Unsere Ergebnisse zeigen, dass
das Skalierungsverhalten der T-Matrix aufgrund des infraroten Cutoffs von dem mit-
tels einfachen Abzahlens der Impuls-Dimensionen erhaltenen Wert abweicht. Der
Kolmogorov-Zakharov Exponent sowie die Exponenten der selbstdahnlichen Verschie-
bung werden mit Hilfe der T-Matrix ausgewertet und durch numerische Integration
des Boltzmann-Streuintegrals bestétigt. Die Exponenten, welche die Zeitentwicklung
beschreiben, werden durch globale Erhaltungssétze und die kinetische Gleichung be-
stimmt. Abhédngig von den Skalierungseigenschaften des Spektrums der Quasiteilchen
entwickelt sich die Impuls-Cutoff Skala kritisch verlangsamt in der Zeit. Der entspre-
chende Skalierungsexponent ist universell innerhalb des nicht-perturbativen Regimes,
unabhangig davon, ob der Prozess eine inverse Kaskade oder eine selbstahnlichen
Verschiebung darstellt. Unsere Resultate liefern daher einen allgemeinen Rahmen
fiir die Klassifizierung von nichtthermischen Fixpunkten in verdiinnten ultrakalten
Bose-Gasen. Auflerdem schaffen sie die Grundlage fiir weitere Anwendungen von (in
Fallen eingeschlossenen) Systemen in unterschiedlichen Dimensionen und von Syste-
men mit mehr als einem internen Freiheitsgrad. Zudem geben unsere Resultate eine
mogliche Interpretation der Ergebnisse aktueller Experimente zur Wellenturbulenz
in einem ultrakalten Bose-Gas.
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Chapter 1

Introduction

Bose-Einstein condensation (BEC) was predicted by S.N. Bose and A. Einstein [1-3]
as a condensed state of matter in the ground state. In 1995, BEC in a dilute gas
was first observed in several experiments, using different types of atomic vapor [4-6].
Since then, the range of isotopes that are successfully condensed into BEC has been
rapidly expanded including some lanthanide elements such as Yb, Dy and Er. In
many-body physics, the BEC is described as a phase of spontaneously broken global
U(1) symmetry of the underlying field theoretical model. The Bogoliubov mean-field
theory treats the ground state of the BEC differently from the excited states. In the
condensate phase, the field operator which creates the ground state is replaced by a
complex-number-valued macroscopic field, such that the ground state field expecta-
tion value is non-zero while the excited states still have zero field expectation values
due to the nature of creation/annihilation operators. The transition from noncon-
densed to condensed phase can be viewed as a phase transition that occurs below
a critical temperature (on the order of nano Kelvins) and the expectation value of
the ground state field serves as an order parameter distinguishing the noncondensed
state (being zero) from the condensed state (being nonzero). The transition from
the noncondensate phase to the condensate phase (which can be viewed as thermal
equilibrium states of the ultracold Bose gas) implies that a large amount of particles,
comparable to the total number of particles in the system, is shifted into the ground
state. In most physical realisations, the formation of a condensate is, however, a
highly nonequilibrium process and is not captured by a model that only accounts for
slight deviations from thermal equilibrium [7].

In the following, we would like to emphasize how the formation of a Bose-Einstein
condensate, wave turbulence and nonthermal fixed points are related to each other
and what role each of them plays in the context of nonequilibrium universal physics.

The process of condensation requires cooling of the Bose gas such the temperature
drops below the critical temperature. There is a series of techniques to achieve BEC
where typically, the evaporate cooling is used in the last step [8, 9]. By allowing high-
energy particles to leave the system, the energy of the system is being lowered. This
process is equivalent to removing particles from the high-energy tail of the number
distribution and then letting the Bose gas to re-equilibrate. This is also termed a
“cooling quench”. Once the temperature drops down below the critical temperature,
the wave functions of the particles start to overlap and a BEC starts to form. During
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this procedure, the gas is kept isolated from its surrondings to prevent it from heating
up. Hence, the process shifting the particles into the ground state originates from
the interparticle collisions alone. As such, the condensation process is expected to
be captured by a kinetic-theory description. As we will see, this allows us to identify
wave turbulence as a generic feature of this process [10-12].

E. Levich and V. Yakhot investigated the time scale that is needed for condens-
ation to occur. In [13], the Bose gas was coupled with a heat bath and it was shown
that the time scale for condensate formation is infinite if there is no condensate in the
first place. However, when treating the Bose gas within a kinetic-theory framework,
the time scale of condensation is found to be finite [14]. This result suggests that
kinetic equations can serve to describe the process of forming a BEC. The process of
condensation can then be analysed within the theory of weak wave turbulence.

This analysis of wave turbulence in weakly interacting Bose gases is done in [15],
and it is emphasized that an inverse particle cascade is a very convenient means to
transport particles into the zero-mode. Numerical calculations supported this claim
[16, 17], though the results are slightly different in the values of scaling exponents.
It needs to be stressed, however, that weak-wave turbulence can not describe the
whole process since it is subject to the weak-wave approximation. This means it is
only valid at sufficiently low wave amplitude and in the random phase approximation
[10] This approximation breaks down when phase coherence starts to appear and,
typically, vortices are formed and begin to reconnect.

In a series of papers, Stoof [18-21] analyzed the Bose gas by applying the
Schwinger-Keldysh time integral contour in a 1-particle-irreducible (1PI) formula-
tion of the Gross-Pitaevskii action. Instead of using the process of truncation that
is normally done in the 1PI approach, the effective action of the Gross-Pitaevskii
model (GPE) was considered as a classical action and a generating functional was
derived in the classical limit (A — 0) to avoid over counting of loop-diagrams that are
now in the (effective) classical action. Although the author chose the truncation in
way that it preserves the symmetry of the original action, he still had to go through
several steps of approximations in order to build up a self-consisted correction term
for the effective action. The major conclusion was that the instability creates a small
amount of condensate in the ground state nucleating the further condensation pro-
cess. Furthermore, the time scale of nucleation was found to be very short, likely to
be observed in laboratory experiments.

In stark contrast, Svistunov, Kagan and Shlyapnikov [7, 22, 23] suggested that the
particles in the coherent regime already behave much like a condensate in the ground
state. A precondensate peak would form at k£ > 0 due to the suppression of quantum
fluctuations. Such a state is called quasicondensate and numerical calculations done
later [24] show that this quasicondensate induces superfluid turbulence with a very
long life-time, indicating that the time scale of condensate formation might be much
longer than the one derived by Stoof.

Such an intermediate state apparently fits with the idea of a nonthermal fized
point [25, 26], stating that there exists a nonequilibrium fixed point characterized
by universal scaling exponents. While there is no mentioning of scaling behaviour
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Figure 1.1: Universal dynamics of a dilute Bose gas in the vicinity of a non-thermal fixed
point, as induced by a strong cooling quench. The sketch indicates the single-
particle radial number distribution n(p,t) as function of momentum p for two
different times t (solid and short-dashed lines). Starting from the extreme
initial distribution n(p,tg) (long-dashed line) resulting, e.g., from a strong
cooling quench which removes a previous thermal tail (grey shaded area), a
bidirectional redistribution of particles in momentum space (arrows) occurs.
This eventually builds up a quasicondensate in the infrared while refilling the
thermal tail at large momenta. The particle transports towards zero as well as
large momenta is characterized by self-similar scaling evolution in space and
time, n(p,t) = t* f(t°p), with characteristic scaling exponents «, 3, in general
different for the two directions. The infrared transport moves particles to low-p
modes (blue arrow) while their energy is deposited by the scattering of much
fewer particles to higher momenta (red arrow), conserving total energy and
particle number. Note the double-logarithmic scale.

in [24], the universal scaling of superfluid turbulence in a Bose gas described by the
Gross-Pitaevskii model has been observed in numerical simulations [27-29]. See the
recent review of condensate formation [30] for a discussion of other, related theories of
condensation [31-36]. There, the kinetic equations are derived by different methods
and they all seem to agree to a certain extent. However, there are limitations due
to the approximations done in the derivations and, thus might not provide sufficient
means to treat the nonequilibrium problem of BEC.

The number of particles needs to be sufficiently large in the coherent regime for
a quasicondensate to be formed. This is achieved by an inverse particle flux as a
result of wave turbulence in the kinetic regime. Before the condensate is formed, the
kinetic transport is dominated by the 4-wave interaction process [37, 38] and there
are two types of transport here: inverse particle flux and direct energy flux. This
two-way transport or dual cascade is an efficient mechanism to achieve a condens-
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ate. The inverse particle flux shuffles the particles into the coherent regime while
a direct energy flux moves high-energy particles into the ultraviolet tail where they
can be removed via evaporation, leading to a further cooling down of the system. In
comparison to Richardson’s cascade in hydrodynamic turbulence where the energy
is passed down in the high-momentum regime by breaking down large eddies into
the smaller ones [39], wave turbulence transports particles and energy through the
interaction between wave modes at nearby wave numbers.

Like in hydrodynamic turbulence, wave turbulence also involves driving forces
and dissipation and assumes that the driving and dissipation scales are set apart
by the inertial range, a window where there is no effect of driving or dissipation.
Therefore, the transport of particles/energy in this inertial range happens in a con-
served manner. The steady state of turbulent fluxes in the inertial window enforces
a constraint on the particle and energy spectra such that they show unique scaling
behaviour. In hydrodynamic turbulence, the exponent of the energy spectrum is
the Kolmogorov 5/3 exponent [40], The corresponding power-law particle or energy
cascades in wave turbulence are set by the Kolmogorov-Zakharov exponents [10, 37].
Also these Kolmogorov-Zakharov exponents are universal, independent from the mi-
croscopic details of the underlying theory.

In [15] wave turbulence in a weakly interacting Bose gas was studied to un-
derstand the time evolution of a Bose gas in the kinetic regime. Although 4-wave
resonant interactions were considered, the phenomenon of a dual cascade was ruled
out due to a single power law assumed to describe the number distribution and the
presumption that driving forces and dissipation occur in the deep infrared and the
high ultraviolet, respectively.

As will be shown in detail in this thesis, there are, in fact, three situations that
could happen in the kinetic regime: a direct energy cascade, an inverse particle
cascade or self-similar evolution. In the case of a weakly interacting Bose gas and
in the perturbative regime, the inverse cascade is expected to occur. Weak-wave
turbulence theory predicts the power-law of the number distribution to be n(g) ~
£77/% where n(e) is the number distribution as a function of energy ¢ [15]. The
time evolution of the particle flux is encoded in the time-dependent energy scale
o(t) which is the energy scale determining the position of the wave front of particles
flux!. A scaling analysis shows that time dependence of the wave front as follows
go(t) ~ (t.—t)3. A later numerical calculation by D. Semikoz and I. Tkachev showed
the build up of particles in the infrared through an inverse particle cascade [16, 17].
The power law that has been observed there was slightly different from the prediction:
n(e) ~ e71%! was found together with the wave front evolution e¢(t) ~ (t, — t)*°.

Recently, an experiment by Navon et al. in Cambridge performed on a quantum
gas [41] within a flat-bottom cylindrical trap, has provided a first test of the theoret-
ical predictions made for a homogeneous system. A direct cascade has been observed,

IThis means flux of particles is established within energy scale ¢ > e and power-law n(g) ~ g=7/6

can be observed here. There is no such power law in the windows € < gq since flux of particles
has not yet reached.
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Figure 1.2: The experimental setup in Ref. [41] is illustrated in (a). Bose gases in the
cylindrical optical box is driven out-of-equilibrium by a spatially uniform, os-
cillating force. The blue shading represents the gas density while the red lines
indicate the lines of vortices. The momentum distribution during turbulent
cascade is presented in (b). The power-law scaling 3.5 is observed within the
momentum window bounded by k,, and kj;. The upper inset shows the time
evolution of the number distribution which is interpreted as a direct transport
toward the ultraviolet regime. Both of figures are taken from Ref. [41].

with number distribution n(k) ~ k=35 where k is the modulus of momentum. As-
suming that in this regime ¢ ~ k2, the number distribution was measured to depend
on the energy as n(g) ~ 1™ which is slightly different from that in a direct en-
ergy cascade with Komogorov-Zakharov exponent, n(g) ~ =1, It is not clear yet
whether the difference is due to the finite size of the experimental set up or if there are
other fundamental concepts that lie outside the kinetic description. The experiment
might not yet give a full answer to the questions related to condensate formation but
nevertheless, seems to support the validity of kinetic theory in an ultracold Bose gas.

We remark that all discussions about Kolmogorov-Zakharov exponents so far
have been based on the context of weak-wave turbulence where wave amplitudes are
assumed to be small such that all higher-order correlation functions can be broken
down into occupation numbers (and thus to second-order correlation functions). This
is an advantage of wave turbulence that is absent in its hydrodynamic counter part,
the closed equation describing fluid turbulence. The kinetic equation of weak-wave
turbulence takes the form of a wave-Boltzmann equation [10, 11]. The interaction
between wave modes is described by a scattering integral over product of occupation
numbers and 7T-matrix elements. The resulting Kolmogorov-Zakharov exponents are
universal in the sense that they are fully determined by dimension, energy spectrum
and scaling behaviour of the T-matrix elements.

Field-theory approach to universal dynamics is used to avoid the perturbative
limitation. In the present work, we demonstrate that this is conveniently achieved
with an effective action in a nonequilibrium quantum field theory approach. Here,
the Schwinger-Keldysh contour is used but instead of applying the 1PI approach as
Stoof has done, we choose the 2-particle-irreducible (2PI) effective-action formalism
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Figure 1.3: A sketch of an effective coupling which is equivalent to an effective T-matrix
shows the value of the effective coupling varying on the momentum scales. In
the UV regime, the coupling is a bare GPE coupling which is an approximation
of many-body coupling in the perturbative calculation. In the IR regime,
the effective coupling becomes a momentum-dependent function due to the
collective scatterings in the nonperterbative regime. The effect of the collective
scatterings is encoded in the self-energy function IT7.

[42-44]. The advantage of 2PI is having a closed, self consistent dynamical equa-
tion for the mean field and propagators. The opportunity to evaluate propagators
nonperturbatively opens a path-way to go beyond a mean-field calculation. The N-
component scalar field theory with ¢*-interaction and orthogonal symmetry, O(N),
has been studied in this nonperturbative approach in Refs. [45-47]. In the language
of the large-\ expansion, the leading order (LO) terms lead us back to the mean-field
calculation, while the next-to-leading order (NLO) describes the scattering physics
which is required to describe the interaction between wave modes [48]. Assuming ho-
mogeneity and choosing the classical approximation, the integro-differential dynam-
ical equation for the propagator [25] yields a kinetic equation resembling Bolzmann’s
equation but involving a many-body momentum dependent T-matrix. The analysis
done in wave-turbulence can be applied here in an analogous way. The T-matrix is
crucially modified due its the nonperturbative calculation and this effects the values
of the scaling exponents in a nontrivial way.

The effective T-matrix has two limits: in the ultraviolet regime where mode oc-
cupations are sufficiently low, it turns back to the T-matrix evaluated within the
weak-wave turbulence context. Thus, we call this the perturbative regime, and all
evaluations reproduce the weak-wave turbulence results. In the infrared limit where
the population is high, the effective T-matrix exhibits a different, universal scaling
behaviour. Within this nonperturbative regime the weak-wave turbulence is modi-



fied to so-called strong-wave turbulence [11]. Note that strong-wave turbulence here
still occurs within the kinetic regime (not yet the coherent regime). The notable
feature is that even though strong-wave turbulence is the result of a nonperturbat-
ive calculation, the kinetic equation is similar to the one in weak-wave turbulence,
apart from the momentum-frequency dependent effective T-matrix. Thus, the scal-
ing of weak-wave turbulence equally applies here, only giving different values for the
Kolmogorov-Zakharov exponents. Within scalar Bose field models, the exponents of
weak- and strong-wave turbulence have been derived in [25, 26] and [49], calculated
in the relativistic and nonrelativistic cases respectively. The exponents in both cases
fully agree with each other both in the in perturbative or nonperturbative regimes.
This again emphasizes the universality since whether the theory describes relativ-
istic or nonrelativistic particles does not affect the scaling derived from the kinetic
equations.

Strong-wave turbulence gives us a supportive argument for the existence of a
nonthermal fixed point. The universal character of the fixed point (turbulent steady
state) occurs in the regime where the perturbative calculation fails. However, the
steady state of transport demands a driving force and dissipation which, in turn,
should be absent in an isolated system. As mentioned in the beginning, the process
of condensation in an ultracold Bose gas is taking place in a closed and isolated
way if no high-energy particles are evaporated out. In such a case, if there exists
a nonthermal fixed point, it can not be a steady state of wave turbulence but nev-
ertheless, it shows two characteristic features, long life time and universal scaling.
In [50], the numerical calculation for an isolated Bose gas shows scaling behaviour
in the occupation number but instead of being stationary, the number distribution
evolves self-similarly in time conserving particles and energy, at the infrared and
the ultraviolet ends of the momentum range, respectively. We note that the self-
similar evolution was discussed already in [15] and in there, the scaling exponents
are completely fixed by the kinetic equation and somehow differ from the exponents
observed in [50]. A plausible explanation is that superfluid turbulence may play
some role here. A nonrelativistic calculation shows that the scaling exponents in the
occupation number are apparently identical to other classical statistical calculations
of Gross-Pitaevskii model [27, 28] where vortices are clearly seen. Although the full
picture is not yet available, it is enough to say that nonthermal fixed points in isol-
ated system are possible and in such case, the universal scalings manifest in both
space and time.

The scenario of the Bose gas after the cooling quench in the vicinity of a non-
thermal fixed point is illustrated in Fig. 1.1. The bimodal transport is necessary for
a typical situation where the energy spectrum scales as £(p) ~ p* with z > 0 since
This implies that the energy content £(p)n(p) is concentrated on large momentum
scales. A particle needs to take energy from several particles to move forward into
the UV-direction, and thus, those particles which loose energy need to scatter back-
ward into the IR-direction. The concept here is similar to the one describing the
dynamics in the language of the turbulence dual-cascade scheme [37], however, there
is no steady state of turbulence flux here due to lack of driving and dissipation forces
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in an isolated system.

In this thesis, we study the universal dynamics of a homogeneous Bose gas after
a strong cooling quench. We consider the general situation of universal dynamics
where the observable, the occupation number, takes the form of a power-law with
or without time-dependent cut-off scales regularizing the divergences of the particle
and energy integrals. The dynamics is categorized into three cases, particle cascade,
energy cascade and self-similar evolution, distinguished by the power-law scaling of
occupation number and constraints from global conservation laws. Similar arguments
have been introduced in [15] showing that the dynamics can be categorized by the
scaling exponent of the T-matrix. We show in Table 2.1 that even without the
knowledge of kinetic equation, some of the dynamical exponents are already fixed by
the global conservation laws alone.

Later, we analyse the kinetic equation and evaluate scaling exponents, both of the
Kolmogorov-Zakharov type and dynamical scalings exponents. In the perturbative
regime, the exponents we find fully agree with the ones obtained in [15] in the weak-
wave turbulence analysis. In the nonperturbative regime, the main task is to evaluate
the scaling behaviour of the effective T-matrix which we achieve here by evaluating
the integral giving the self-energy in loop-resummation. We find that the T-matrix
in the perturbative regime is evaluated with the bare coupling ¢ = 4mwa/m inde-
pendent of the momentum scale where in the nonperturbative regime the T-matrix
is calculated with momentum dependent effective coupling, g.g(p) ~ p*. Using this,
we determine the scaling of the effective T-matrix, and with this the Kolmogorov-
Zakharov exponents. Our results are different from the ones obtained in [26] and [49]
in the strong-wave turbulence regime. This is because the scaling arguments used
there gave g(p) ~ p* assuming that the integral converges without the need of having
cut-off scales. In our calculation, we now take into account the necessary infrared
cutoff. Related differences appear in the dynamical scalings when we compare with
the results of [50].

Apart from Kolmogorov-Zakharov exponents for the turbulence cascades, we
evaluate also the self-similar scaling exponents, a universal scaling in isolated systems
as depicted in Fig. 1.1. The exponent in the perturbative regime is again identical
to the one predicted in [15]. Our prediction in the nonperturbative regime is that
the exponent kK = d + (32 — 4 — 1n)/2 determines the momentum power law of the
occupation number, n(p) ~ p~", in d dimensions, with energy spectrum &(p) ~ p*
and anomalous scaling 7. The exponent we obtain is apparently different from the
scaling of the occupation number presented in [50]. We attribute this discrepancy to
the fact that there are influences from superfluid turbulence there which is beyond
the scope of the kinetic equation.

Our analysis yields a picture of the universal dynamics of Bose gas as follows.
In the perturbative regime, an inverse particle cascade occurs however, not with
critically slowing of the wave front with t=% but with an accelerating wave front,
(t, —t)7? due to the negative 8. Note that this confirms the earlier predictions
of Refs. [15-17]. In the nonperturbative regime where the single-particle spectrum
is considered free i.e. e(p) ~ p?, the self-similar dynamics manifests itself with a



momentum scaling exponent of the occupation number k = d + 1 — 1/2. Below the
healing length scale where the spectrum is linear w(p) ~ p, an inverse cascade takes
place with an exponent K = d — 1/3 — n/6. In either case, the time evolution of the
infrared wave front is critically slowed down with the cutoff evolving proportional to
t=8, with the same exponent 3 = 1/(z — 7). Our results suggest that the exponent
B in the nonperturbative regime is a universal feature of the nonthermal fixed point.

The scenario we predict has not yet been observed in numerical calculations and
as before, we suspect that superfluid turbulence plays a role there. The momentum
scaling exponent x deriving from the vortex-statistics is higher than the scaling expo-
nent within kinetic theory/ Thus, the kinetic exponent appears to be subdominant.
This is corroborated by the numerical calculation done in [28]. There the exponent
of the incompressible part shows the sound-wave excitation spectrum to scale with
the exponent ¢ = 3.6 in the moment shortly after vortex decay. This corresponds to
xk = 2.6 in our notation which closely resembles x = 8/3 of our prediction in d = 3
dimensions (neglecting 7). The same number has also been found in the scaling
analysis of the Kardar-Parisi-Zhang equation [51] using functional renormalization
group methods.

The thesis is organized as follows. In Ch.2, we discuss the general form of the
universal scaling function and analyse the dynamical exponents using the global con-
servation laws. In Ch.3, we introduce the kinetic equation without derivation and
evaluate the exponents in both the turbulence cascade and the self-similar evolu-
tion in an isolated system. The dynamical exponents are finally determined with
the constraint arising from kinetic equation. In Ch.4, we derive the closed equa-
tion of motion of mean-field and propagators using the nonperturbative approach of
nonequilibrium quantum field theory. We recover the kinetic equation and calculate
the many-body coupling for the effective T-matrix which we have in Ch.3. Using an
ansatz, we explicitly evaluate analytically the many-body 7T-matrix. In Ch.5, we use
this to calculate numerically Kolmogorov-Zakharov exponents, the self-similar expo-
nent and the dynamical scaling of Boltzmann’s scattering integral. The technical
calculation and supplement materials are in the appendices.

After completion of this thesis I became aware of the recent work [52] discussing
questions related to the ones studied in this thesis.






Chapter 2

Universal dynamics and nonthermal
fixed points

Universality is a phenomenon where the relevant observables become insensitive to
the underlying microscopic theory [53, 54]. Near a second-order phase transition
universal behaviour of system is usually signalled by the divergence of the correlation
length because fluctuations spread across all length scales, enforcing the whole system
to be in a unique state, exhibiting self-similar character. As a consequence, the
observables show scaling behaviour with specific critical exponents. Systems which
might have totally different microscopic properties show the very same set of critical
exponents, thus, are classified to be in the same universality class.

Universal physics is not limited to equilibrium physics. Rather, the question
whether there is an equivalent nonequilibrium version of universal phenomena has
become one the most relevant topics in (quantum) many-body studies. The theory
of dynamical critical pheonomena based on stochastic field theory and the renor-
malisation group has been summarised in [55, 56] where the universality of several
physical models has been examined. The universal behaviour during the relaxation
after a quench has also been found in purely dissipative cases [57, 58]. In ageing
phenomena [59-61], the system persists in the nonequilibrium state for a long time
after the relaxation and the fluctuation dissipation relation is violated. However,
the fluctuation dissipation ratio has been observed to have universal properties in
ferromagnet models [62, 63]. Turbulence (especially wave turbulence) [10, 11, 39]
and superfluid or quantum turbulence [64, 65] are also closely related to dynamical
critical phenomena even though turbulence involves driving and dissipation forces.
The conserved fluxes that go through different scales can be viewed as analogue to
the fluctuation that spreads out in critical phenomena, leading to the self-similar
character in both cases.

A cooling quench is one of many techniques that have been used to study dynam-
ical critical scaling. By quenching across a critical point, the effects of the universal
character of the critical point are expected to influence the dynamics towards the
new equilibrium. This means universal scaling should also be observed during the
time evolution which is clearly a nonequilibrium process. Universal scaling would
emerge if the system was drawn towards a nonthermal fixed point during the time
evolution [25, 48]. Classical statistical simulations reveal the scaling character dur-
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Chapter 2 Universal dynamics and nonthermal fixed points

ing the dynamics towards equilibrium after a cooling quench in a single-component
[27-29] and in two-component Bose gases [66, 67]. Thereby, universality showing
up in the scaling time evolution implies critical slow down in the evolution towards
equilibrium.

In this chapter, we do not yet discuss how precisely universal dynamics is mani-
fested in Bose gases but will presume that the occupation number n(p,t) which is
a general observable in the numerical calculations, takes the scaling form in both
momentum and time. Then, we analyze the possible time-evolution of the system
and the dynamical exponents in each case. In contrast to the analysis in [15], instead
of combing global conservations and kinetic equations in the first place, we for the
first only consider the constraints from the global conservation laws. It will be seen
by the end of this chapter that the constraints set by the global conservation laws
alone are already sufficient to give us a general idea of the time evolution assuming
a universal character of the occupation number distribution.

2.1 Model and observables

We study the Gross-Pitaevskii model for bosons of mass m with a quartic self-
interaction

2
H= /ddx [—@T(x)jmfb(x) +%<I>T(m)(1ﬂ(x)<1>(x)®(:p) . (2.1)
where ¢ is a coupling parameter!. The Hamiltonian in Eq. (2.1) represents a system
of a dilute Bose gas without trapping potential such that it is enough to keep only
the 2-body collision term in the interaction [ d%zd?z'®T(z")®1(z)V (x,2")®(z)P(2'),
while the contact interaction, V(x,z’) ~ 6(x — 2’), reduces the term further down to
a simple quartic interaction with a single parameter a, the s-wave scattering length?.

In units of & = kg = 1, the coupling g relates to a via g = 4wa/m. The field variables
® = O(x,t) satisfy Bose equal-time commutation relations,

B, 1), @ (@, 1)] = (@ — ),
[@(,1), (2, )] = [0 (, 1), 2 (2',1)] = 0.
The single-particle momentum distribution

n(p,t) = (®'(p,t)®(p, 1)) (2.4)

counts the directly measurable number of particles with momentum p. In free-
particle limit (no condensate and sufficiently weak interactions and occupation num-
bers), the eigenmodes of the Hamiltonian are approximately determined by only the
Laplacian term which gives the free particle energy spectrum

ep =P’/(2m). (2.5)

IThe coordinate variable = stands for the d + 1 dimensional space-time variable (x¢, ).
2Note that this notion of the scattering length a is only valid in three-dimensions. In terms of the
scattering length, the term dilute means na® < 1 where n is the total number of particles [68].
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2.1 Model and observables

In the case of a dilute Bose gas with a condensate fraction, the field operator ®(x)
becomes a macroscopic field and has a nonzero expectation value, (®(z)) = ¢y, as-
suming that the condensate is homogeneous. Then, the condensate density pq is de-
termined by py = |@o|>. The field ®(z) can be expanded around its expectation value
®(z) = ¢y + P(z) where ®(x) represents the fluctuation around the condensate (im-
plies (®(z)) = 0). In this case, the Hamiltonian can be expanded to second order in
the fluctuation fields ®(z) around the condensate, ®(z) = ¢o+P(z), where, by defin-
ition, (®(z)) = 0. A Bogoliubov canonical transformation to bosonic quasiparticle
operators @, defined in momentum space by d(p,t) = up®o(p,t) — vpcbg(—p,t),

. 2 2 _ . . . . . .
with u,;, — v, = 1, diagonalises the resulting quadratic Hamiltonian,

H = w, (®h(p,t)0q(p, 1) +1/2) . (2.6)

The Bogoliubov dispersion and mode functions read

1/2
Wp = [&?p (8,, + 2gp0)} : (2.7)
W, = <5P+9P0+Wp>1/2 U = <5p+gpo_wp)l/2 (2.8)
P ) P — — . .
2wp 2wp

For momenta much larger than the healing-length momentum scale, |p| > pe =
V2mgpo = v/8mapg, the Bogoliubov dispersion resembles that of the free fundamental
bosons, w, >~ gpo + €p, and u, ~ 1, v, ~ 0. In the opposite limit, |p| < pe =
[2mgpo]'/?, the quasiparticles are sound waves, i.e.

w

12

cs|pl, (2.9)

P
uh ~ v~ gpo/(2wp) ~ mes/(2|pl) (2.10)

with speed of sound ¢, = \/gpo/m = pe/(v/2m). The occupation number of sound-
wave field modes with wave-number p is measured by

no(p,t) = (P4 (p. t)P(p. 1)) - (2.11)

According to the Bogoliubov transformation, particle and quasiparticle mode occu-
pation numbers are related by

n(p,t) = (u +v2) ng(p,t) + v (2.12)

For momenta much larger than the healing-length momentum scale, |p| > pe =
V2mgpy = +/8mapy, the Bogoliubov dispersion w, resembles that of the free fun-
damental bosons, w, >~ gpy + €p, and u, ~ 1, v, ~ 0. In the opposite limit,
Ip| < pe = [2mgpo]'/?, the quasiparticles are sound waves, i.e.

wp = calp. (2.13)
3o 02 oo/ (2wy) = me/(2lp). (2.14)
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Chapter 2 Universal dynamics and nonthermal fixed points

with speed of sound ¢, = \/gpo/m = pe/(v/2m). In thermal equilibrium, the particle
and quasiparticle distributions are given by grand-canonical and canonical Bose-
Einstein distributions, respectively. In general, npg(p) = {exp[(w(p) — u)/T] — 1} 7!
for excitations with dispersion wy is set by the temperature 7" and the chemical
potential . We point out that, in the sound-wave limit, 0 < |p| < pe¢, and for
large quasiparticle occupations, ng(p,t) > 1, relation (2.12) together with Eq. (2.14)
means that

n(p, t) = no(p.t) goo/wy. (2.15)

Hence, in the Rayleigh-Jeans regime of the equilibrium Bose-Einstein distribution,
—p < w(p) < T, where the occupancies are n(p,t) ~ T/e, ~ T/p* and ng(p,t) ~
T/w, ~ T/p, the extra factor 1/p from the mode functions, ug + vﬁ ~ 1/p, ensures
the same power-law dependence on p on both sides of Eq. (2.12) and thus adjusts the
quasiparticle number distribution to the modified density of states in the sound-wave
limit.

2.2 Momentum scaling and universal scaling functions

In equilibrium, universality is widely studied in the context of phase transition and
critical phenomena due to the manifestation of scale invariance around critical point.
The indicator of universality, power-law exponents in various observables that are in-
sensitive to microscopic details but depend solely on the particular universality class
the system belong to [54]. Analogously, in nonequilibrium, systems are expected
to show universal scaling behaviour near so-called nonthermal fixed points. These
fixed points can manifest themselves in the form of wave turbulence corresponding
to a steady turbulent flux in scale (i.e. momentum) space, or as a self-similar evolu-
tion. Here, we are interested in the universal dynamics of the number distribution in
nonequilibrium for the Hamiltonian in Eq. (2.1) which means the number distribu-
tions (2.4) and (2.11) are expected to take, at a particular moment in time, the form
of scaling functions different from a thermal Rayleigh—Jeans law, i.e. n(p) ~ T/w(p)
where w(p) is a quasiparticle energy.

2.2.1 Momentum scaling in number distributions

We presuppose a scaling behaviour of the number distribution according to,

n(sp) = s~*n(p), (2.16)

where s is a positive, real number and ( is a universal scaling exponent which we
assume to be a real number. Notice that Eq.(2.16) is able to generate the whole
function in momentum space given its value only on an arbitrarily surface enclos-
ing the origin. This should not be possible if there is no correlation between very
different momentum scale in the first place. In physical situations, however, such
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2.2 Momentum scaling and universal scaling functions

correlations stretch over a finite interval in momenta only. So far, we have neglected
time dependence. We also consider the situation that the dispersion relation, at least
in a region where Eq. (2.16) fulfilled, satisfies scaling according to

w(sp) = s*w(p) . (2.17)

This is, e.g., everywhere the case for the free dispersion (2.5) and, in the free-particle
and sound-wave limits, for the Bogoliubov quasiparticle dispersion (2.7).

In the following we will account for the scaling of w(p), as far as possible, by
means of an arbitrary dynamical exponent z. We anticipate in this way that self-
energy corrections can lead to a modified scaling of the quasiparticle dispersion and
that, in a treatment beyond kinetic scattering of free modes, a more general scaling
between frequency and momentum is expected.

2.2.2 Bulk integrals

The momentum integral over the single-particle distribution n(p) yields the density
of non-condensed atoms p,. and thus the observable total particle density

ddp
Ptot = PO T+ Pnc = Po + / W n(p) (2.18)

and therefore must be finite. Hence, if n(p) shows power-law scaling (2.16) in a
certain range of momenta p = |p|, this range can not extend over all possible p from
0 to co. This is because the radial, i.e., p-integral over p?~'=¢, which includes the
volume factor, has a power-law divergence either in the ultraviolet (UV), or in the
infrared (IR), or is logarithmically divergent in both limits.

This means that in any physically meaningful situation, in the continuum and
thermodynamic limits, the distribution n(p) must take the form of a more general
scaling function which ensures convergence of the integral (2.18). Alternatively, the
finite size of a generic physical system and its definition on a discrete grid would
provide IR and UV cutoffs, respectively. We are, however, interested in universal
dynamics which, within first approximation, is not affected by such boundary condi-
tions. To this end, we demand the scaling region to be sufficiently far away from the
boundaries of the system and will study the intrinsic conditions under which scaling
dynamics can occur.

The integral over the occupancies of the quasiparticle eigenmodes of the Hamilto-
nian defines the density

o= [ Ggmalp) (219

which is in general different from the particle density (2.18). In situations where
the interactions between quasiparticles are dominated by elastic 2-to-2 scattering,
their total number and thus the density pg are conserved in time. From Eq. (2.12),
we can deduce that, in the momentum regime where both dispersion relations and
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Chapter 2 Universal dynamics and nonthermal fixed points

occupation numbers show the power-law behavior, the particle and the quasiparticle
distributions are related by 3

_ (IP\*?
ne) = () o). (220
where p is a momentum scale that encoded in the Bogoliubov transformation i.e.
in the case of sound-wave dispersion (z = 1) satisfying Eqs. (2.13) and (2.14), p =
pe/V/2. Given a scaling (2.16) of n(p), the quasiparticle distribution, in the scaling
region, would satisfy

nq(sp) = s "ng(p), (2.21)
with
k=C(+o=(+z—2. (2.22)

Here, the exponent 0 = z — 2 governing the relative scaling of the two distributions
accounts for the z-dependent density of states. It is not equal to —z as one may
naively infer from Eq. (2.15), cf. the discussion concerning Eq. (4.104) in Sect. 4.3.1.
Assuming contributions from outside the scaling region with a fixed z to be
negligible, the relation between particle density and quasiparticle spectrum is

e = [ o (&) a0, (2.23)

with p = gpo/cs = pg/\/ﬁ for z = 1 while for z = 2, 0 = 0 and there is no p scale
because the Bogoliubov transformation for the free theory is trivial, u, = 1 and
vp = 0. In this z = 2 case, quasiparticles and particles are identical. Besides the
density of (quasi)particles, also the energy density,

e=/ <gﬂ_];dw(p)nQ(p), (2.24)

is a physical observable and therefore must be finite.

2.2.3 Scaling function

Where not otherwise stated, we assume the momentum distributions to be isotropic
in the following, ng(p) = no(p). Assume, for the first, that ng(p) ~ p~" is a pure
power law in the radial momentum direction, satisfying Eq. (2.21) for all momenta.

3In the scaling regime wp ~ p° implies wp = P2~*p* /m since wp itself is an energy (neglecting
some other dimensionless constants). Although we are interested in an interacting theory, we
can use the energy expectation value of the free theory, (H) = Zep[n(p) + 1/2] to derive scaling
relations. Comparing the energy of the free theory with the expectation value of Hamiltonian
in Eq. (C.18), we obtain the relation 5*~*p*ng(p) ~ p?>n(p) which leads us to Eq. (2.20) (also
neglecting the ground state energy €,/2). This can be verified explicitly in case of z = 1. Note
that we used an equality in Eq. (2.20) because both n(p) and ng(p) have the same dimension.
The dimensionless constants that might appear can be absorbed in p nevertheless.
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2.2 Momentum scaling and universal scaling functions

Furthermore, presume a power-law form for w(p), Eq. (2.17), with z # 0, such that
the integrand in Eq. (2.24) is a pure power law.

The exponent x then determines whether the IR or the UV regime dominates
quasiparticle and energy densities. If k > d, the integral (2.19) is dominated by
quasiparticles with IR momenta, while for kK < d UV momenta dominate. Similarly,
Kk > d + z leads to an IR dominance of the integral (2.24) for the energy density
whereas, for k < d + z, energy is concentrated in the high-momentum modes. In
summary, the exponent s determines where quasiparticle and energy densities are
concentrated,

k>d+ z, quasiparticles and energy: IR; (2.25)
d<rk<d+z, quasiparticles: IR; energy: UV; (2.26)
k<d, quasiparticles and energy: UV. (2.27)

According to the above, the minimum regularization a power-law momentum
distribution requires is provided by a modified power law in the IR or the UV limit.
This is the case when both, quasiparticles and energy are concentrated at the same
end of the spectrum, i.e. for k satisfying (2.25) or (2.27). As a consequence, the
quasiparticle distribution can be parametrized as

nq(p) = f(p/pa; J1) (2.28)

in terms of a scaling function f(z) of the form

s fr) = 21 |27 + x“]_l : (2.29)

f(z) interpolates between two different power laws, with universal exponents k # .
It exhibits a non-universal point at x = 1 where the scaling crosses over from one
power law to the other. In the distribution function ng, this crossover thus occurs at
the non-universal momentum scale p = py. The amplitude f; = f(1; f1) is a further
non-universal quantity the scaling function depends on. Note that different functional
forms are possible for describing the crossover, and that determining the precise form
of the universal scaling function requires solving the dynamic equations. Note also
that a sharp IR (UV) cutoff, i.e., f(z) ~O(zx—1)z" (f(z) ~ O(1 —x)x~"), can be
realized by choosing k — —oco (— 00). The simultaneous IR and UV convergence of
both integrals, Eqs. (2.19) and (2.24), requires & < d and k > d + z, or vice versa.

Within the interval (2.26) either the quasiparticle or the energy density diverges,
such that an extended scaling function, with an additional regulator, is required. A
straightforward extension of the scaling function (2.29) involves two crossover scales,
px > pa. To make the expression more transparent, we introduce a third scale py.
Hence, we write

nq(p) = f(p/po; pa/Po, Pr/Po, fo) , (2.30)

with the scaling function

flaiy 2 fi) = fi ly"(/y)™ + 2" + 2" (/)] (2.31)
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Chapter 2 Universal dynamics and nonthermal fixed points

such that, for Ky < k < k), the amplitude f; fixes f at x = 1 if the crossover scales
are taken to the IR and UV limits, f1 = f(1;y — 0,2z — o0, f1), see the sketch in
Fig. 2.1. k5 < d ensures convergence of the integral for the quasiparticle density in
the IR, while k) > d + z renders the energy integral finite in the UV.

As pg above only sets the unit, we can simplify the parametrization such that
the scaling function has only two arguments,

no(p) = fa(p/pa;pa/pas folpo/pal™), (2.32)
Iazsy, fi) = h [fm + 2" + xmyn_m}_l ; (2.33)
or, equivalently,
nQ(p) = fr(p/Px;pa/px, folpo/pAl") (2.34)
@iy, fi) = fi |2y + 2"+ x“k}fl . (2.35)

In the parametrizations (2.32) and (2.34), all momenta are expressed in units of the
IR scale py and the UV scale py, respectively. Note that this leads to individual
redefinitions of the amplitude fy. In the special cases that k), = k or that the UV
scale is sent to py — 00, the scaling function (2.33), up to constant factors, reduces
to the function (2.29). The same applies to the function (2.35) if kKA = k or py — 0.

In general, the precise form of the scaling function requires solving the dynamic
equations. As a result, it can, e.g., exhibit regions with different momentum power
laws as sketched in Fig. 1.1 which can relax the condition (2.26) for self-similar
evolution, allowing x > d+z in the IR and k < d in the UV. Corresponding dynamics
has been discussed in Refs. [28, 29, 50, 69, 70] in the context of non-thermal fixed
points and the formation of topological defects. In the following we will focus on
the case that a single momentum power law prevails between the cutoffs, discussing
possible extensions where applicable.

2.3 Universal dynamics

Our aim is to describe possible forms of universal dynamics realized in the model
(2.1). We demand that, at a given instant in time, the quasiparticle number distribu-
tion ng(p, t) is parametrized by a scaling function of the type (2.31) which disposes of
the essential properties discussed in the previous subsection, i.e., power-law behavior
(2.21) within a region of momenta, py < p < p,, and convergence of the integrals
(2.18) and (2.24) for quasiparticle and energy density, respectively. The question
then is, how such a distribution can evolve in time in a universal manner, i.e., in a
way that it keeps its parametrization in terms of the initial scaling function, varying
only the non-universal scales py and p,, and the amplitude fy. The considerations of
the previous subsection already provide an intuition of what types of dynamics are
possible, depending on the scaling exponent k.
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2.3 Universal dynamics

2.3.1 Global conservation laws

In most cases, one or more global conservation law constrain the dynamics, which
plays an important role for the dynamical scaling phenomena possible in the system.
For a closed system and if quasiparticle number changing processes are absent, the
total quasiparticle density is conserved in time,
dp
= [ ——= ng(p,t) = const. 2.36
PQ / (2 7T)d Q(p ) ( )

If, furthermore, neither internal excitations nor interactions with an energy reservoir
are possible, also the energy density is a constant of motion,

°T / (giz;d

In addition to the above also real particle number p,., Eq.(2.18) is a viable con-
served quantity. In the present work we will eventually only consider quasiparticle
number conserving processes due to the discussions in subsequent chapters will be
based on Boltzmann’s scattering integral which determines the time evolution of the
quasiparticle distribution. A generalization to dynamics which, for z # 2, explicitly
accounts also for particle number conservation requires an extend discussion which
we consider beyond the scope of this thesis. In the following, we will use the terms
“quasiparticles” for the respective quasiparticle eigenmodes of the Hamiltonian, and
“particles” to refer to the distribution (,c(p) ~ p*?ng(p), where both are identical
for z = 2.

The above conservation laws strongly constrain the dynamics the system can
undergo. As was pointed out in Ref. [15] and we will discuss in detail, they limit
the possibilities of how the cutoff scales py and p), and the amplitude f; can vary
in time. For example, if kK > d, quasiparticles are concentrated in the IR. In this
case, shifting the infrared cutoff p, implies a violation of the conservation law (2.36)
unless the amplitude fy is adjusted appropriately. Similarly, for k < d + z, the bulk
of energy sits in the UV, and p, can in general only be varied together with f,. If
these conditions are simultaneously fulfilled, d < k < d+ z, both, IR and UV cutoffs
are needed, cf. Egs. (2.26) and (2.31), such that a change of fy requires also a shift
of both of these cutoff scales. On the contrary, if x > d + z, both, quasiparticles and
energy are concentrated at the IR cutoff scale. In this case, an additional UV cutoff
Px > pa, which is expected to limit a realistic physical distribution, can be shifted
without significantly ‘renormalizing’ the entire function since neither conservation
law is strongly affected by the shift. The same applies to shifting the IR cutoff p, if
Kk <d.

We remark again that for bimodal distributions such as the one sketched in
Fig. 1.1, also for k > d + z energy can be concentrated in the UV, requiring a UV
cutoff and allowing for the dynamics anticipated in the case of d < k < d + 2. This
will in general be the case for superfluid turbulence [27-29, 70, 71].

In the next two subsections we discuss in more detail how these constraints
distinguish the kinds of universal dynamics possible in the system.

w(p)ng(p,t) = const. (2.37)
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Chapter 2 Universal dynamics and nonthermal fixed points

2.3.2 Nonthermal fixed points

Nonthermal fixed points refer to nonequilibrium attractor solutions that show univer-
sal scalings [48]. The phrase nonequilibrium attraactor implies that the fixed points
are not fully attractors since the system has to be thermalized after some time scale.
At the early state of studies, nonthermal fixed points was understood as a turbu-
lence state due to the similarity of dynamic equation compare to the kinetic equation
and the focus was the exponents of stationary state [25, 49, 72| or the Kolmogorov-
Zakharov exponets. Later, the concept of nonthermal fixed points has been extended
to the nonstationary situation [50] which is more typical for an isolated system where
there are constraints from the global conservation laws. Though, the dynamics still
evolves self-similarly and number distributions show universal scalings.

Dynamical scaling hypothesis

Scaling hypotheses are at the basis of critical phenomena such as continuous, sym-
metry breaking phase transitions in equilibrium systems. They are, in general, math-
ematically justified by fixed points appearing in the renormalisation-group (RG) flows
of the effective Hamiltonian or action functional describing phenomena within a par-
ticular range of scales. These flows describe, e.g., the change of the effective Hamilto-
nian under a variation of the scale limiting that range in the infrared. Choosing the
initial, microscopic Hamiltonian such that the flow reaches, on macroscopic scales,
an RG fixed point is equivalent to tuning the system to a phase transition. Close to
the fixed point, correlations become universal, meaning that they show scaling and
no longer depend on the microscopic details of the system, except for a few symmetry
properties of the underlying Hamiltonian.

Isolated systems by definition do not allow for the driving and dissipation which
are required to keep a universal non-equilibrium state stationary. Nevertheless, when
a closed system quenched out of equilibrium re-equilibrates, universal time evolution
can occur. This is equivalent to extending the scaling hypothesis to time evolution,
saying that time evolution can have the form of an RG flow. When the RG flow
approaches a fixed point, critical slowing down occurs, and the time evolution is
well approximated by a rescaling. This evolution is captured, in the simplest case,
by a scaling hypothesis for the time-dependent, angle-averaged quasiparticle number
distribution,

na(p,t) = (t/t0)” F([t/t)’D) (2.38)
Here, f is a universal scaling function in momentum space, and t, is an arbitrary
reference time within the temporal scaling regime, where ng(p,to) = f(p). The
universal exponents o and [ determine the self-similar rescaling of the distribution
during the evolution. These exponents are to be associated with the particular RG
fixed point which the system approaches in time. In contrast to the attractive thermal
fixed point of the evolution where both, a and g are by definition zero, non-vanishing
exponents indicate the existence of a non-thermal fixed point [25, 26, 49, 50].
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2.3 Universal dynamics

Determining the universal scaling function f(p) requires solving the dynamic
equations. Instead of this, we will work with a minimal ansatz for f as the one given in
Eq. (2.29), which interpolates between two momentum power laws. If the parameters
have the power-law time dependence fa(t) = ng(pa(t),t) ~ t®, pa(t) ~ t# this im-
plies a scaling evolution ng(p,t) = f(p/pa(t), fa(t)) satistying Eq. (2.38). Choosing,
e.g., both exponents to be positive real numbers, time evolution shifts the distribution
ng(p,t) self-similarly to smaller momenta and larger values of ng(pa(t),t) = fi(t).

Constraints from conservation laws

As discussed in the previous section, global conservation laws in general constrain the
dynamics and thus play an important role for the scaling phenomena possible in the
system. With regard to the scaling hypothesis (2.38), they imply scaling relations
between the exponents a and . For example, if the dynamics conserves the total
quasiparticle density, Eq. (2.36),

d
pa = [ o /0" (/')
= (t/to)a*’gd/ ((;Wp)/d f(p) ~ (t/t)°, (2.39)
where p'(t) = (t/ty)"p, the relation
a=fd (2.40)

must be fulfilled. Analogously, the conservation of the energy density, Eq.(2.37),
requires

a=pB(d+2). (2.41)

Here we always presuppose, that the respective integrals converge without the cut-off
scales that might be time-dependent. Given one of the above relations, determin-
ing the remaining exponent can be determined by a scaling analysis of the dynamic
equations as we will discuss in more detail in Ch. 3.

Scaling evolution of the closed system

In the closed system, quasiparticle number and energy are simultaneously conserved
in time. For non-zero exponents a and 3, however, the scaling relations (2.40) and
(2.41) can not both be satisfied for z # 0. This means that either & = = 0 or that
the scaling hypothesis (2.38) has to be extended.

Suppose that the scaling function has the form given in Eq. (2.29). As discussed
in Sect. 2.2.3, quasiparticles and energy are concentrated at the same end of the
momentum scaling region, within which ng(p,t) ~ p~", if x is outside the interval
(2.26). In this case, a = 8 = 0 is required, and a scaling evolution is only possible
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Chapter 2 Universal dynamics and nonthermal fixed points

log n,(p,t)

log p

Figure 2.1: Sketch of the self-similar evolution of the scaling form (2.43) for ng(p,t) ac-
cording to Eq. (2.42). Note the double-logarithmic scale. The IR cutoff scale
pa and the UV scale py, as well as the amplitude fy rescale with time ¢ such
that the area under the curve remains invariant. The sketch shows the case of
an inverse particle transport following a strong cooling quench. See Table 5.1
for our predictions for the scaling exponents (first row, NTFP).

at the opposite end of the scaling region. This evolution leads to a wave-turbulent
cascade which we discuss in Sect. 2.3.3 below.

On the contrary, if x is within the interval (2.26), particles and energy are con-
centrated at opposite ends of the scaling region. In this case, a more general scaling
hypothesis is needed which allows for different rescalings of the IR and the UV parts
of the scaling function. We choose the ansatz (2.30) in terms of the scaling function
(2.31), and suppose that the non-universal parameters follow the scaling evolution

oty 1 pat) ~ 77 pa(t) ~ 177 (2.42)
This ansatz satisfies the extended scaling hypothesis
ng(p, t) = 7O I A T py(to), T palto)] (2.43)
where
T=1t/ty, (2.44)

see the sketch in Fig. 2.1. It is useful to express the momenta p and p, in Eq. (2.43)
alternatively in terms of the IR scale py and to rewrite the scaling hypothesis in
terms of a scaling function of the type (2.33),

« p X _g'P (tO)
no(p,t) =7 fA[TBpA(to)’TB A Pi(to)} ) (2.45)
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2.3 Universal dynamics

Here we introduced the exponent «, defined as
a = ag+ Bk, (2.46)

such that the scaling hypothesis (2.45) is equivalent to Eq. (2.38) in the regime p <
Pa, i.e., in the limit py — oco. Alternatively, we can rewrite Eq. (2.43), by expressing
p and py in terms of py, as

_ap e P _gsPalto)
n(p,t) =7 fa|7” T , 2.47
olr1) /\[ pa(to) px(to)} (247)
with

o =ag+ fk. (2.48)

Also Eq.(2.47) is equivalent to the simpler scaling hypothesis (2.38), with the re-
placements a <> o, 5 <> ', pa <> py, in the limit p > py or pp — 0.

The scaling hypotheses (2.45), in the limit py — oo, and (2.47), in the limit
pa — 0, can now be used, in the same way as before, to obtain the scaling relations
(2.40) between « and 8 and (2.41) between « and (', respectively,

a=ag+ Bk = pd, (2.49
o =ag+ rk=p0(d+2). (2.50)

Eliminating o/ by means of Eqs (2.46) and (2.48), i.e., o = a+ (8’ — )k, energy
and (quasi)particle densities are time independent if

a=pd, (2.51)
Bd+z—k)=p(d—k). (2.52)

Note that, in the self-similar window (2.26), this implies 5/ < 0, i.e., the IR and
UV scales py, p rescale in opposite directions. These relations hold in the limit of a
large scaling region, i.e., for p) > px. Thereby, particle conservation only affects the
infrared shift with 5, Eq. (2.51), while energy conservation gives the condition (2.52)
for 5" in the UV. The scalings (2.42) represent the leading power-law behavior in ¢
while further non-leading terms account for the exact conservation of the energy and
particle densities.

2.3.3 Wave-turbulent transport
Stationary turbulent flows

According to Boltzmann, stationarity of the maximum-entropy state is related to
detailed balance between the collision processes [73]. In contrast, out-of-equilibrium
stationary states generally do not require detailed balance. In particular when con-
sidering driven open systems, stationary states can exist on the basis of a balanced
but directed flow through the momentum shells or energy levels. This is possible
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Chapter 2 Universal dynamics and nonthermal fixed points

when, e.g., kinetic energy is inserted into the system predominantly at one length
scale while being ejected or dissipated at a different length scale.

A well-known example is turbulence in a three-dimensional incompressible fluid
driven continuously at a particular length scale, e.g., by a stirrer [39]. Fully developed
turbulence is characterized by a stationary energy distribution within an extended
‘inertial range’ of wave numbers. The limiting scales of the inertial range are typically
set, on the low-energy side, by the size of eddies stirred into the fluid, and, at the
opposite end, by viscosity which causes kinetic energy to dissipate into heat.

Within the inertial range, on average and per unit of time, the same amount of
energy is transported unidirectionally through each momentum shell, from large to
small characteristic length scales, or vice versa, as is the case in Kraichnan turbulence
in two dimensions [74]. This implies that the turbulent transport is quasi local in
momentum space.

The dilute Bose gas, Eq. (2.1), is compressible such that also quantities other than
the energy can be locally conserved in their transport through momentum space. As
the interactions are spatially isotropic, these local conservation laws can be expressed
in the form of one-dimensional transport equations for either the radial quasiparticle
number,

No(p) = (2p)*mng(p) , (2.53)

or the energy distribution,

Eq(p) = (2p)"'meq(p) - (2.54)

Here eg(p) = w(p)ng(p), and as quasiparticles we again consider free particles or
Bogoliubov sound waves using the same notation. The respective transport equations
are written as

0iNa(p,t) = —3,Q(p. 1), (2.55)
0iEq(p,t) = —0,P(p,t), (2.56)

with radial quasiparticle current () and energy current P. Non-thermal, scaling, sta-
tionary solutions of these equations are studied in wave-turbulence theory, usually
within a Boltzmann kinetic approach [10, 11]. We discuss such solutions in further
detail in Sect. 3.2. Beforehand, we extend, as for the self-similar case above, our
discussion to the dynamics of the closed system and study the constraints set by
global conservation laws.

Build-up of wave-turbulence in the closed system

Let us consider the build-up of wave turbulence in a closed system from an initially
non-equilibrated quasiparticle distribution. Suppose that this distribution has the
form (2.31), with a power law ng(p) ~ p~* in the region py < p < py between the
IR and UV cutoff scales. Again, taking into account the integrals for particle and
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log n,(p.t)

log p

Figure 2.2: Sketch of the build-up of the inverse quasiparticle cascade, self-similar evolution
of the scaling form (2.57) for ng(p, t) according to Eq. (2.59), with a = Sk and,
to leading order, o/ = 3’ = 0. Note the double-logarithmic scale. The IR cutoff
scale py shifts without significantly changing the area under the curve, i.e., the
total quasiparticle number. Only a small non-leading-order rescaling of the
UV scale py is required to satisfy number conservation.. The sketch shows the
case of an inverse particle transport following a cooling quench. See Table 5.1
for our predictions for the scaling exponents (row 3, NTFP). In the case of a
weak-wave-turbulence quasiparticle cascade, p shifts in an accelerated way,
with ¢ replaced by 11, see Eq. (2.60).

energy densities, Eqgs. (2.18), (2.24), the value of the exponent x tells us at which
end of this region energy and particle number are concentrated.

If the power law is sufficiently steep, k > d + z, both, particles and energy are in
the IR, and both, Eqgs. (2.40) and (2.41) need to be fulfilled, presupposing that the
UV cutoff is sufficiently large, py > px. This is only possible for « = § = 0. As a
consequence, the amplitude f, and the infrared scale p are, to a first approximation,
constant in time.

Nonetheless, a wave-turbulent, quasilocal flux can build up and thereby satisfy
also the global conservations laws while the UV scale p, grows in time. As before,
global conservation laws demand that this process in leading order confirms the
scaling hypothesis (2.45),

p__. Bﬁ’p/\(to)}
pa(to) '

Here, « = 5 = 0, and thus oy = 0, cf. Eq.(2.46). In turn, Eq. (2.48) implies that

ng(p,t) = 7°fa|7" (2.57)
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Chapter 2 Universal dynamics and nonthermal fixed points

o/ = 'k in an equivalent scaling hypothesis of the form (2.47),

_ g P . Bf_gpA(tO)

no(p,t) =7 fia [T pA(tO),T p/\(to)} : (2.58)

To determine [’ requires the analysing the kinetic equation and the scaling prop-

erties the interactions. We will do this in Ch. 3. Depending on these scaling prop-

erties, ' can be positive or negative. If §° < 0, the wave-turbulent flux builds

up similarly as the self-similar scaling evolution. The non-universal scales evolve
according to

) ~ 7 pat) ~77 P palt) ~ 7 (2.59)

with a = 8 =0 and 7 = t /1.
On the contrary, if # > 0, building up a wave-turbulent cascade towards the UV
is possibly only through a wave front [15], in which 7 = 7,

ot —t
ot —ty

T1 (260)
see the sketch in Fig. 2.2. At time ¢;, the wave front reaches infinity, before which
the solution, however, will become invalid as arbitrarily high momenta are usually
not captured by a given model. The value of #; is determined by the given initial
distribution at time ¢y3. The scaling evolution (2.59) is valid for 71 < 1, and ¢; — ¢
much smaller than the overall evolution time. Only in this limit, the physics behind
the wave front becomes nearly stationary when taking into account the global con-
servation of particle and energy density. Note that, as a result of these conservation
laws, the scaling (2.59) represent the leading behaviour, while subleading terms form
corrections which are the more important the further away ¢ is from ¢;.

For k < d, both, quasiparticles and energy are concentrated in the UV, and an
inverse cascade can build up according to the scaling form (2.57), with a = fk,
o = =0. If 5 <0 the evolution takes the form of a wave front while for 5 > 0 a
self-similar evolution is possible. At t = t;, the wave front reaches zero momentum,
before which the solution, however, is expected to break down as no information can
be spread over infinite distances in a finite time.

We will show in Ch. 3 that, for the cases of free particles and Bogoliubov sound
in the perturbative wave-Boltzmann regime of weakly occupied modes, following a
cooling quench, an inverse cascade builds up behind a wave front described by the
scaling evolution (2.59), with scaling parameter 7 = 71, Eq. (2.60), see also Refs. [15—
17]. One may say that this wave-front scaling evolution is critically accelerating.

We emphasize that, in physically realistic situations, this scaling evolution breaks
down at a finite length scale, 1/py < oo, i.e., before ¢ = ¢; is reached, when the
processes underlying the kinetics of the system change in a fundamental way. We will
show that this change can be caused by collective many-body scattering becoming
relevant at momenta below the chemical potential. This makes the further time
evolution to become self-similar and critically slowed.
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2.4 Summary

Table 2.1: Scaling relations. The table summarizes the relations between the scaling expo-
nents as obtained, in Sect. 2.3, from the constraints set by global conservation
laws. Depending on the relative size of the momentum-scaling exponent &,
the dimension d, and the dynamical exponent z, one expects either an inverse
cascade, a self-similar evolution, or a direct cascade of quasiparticles.

Q I6] o/ o4 T
inverse
cascade Bk <0 0 0 n
Kk <d >0 t/to
self-similar
evol. pd p'(d+z) pld—k)
d<k<d+z d+z—k
direct
cascade 0 0 B’k <V t/to
d+z <k >0 m

2.3.4 Summary of scaling relations

In summary, a wave-turbulent, quasilocal transport of either quasiparticles or energy,
which does not renormalize ng in time, is possible only if both these quantities are
concentrated at the same end of the inertial range, i.e., if s is outside the interval
(2.26). Depending on the relative size of k one expects either an inverse cascade, a
self-similar evolution, or a direct cascade, with scaling relations between the expo-
nents as summarized in Table 2.1. Note that at the boundaries, x = d and kK = d+ z,
a more careful analysis would be in order.

2.4 Summary

The Gross-Pitaevskii model Eq. (2.1) gives us two types of observables, particle and
quasiparticle occupations related to the cases of whether a condensate is prevails or
not, respectively. As a result we consider two types of quasiparticles: free particles
with quadratic dispersion, £(p) ~ p?, and Bogoliubov quasiparticles with linear dis-
persion w(p) ~ p. This will provide us with the possibility to compare the respective
results obtained later on. We furthermore considered universal scaling functions
characterising the occupation-number distribution, including physical cutoffs at the
infrared and ultraviolet ends of the momentum spectrum. The universal dynamics
of the occupation number under the constraints of global conservation laws follows
three possible scenarios depending on the exponent x of the occupation number: an
inverse particle cascade, a direct energy cascade or a self-similar evolution where the
local occupation number evolves in time, also within the regime where it shows a
power law in momentum. For each case, we evaluated the dynamical scaling ex-
ponents of the cutoff scales and presented them in Table 2.1. In the forthcoming
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Chapter 2 Universal dynamics and nonthermal fixed points

chapters we will include the constraints by the kinetic equations.
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Chapter 3

Kinetic theory of weak and strong
wave turbulence

Turbulence is well-known in the context of hydrodynamics as an irregular motion of
the fluid in the form of eddies of different sizes. The turbulence emerges when the
life-time of large eddies is significantly shorter than their decay rate due to the fluid
viscosity [75]. Thus, instead of dissipating, the large eddies break down into smaller-
size eddies which, in turn, also break down into the even smaller-size eddies if the
viscosity is not yet strong enough to cause their energy being dissipated into heat.
The generation of smaller-scale motions is a unique characteristic of turbulence and
is understood to be a reason why turbulence enhances diffusion dramatically [76].

In more general terms, turbulence can be viewed as a transport phenomenon
where the driving force and the dissipation act at different scales. The window in
between these scales is called inertial range where conserved transport of energy
or some other quantity occurs. The breaking down of eddies in turbulent trans-
port forms the so-called Richardson cascade in which the energy is transported in
a conserved manner from large to smaller-scale eddies [77]. This process continues
until the eddies are small enough for viscosity to take over and dissipate the eddies
motional energy into heat. The transport is called a cascade because the energy is
transported to continuously smaller eddies.

While in Richardson’s cascade the energy moves forward, towards smaller eddies,
the cascade can also be directed into the opposite direction, as is the case, e.g., for
Kraichnan turbulence in two-dimensional fluids. A transport from small to large
momentum scales (i.e. the Richardson’s cascade) is called direct cascade while the
transport in the opposite direction is called inverse cascade [78].

There are many faces of turbulence but what we are interested in is its self-
similar and universal features. In the steady state, the rate of transport is fixed to a
particular value at every momentum scale within the inertial range. Such a condition
constrains the amount of the energy that can exist in each momentum shell and
gives a specific relation between energy and momentum. A well-known relation is the
Kolmogorov 5/3-law in hydrodynamic turbulence predicted in the 1941 seminal paper
[40]. Later, many experimental observations confirmed Komogorov’s prediction [79-
81]. The 5/3-law is universal, completely independent from the microscopic details
and how the driving force generates turbulence. Towards the ultraviolet end of the
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Figure 3.1: The schematic represents the dual cascade in two dimensional turbulence (the
Kraichnan-Leith-Batchelor theory). In contrast to three dimensional turbu-
lence, the energy flux is an inverse cascade while the entropy flux is a direct
cascade. The figure is taken from Ref. [83].

inertial region self-similarity and also the 5/3-law break down due to intermittency.
A detailed discussion of intermittency can be found in [39].

Wave turbulence is a form of turbulence where the transport affects propagating
waves instead of eddies [11]. The major advantage of wave turbulence is the existence
of a closed equation though this is the case only for weak-wave turbulence where the
wave amplitudes are small. In such a case, the higher-order correlation functions
can be expressed in the terms of lower ones, terminating the hierarchy [10, 11, 82].
The statistical quantities can eventually be derived from a number distribution n(p)
and which satisfies a kinetic equation of the form of a wave-Boltzmann equation de-
scribing the interaction of waves in resonances. In the most simple cases, the leading
contributions are the resonant interactions between three or four waves depending
on the particular physical situation. As in fluid turbulence, the wave-Boltzmann
equation has stationary solutions of the power-law form, n(p) ~ |p|=¢. The expo-
nent ( is a Kolmogorov-Zakharov exponent defining the particular steady state of
wave-turbulence transport and it is a direct analogue to Kolmogorov 5/3 exponent in
hydrodynamic turbulence [10]. The ¢ exponent is universal and independent of the
detials of the underlying microscopic theory. The exponent depends only on basic
properties of the kinetic equation, including dimensionality, scaling properties of the
interaction, and the number of modes interacting.

The number of stationary solutions is different for the 3- and 4-wave resonant
interactions. In 3-wave resonances, only energy can be transported in a conserved
manner, and thus, there is only one stationary solution corresponding to an energy
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cascade. In contrast, in 4-wave resonances, both energy and particle numbers can
be transported in a conserved manner which gives rise to two possible stationary
solutions representing the steady fluxes of particles and energy. As mentioned above,
these cascades are directed in opposite ways, namely, a direct cascade for energy
and an inverse cascade for particles [37]. So, it is possible to observe two different
exponents in 4-wave resonances. Typically, the exponent of particle transport is
smaller than that of energy transport so the occupation number will show, at low
momententa, a weaker power-law fall off due to an inverse cascade followed by a
steeper law at large momenta within the direct cascade [84], see Fig. 3.1.

The physical phenomena that can be explained by wave turbulence are vast and
cover the large range of scales [12]. Famous examples are turbulence of capillary
waves [85-90] and surface gravity waves [91-93]. In ultracold Bose gases which
we are interested in here, wave turbuelence is believed to drive the formation of a
condensate when cooling down the system non-adiabatically [15, 37, 38, 94, 95].

To go beyond weak-wave turbulence, one needs to derive kinetic equations beyond
the perturbative order corresponding to the wave-kinetic equations. This can be
done, e.g. in the context of nonequilibrium quantum field theory within the s-channel
resummation in the language of a large- N expansion [45]. The major differences are,
first, that the nonperturbative kinetic equation is not limited to low occupation
numbers (which can be translated to low wave amplitudes since number occupation
is a second-order correlation function of the wave amplitude) and second, T-matrix
elements in the kinetic equation becomes an effective many-body coupling function
depending on the occupation numbers themselves. This many-body coupling recovers
the perturbative bare one beyond a certain momentum scale where the approximation
entering weak-wave-turbulence theory are valid. To distinguish the two limits, in the
infrared non-perturbative region, one refers to strong-wave turbulence. We will see
that the kinetic equation takes the same structure as in the weak-wave case but
with the effective coupling replacing the bare one. Then, the idea of transport and
stationary solutions in weak-wave turbulence can still be applied including the dual
cascade in 4-wave resonant interactions.

In this chapter, we analyse the integral of 4-wave resonant interactions and evalu-
ate the stationary solutions for determining the Kolmogorov-Zakharov exponents us-
ing the scaling arguments in both weak- and strong-wave turbulence. We furthermore
analyse the non-stationary evolution and determine the corresponding exponents of
self-similar shifts of the occupation numbers in space and time [15]. We will work
out the differences between wave-turbuelent cascades and self-similar shifts. By the
end, we return again to the arguments of dynamical exponents as we have done by
the end of Ch. 2. The constraints set by the kinetic equation will help us determine
the value of the exponent § which can not be determined from global conservation
laws alone. We emphasize that the results of the weak-wave turbulence analysis for
free particles agree with the previous studies in [15]. The resulting exponents for
strong-wave turbulence are different from the prediction in [49] due to the scaling
behaviour of the many-body coupling being different. The dynamical exponents in
the strong-wave regime are also different from the ones evaluated in [50] for similar
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Chapter 3 Kinetic theory of weak and strong wave turbulence

reasons and, furthermore, different constraints.

3.1 Quantum and wave-Boltzmann equations

The time evolution of the momentum distribution n, = ng(p,t) of Bose-field (qua-
siparticle) excitations is described by [10]

Idmg(p.t) = I[ng)(p,t) + T(p)ng(p, 1), (3.1)

where I[ng|(p,t) is a scattering integral, representing the interaction between wave-
modes. T'(p) represents the influences of external forces whether they are driving
forces (I'(k) > 0) or give rise to dissipation (I'(k) < 0). In the context of wave
turbulence, I'(k) does not act at every momentum scale. Typically, there will be
scales ky where I'(k) is positive, meaning that energy (and/or particles) are entering
the system in this region. Analogously, within a range of scales k_, I'(k) is negative
implying a loss of energy (and/or particles). The scales k; and k_ are assumed to
be well separated, with the inertial range in between where I'(k) vanishes. Within
the inertial range, the kinetic wave- or Quantum-Boltzman equation (QBE),

Oing(p,t) = I[ngl(p, 1), (3.2)

governs the transport between the different scales. The scattering integral I[ng] is
specified by

lngl(p.1) = [ Tyqr*5(p+ k —q =)
X O(wp + wi — wqg — wy)
X [(np + 1) (e + L)ngn,

— npnk(ng + 1)(n, + 1)), (3.3)

where we use the short-hand notation [, = [d% (27)~¢. The scattering integral
Ing](p,t) describes the redistribution of the occupations n, of momentum modes
p with eigenfrequency w, due to elastic 2 — 2 collisions. These 2 — 2 collisions
can be inferred from the delta distribution é(p + k — q — r) which is interpreted
as two momenta q and r coming in and p and k going out. The delta function
d(wp + W, — wg — wy) ensures that the scattering process conserves the total energy.
Moreover, the 2 — 2 collisions also conserve the number of quasiparticles ! since the
numbers that are going in and out are unchanged. Both conserved quantities, the
total energy and the number of quasiparticles, play a critical role for the studies of
the scattering integral in Eq. (3.3).

Note that the QBE does not take into account coherences between the modes. It
is because the random phase approximation was used in the derivation of the kinetic

!The wave-Boltzmann equation is the kinetic equation for quasiparticle occupations. Thus, the
time evolution of particle occupations has to be inferred from the that of quasiparticles. In the
case of a quadratic dispersion, ¢(p) ~ |p|?, quasiparticle and particle numbers are identical.
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3.2 Wave turbulent scaling exponents

equation so the higher-order correlation functions can be reduced into products of a
number distribution. The scattering integral then becomes a functional of ng(p, t)
(as in Eq. (3.3) if the interaction is dominated by 4-wave resonances), see Ch. 2 in
[10] for a derivation.

The QBE scattering integral (3.3) has two classical limits: If n, < 1, the scatter-
ing integral reduces to the usual Boltzmann integral with its integrand proportional
to ngn, — npng. In the opposite, classical-wave limit of large bosonic mode occupa-
tions, n, > 1, the wave-Boltzmann scattering integral applies,

1ng)(p.t) = | [Ty o(p+ kg —1)
qr

X 0(wp + Wi — wg — Wy)

X [(np + ni)ngne — npne(ng +ny)] (3.4)
as the terms of third order in the distribution function n, dominate over the classical-
particle, second-order Boltzmann terms. As we are interested, in this work, in wave-
turbulent dynamics of the near-degenerate Bose gas we will restrict our discussion
to the integral (3.4) of the wave-Boltzmann equation (WBE).

As we are, for now, assuming isotropic distributions ng(p,t) = ng(p,t) = n,, it
is convenient to write the WBE in the form

ana(p,t) = Ilngl(p.1) = [ A% Iingl(p1) (35)
1nQ)(p,t) = | Wokardlyp + i = w, = w)[(my + ma)nmy = nymi(ng +n,)], (36)
qr
with the angle-averaged transition matrix squared (d = 2, 3)

Wopegr =211 / Ay A dQq A kg4 T 26 (p + ke — g — 7). (3.7)

3.2 Wave turbulent scaling exponents

The well-known solutions of the WBE are stationary solutions where ng(p, t) satisfies
Omng(p,t) = 0 or, in other words, nulltifies the scattering integral, I[ngl(p,t) = 0.
Interestingly, this depends solely on the functional form of ng(p,t) as a function
of momentum because it is the only thing that has an effect on the momentum
integration. There are two trivial solutions, a constant solution, ng(p,t) ~ const.
and the Rayleigh-Jeans distribution, ng(p,t) ~ p~*. Both solutions can be verified
by inspecting Boltzmann’s factor,
1 1 1 1

[(np + ng)ngny — npni(ng +n,)| = nyngngn, [n—k + o nq} :
The constant solution is inferred directly while, for a Rayleigh-Jeans solution, we
substitute n, by p~%,

[(np + i )ngn, — nyng(ng +n.)] ~ (pkgr) Z[k* + p* —r* — ¢7]. (3.9)
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The bracket is zero due to the energy conservation, 6(w, + wy — wy, — w;). Both
cases are called detailed-balance since they make the integrand vanish which implies
a symmetry between in and out scattering process. As for non-trivial solutions or
the Kolmogorov-Zakharov exponents, the case of ng(p,t) having power-law behavior
is considered,
nQ(sp) = s "nq(p) . (3.10)
The trivial solutions correspond to k = 0 and x = z but there are other x’s that
also nulltify the scattering integral without making a zero integrand. The exponents
k of non-trivial solutions are analytically derived within wave-turbulence theory by
means of an integral transformation (Zahkarov transformation [10]). The procedure
is to transform and reshape the integral such that a set of exponent ’s that null-
tifies the scattering integral can be read off directly. The full demonstration of this
technique can be found in [10, 26, 37, 49] as well as many other references on wave-
turbulence studies. All possible solutions, including trivial ones, can be found in this
way. However, in the following we are going to evaluate the scaling exponents in a
simplified manner, by assuming steady fluxes and analysing the scaling behaviour of
the scattering integral.
The transport equations (2.55) and (2.56) are related to the scattering integral
Egs. (3.2) and (3.3) by

9,Q(p,t) = —(2p)* ' I[ng)(p, 1), (3.11)
0,P(p,t) = = (2p)"'w(p)7 Ing)(p,1). (3.12)

The turbulence or stationary state of transport equations therefore correspond to
gradientless fluxes, i.e. 0,Q(p,t) = 0 and 0,P(p,t) = 0. Assuming that the number
distribution is a single power-law function as in Eq. (3.10) and ng(p, t) > 1 such that
the scattering integral is well approximated by Eq.(3.4), the non-trivial exponents
K that satisty I[ng](p,t) = 0 can be obtained by power counting of the momentum
scale. If the scattering T-matrix, T'(p, k,q,r) = Tprqr, has the following scaling
behaviour,

T(sp, sk, sq,sr)=s"T(p,k,q,r), (3.13)
the scaling of the Wy, function in Eq. (3.7) becomes
W (sp, sk, sq, sr) = s> ™3 W (p k. q,r). (3.14)
and it implies
I[ng)(sp, t) = s* ™)== [ng](p, ). (3.15)

Eq. (3.11) requires p?I(p) ~ p° to coincide with 9,0 = 0, therefore the exponent
Kk = kg must obey a following constraint,

0=d+2(d+my) — 2z —3Kg,
3d+2m, — z

. (3.16)

= KQ =
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3.2 Wave turbulent scaling exponents

The same argument applies to Eq. (3.12) giving the condition p®**I(p) ~ p° and
thus,

O0=d+2z+2(d+m,) —2z—3kp,

_3d+2my — 2 z

- + :
/{/ pr— .
P 3 3

] (3.17)

=kKg +
The exponents kg and kp are the exponents governing the power-law dependence
of the occupancies in the quasiparticle and energy cascade respectively. It should
be noted that whether by means of power-counting or the scaling transformatiion,
the exponent kg and kp are subject to the condition that the scattering integral
is finite without requiring any cutoff scales. This is crucial because both scaling
transformation and power-counting fail in the presence of cutoff scales. Recall that,
in the 4-wave resonance, the quasiparticle cascade is an inverse cascade while the
energy cascade is a direct cascade. This can be verified by the sign of the fluxes
Q(p,t) and P(p,t), requiring a negative sign for an inverse and a positive one for
a direct cascade which is impossible to check analytically solely within the power-
counting scheme. The direction of transport is most easily determined by evaluating
derivative 01[ng](p,t)/0k with a power-law ansatz for ng(p) inserted. For example,

the sign of Q(p, t) is proportional to 0I[ng](p, t)/@n’ . See [10, 37] for a detailed
Q

K=K

discussions of the direction of wave-turbulence cascade.

3.2.1 Weak-wave turbulence scaling exponents

In our context, weak wave turbulence refers to a case where the many-body coupling
is well approximated by a bare coupling ¢ in the Hamiltonian (2.1). The situation is
realized in the perturbative regime where the coupling is weak and the occupation
number is sufficiently low, however, the occupation shold be large enough for the
classical Boltzmann equation (3.4) being applicable. The scaling behaviour of the
coupling has a strong effect on the scaling of the T-matrix and, as a consequence,
determines the Kolmogorov-Zakharov exponents kg and kp. In realistic physical
situation, the T-matrix usaully does not show a single momentum exponent as as-
sumed in Eq. (3.13) but within the scaling analysis, we will always assume that we are
within a regime characterized by a single exponent and that effectively, the scaling
there is independent of the precise scaling behaviour outside the respective limiting
scales. This assumption is justified if the scattering accounted for in the kinetic equa-
tion is sufficiently local such that the major contribution to the integral, I[ngl(p),
comes from the scattering of waves in the momentum modes around p.

Free particles

If the single-particle dispersion is quadratic, £, = p*/2m, and thus, z = 2, quasi-
particles are identical to the fundamental fields themselves, ng = n. The scattering
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Chapter 3 Kinetic theory of weak and strong wave turbulence

T-matrix is approximated by
| Tokar|* = (27)"9°, (3.18)

where, in d = 3 dimensions, g is given by the GPE coupling g = 4wa/m. Eq.(3.18)
applies up to an ultraviolet cutoff scale py and |Tprqr| falls off to zero beyond this
scale, which ensures the unitarity of the scattering amplitude. py ~ 1/a scales with
the inverse of the scattering length a and is typically much larger than the highest
significantly occupied momentum mode. The T-matrix in this case is momentum
independent and the scaling exponent defined in Eq. (3.13) corresponds to

My =0. (3.19)

Inserting this into Egs. (3.16) and (3.17), one obtains the respective weak-wave-
turbulence exponents [10, 49]

ko =d—2/3, K}V =d. (3.20)

Bogoliubov quasiparticles

For comparison, we consider the case when a condensate with density pg < p is
present, such that the quasiparticle excitations below the healing-length scale ps =
V2gpom take the form of sound waves on the background of the bulk condensate,
cf. Sect. 2.1. We assume that in the regime where weak-wave turbulence applies, the
dispersion is also that of sound waves, w(p) = ¢sp, such that in this case z = 1. Far
below pe, the T-matrix takes the approximate form

(mcy)? 3g*
pkqr 2’ (321)

‘Tpqu|2 = (27)4

where the speed of sound ¢, is defined in terms of the healing-length momentum
scale mcs = pe/ V2 = V9pom. See Sect. 4.3.2 for a derivation of the corresponding
wave-Boltzmann scattering integral. According to Eq. (3.21), the scaling exponent
defined in Eq. (3.13) is

My = —2. (3.22)

Inserting this into Egs. (3.16) and (3.17), one obtains the respective weak-wave-
turbulence exponents [49]

KgSWT —d— 5/37 K\I;VSWT =d— 4/3 (323)

We remark that perturbative expressions for the T-matrix in Eqs. (3.18) and (3.21)
as well as the scaling exponents in Egs. (3.20) and (3.23), in general, are of lim-
ited applicability for solutions showing scaling in the far infrared due to the over
occupation in the infrared scale.
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3.2 Wave turbulent scaling exponents

3.2.2 Strong wave turbulence scaling exponents

The scaling solution of ng(p,t) implies that in the deep infrared, the occupation
will eventually become large to the point that a perturbative calculation is no longer
valid. Typically, this happens where gzan > 1 because there, terms that are of
higher order than g2n?@ become important. Note that the over occupation is even
able to break the perturbative approximation in the weak-coupling limit g < 1. To
include those terms, the non-perturbative calculation is needed.

In our work, we use the resummation of the class of s-channel loop-chain dia-
grams contributing to the two-particle irreducible effective action (2PI) to find a
non-perturbative expression of the many-body coupling. The details of derivation
within the 2PI scheme are given in the App. B and the derivation of the resulting
of many-body coupling ger(p) will be discussed in the Ch. 4. To keep the discussion
of its application concise, we here only quote the results. The many-body coupling
gefi(p) turns out to be a momentum dependent function scaling according to,

geff(szp07 Sp) = S2geff(p07 P) ) (3‘24)

which, to our knowledge, does not depend on the choice of systems as long as the
(quasi)particle has a well-defined spectral function. Since geg # g, the scaling expo-
nents m, of the T-matrix are different, in the perturbative and the nonperturbative
cases. We, again, compare the scaling for free and Bogoliubov quasiparticles. Note
that the result in Eq. (3.24) was checked explicitly in one [96] and three (cf. Ch. 4)
spatial dimensions.

Free particles

In the term of the effective many-body coupling, the T-matrix reads
| Tokar|” = (27) g(ep — €0sp — 1) . (3.25)

Here, p—7 and e, —¢, are the momentum and energy transfer in a scattering process,
respectively. See Fig. 4.1 for a diagrammatic representation. Hence, the T-matrix

scaling exponent becomes
m, =2. (3.26)

Inserting the result back into Eqs. (3.16) and (3.17), the strong-wave-turbulence
exponents read

ko'l =d+2/3, kp'T=d+4/3. (3.27)

Bogoliubov quasiparticles

For sound waves, there are two types of momentum and energy transfer collisional
processes, distinguished by the many-body coupling in the T-matrix element,
4 1

(9p0)
Toar|? = (277)4W [ggﬁ(wp —w,p—7T)+ 5933(% — Wk, P+ k:)} . (3.28)
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Chapter 3 Kinetic theory of weak and strong wave turbulence

Therefore, the exponent m,, of the T-matrix vanished,
m, =0, (3.29)
and the strong-sound-wave turbulence exponents read :
kgt =d—1/3,  kPVT =d. (3.30)

These exponents apply only in the regime p < p¢ where the Bogoliubov sound
dispersion applies.

3.2.3 Self-similar scaling exponent

The self-similar exponents are not related to particles or energy fluxes, unlike the
wave turbulence exponents. They are governing solutions of the kinetic equation
evolving via a space-time rescaling which become important when taking into account
global conservation laws. The simplest form of the self-similar solution reads

no(p.t) ~ prt. (3.31)

which is now explicitly time-dependent. At v = 0, ng(p, t) collapses to the stationary
solutions. In the similar manner as in the turbulence cascade, there is a constraint
that fixes the exponent k to a specific value kg if such an evolution occurs. All we
need here is Eq. (3.4) because the nonstationary solution implies that both sides of
the equation are nonzero and, thus, the dimension of momentum and time on both
sides must be equal. On the LHS, d;ng(p,t) ~ p~* and on the RHS, I[ng|(p,t) ~
pldtms)=2=3% By comparing the exponents from both sides, we obtain

—k=2(d+m,) —z— 3K,

:>/<:5:d+m,i—§. (3.32)
Observe that the scattering integral I[ng|(p,t) ~ p="s for the self-similar exponent
kg. This property is very useful for clarifying whether an exponent corresponds to a
self-similar exponent.

In principle, the time exponent v can be deduced from the condition that both
sides of Eq. (3.4) rescale equally with time. The difficulty here lies in extracting the
time dependence scales from all parameters in the scattering integral which is not
always straightforward. However, if the time dependence arises from the number
distribution ng(p,t) alone, we have

v—1=3v,
1

Egs. (3.32) and (3.33) imply that the self-similar form of the number distribution is
ng(p,t) ~ p~"st~Y2 [15]. Under the assumption we made, the temporal exponent
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3.3 Universal dynamics (revisited)

is totally independent of the details of the system (dimension, dipersion relation,
etc.) and we also note that the results in Egs. (3.32) and (3.33) are independent of
the global conservation laws. It is sensible to look back to Egs. (2.49) and (2.50).
The exponents a and [ are fixed by quasiparticle conservation alone without the
constraint from energy conservation. The same is true for o/ and (' with respect
to energy conservation. To ensure that particles and energy are simultaneously con-
served, a constraint is needed which is the self-similar form, (3.31), governed by the
kinetic equation.

3.3 Universal dynamics (revisited)

In Sect. 2.3, we have evaluated the scaling exponents corresponding to the universal
dynamics based on the global conservation laws alone. However, the values of the
exponents have not been determined. In this section, we will evaluate the values of
all exponents in Table 2.1 using the information from the kinetic equation. Recall
that in physical situations, cutoff scales whether in IR, UV or both are inevitable
to ensure convergence of the integrals. Therefore, care has to be taken in power
counting when determining the scaling behaviour of an integral. Here, we will clarify
the power-law behaviour of the cutoff scales before counting. The results we are
going to present crucially depend on the presence of a cutoff regularishing the IR
divergences of the loop-integral, II%, that is evaluated in Ch. 4.

3.3.1 Time scaling behaviour

If observables are time-dependent, the scaling hypotheses is not limited to the mo-
mentum dependence but can be extended to the time argument as well. For example,
the general scaling of the quasiparticle distribution reads

no(p,t) = sa/ﬁnQ(sp, 5718, (3.34)

where the scaling in time is inspired by the time-dependent of the cutoff scale i.e.
pa(t) ~ t7% and, hence, py(s™/5t) ~ (s7/5t)=% ~ spu(t), cf. Sect. 2.3.2. Similar
scaling occurs for py(t) ~ t=7 with o/ and 8’ exponents. s is an arbitrary positive
parameter and if it is chosen to be s = (t/ty)?, Eq.(3.34) gives Eq.(2.38). The
exponents extracted from the scaling hypotheses in Eq. (3.10) and Eq. (3.34) are not
necessary to coincide. To see this explicitly, we assume the most simplest form that
satisfies both conditions simultaneously,

ng(p,t) ~ p~"[pa(t))" 7. (3.35)

Whenever only momentum scaling is considered, only p~" contributes to the exponent
but, with scaling hypotheses in Eq. (3.34), both p and py(t) give the contributions.
This kind of differences appears in every time-dependent observable. Note that the
exponent solutions in Sect. 3.2, except v in Eq. (3.33), remain the same because they
are evaluated from the scalings in momentum alone.
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Chapter 3 Kinetic theory of weak and strong wave turbulence

3.3.2 General scaling of T-matrix

The general scaling of the T-matrix elements can not be identified straightforwardly
since, at least, a scaling in momentum and of the time-dependent scales must be
known. To proceed in this direction, we need to recall the many-body coupling geg
obtained from the 2PI resummation for making an estimation of the general scaling.
Therefore, the following arguments are inevitably subject to the 2PI calculation.
Again, we skip the detailed derivation within dynamic field theory which is given in
the subsequent chapters and provide further details of the evaluation in App. F. We
note that in the following, we also take into account the dependence on an anomalous
dimension 1 which governs the spectral function of (quasi)particles.

Due to a lot of information from the subsequent chapters are needed, we skip
the discussion how one obtain the general scaling and give the details in App. F. We
only need to mention that there is an anomalous dimension 7 that excluded from
the calculation in Ch.4 thus, there is no appearance of 1 there. However, we would
like to recover the n-dependence in the following expressions so the pure momentum
exponents will be given again. The general scaling of the T-matrix elements obeys

|T(sp, sk, sq, sr; s /Pt)| = s™|T(p, k, q,7:1)|, (3.36)
|T(sp, sk, sq, sr;t)| = s"|T(p, k,q,7;t)|, (3.37)
where
m=+2(z — 2) g (3.38)
M = Y+ 2(2 — 2) + 1 (3.39)

5
cf. Egs. (F.12) and (F.28). In the Bogoliubov quasiparticle case, the inverse healing
length pe = [ngpo]l/ 2 is assumed to be time-independent, implies no condesation
and depletion in the zero mode. The exponents v and ~, are the scaling exponents
of the many-body coupling,

geff(szp07 SP; 3_1/5t) - Sﬂygeﬁ?(pﬂ? D; t) ) (340)

9err(5°po, sp; t) = 57" gerr (Do, P3 1) - (3.41)

The subscript x is used to distinguish the pure momentum scaling from the scaling
hypotheses in Eq. (3.34). Assuming that the scattering integral I[ng]| converges which

should be the case if there exists stationary solutions, the scaling exponents of the
scattering integral can be directly counted from Eq. (3.4),

I[ng)(sp,s™1/°t) = s"I[ng)(p. 1), (3.42)
Inql(sp,t) = " I[ngl(p, 1) , (3.43)
where
3o
uzQ(d—i—?ﬂ)—z—F, (3.44)
pr = 2(d+my) — 2z — 3k. (3.45)
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3.3 Universal dynamics (revisited)

3.3.3 Scaling evolution

The scaling hypotheses Eq. (3.34) give a further constraints for the time-related ex-
ponents i.e. «, 3, i ete. if the kinetic equation is taken into account. To see this, we
apply Eq. (3.34) with the choice s = (t/ty)” into Eq. (3.2) [50],

(t/to)* " (o + Bq0,) f(q)| = to(t/t)) " 1[£)(q). (3.46)

q=(t/to)Pp

The function f(p) = ng(p,to) is now time-independent, then, for Eq. (3.46) being
valid at any time t, including ¢y, the time-independent fixed point equation

(o +Bq0,)f(q) = tol[f](q)- (3.47)

must hold. At the same time, the exponents of the factor ¢/ty on both sides of
Eq. (3.46) need to be equal. This means

a=1-0Fu. (3.48)

The condition (3.48) allows us to evaluate the exponent /3 using p which governs the
scaling of the scattering integral in the kinetic equation. Inserting u from Eq. (3.44)
and rearranging the terms, we obtain

1
(d+m)—z—-2a/8"

= 3.49
g (3.49)
The further discussion will be separated between the turbulent transport and self-
similar evolution due to the different constraints on the ratio /5.

Time evolution in turbulent transport

If we substitute f(q) on the LHS of Eq.(3.47) with a simple power-law function
fg) ~ g7, we get

(= Br)flg) = toI[fl(q). (3.50)

The condition I[f](¢) = 0 on the RHS demands o = fx on the LHS, otherwise
Eq. (3.50) does not hold. Note that this is true only in the power-law regime where
there are turbulent fluxes with the Kolmogorov-Zakharov exponents kg or kp. In
the momentum regime that fluxes have not reached, the scattering integral does not
vanish and we do not expect x to describe a stationary solution. The constraint
of turbulent transport is a/8 = k as presented in Table 2.1. Substituting this into
Eq. (3.49) yeilds
1

b= 2(d4+m) — 2z —2krg (3:51)

S’ is subject to the same relation except that x is replaced with £p. Note that in the
case of turbulence, Eq. (3.48) does not apply for the momentum scale that have no
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Chapter 3 Kinetic theory of weak and strong wave turbulence

dynamics. For example, Eq. (3.48) can not be used to constrain the exponents o’ and
A" in the regime of k < d where both particle number and energy are concentrated in
the UV, py because in that case o’ = ' = 0 in the first approximation to ensure global
particle and energy conservation. Although Eq. (3.48) is not fulfilled, Eq. (3.46) and
o/ = = 0 imply the vanishing of the of scattering integral. We insert Egs. (3.16)
and (3.17) into Eq. (3.51) to evaluate 5 = [ for an inverse cascade and ' = fp for
a direct cascade, respectively,

1
2(m —2my/3) — z/3’
1
2(m —2m,/3) — z

Bo = (3.52)

Bp = (3.53)

The further analysis will be separately discussed for weak- and strong-wave turbu-
lence due to the different values of m and m,.

Weak-wave turbulence.— In the perturbative limit, the many-body coupling is
the bare coupling constant, see Eqs. (3.18) and (3.21), therefore,

7= =0. (3.54)
Substituting Eq. (3.54) into Egs. (3.38) and (3.39) simply gives
Ui

m:m,.;:2(z—2)+§, (3.55)
and we can now determine g and Sp from Egs. (3.52) and (3.53),

3

= — 3.56
3

= — 3.57

br z2—=8+n (3:57)

In the free particle case where z = 2, we get Sy = —3/2 (neglecting the anomalous

exponent 1) which gives py (t) ~ (t; —t)3/2 where p, is an IR cutoff. We thus recover
the temporal rescaling of the IR energy scale, e, (t) ~ (t; —t)* due to £(p) ~ p* which
agrees with the energy rescaling obtained in [15].

Strong-wave turbulence.— In the strong-wave regime, an infinite number of dia-
grams in s-channel resummation is taken into account to calculate the effective coup-
ling. The resummation modifies the functional form of the many-body coupling and
its scaling behaviour, Eqgs. (3.25), (3.28), (F.11) and (F.27) implying that

25
_o_p-22 3.58
v = (3.58)

Ve =2—1. (3.59)

Here, we assumed that the noncondensed particle density p,. in general changes in
time with the exponent &, pn.(t) ~ t2. This is the generally the case whenever
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3.3 Universal dynamics (revisited)

particles and quasiparticle degrees of freedom do not coincide such tht quasiparticle
conservation violates that of particle number and vice versa, see Egs. (2.18) and
(2.19). Inserting Eqs. (3.58) and (3.59) into (3.38) and (3.39) repectively, yields

26

sz(z—l)—Z—B, (3.60)

My =2(z — 1) — g (3.61)
Substituting Egs. (3.60) and (3.61) into Eqs. (3.52) and (3.53) give

B = k (3.62)

@ 3:—4-—n—120/B" ‘

3

Bp = (3.63)

2—4d—n—120/8"

In the limit § = 0, one gets fg = 3/(3z —4 —n) and Bp = 3/(2 — 4 — n) which bear
a similar form as in Eqgs. (3.56) and (3.57) in the perturbative case. However, the
results imply the violation of quasiparticle conservation. Demanding quasiparticle
conservation as ensured by the 2-to-2 resonant interaction in the kinetic equation,
delta does no longer vanish and can be inferred from Eq. (2.23),

20/f=d+z—-2—a/p. (3.64)

The further step are not straightforward because it depends on the divergence of py.
Here, we assume that p,. diverges in the infrared, therefore, a and S are governing
the rescaling at the IR end. For an inverse particle cascade, o/ is constrained by
a/f = kg and we can replace the ratio a/f in Eq. (3.64) by kg from Eq. (3.16) to
obtain

Bo — 3
Q_3z—4—n—6(d+z—2—mQ)
3
32z —4-n—6(—2+4/3+n/3)
1
— . (3.65)
z=1

For a direct energy cascade, the infrared cutoff p, has no dynamics in a first order
approximation. Thus, we simply take 20/3 = 0 in this case because we assumed p.
depends on the infrared scale py. As a result, Sp becomes

3

o= (3.66)

Time evolution in the self-similar dynamics

In the self-similar time evolution, the constraints come from the global conservation
laws, o/ = d and o'/f" = d + z, see Egs. (2.40) and (2.41). Inserting these two
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constraints into Eq. (3.49) gives

1
ﬁQ_?m—z’
Bp

B 1
 2m—3z’
The further discussions are again separately discussed into the perturbative and the
nonperturbative regimes.
Perturbative regime.—
In the perturbative regime, the T-matrix scalings is the one in Eq. (3.55). We
insert Eq. (3.55) into Egs. (3.67) and (3.68) to obtain

(3.67)

(3.68)

1
= 3.69
& 32—-8+n’ (3.69)
1
B 3.70
z2—=8+n ( )
From Egs. (3.32) and (3.55), we evaluate the self-similar momentum scaling exponent,
ks =d+3z/2—4+n/2, (3.71)
and verify the relation (2.52),
d— Rg
/ j—
ﬁ N d+ 2z — RS 6
N —2/24+4—-7/2/ \32 -8+
3z —8 1 1
-~ (2 “7)( ) = . (3.72)
z—8n 32 =8+ z2—84+7n

The result is identical to Eq. (3.70) which means the scenario describing in Sect. 2.3.2
is well defined.

In the free particle case where z = 2, we then have § = —1/2 and ' = —1/6.
This means the time evolution of the momentum scales in the infrared p, and the
ultraviolet py are py(t) ~ tY/2 and py(t) ~ t/ respectively, which translate to the
time evolution of the energy scales as ex(t) ~ t and ,(t) ~ t'/3. The results are
agree with [15]. Notice that 5 < 0 despite the expectation 5 > 0 in Sect. 2.3.2. The
requirements 5 > 0 and /' < 0 imply 8/3 < z < 8 in the perturbative regime. This
is an indicator that the self-similar time evolution can not occur in the perturbative
regime where z € {1,2}.

Nonperturbative regime.—

In the nonperturbative regime, the scalings of T-matrix are those in Egs. (3.60)
and (3.61). Inserting Eq. (3.60) into Eqs. (3.67) and (3.68) gives

1
Caa T T (3.73)
, 1

6_2—4—77—45/6' (3.74)
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3.4 Summary

This brings us back to the problem of determining the exponent o as before. We
again assume that the divergence of p,. is in the infrared such that the ratio a/
in the relation (3.64) is replaced by the quasiparticle constraint, a/5 = d. Thus,
Eq. (3.64) becomes

20/0=2z2—-2. (3.75)

We insert this relation into Eqgs. (3.73) and (3.74) to evaluate 5 and (' respectively,

b= ; (3.76)

e (3.77)

However, in this 0 # 0 limit, further constraints are needed to satisfy the relation
(2.52). This can be seen from

d—kK
5/:d+2—sﬁg
1 3z—4— 1
—— -G (37%)

where kg = d + 32/2 — 2 —1/2, evaluated from Eqgs. (3.32) and (3.61). In the limit
d = 0, the relation (2.52) is fully satisfied, cf. Eqgs. (3.73) and (3.74). The problem
is more transparent if we insert the general expressions in terms of m and m, into
relation (2.52), see Eqgs. (3.32), (3.67), and (3.68),

(3.79)

1 :(Qmﬁ—z) 1

2m — 3z 2m,. — 3z/2m — z

The relation (2.52) will be satisfied as in the perturbative case or the nonperturbative
case where § = 0 if m = m,. It is an open question whether the case of m # m,
means the failure of the scenario in Sect. 2.3.2; for example, the single power-law
function may not be a proper way to describe the universal dynamics in this case, or
this means a way to determine the value of the anomalous scaling 1 which, so far, is
completely undetermined in the kinetic theory.

3.4 Summary

We have analysed the kinetic equation of 4-wave resonances in the classical limit
where the occupation number is sufficiently large and dominates the quantum ground
state. The stationary solutions of the kinetic equation andin particular the Kolmogorov-
Zakharov exponents are evaluated by means of dimensional counting. The alternative
approach involving integral transforms witnin the scattering integral after which ex-
ponents can be read off directly [10, 26, 37, 49]. Our analysis is more straightforward
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Chapter 3 Kinetic theory of weak and strong wave turbulence

Table 3.1: Scaling relations in the purturbative regime. The table summarizes the relations
between the scaling exponents as obtained in Sect. 2.3 and further constrained
by the kinetic equation in Sect. 3.3. 1 was set to be zero and the value of 7 is
determined with the values of z € {1,2}.

« I5; o 5 T
inverse cascade Bie 3 0 .
ko =d+z—8/3 < 32— 8 '
self-similar evol. 1 1
d "(d
kg =d+3z/2—4 P 3z —8 prd+z) z—8
direct cascade , 3
kp=d+4(z —2)/3 0 0 Frp z—8 to

Table 3.2: Scaling relations in the nonpurturbative regime. The table summarizes the
relations between the scaling exponents as obtained in Sect. 2.3 and further
constrained by the kinetic equation in Sect. 3.3. 1 was set to be zero and the
value of 7 is determined with the value of z € {1,2}. We present the results of
the cases where there is time-evolution in the contents of noncondensed particle
Pnc, €xcept in a direct cascade case.

! I6; o/ ok T
i o
N
ooty O -

and yields the same set of exponents while it has to be taken with more care con-
cerning the role of divergence. Our approach is motivated by the way the scaling
analysis was done in Ref. [15]. We eventually have evaluated exponents governing the
dynamical evolution of the momentum distribution using Eq. (3.48) obtained from
Eq. (3.46) to determine [ before the other dynamical exponents can be evaluated by
relations given in Table 2.1. Our results are summarized in Tables 3.1 and 3.2. One
thereby has to keep in mind that Eq. (3.46) is subject to the condition of self-similar
time evolution (turbulence cascade included). So Eq. (3.48) is valid only for the case
of self-similar dynamics.

The exponents of the time evolution in the perturbative regime are well agreed
with the scenarios describing in Sect. 2.3. However, this is not completely the case in
the nonperturbative regime. We have seen that when m does not coincide with m,,
some discrepancies may occur. This means the scenarios of the universal dynamics
needs to be modified, or a new constraint for determining the value of the anomalous
exponent n. In any case, it is not conclusive.

In the case that we neglect the inconsistencies, we have a universal value of g
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3.4 Summary

in the nonperturbative regime regardless of whether the type of dynamics represents
an inverse cascade or a self-similar shift in time. This is a nontrivial result in the
kinetic theory and may signal the particular character of the nonthermal fixed point
in the nonperturbative regime. We anticipate that, in order to obtain a full picture
of the universal properties of the fixed point, the question of what possible values the
anomalous dimension 7 can take and in which way this is related to the condition
giving in the dynamical exponent z.
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Chapter 4

Kinetic equation from nonequilibrium
quantum field theory

Nonequilibrium quantum field theory is an attempt to construct a nonperturbative
approach for evaluating the n-point functions in a way that all quantities respect
causality given their values at an initial time. We review the formalism in App. B but
would like to summarize the main points here. The conventional quantum field theory
is constructed to be a boundary value problem in the sense that the observables are
defined through the S-matrix which is generally a transition between in and out
states [97]. This feature contrasts with the nature of nonequilibrium problems that
observables are calculated from the time-evolution of their initial conditions. Two
ingredients are needed to modify conventional quantum field theory: the Schwinger-
Keldysh closed-time-path (CTP) integral [98, 99] and the 2-particle-irreducible (2PI)
effective action [43]. The CTP formalism is necessary to make all observables being
expectation values with respect to the initial states instead of the matrix elements
between in and out states (hence the name in-in formalism used sometimes in the
literature). Moreover, the observables in the CTP formalism respect causality in the
sense that the observables at time ¢ are evaluated only from information at time
t' < t. The 2PI formalism gives a nonpertubative way to evaluate the 1- and 2-point
functions through a set of dynamic equations.! Unfortunately, this set of equations is
usually a set of integro-differential coupled equations which is not practically solvable.

Despite such difficulties, some information is still available through other means.
For a theory with ¢* interaction, the dynamic equation for the 2-point functions can
be transformed into the kinetic equation of wave turbulence [25, 45, 49]. Therefore,
the arguments that have been discussed in Ch. 3 are applied. The main advantage
is that the kinetic equation derived within this approach is free from the perturb-
ative constraint that occupation numbers are low. This allows us to go beyond the
weak-wave turbulence limit which is called strong-wave turbulence. Some aspects
of nonequilibrium dynamics of Bose fields can now be studied using the concepts
of wave turbulence and universal dynamics. Our interest is still in the momentum
scaling of occupation numbers which include the Kolmogorov-Zakharov, kg and p,
and the self-similar, kg, exponents.

The Kolmogorov-Zakharov exponents or the stationary solutions of the kinetic

n principle, it can be extended to the n-point functions if one uses nPI formalism instead [44, 45].
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Chapter 4 Kinetic equation from nonequilibrium quantum field theory

equation deriving from nonequilibrium quantum field theory have been discussed
previously in [49] using the scaling arguments and the technique of re-mapping the
integral, similarly to the analysis in [10, 26, 37]. We have shown in Ch. 3 that the
exponents we obtained are different from the result in [49]. This is because the
scaling behaviour of the effective coupling ges(p) does not agree with the prediction
from dimensional counting. This can be verified by replacing the scaling exponent
of the effective coupling by ours, recovering then also our scaling exponents of the
solutions. The evaluation of g.s(p) to determine its scaling behaviour is the one of
the central result in this thesis.

This chapter is organized as follows. We start by applying the nonequilibrium
quantum field theory to the Gross-Pitaevskii action and evaluate a set of dynamic
equations of 1- and 2-point functions. Then, we concentrate on turning the dynamic
equation of 2-point functions into the kinetic equation similarly to Eq. (3.2) under the
homogeneous assumption. The procedure is analogous to the one presented in [45]
but here, we apply it to a complex scalar field so symmetries and expressions will be
slightly different. We finally explicitly evaluate the effective coupling geg(p) using an
ansatz to determine its scaling behaviour which we used throughout the analysis in
Ch. 3. We remark that the kinetic equation we derive in this chapter can be used to
analyse both, the momentum or and the temporal scaling exponents. The respective
results obtained from scaling arguments are presented in Ch. 3. Our scaling ansatz
leads to an explicit form of the kinetic equation. To confirm the validity of this
ansatz we perform a numeric integration of the T-matrix and the scattering integrals
which we will discuss in Ch. 5.

4.1 Nonequilibrium description of a Bose field with
quartic interaction

The quartic interaction is the simplest, non-trivial self-interaction that appears in
many theoretical models, including the Gross-Pitaevskii Hamiltonian (2.1). Here, we
will study nonequilibrium quantum field theory of a Bose field with quartic interac-
tion. The aim is deriving the dynamic equations of mean-fields an propagators so we
can study the time evolution of Bose gases.

4.1.1 Dynamical equations of a Bose field with quartic
interaction

The classical action of a complex Bose field with ¢* interaction reads

S10.6 = 5 [ @D e n)on) = ¢ [ Gt @)

where the variable x refers to d+1 space-time coordinate in d spatial dimensions. The
notation [, stands for [* d*z and [,, for [% d*z [*3 d'y. The field components
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4.1 Nonequilibrium description of a Bose field with quartic interaction

are labelled by an index a € {1,2} where ¢1(x) = ¢(x) and ¢o(z) = ¢*(x) and the
operator iD ;' (x,y) is defined by

iDM (2, y) = 67 (z — y) (zagbaxo - 5aleB(x)>. (4.2)
The o2 is the third Pauli matrix and H,p is the one-body Hamiltonian,
Hip = —h*%% 02/2m + V(x), (4.3)

where V() is an external potential i.e. a trap potential which we neglect from now
on. Note that the action in Eq.(4.1) gives back the Gross-Pitaevskii Hamiltonian
in Eq.(2.1). However, the action (4.1) has second class constraints, therefore, its
Hamiltonian has to be formulated properly if one wishes to recover the dynamic
equations of the field variables from the Hamilton equations. This can be seen
from an absence of the conjugate-momentum from (2.1). The scheme for treating a
constrained system can be found in [100, 101]. The quantum field description is done
by promoting the field variables into operators. In the case of Bose fields, operators
must satisfy the Bose version of equal-time commutation relations

[@(t,z), @'(t,y)] = &(x — y), (4.4)
[CI)(t7 Zl:), CI)(t, y)] = [CI)T(t7 CL‘), CI)T(t7 y)] = 0.

It will be seen later that the commutation relations do not play any role in the
derivation of dynamic equations. Therefore, the Fermion fields will give the same
set of the dynamic equations as long as the form of the interaction and the proced-
ure of truncation remain the same. However, the commutation relations is used to
determine the properties of the propagators at equal times.

We recall the 2P effective action from App. B

[l6, 6", G] =S[6, 6] + ’fTrc G-t
ho¢ 6°S[p, ¢']
2 xy 5¢Z(y>5¢a<x>

where the symbol C indicates that the time contour is the Schwinger-Keldysh closed-
time loop. We need to calculate the functional derivative of each term in (4.6) with
respect to ¢(x) to derive the dynamic equation of the field variable which it can be
done explicitly for the first three terms. We start with the first derivative of the

Gab<x7 y) + FZ[(b’ ¢*7 G]7 (46)
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Chapter 4 Kinetic equation from nonequilibrium quantum field theory

classical action with respect to a field variable and its complex conjugate?,

05[o, 9" _ 1 1€ (ca D1
] L [ (7 = w103 ) t)

+ 8~ v)o dadm(zD (0 ko))

8T = )| (Bactli) + 02 () B5()alw) + (e > D)

;[ / (iDz}(a, v))qsd + / iD;, (w,10)) g ()] — S dul(2)Fi(x)Pul)
/ iDt (2,0))9a(w) = 0a(@)i(x)b(w) (4.7)
5S[¢’¢*] ¢ 1 (:—1 1 g g« "
“sone) = . h(iDa () ol ) — SOU(0I6H()6u(x). (4.8)

Since ¢1(x) and ¢o(x) are not completely independent (i.e. ¢j(z) = ¢a(x)), we need
to modify the functional variation rules,

5¢a(l’) — 6d+1

5¢b(y) c (I - y)(sab ) (49)
004(2) _ 0¢u(z) _ sarro o
Son(y)  Odily) 0" (x = Y)oa (4.10)

together with the field transformation ol ¢y(z) = ¢ (x) where o! is the first Pauli
matrix. The second derivative can be done in a similar manner,

259, ¢°]
003 (y)0¢a(x)

— [ 8y — wrk b, (1D, )b
~ 268w = ) (uul@)63(a) + 61(@) Grasala) + ohudi@))
= D5 (:2) — 9(“263)0u(2) + 612)6(0) )3 (&~ )
= 5@ — ) (10840, — SuHip () — gL G(@)0u(x) + G3@n(@)] ) . (411)

2The first term in the action can also be written as [ ¢a(v)[(iDy (v, u))¢.(u)]* where the dif-
ferential operators have been moved to act on ¢*(x) instead of ¢(z) and we use this form when
we need to perform the derivative with respect to ¢(z). Also, we express the (iD}! (v,u))* term

3 1 3

1 (-1 1 1 _ 1 1
by 04, (1D (v, w))o,,. since 0,050, = —0;, and 04, 0mn0,. = dde.
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4.1 Nonequilibrium description of a Bose field with quartic interaction

5°S[¢, ¢*]
S (y)0gs ()

= b (I (1)L, — 9 "2 63()64(x) + 0ul@)03(2) )37 — )

= 0@ — ) — 0201, — DuHsl@) — o[ i (@)0u(x) + 0u(x)63 ().
(4.12)

For the I's[¢, ¢*, G] term, we need to decide which 2PI diagrams are going to be kept
in the derivation through the process of truncation. The procedure we use follows
the context of a large-N approximation that is commonly used in the theory of N-
component fields with an O(N) symmetry, although in our case, N' = 2. We keep
the Feynman diagrams up to the next-to-leading order (NLO) terms such that the
nonlocal diagrams which capture the scattering processes are taken into account. It
is necessary to recall that the interaction in I's[¢, ¢*, G| is determined by iSg/h, not
only by interaction terms in the classical action (4.1). For quartic interaction, Sg
reads

I 539 . .
Sole, ¢ = 31 Joy: 562 (20000 (0)3 ¢Z(x)soa(fv)sob(y)soc(2)

L e 545 * *
t s S e PR e e

= ¢ [ (a0 @) (5:@)gt(@) = & [ (eulo)ga(a)) (pelo)gi(a)

=4 [ u@)i@) (0e@)pi (@) + 6i@)ee@) = £ [ gul@)er@pele)er(a)
(4.13)
There are two types of vertices in I';]¢, ¢*, G|, a 3-point vertex with a field

insertion and a 4-point vertex. In the leading order (LO), there is only one possible
2PI-Feynman diagram,

8
C
— —%fﬂ / Coa(, 7)Gion (1, 2) . (4.14)

13016) = (<il) (1) (= £) [ (G ualar, ) (G )

In NLO, there is one local diagram,
c
ryLo-tet(G] = —In2 [ Goplw,2)Grale, 1) (4.15)

where we also included the symmetry factor. For the 4-point vertex, the symmetry
factors for each of the Feynman diagrams are given by 4™ /2n where n is the number
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Chapter 4 Kinetic equation from nonequilibrium quantum field theory

Figure 4.1: 2PI diagrams that contribute to I's up to NLO. The diagrams in the upper
row, except the first double-bubble, are included in TY*©~4[G]. The lower row
shows the diagrams contained in FQNLO_S[é7 ¢*,G]. Note that the number of
diagrams in each row is infinite because adding one loop of propagators and
one vertex does not change the order in 1/A expansion.

of vertices. The number comes from (n — 1)! ways to arrange n vertices into a ring
multiplied by 227"~! possible ways to contract internal indices, and is multiplied by
1/n! since n vertices are indistinguishable. As for the nonlocal contributions, there
are infinitely many diagrams because the order of the 1/ expansion does not change
when adding one loop of propagators and one vertex. However, the diagrams have
the systematic structures as shown in Fig. 4.1. We separate the nonlocal contribution
into two parts,

[YLO—Nonlocal[ g+ (] — PNLO—4[7] 4 TNEO-3[4, % (3] (4.16)

where TH“O7[p, ¢*, G] is a series of diagrams that contain only 4-point vertices,

'h3 2 rC
FSILO*‘L[G] = ZZ (g) /xy Gab(x, y)Gba(y, iL‘)ch($, y)Gdc(y7 x)

h4 g 3 rC
6(2) /wyz Gab(zay)Gba(yax)ch(ya Z)Gdc(zay)Gef<Zax)Gfe($a Z)

_.|_
. (4.17)

and THO73[p, ¢*, G], a series of diagrams that have two 3-point vertices with a field
insertion,

030 06,6%,6) = 1%y (3)° [ 6u(0)610)Gunly, 2)Goatr, )l
+ Z<g)3 ~/:czz ¢a(x)¢z (y)Gba(y7 J/’)ch(y, Z>Gd0(z7 y)Gef(Z’ JI)Gfe(I, Z)
(4.18)
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4.1 Nonequilibrium description of a Bose field with quartic interaction

The first comes from 0I'[p, ¢*, G| /d¢k(x) =0
5S[¢7 ¢*] Lo 538[¢7 ¢*] 5F2[¢7 QS*’ G]
Skl LB Gl v) + 520220
0= 50 T 2 st @poncem ) T S @)
C
= [ (D2 (@, 0)) alw) = & u @) () )
v / 98 (1 — )58 (2 — w) <6Cd(;5a(u) +ol gt(u) + 5ad¢c(u))Gdc(v, )

ST 0%, 9", ]
3¢ ()

— (102400 — 9hGua )0u(@) = (Hin(e) + 5§ (62(2)6u(a) + hGi(a,2)) ) ()

2
YO, 67, €]
Soi(r) 1)

where the relation Gy (y,z) = 0,0k, Gum(z,y) is needed.> The equations for the
propagators can be obtained through the relation 6I'[¢, ¢*, G]/6G 4 (z,y) = 0 and
the result is identical to Eq. (B.99) (with external non-local currents K,, = 0),

2 [¢a gb*] + g 6F2 [¢7 gb*? G]
005 (y)oga(x) R 0Gu(x,y)

then, multiplying with Gu.(z, 2) and integrating over the x variable, we get?
¢ ¢ 0%S[¢, ¢ 2 (¢ dls[p, ", G
i | Gy, 2)Gacl, 2) = — = Gu(r,2)+ =~ | ——T—Ge(z, 2
[, Gl 1Gute?) = || s O™ I ), ey Ol
c
0ty = 2) = [ D (@) el 2)
Yy

~ o2 650)0uly) + G:0)0(0) ) Gucly 2

65F2[¢7¢*7G]
hlte 6Gu(z,y) Gael@, 2)

ZGba (yv )

(4.20)

+

30bserve that G, (y, z) = (Te®y(y) @} (2)) = o}, (Tc®l, (y)®n(z))ok, = oL,0L, Gum(z,y), there-
fore, 0}, ¢%(2)Gac(z,x) = oL 05(x)0k 0k Grm(z,2) = ¢ (2)Gam (z, x) wWhere o} ol = 0, has
been used.

4We chose the definition in Eqs. (4.11) and (4.12) in such a way that the differential operators
live at point z. Therefore, it is more straight forward to do the convolution over the point x
such that it can be seen that the differential operators always act on different spatio-temporal
arguments i.e. 0, acts on the argument of ¢ and —id,, acts on the argument of ¢*. The
convolution over the point y means the differential operators need to operate to the left which
can be achieved by moving the operators to the other argument first i.e. i0,, — —i0;, and then
choosing z = y due to Jg“(:v —y).

25



Chapter 4 Kinetic equation from nonequilibrium quantum field theory

_ (wgbayo — dulHin(y) + S61(y)6aly)

- 90, )0(y) ) Gacly. )

g ¢ 5F2 [¢7 ¢*7 G]

421
hle 6Gu(x,y) Gacl,2). (4.21)

where the identity fyc G (Y, ) Gae(x, 2) = 040874 (y — 2) has been used. It is con-
venient to separate dI's/dGy, which is proportional to the self-energy into local and
non-local contributions,

%5F2[¢7 ¢*7G]

_ vyolocal
[ 5Gab(xa y) - Eba (yu l‘) + Eba(y7 ZL’) . (422)

The local contribution which contains double-bubble diagrams from both LO and
NLO reads

oca . (5ba
Z%Ja l(y7 33) = _Zhgég+l (y - .CE) (TGcc(ya y) + Gba(Qv y)) : (423)
The effect of the local contribution in self-energy is to shift the mass into an effect-
ive mass while the nonlocal contribution represents the scattering processes. The
dynamic equations of propagators then become

C
6008 (1 = 2) = (103,00, — MG(D)]Grelw 2) i [ S0l 2), (424

Y

where the effective mass MG () reads

M (@) = by (Hin(x) + L[6u(@)6i(w) + hGaa(,2)]) + g (6u(2)65(2) + hGu(r, 7)) .
(4.25)

In principle, solving the set of coupled integro-differential equations (4.19) and (4.24)
gives the field expectation value and propagators as functions of their space-time
coordinates in d 4+ 1 dimensions. However, the task is very formidable in practice
due to the complication of integro-differential equations. We are going to show that
despite its complexities, we can still extract useful information from these equations
by using the knowledge of wave turbulence but we need a further manipulation and
approximation in order to write down Boltzmann’s integral which is our central
equation of the wave turbulence studies.

4.1.2 Dynamical equations of statistical and spectral function

One of the complications in Eqs. (4.19) and (4.24) is the presence of the closed-time
contour since it duplicates the number of propagators (the field is identical on the
forward and backward branches of the contour but this is not the case for propagators,
see Sect. B.1). We are going to decompose propagators which live on the closed-time
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4.1 Nonequilibrium description of a Bose field with quartic interaction

contour into two functions where each living on a single time contour. These two
functions are the statistical and spectral function defined by

1
Fu(,y) = 5 {({®a(2), (1)} . (4.26)
pan(,y) = i{[@a(), }(y)]) (4.27)
where {,} and [,] are anti-commutator and commutator respectively. Using the

identity 20, (x)®}(y) = {®u(x), D} (1)} + [®a(z), B} (y)], one can verify the following
relation

Gz, ) = be(a” — ) (@u() (1)) + bely’” — °)(@} (1) Bu())
= 5 (0ea® = ) (@ala), DL} + 0es” — ) {B]0). ala)}))

1
+ 5 (Bela® = 1) (@a(a). DY) + by — 2 H[B)(). Dala))
1

= Fab(xa y) - §Pab<177 y)Sch(ZEO - yO) ) (428)
where 0¢(z°) is Heaviside function living on the closed-time contour, sgnq(x°) =
Oc(2°) — Oc(—2°) and Oc(2°) + Oc(—2°) = 1. We also used the symmetry (anti-
symmetry) of the anti-commutator (commutator) to combine terms. The self-energy
which is a functional of Gy, (x,y) is expected to decompose into statistical and spec-
tral components in a similar way
1

S (T, y)sgne(a® — ). (4.29)

Eab(l’, y) = Efb(x7y) -

The aim is to replace propagators and self-energy in Eqs. (4.19) and (4.24) into
statistical and spectral components. The decomposition allows us to evaluate the
term that involves closed-time integration into a single time integration, for example,

) C
_Z/y Zab(‘ray)Gbc(yuz)
/(€ 7
= =i [ (S5 9)uly.2) = 550 9) Pl 2)sgne (e — )

;
— 525,(% Y)poe(y, 2)sgne (y° — 2°)
1

4
0 20

= —/t dyXhy (@, y) Fie(y, 2) +/t S5 (2, y) pre(y, 2)
0 0

EZb(‘Ta y)pbc(y, Z)Sgl’lc(gjo — y(])SgnC(yO . ZO))

o
5 | AySi e, y)pnely, 2)sane(a® - 2°). (4.30)
20

where the short-hand notation [ dy stands for [ dyod?y. The first term has no
signum function and vanishes identically under the closed-time integration. The
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to Ii"

|

' i ~
: : T

Figure 4.2: Diagram represents the Schwinger-Keldysh closed-time contour. The contour
runs from the initial time tg, to the time ¢’ and goes backward to tg again.

other terms have non-zero contribution in a certain window depending on the type
of signum function. For example, the second term came from the following evaluation,

[ Sl )ty 2Jsgncla® = 4

</to dy+/ dy—i—// dy (z,y) Fye(y, 2)sgne (2° — 4°)
([ dur) + dy(—l) + /t dy(-1)+ | t ay(=1)) Sy, ) Pl 2)
(

/dy +/ dy(— ))EZb(x,y)Fbc(y,Z):2/t:0dy22b(x,y)Fbc(y,Z))-
(4.31)

Here, the time contour starts at ty and the largest time before the closed-time contour

turns back is t/, see Fig. 4.2. We also assumed that the point z lies in forward time
branch, but the result is the same for xq living on the backward time branch. Using
the same procedure, the last two terms in Eq. (4.30) can be verified

C 20
St ol sene(y’ =) = =2 [ dySh (@ y)pely. =) (4:32)
Yy 0
C
/ Son(,y)pve(y, 2)sgne(z” — y”)sgne(y° — 2°)
Yy
zo
=2 [yt (@, y)puely, 2)sene (e — 2°) . (4.33)
20

The decomposition of Eq. (4.24) can be separated into two equations arising from
its real and imaginary parts

103,00y — Map(x)] Fe(w, 2) / dyXhy(z,y) Foe(y, 2 / dyShy(z, y)pee(y, 2) ,
(4.34)

0200 = Man(@)lpne(a 2) = [ Ay (. )y, 2). (4:35)
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4.1 Nonequilibrium description of a Bose field with quartic interaction

where the effective mass now reads

May(w) = b (His(2) + 2 [0a(2)i(x) + hFual, 2)]) + 9(6a(2)63 () + hFup(a,))
(4.36)

We had neglected all terms that have sgng(z° — 2°) since the signum function is an
anti-symmetric function and the following result is also needed,

— iy ppe(, 2)Dggsgne (¢ — 2°) = 20 (2° — 2°) ([0, @y (), D1(2)])
- 25(3(‘7:0 - ZO)<[021(I)1(‘I07 :B), (I)i(x()? Z)] + [0'2251)2(1‘0, w)7 CI):E(;L’O, Z)])
= 200(2° — 2°)00e08 (2 — 2) = 20408 (z — 2) . (4.37)

This term will cancel out with the LHS of Eq. (4.24). For the further usage, instead
of Eq. (4.20), we may start with the relation

2S[¢a Qb*] + 251—‘2 [Qb, ¢*, G]
Odp(y)ods(z)  h 6Gh(y, x)

G () = (4.38)

and its convolution,

e [ (PSI0] | 20,000
. G wGatein) = [ (G5am) * B Sy )5l (439

in order to obtain of G.(z,x),

C
i5a06g+1($ - Z) = [_'L.O-l?aaxo - Mﬁ(l’)]Gcb(Z, l’) - Z/ Eba(ya x)Gcb(z7 y) : (440)

Y

It should be noted that the differential operator now acts on the second arguments
of the propagator and that equation gives us another set of equations of F' and p,

[_io-gaaﬂfo - Mb(l( ) Cb 2, I / dyEba Yy, x Cb Z,Y +/ dyzba<y7 )pCb(Z7y)a
(4.41)
20
(=08, 0r0 — Mia(@))pa(:2) = [ A=y, 2)pal2,0), (4.42)
o

which are the conjugate equations of Egs. (4.34) and (4.35).

4.1.3 Stationarity condition

From Egs. (4.34) and (4.35), we next derive the expressions in momentum space for
our later derivation of the kinetic equation. We firstly send ¢, into the infinite past,
to — —o0o, based on an assumption that we are interested in late-time dynamics of
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Chapter 4 Kinetic equation from nonequilibrium quantum field theory

the system, not the early time where instabilities are dominant processes [48, 102].
Eqgs. (4.34) and (4.35) can be rewritten with the help of the Heaviside function

[iaicaxo_MaC(x)]Fcb@a Y)
- /9 Lo — ZO)EZc(xa Z)FCb(Z7y - /‘9(3/0 - ZO)EaFc(x7 Z)ﬂcb(za y)

_/2 z,2)Fa(z,y +/2F ,2)GA (2, y) | (4.43)
(000 — Mac(2)] pes (2, )

=me—mmMamm@w—me—%mMaaM@@

= [SE@palzy) + [ Dhle )G, (4.44)

where we have defined

G, y) = (o — yo)pas(, ), (4.45)
Gap(,y) = —0(yo — x0)pas(, ), (4.46)

and the same applies for ¥* to obtain X and 4. Similar results can be retrieved
from Egs. (4.41) and (4.42),

[—i0%, 0 = Maa ()| Frol) = [ S(29) Prolar2) + [ SE(ep)GR (. 2), (447)

(=020 = Mea@)lprel,9) = | Szl ) + [ =) Glw, ). (448)

In the homogeneous situation, the dynamics of Fy,(z,y) and pu(x,y) do not depend
directly on local points (x,y) but rather on the distance between x and y, therefore,
it is more appropriate to use Wigner coordinates to change the local coordinate into
center and relative coordinates u and s where
1

uzi(x+y), s=x—y. (4.49)
Using the simple chain-rule, one can verify that 0, = %Gu + 0,0, = %au — 0Os.
Although we claimed the homogeneous nature of Fy,(x,y) and pap(x, y) which means
only relative coordinate s are relevant, we still wish to keep the center-time coordinate
up and say this is the time variable for the observable dynamics. Therefore, we're
looking for the dynamics of Fj,(x,y) and pe(x,y) with respect to this center time
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4.1 Nonequilibrium description of a Bose field with quartic interaction

ug. Taking Eqgs. (4.43) and (4.47) and rewriting them in Wigner coordinates gives

lio? (auo+aso) ac(u+2)]Fcb(u,s>

—/Efc(u—i-—,s sV (u + 5 ,s")
! s'—s
+ [ 2w+ s s’)Gﬁ)(qu 5 .8, (4.50)
[_/Loca( Oug 880)_Mca(u_2)}FbC<u:5)
S/
= [ S+ 2 )Fbc(u+§, )
/
+/ E )Gbc(u+ 27 8/)
_/E —S—S)Fbc( —82_8,5’)
/ r
+ [ Sha= S -G-8, (s

where we have defined s’ = z — y and as a consequence © — z = s — s, (x + 2)/2 =
u+ /2 and (z +y)/2 = u+ (s — s)/2. The first and second arguments of all
functions are now their center and relative coordinates respectively. Subtracting
Eq. (4.50) with Eq. (4.51) yields
1 s S
§auo [020F0b<u7 S>+O-ganC(u S)] - [Mac(u + i)FCb(u7 8) - Mca(u - i)FbC(u7 S)]

/_
/{ER u—|— /)Fd,(u—l—s S,s’)

— 24 (u - %, s — 8 ) Fy(u

s’
+/ {EF ut 58— s\ G (u + 5

/ /

— 3" (u - %,s — GE(u i 2_ i

,s’)} L (452)

We then would like to keep only leading-order terms in a gradient expansion in the
center coordinate, for example, we approximate My, (u + s/2) &~ My,(u). All spatial
components of the center coordinate will also be neglected due to the homogeneity
assumption. Then, Eq. (4.52) becomes

1
§au0 [Uchcb(um ) + U Fbc(u07 )] - [Mac(uO)Fcb(u07 5) - Mca(UO)Fbc<u7 S)}
- / {ch(uo, s — 8 )Fa(ug, ') — 4 (ug, s — 8') Fye(uo, s’)}

+ /S, {EaFC(uo, s — 8')G4 (ug, 8') — 2F (ug, s — 8")GE (uy, S/)} . (4.53)
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Chapter 4 Kinetic equation from nonequilibrium quantum field theory

Lastly, we trace over the whole equation and combine the terms in the each square
brackets,

iauoaz’cha(um S) - / {EZC(’LL(), $— S/)Fca(u()v S/) - Efc(UOa S — Sl)pca(UO’ 3/) )
(4.54)
iato-chca(upOap) - EZc(t7p07p)Fca(tap07p) - 250(t7p07p>pca(tap07p) 3 (455)

where we have performed a Fourier transform (sg, s) — (po, p) in the last equation
and relabelled ug with ¢. Since the statistical function F' contains the information

of number occupation, the fixed-point of the occupation number is determined by a
vanishing the RHS in Eq. (4.55),

ch(taPmP)Fca(t,pmp) - Zi(tapmp)pca(tap()ap) =0. (456)

This is the stationarity condition for the number occupation and one of the solutions
that satisfies this condition is the thermal solution.

In thermal equilibrium the statistical and spectral functions are related by a
fluctuation-dissipation relation

1

Fr(po, p) = —i(ne(po) + 5) pr(po. ). (4.57)

where ngg(pg) is the Bose-Einstein distribution function, ngg(ps) = [exp(Spo) — 1] 7.
In this limit, the statisical and spectral components of the self-energy also share the
same relation,

%1 (po, p) = —i(nme(po) + ;)E%(po, p). (4.58)

Thus, in thermal equilibrium, the stationary condition (4.56) is fulfilled [48]. We will
show later on that Eq. (4.55) can be turned into the kinetic equation, such that other
solutions satisfying the stationary condition will be power-law functions associated
with turbulent cascades.

The same procedure could be applied to the equation for pg(z,y). In Wigner
coordinates, Eqs. (4.44) and (4.48) read

1
(1025000 + 0sg) = Macltr + ) pes(u, )

— [ SR+ 55 = Spatu+ S0
/ /_
Dt Sos = NGhut T (459)
. 3 1 S
|: - ZO-C(Jb(iauo - aS()) - Mca(u - 7)}pbc(u7 5)
2 2
! /_
= [ Su =58 = owlu = =528
/ /_
+ [ X (u— S—, 5 — s’)Gﬁ(u _ 5 S, s'). (4.60)
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4.2 The s-chanmel resummation of the self-energy and Boltzmann’s scattering integral

Following the same approximations and exactly the same steps as we have done for
F.(p), we obtain the equation of motion of pu,(p) in the center time coordinate,

iauoggcpca(u(b S) = / {Egc(u(b §— S,)pca(u()? S/) - EZC(U(), s = S/)pca(u(b S/) = 0’
(4.61)
(0,03 pealt, po,p) =0, (4.62)

where we again relabelled ug by ¢t. Eq. (4.62) reveals that p(p) is a constant during
the time evolution. This is a very essential point for the rest of the discussion because
par(p) can be approximated with some ansatz and will then remain the same for a
certain window of time as long as Eqs. (4.55) and (4.62) are valid.

4.2 The s-chanmel resummation of the self-energy
and Boltzmann’s scattering integral

So far, ¥.(z,y) was treated as a nonlocal contribution of the self-energy and the
derivations were made without explicit functional forms. Therefore, as long as the
self-energy contains the nonlocal contribution and if the homogeneity assumption can
be made, the stationarity condition (4.56) should be valid. However, to render sta-
tionarity condition into Boltzmann’s scattering integral, one needs a specific form of
the self-energy. In the following, we are going to analytically sum the Feynman dia-
grams up to NLO and derive an integral equation that closely resembles Boltzmann’s
integral.
We recall the nonlocal contribution of the self energy,

9; STNLO-4
Ea ) = = A~ 7 N
b(x y) h 5Gba(y7 .I’)
= _thab(x7 y)I(ya LC) ) (463)
where I(y,x) is defined by
c

](va) = @[ch(zay)Gdc(yax) - Z/

5 y Iy, w)Geq(w, z)Ga(x, w)} : (4.64)

We have neglected the contribution from I'NYO=3 by claiming that the integral gen-
erated from TNFO~* dominates when we compare their scaling behaviour [49]. Each

term in 6TNYO~4/6Gy, (2, y) can be retrieved by iteration of I(z,y). We then decom-
pose Yu(z,y) to find its B (x,y) and 7, (x,y) components

Efb(‘rv y) = _hg l:Fab(xv y>IF(y> [E) + ipab(xa y)]p(y7 $>:| ) (465)

£0y(w,) = ~hg| bl 9) 17 (4.2) = Ful.)1°(2,)|. (4.66)
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Chapter 4 Kinetic equation from nonequilibrium quantum field theory

where we have decomposed I(y, z) in the same way,

1y, ) = 17 (32) = S 17(, Dpsemely” — ) (1.67)

The statistical and spectral components of I(x,y) can be obtained by decomposing
both Gu(x,y) and I(z,y) itself in Eq. (4.64),

;
1(y.2) = hg{ 11" (g.2) + STy, 2)sgne(y” — 2°)
c 1
— z/ {HF(w, x)IF(y,w) — ZHp(w, x)[p(y,w)sgnc(wo — xo)sgnc(yo — wo)
- %HF(w, 2)I?(y, w)sgne(y° — w")

— SIP(w,2) " (y, w)sgne(w” — o)

}, (4.68)

where we have defined
1 1
0 (y, ) = 5[ Feal, ) Fae(y, ) + Jpea(, ) pacy, @) (4.69)

°(y, z) = ;[pcd(x,y)ch(y,x) — Foa,y)pac(y, 7)) (4.70)

The closed-time integration is treated in the same way as we have done with Eq. (4.30).
Then, we can read off 17 (y, x) and I?(y,z) from its real and imaginary parts,

[Fly,2) = TF (g, 2) — [ dwll? (w, 2)I°(y, w) + / 0 (w, )T (y, w),  (4.71)

to

IP(y,x) =11P(y, z) + dep(w, x)IP(y,w). (4.72)

Yo

These equations are necessary for writing down ¥ and ¥* as an infinite sum in terms
of I and p in configuration space. However, we would like to have all expressions
in momentum space so they can be substituted into Eq. (4.55). Before doing so, we
introduce the multiplication (-) and convolution (x) operators

(f - g)(x )—f( Jg(~2). (4.73)
(f * g)(a /fx— (). (4.74)

and it can be seen that these two operators are related through a Fourier transform,
dtlp di+lg
(0@ = [ e | [ e 0= Do)

- [ e (9, (4.75)

dd+1

(F9)@) = [ Gy ™ F)g(-p)

-/ ‘”dﬂ “(f - g)(p). (4.76)
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4.2 The s-chanmel resummation of the self-energy and Boltzmann’s scattering integral

where [, needs to include a factor 1/(2m)*"" if ¢ is a variable in momentum space.

The homogeneity is also needed to be taken into account such that we can choose
Wigner coordinates and write Eqgs. (4.71) and (4.72) in terms of - and * operators.
Here, we will drop the center coordinate arguments because the Fourier transform
will be done only on relative coordinate variables. The center time variable remains
untouched by the calculation we are going to do. We again define s = v — y and
s' = w — y which implies x — w = s — §'. Eqgs. (4.71) and (4.72) become

1F (=) = hg |11 (=5) = [ (=17 (=1 ('~ 5)
+ [0 = (=S = )]
= {11 (=) = [0 5 (6 1)) (=) [(6-10) 4 1F)(9)} . (4.77)
17(=5) = | 0(=s) = [ 6(=5") 17 (=0 (' 5
+ / (" — )P (=T — s)}
= hg{P(=s) = [+ (0 1)) (=) + [(6- 1) < () |, (478)

where the Fourier transform of IT¥(u, s) and II°(u, s) in relative coordinates s are
derived from Egs. (4.69) and (4.70) (the center coordinates also drop out),

" (—p) = ;{(ch * Fye)(p) + i(pcd * Pdc)(P)} : (4.79)
(=) = 3 [(pea Fa)(p) — (Faa # pac) 9)]. (4.80)

We can read off the Fourier transform of Eq. (4.78) directly from the relationships
between - and * operators,

17 (=p) = hg{11" (=p) — [+ (6 = 17)](—p) + [0+ 11") - 17 ()}

= hg{[L= (07 + )P (=p) + (0= T)I (-p) |, (431)
I’(—p) = hg{[l — (07 + ) (p)]IP(=p) + (6 * Hp)(p)lp(—p)} : (4.82)
(4.83)

where the initial time ¢y is sent to the infinite past, tg — —oo. The terms can be
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Chapter 4 Kinetic equation from nonequilibrium quantum field theory

rearranged to obtain

91" (—p) = hg’ 11__9(75(_9 . ﬁﬁ;@f ): 11" (~p)

= 1" (—p)gZe(p) =R - gZ)(—p), (4.84)
o _ o[ 1= (07 % 17)(p) |
A L]

= WP (=p)gia(p) = h(II - g2)(—p), (4.85)

where we have defined the effective coupling g% (p) by

— (0~ = 1)(p) ]
1 —gh(0 x117)(p) |

I1”(—p)

gen(p) = 92[ (4.86)

To write the effective coupling in a more compact form, one needs to verify the
identity

(1= gh(0 1) (=p)| [1 = (6~ * I°)(p)] = 1, (4.87)

observing that (0 = II?)(—p) = (0 x I1*)*(p). Distributing the terms and then trans-
forming the equation back into the configuration space yields

0= —hg(0- T°)(~) + gh[(0 - TI°) = (67 - I°)|(~) = (0~ - I*)(a)
— —ngh(~zo)I*(x) + hg / (=0 + yo) I (—y + 2)9™ ()1 (~y)
+hg{ 0 ()11 (— /6 —x0)IP(—y)0(zo — yo)IIP(y — )

+/9 —20)0(—yo)IP(—y)1I°(y — x)

=g~ [" ay+ / Ly [ @y PPy - 00— =0, (459)

where Eq. (4.82) is needed to expand the third term in the first equality and the

symmetry relation of II?(x) are necessary for changing x — —x. With the identity
having been proved, we can claim

1
0" x1° 4.89
0P = T (4.50)
and redefine g% (p),

2

2 9
_ , 4.90
geff(p) |1 +thR(p)|2 ( )
where the retarded self-energy II% is I1%(s) = —0(s)II?(—s) in configuration space
which becomes I1%(p) = —(6 * II?)(p) in momentum space. By introducing the

effective coupling, I and I” can be resummed to a single term instead of infinite
terms and it becomes much easier to manage despite the fact that evaluation of
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4.2 The s-chanmel resummation of the self-energy and Boltzmann’s scattering integral

the effective coupling itself is still complicated. The last approximation we need is
a classical approximation saying that the statistical component of the propagator
is much larger than its spectral component. This approximation is expected to be
satisfied with sufficiently large occupation numbers and the dynamics are dominated
by the Feynman diagrams with classical vertices [103]. Under such a condition, all
spectral components can be neglected if there is a statistical component with an
equal power. To be precise, we make following approximations

HF(l'a y) ~ ch(.T, y)ch(y> l‘) ) (491)
Sh(x,y) &~ —hgFu(x, y) 1" (y,z). (4.92)

Then, ¥ and ¥* in momentum space now read

Sep(p) = —hg(Fap = I7)(p) (4.93)
Shs(p) = —hg(pay + I = Fop x 17)(p) . (4.94)

Substituting the results from Eqs. (4.84) and (4.85) into Eqgs. (4.93) and (4.94), then
expanding the - and % operators into the product and convolution will give integrals
over momenta. For example, Eq. (4.93) yields

»E(p) = —hg/kFab(p — k)" (k)
hQ
= —E A Fab(p — k)g§ﬁ<k)<ch * ch)(_k)
h2
= B Fulo — R (Pt Fa) (8
h?
--=/ / Fop(p = )92 (k) Fua(k — 1) Fae(—7)
hQ
T2 / 9oq(p + k) Far(=k) Fua(p + k — 1) Fae(—7)
q
27 )41 B2
- —()2 0 k=g = 1)ge(p+ k) Fap (=) Fea(a) Fae( =),
qr
(4.95)
where we have used the symmetry II¥'(—p) = II¥(p) in the third equality, changed

the variable k to p + k in the fifth equality and introduced an integral over r and a
delta function in the last equality. The results can be obtained for 37, (p),

) = O [ 5 kg =g+ )
X {pab(—k)ch(Q)ch(—T) + Fap(—k) pea(q) Fae(—)

— Fup(—F) Faa(@)pac(=7)] | (4.96)
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where the symmetry II?(—p) = II?(p) has been used too. Putting Eqgs. (4.95) and
(4.96) back into the RHS of Eq. (4.55) to obtain the kinetic equation for Fy,(p)

27.‘_ d+1h2
()2 /qu S (p+k—q—1)g2p+k)

X {Fra(p) pab(—F) Fea(q) Fac(—7)

iato-chca(t7p07p) = -

+ Foa(p) Fun(—K) pealq) Fac(—T1)
_Fba() ab( k) () c( T)
— pa(P) Fan (=) Fea(q) Fac(=7)} . (4.97)

The RHS of Eq. (4.97) is a Boltzmann scattering integral which represents the 4-wave
resonant interaction with an effective coupling g% (p + k). Although the structure of
the RHS of Eq. (4.97) is very similar to the integral in the kinetic equation Eq. (3.4),
we are not yet there. It needs further manipulation which demands a quasi-particle
assumption.

4.3 Kinetic equation of quasi-particle occupation
number

We have seen that F,;(p) and pa(p) are related by a fluctuation-dissipation relation
in thermal equilibrium and that Eq. (4.62) shows that there is no dynamics of pu(p).
If we assume that Eqgs. (4.55) and (4.62) are valid until the point the system reaches
thermal equilibrium, it is not too wild to also assume that the spectral function
pap(p) has become thermal at the very beginning where the system is governed by
Egs. (4.55) and (4.62). This has been seen in [104, 105] that p.(p) exhibits a well-
defined peak at a single frequency mode and does not change much during the time
evolution. In comparison, the occupation number changes much more drastically on
the same time scale.

There are two things that are useful to us. First, we can assume p,(p) having
equilibrium shape while we analyse Eq. (4.97). Second, since F,,(p) and pgs(p) follow
the fluctuation-dissipation relation at the end, we might be able to assume further
that during the time evolution governed by Egs. (4.55) and (4.62), the following
relation needs to hold,

Fab(tap()ap) = _Z.f(tap0>pab(p07p) ) (498)
where f(t,po) is a quasi-occupation number. The symmetry of F,,(p) requires
f(t,—po) = = f(t,po) - (4.99)

We do not require f(t,po) being a Bose-Einstein distribution unless in thermal equi-
librium. Thus, Eq. (4.98) is generally not an equilibrium fluctuation-dissipation re-
lation. The dynamics of F,(p) is now encoded in f(p;t) which will play the role
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4.3 Kinetic equation of quasi-particle occupation number

of ng(p) in the kinetic equation. In [106], it has been shown that the quantity
Fu(p)/ f(t,po) approached pg,(p) at a much earlier time scale, compared to the time
scale where f(t,po) reached equilibrium. After this early-time setting of the spectral
peak the mode population are clearly seen to further evolve in time.

4.3.1 Particle and quasi-particle correlation functions

The relation (4.98) turns Eq. (4.97) into a functional of p.(p) and f(¢;po) but we
need to reduce it further until we have a kinetic equation which is only a functional
of f(t;po). The full knowledge of puy(p) is required and the possible choice here is
through the commutators of field operators. Note that this is accessible because we
are allowed to assume the equilibrium shape of pg,(p) which can be generated from
equilibrium field operators. Despite all that, there are two cases within our reach,
a free theory and a weakly-interacting theory such that there exists a free-theory
representation through a Bogoliubov transformation. This sounds a bit extreme but
we recall that the well-defined peak of the spectral function has been seen at a very
early time-scale, so, the free spectral function with delta-like peak should be, more
of less, justified.
The matrix elements of the spectral function in the free-field limit read

p11(Pos P) = Pio(—po, —P) = —p2a(—po, —P) = 2mi d(po — €p)
P12(p07 p) - p;l(p()u p) - Oa (4100)

with free dispersion e, = p?/2m while the Bogoliubov spectral function is given by

PB,ll(p) ) {U;(S(po - Wp) - U;2>5(p0 + Wp)} )
i) 123(5

=2
pB.22(p) =2 {Uf,(s(po — wp) — us0(po + Wp)} ;
pB12(p) = 2mi upvy [5(}90 —wp) — 6(po + wp)}

= P21 (—D), (4.101)

with Bogoliubov dispersion (2.7) and mode functions (2.8). For momenta much
smaller than the healing-length scale, |p| < pe = [2mgng]*/?, the quasiparticles
are sound waves, i.e., wp = ¢s|p|, see Eqgs. (2.13), (2.14), with speed of sound ¢, =

/gno/m = pe/(v/2m). In this sound-wave limit, the spectral function simplifies to

1T gng

pp(p) = ——(1=0") [(po — wp) — (po +wp)] , (4.102)

Wp
such that, for pg,rg > 0,

pB,ab(Spm p)pB,ba(Slrm "“)
2 2
_ _(2mgno)® 55'0(po — wp)d(ro — wy) . (4.103)
WpWy
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Chapter 4 Kinetic equation from nonequilibrium quantum field theory

The details of the evaluation of the matrix elements in Eqgs. (4.100) and (4.101) can
be found in App. C. We remark that although the form of p in Eq. (4.102) leads us to
deduce that p in general takes the form of p ~ p~#d(py — p?), this is not true since it
would break the canonical scaling p ~ p~2 following from the commutation relation
in Eq. (4.27). In fact, the general form of p should be

1A
p2fz

with some constants A, C, and where we have set n = 0. This is consistent with both
the free (z = 2), Eq. (4.100), and the sound-wave dispersion (z = 1), Eq. (4.102). Us-
ing an explicit form of the spectral function, it is very useful to observe the following
two quantities for both types of spectral function,’

p(p) ~ ——(0* + Ca) [6(po — wp) — 3(po +wp)| , (4.104)

o

o 27

o0 de 3

T [a F(t,po,p)} . (4.106)

Assuming the relation (4.98), free spectral function gives

/000 % Tr [F(t, po, )] = /000 (;]:f(tvpﬂ)(Fll + Fy)

27
_ /OOO dpo f(t7po)<5(p0 —&p) = (o +€p))

— f(t,ep), (4.107)
/OOO (;ij Tr [0*F(t, po, p)| = /OOO (gjff(tpo)(Fn — )

= [ oo £ 00) (3000 = 29) + 80 +25))

— f(t,ep) (4.108)

The same applies to the Bogoliubov case,

/ L0 Ty By (t, po, p)) = / ﬂ(FB,n + Fp22)
0o 27 0

2
— /Ooo dpo f(t, po) ((uf, + 'Uf,)é(po — wp) — (uf, + vf,)é(po + w,,))
— f(t,wp) (U2 +02) = f(t,wp)ﬁ , (4.109)
Ooo O;p;o Tr [03FB(t>P0>P)] = /OOO (;]:TO(FB,M — Fp o)
= [ dpo £2p0) (6 = 020300 — ) + (12 = 02)6(p0 + )
= f(t,wp)(uf, — Uf,) = f(t,wp). (4.110)

5If the integration is done on both positive and negative frequency, the kinetic equation that we
are going to derive will vanish identically.
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4.3 Kinetic equation of quasi-particle occupation number

The results are different depending on the particular spectral function we used.
This coincides with the relation between particles and quasiparticles mentioned in
Sect. 2.1. This observation discussed that f(¢,pg) is not related to a particle occu-
pation but rather shows a quasiparticle occupation and we can define particle and
quasiparticle mode occupation numbers, n(p,t) and ng(p,t) respectively, from the
statistical correlator F'(t, po, p),

% d
np.t) = [ PTE(t o p) — 1/2. (4111)
= [T s _1/2 4112
nQ(p> )_ 0 27T I'[O' ( ap0ap)] / ) ( . )

where we used f(t,p) = ng(p,t) + 1/2. Due to Tr[oF] relates to ng, the kinetic
equation that is derived from Eq. (4.97) will also describes the dynamics of quasi-
particle occupation ng(p,t).

4.3.2 Nonperturbative kinetic equation

Our main interest is the scaling solution in the infrared regime where quasiparticles
are highly populated i.e. ng(p) > 1. In this regime, the quantum ground state 1/2
in Eq. (4.112) can be neglected. Therefore, the kinetic equation for the quasiparticle
number takes the form

o d
Omq(t.p) = | G007 Fualt.po.p) = 1(t.p). (4.113)

with the scattering integral

I(t,p) = —i/o (;;Tr[zp(t,po,p)l’(t,po,p) = 2F(t,po, P)p(po,p)|.  (4.114)
We have dropped the time argument of spectral function due to the assumption of
its time independence but if that is not the case, the time argument can be restored
without changing anything else as long as Eq.(4.112) holds. In the context of the
s-channel resummation, the scattering integral Eq. (4.97) can be expressed in terms
of Boltzmann’s integral,

I(p) = (27?);%2 /OOO i]jf o O P k=g = r)gla(p + F)
X Poa(Po, P)Pab(—ko, —k)pea(qo, @) pac(—r0, —T)
X {=f(Po) f(a0)f(=r0) — f(po) S (=ko) f(=70)

+ f(po) f(=Fko) f(qo) + f(=Fko)f(q0)f(—70)}
(4.115)
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(27)%h2

-9 / dpy [ 6 p—k—q+1)g%(p—k)
0 kqr

X Pva(Po, P)pab(ko, k) pea(ro, ) pac(qo, q)
X {=f(po) f(q0) f(r0) — f(po) f(ko)f(ro)
+ f(po) f(ko) f(qo) + f(ko)f(qo)f(ro)}
(27)h?

= [ [ 6 k= g =gl =)
0 kqr

X pba(p07p>pab(k07 k)ﬂcd(rm T)l)dc(CIo, q)
x {=f(po)f (ko) f(q) — f(po)f(ko)f(ro)
+ f(po) f(qo) f(ro) + f(Ko)f(qo) f(r0)} , (4.116)

where we have replaced all F' functions by Eq. (4.112) (without the factor 1/2) and
made all argument positive using the symmetry of f(¢,pg) and changing integration
variables. We also dropped the time argument ¢ in f(¢,py). The integrations over
frequencies are rewritten to range over the positive domain only,

(2m)dn? oo
I(p) = 9 /0 de dk d(] dr 6(23 + k — q— 'I"‘) Z {Ilsss’ + Ils(fs)s’} )
s,s'e{-1,1}
(4.117)
where [ dk = (27)~* [7° dko [ d?k, and
Isacr’s’ = 5(5130 + Jko - U/QO - S/TO) ggff(spo - Slr()ap - Ir)
X Pab(SZ?O» p)ﬂba(slro, T) pcd(0,q07 q)pdc(0k07 k)
x {05! [s (o) + o (ko)) Fla0) (o)
— 50 f(po)f (ko) [0 f(a0) + ' f(ro)] } - (4.118)

Eq. (4.117) gives the perturbative kinetic equation if the many-body coupling ¢2%
reduces to the bare coupling ¢?. This limit coincides with the case that one keeps
only second Feynman diagram presented in the upper row in Fig. 4.1. However, with
loop-resummation, the many-body coupling is in general different from the bare one
and thus, Eq.(4.117) includes contributions beyond the perturbative calculation.
The many-body coupling makes it harder to obtain the time-dependent solution but
nevertheless, we can analyse the possible scaling solutions and make an implication
about time development in case that a particular scaling solution exists.

Kinetic scattering integral for free particles

The kinetic equation for free particle can be obtained by inserting the free spectral
function Eq.(4.100) into Eq. (4.117). It can be seen that only Z;ss contributes to
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4.3 Kinetic equation of quasi-particle occupation number

the integral,
Ligs1 = (27T)45(]90 + sko — sqo — 19)s 93&(?0 —7T0,P—T)
X 0(po —€p)d(ko — €x)0(qo — €4)0(r0 — &)
x { [ f(po) + sf(ko)] f(g0) f (ro)
— f(po) f(ko) {Sf(%) + f(To)} } ; (4.119)

where s € {—1,1}. Integrating over the frequencies po, ko, go and 9 we obtain the
scattering integral

(2’/T)dh2 /OO dkg qu drg
apo (2 SR [ bprk—g-r) Y T,
2 P o or 2n ey CP TR Lss]

s,s'e{-1,1}
2 d+1h2
I(WZ/ d(p+k—q—r)
kqr

X Y sgulep—en,p—7)0(ep + sler — gq) — )
se{—1,1}
x {|f(ep) + sf(ex)| F(eg) () — Flep)flen) [sF(eq) + flen)]}
(27.‘_)d+1h2

:2/qu (5p+k—q—1)+3(p—k+q—7))

X glg(ep— &P —7)0(cp + ek — g — &)
x {|flep) + fen)| Fea) F(en) = flep)flen) [Fleq) + ()]}
= (2m)* B2 /qu 0elep—enp—7r)o(p+k—q—T)

x 8(ep + ek —q — &) { | Flep) + F(er)] Flea) F(er)
— Flep) fler) [Fleg) + f(en)]} - (4.120)

In the third equality, we simply distributed the terms and exchanged variable k <+
q in the integral that is generated from s = —1 so it can be combined with the
integral generated from s = 1, except the delta function of spatial momenta. The
dependence of k and g are in terms of the free particle energies ¢, and g4 so the
momenta k and g could be reversed in the fourth equality to combine two delta
functions without disturbing the rest of integral. The Boltzmann equation (3.2) for
n(t,p) = f(t,e(p)) > 1, with the scattering integral (3.4) has been recovered in the
classical-wave approximation. We emphasize that our 2PI resummation approach
provides us with an expression for the T-matrix elements,

I(p) =

|Tpqu|2 = (27T)d+1h29§ff(5p — &P — ’l“) , (4.121)

which depend on the quasi-particle distribution ng(p, t) themselves. Making a scaling
ansatz for n(p,t), we will explicitly calculate, in Sect. 4.4.1, the dependence of these
matrix elements on the energy and momentum arguments.
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Chapter 4 Kinetic equation from nonequilibrium quantum field theory

Kinetic scattering integral for Bogoliubov sound waves

For the Bogoliubov spectral function, we limit ourselves to the sound-wave regime
where the dispersion is linear, see Eq. (2.13). Inserting the sound-wave approximation
of Bogoliubov spectral function Eq. (4.103) into the integrand (4.118) gives

4
Lsoorst = Mé(spo + ko —0'qo — s'ro) g (spo — 8'ro, p — 1)
WpWiWqWy
X 0(po — wp)d(ko — wi)0(qo — wq)d(ro — wy)
x {|of(po) + sf (ko) f(a0) f(ro)

— F(po)f ko) [s'F(q0) + o' F(ro)] }- (4.122)

Again, only a subset of integrands contributes to the integral. We can identify the
non-vanishing contributions by first integrating over all frequencies as well as the g
variable over the delta function of spatial momenta,

I(p) = (223%2(27)12/@ AR /_lldcos(ek) /fd@ykﬁ

X Z {Ilsss’ + Ils(—s)s’}

s,s’e{—1,1}

(4.123)

q=p+k—r

The integral is written in d = 3 since it is an only particular case that we are going to
work with. Then, we shift  to p—r" and choose an orientation of k-space such that 6,
is an angle between k and r’. By introducing ¢ = |r'+k|, d cos(;,) = (|7’||k|) "' ¢dq .
The azimuthal angle ¢, can also be integrated out because of azimuthal symmetry.
The integral then becomes

2m) 8 K2 pddy oo |’ +k| - _
I(p):( )2 / /0 kel / g Y [Tisw + Dissye] . (4.124)

v r'—k| s,8'e{—-1,1}
where ' = |r'|, k = |k| and

- 2 4
Isaa’s’ = M gzﬂ(swp - SIW‘P*T'D rl)
WpWkWqWip—r/|
X 0(swy + owy, — 0'wy — S'Wip_p|)
< {|ofp + sfi| fafpern)
— ol {Slfq + O-/f|p77"\):|} : (4.125)

Here, we defined f, = f (wp). In order to reduce the set of integrands, we analyze the
energy conservation delta function for the case of the Bogoliubov dispersion (2.7):
6(swp 4+ owy — 0'wy — s'wyp_pr) = const. x 6(|p — r'| — ss'[p + so(k — 00’q)]). Since
|k —q| < 7" and k4 ¢ > 7" we find that the argument of the delta distribution can
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4.4 Effective many-body coupling function

vanish only if oo’ =1 and ss’ = 1 or if 00’ = —1 and ss’ = —1 and s = —o. This
leaves us with the following terms:

(27) 8h2 a“ e

X [11111 +I1( (-1 + Il( D1(-1 )}, (4.126)

where Zyoors = Lagors (p, k,q,7"). To identify the T-matrix element, it is more con-
venient and clearer to go back to Eq.(4.117) and to keep only the non-vanishing
contributions according to Eq. (4.126),

(27T)dh2 o0 dkg qu dro
I(p) = / dpg — — — / ) k—q-—
(p) 2 Po 2 2w 2w Jkgr (p+ q-)

X [11111 + i~y + 11(71)1(71)]
_ (@m)*in? / (9p)"
k

2 qr WpWpWaWy

I (wp + wi — wg — wy)

x 203 (wp —wr,p—7)0(p+k—q—T)
—l—ggﬁ(wp—wk,p—kz)é(p—kz—q—l—r)}
x {[f(wp)+—fKum)}f(a@)f(wr)—— Flwp) Flwr) [fwg) + flwn)]}

— (2m) ¢+ R2 / 1

2
T - —_ y k
kqr wpwkwqwr [ —Wr P~ ) + zgeff(wp Wk, P —+ )}
xdp+k—q—17)d (wp+wk — W)

x [ () + Flwn)] £( —fwwﬂmﬁvwa+fwaﬂ.
(4.127)

The integrand 7,11, and Zy(—1)(—1)1 could be combined in the similar way we did in
the free-particle case. As for Z;(_1)i(—1), an interchange k <+ r is needed to get the
result in the second equality and we reversed the sign of k and r to make the delta
functions of the spatial momenta identical in the third equality. Eq. (4.127) is again
a Boltzmann integral (3.2) for ng(t,p) = f(t,w(p)) > 1 with T-matrix elements

4
gpr 1
| Togr|? = (27r)d+1h2w (E)kaz — [ggﬁ(wp — W, p—T)+ §g§ﬂ¢(wp — wk, P+ k)} :
pWkWqWr
(4.128)

4.4 Effective many-body coupling function

The kinetic equation defined by Eqgs. (4.120) and (4.127) can be analyzed in the
same way we have done in Eq. (3.6). All we need to know is the scaling behaviour
of their T-matrix elements. In this section, we are going to evaluate the effective
many-body coupling determining these T-matrix elements. Regardless we consider
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Chapter 4 Kinetic equation from nonequilibrium quantum field theory

whether of the free or the Bogoliubov case, the effective many-body coupling reads
(cf. Eq. (4.90))

2

9ex(p) = g
o |1+ ghIIR(p)|?

g2

T 1 gh(@x1P)(p)?

(4.129)

Recalling Eq. (4.70) and using relations (4.75) and (4.76), we are able to write down
I1? as a function in momentum space,

1
I°(y,z) — [I°(—p) = §(pab x Fyg — Fop pba>(p) , (4.130)

and IT? in momentum space reads

(p) = - /_ 27? 0(q0)11”(q0 — po, —Pp) - (4.131)
Within the quasiparticle approximation introduced above, II?(p) can be written in

terms of the quasi-particle frequency spectrum f (¢, pp) and the spectral function p(p),
cf. Egs. (4.80) and (4.98), as

1
I (—=p) = §(pab sk Fyo — Fup * poa) (p)

= ;/k {pab(p — k) Fya(—Fk) — Fap(p — k) poa(—F)

]

2k [f(_ko) — f(po = ko) | par(=F)pea(p — k) , (4.132)

where [, = (27)797! [d¥"lk and, here and in the following, we suppress the time
argument ¢ of f(t,pg). In order to go further, we need an explicit form of the quasi-
particle distribution f(t,po) for which we make an ansatz in term of a power-law in
momentum with an infrared cut-off. The calculations are separately discussed for the
free and the Bogoliubov cases due to the different form of the spectral function and
the quasiparticle distribution. It also has to be noted that the following calculation
will be carried out in d = 3 dimensions.
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4.4 Effective many-body coupling function

4.4.1 Effective many-body coupling function for free particles

We first discuss the case of free particles. Inserting the spectral function (4.100) into
Eq. (4.132), one obtains
l

(=, =p) = =5 [ |F(—ho) = £ = ko) | = (2m)0(—ho = £0)0(p0 — ko = p-s)

— (2m)26(—ko + £1)5(po — ko + apk)}

—ir [ &'k {0 = S (=2 0)] 3000 — 1+ 25 4)
+[1(60) = o)) 300+ 51 = 2p) |

= —iﬂ'/ g;-k)d{f(gk> [(5(}?0 — & + 5p—k:) — 5(}70 + Ep — 8p_k)}

4 F (et [6(00 + 21— 29 1) = 80 — 2 +2pa)] |
— —2m'/ gjrl;df(fk) [5(2?0 — €kt Ep-k) — 0(po + e — 5p—k)]' (4.133)

Inserting this into IT%, Eq. (4.131), we obtain, in d = 2,3 dimensions,

I”(=(po — @), —p)

> dgy i © dgy i
n(E,p) =~ [ P W40~ po,—p) =~ [ "
(5:p) —oo 2T qo + 1€ (@0 =P, ~P) —o0 2T qo + i€

dk 1 1
=~ [ gl -~ e —
7T) Po — €k + Ep—k 1 1€ Po+ €k — Ep—k 1€

2mSq_g [ g1 [* dcos0
_— dk k / Acosy.
(2m)d /0 —1 sin37¢ Qf(gk)

1 1
8 {E—k2+|p—k|2+z'e_E+k2—|p—k|2+z‘e}’
(4.134)

where 6 is the angle between p and k. We proceed by considering explicitly the case
d=3,

R 1 m [ , [
II%(E,p) = —<2W)2p/0 dk k /_1dzf(gk)
E + p? -1 E— 2 -1
( P —k:z+z'e> —< b +kz+ie>
2p 2p
E+p? ; E—p? .
1 = + ke ==+ k +ie
@rFp Ty ke 2 — i + ic
2
_ pA m|~ E+ 2 ~ E— 2
N _<27T)25 |:Hf( QPPIZ\) - Hf( 2pp1/)\ )]7 (4135)
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where we defined £ = 2mp° and introduced a characteristic scale py to be able to
write the integral as

(4.136)

ﬁf(x) = /OOO dyy f(eypy) In <W> .

T —y+ e

In order to proceed, we need to know the quasiparticle distribution f(e). As we
want to study wave-turbulent transport, this spectrum is anticipated to assume a
scaling form. Taking into account that f needs to be regularized in the infrared in
order to ensure the convergence of integrals we make the following ansatz for the
scaling form,

f(po) = sen(po) (“)W , (4.137)

Po + Epa

with an infrared cut-off py,. This ansatz interpolates in a smooth way between a
constant in the infrared limit and a power-law fall-oft f(e,) ~ p™", with cross-over
scale py. Note that, while the precise form at and below the cross-over scale can be
different we are, here, primarily interested in determining the power-law exponent
k. The signum function is introduced to account for the anti-symmetry of f in py,
cf. Eq. (4.99). Inserting Eq. (4.137) into Eq. (4.136), we find

_ A K 00 d .
(o) = () [ (l"*y“f) . (4.138)
Pa 0 (1+y?)" x —y+ i€
The overall amplitude 2m67\/ ? = A% is fixed by the normalization of the distribution

to the non-condensed particle py.,

/ dek ( A2 >n/2
S NS TAVERE]

Ko d—K oo
— Sd—(le)]ZA/ dk K41 (1 + k)72
T 0

Sy Aspir oo
- 0121(27:;? /O duul D121 4 )2

AT — )
24md/2 T'(k/2)

o F1(K/2,d/2;k/2;0) (4.139)

where
27Td/2
= = 4.14
511 = T (4.140)

is the surface area of the unit sphere in d dimensions. Since 5F}(a,b;c;0) = 1, the
infrared cutoff scale is related to the density via (in d = 3)

AN 332 L(K/2)  poc
(PA) =2 [([k —3]/2) p} (4.141)
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4.4 Effective many-body coupling function

The above expression applies in the case that k > d = 3, where the UV cutoff can
be neglected and we assume this is the case. With all these, the integral in (4.138)
can be evaluated,

2
R _ __bPu . (B2 - (B

(&, p) = 2gppa {W”< 2ppa ) ﬂ”( 2ppa )] ’ (4.142)
where p, = \/8mapn. is the ‘healing’-length wave number set by the noncondensed
particle density p,.. 7. contains the integral over y which can be expressed in terms
of a Gaussian hypergeometric function,

) = =B [Ty Y (U
T rl(E2) o YA+ o=y tie
1k—3 1 kK . )
=— Fi{l,=;=;1 1+ . 4.14
p—t 1(,2727 + [(1 £ie)z] ) (4.143)
Here the +(—) sign of the infinitesimal imaginary shift applies in the case x > 0
(x < 0). The details of evaluation of the integral are in App. D. If x > 1, i.e.,
sufficiently far above the infrared cutoff, and assuming that & is not an integer,’ the
hypergeometric function in 7, (z) can be simplified, see App. E for details,
1 ['([k —2]/2)

o) = — — @ﬁmm - (4.144)

If x < 1, i.e., far below the IR cutoff, one finds

(=2 _9
To(z) = —i/T ( 2 ) (1 _ :U2) + (k — 3)x + O(2%) . (4.145)
ris) 2
From Eq. (4.144) one finds that, for £ > 3 as assumed above, the real part dominates
above the infrared cutoff such that

K—2
92 2 2, k-3 F(2> EL 27" || 22"
G (B, p) = — g - iv/A ‘ 2 \ =
pt—E 2p F<H23> 2p pa 2p pa
(4.146)
while, below the cutoff, the loop function approaches
GIRE,p) ~ — 2o | o 34 iym . (4.147)

F(n2—3> PPA

6The case of an integer & could be discussed and allowed for, too, but in a more complicated way
due to the non-simple pole structure of the integral represent of the hypergeometric function (in
the form of Mellin-Barnes integral). Since it can be seen from the numerical results in the next
chapter that there is no discontinuity in the transition from non-integer to integer values of k,
it should be sufficient to use the expressions for non-integer x and take the limit to an integer
value.
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Figure 4.3: Contour plot of g% (E,p)/g* defined in Eq.(4.129), with II®(E,p) given in
Eq. (4.142), for k = 3.5 and py = 1073,

As aresult, for | E4p?| > 2pap, the loop integral scales as [1¥(s2E, sp) = s 211 (E, p).
Inserting this into Eq. (4.129), we find that, in the momentum region py < |F +
P?|/p < pe the effective coupling assumes the universal scaling form

59

4.148
2pncEp (4.148)

Gett (Do, ) =~

independent of both, the microscopic interaction constant g, and the scaling exponent
k of f, and scaling as

9ert (5°po, ) = 5% Gert (D0, D). (4.149)

Together with Eqs. (3.25) and (3.13), this gives the scaling exponents v, = m, = 2
of the many-body T-matrix reported in Egs. (3.24) and (3.26). In the IR limit, for
|E £ p?|/p < pa < py, the effective coupling saturates at the constant value

2e
gefit (Do, p) == =~ (4.150)

nc

At larger energy and momentum scales, above the healing-length scale, |E £p?|/p >
Py, the effective coupling saturates at the microscopic interaction constant, geg ~ g,
recovering 7, = 0 and the perturbative Boltzmann T-matrix Eq. (3.25) with scaling
exponent m,, = 0. We emphasize that, while the transition scale from the microscopic
coupling g to the universal scaling form (4.148) is set by p, and thus by the micro-
scopic coupling g, the particular value of the universal coupling g.g is independent
of g.

Fig. 4.3 shows the effective coupling constant in the E—p plane, on a double-
logarithmic scale. Cuts through this graph, for £ = 0.5p* and £ = 1.5p%, are
shown in Fig. 4.4, for three different values of the infrared cutoff py. These figures
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4.4 Effective many-body coupling function

1073 1072 1071 10° 10!
p/pu

Figure 4.4: Effective coupling ggﬁ(E, p) as a function of momentum p. Shown are different
cuts in the p-E-plane, with (a) E = 0.5p? and (b) E = 1.5p%. Different colors
refer to different infrared cutoff scales ky as listed in the legends.

demonstrate the scaling of geg(E,p) ~ p* within the regime py < p < p, and the
saturation to geg(E,p) = g for p > p,,.

Depending on the choice of E, a maximum appears in between these scaling
regimes, see also Fig. 4.3, at momenta

p' = Eo(p)* = 2pp° . (4.151)

On this line, the real part of 1 4 ¢II” vanishes, and the denominator of the effective
coupling is dominated by the imaginary part,

gert(Eo(p), p) = 1/ ImII™(Eo(p), p)] - (4.152)

Since ImIT7(s2E, sp) = s *ImII¥(E, p), see Eq. (4.146), geg (s E, sp) = s* Lgea(E, p)
along the curve of Eq.(4.151). Note that the scaling of the imaginary part of IT%
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Chapter 4 Kinetic equation from nonequilibrium quantum field theory

alone matches with the dimensional counting of the integral on the RHS of Eq. (4.131)
which should be the overall scaling of TI* if there is no divergence in the integral.

We emphasize that, according to these non-perturbative results, the breakdown
of the wave-Boltzmann scattering integral which was argued to appear due to the
divergence of occupation numbers in the IR, is counteracted by a strong power-law
fall-off of the scattering T-matrix. At very low scales, below the IR cutoff, the effect-
ive coupling saturates again to a much smaller constant, reinstating effectively the
perturbative approximation in the lowest-p regime where the growth of occupation
numbers is regulated to ensure convergence of physical quantities such as particle
number and energy.

4.4.2 Effective many-body coupling function for Bogoliubov
quasiparticles
For Bogoliubov quasi-particles in the linear, sound-wave regime, Eq. (2.13), the spec-

tral function, in the basis of the fundamental fields ®,, is given in Eq. (4.101). In-
serting this into Eq. (4.132) we obtain, in d = 3 dimensions,

(o, —p) = 4 [ EIE ) )

X (5([6() + wk)é(po - ko + wp,k) — (5(]{0 — wk)é(po — /fo + wp,k)

-+ 5<l€0 — wk)d(pg — /{ZQ — wp_k) — 5(]€0 + wk)5(p0 — I{JO — wp_k)

i ]
- :f(—wk) - f(_wpk):| 0(po — Wk + wp-r)
+ [ ) = Flepa)] 600 — o — wpn)

- :f(wk) - f(wp—k)] 0(po +wk — Wp-k) }

= _Z.<gpo>2 /d?’klf(wk) [(5(}?0 + Wi + Wip—k|) — 0(Po + Wk — Wip—k|)
2w wkw|p_k| P P

— 0(po — wk — wWip—k) + 0(po — wi + wlp—k)}

S C”ﬂQAMM:p%dwﬂ%ﬂ&E+k+ry-aE+k—m

2mwy \ C lp—k|

—NE—k—m+&E—k+my (4.153)
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4.4 Effective many-body coupling function

where we have replaced the integral over the angle £(p, k) by an integral over r =
|p — k|, and defined py = c,E. Inserting this into T, Eq. (4.131), gives

% dg, i
I1%(po,p) = — /_OO 273% n ier(_(pO — ), —Pp)
1 gpo)2/°° Ptk [ 1 1
= — dk d —
(2m)%w, ( Cs 0 Ip—k| () E+k+r+ie FE+4+k—r+ie
1 1
— — + ,
EF—-k—r+ic FE—-—k+r+ie
_ __PAPe M &y (Eip) T (E-p
- (27()2\/5 P [Hf< QPAP) Hf( 2IJApﬂ ’ (4'154)
where ﬁ} is defined as
~ o0 x4y e

To proceed, we need to specify the quasi-particle distribution f(wy). Choosing again
the infrared cutoff to be py, and in view of wave-turbulent solutions, we assume f to
have the scaling form B
WA

R e (4.156)
where the signum function accounts for the symmetry stated in Eq. (4.99), and the
scale A is fixed by the normalization of n(p,t) to the total density n, see Eq. (4.158).
Inserting Eq. (4.156) into Eq. (4.155) and assuming x > 2, to ensure that there is no
UV-divergence, gives

Il (x) = <A>H/OOO dy (1+y) " In (W)

DA xr —y+ie
AT 1 N
_<m> M[Qﬂ (1,151 = [(1 £ ie)a] )
+ o5 (1, Lk 1+ [(1£ z‘e)x]—l) } (4.157)

where the +(—) sign of the infinitesimal imaginary shift applies for z > 0 (x < 0),
see App. D for details. The factor A”, resulting from the overall magnitude of f,
cf. Eq. (4.156), is fixed by the normalization of the single-particle distribution to the
non-condensed density pyc,

_/ d%% De A "
Pre = ] @m)® 2k \k + pa

_ SdflAHpleNilpﬁ /Oo du ud—?(l + u)—n
0

V2(2m)

(AN pU'pe D(k—d+1)I(d-1)
~\pa) 24-12gd/2 ['(d/2)T(k)

(4.158)
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With this, the retarded loop integral (4.154) can be written as

2
A (E, p) = —J}ij 7 (B2) — 7 (£2)] (4.159)

with
B 1 k-2
2w k—1

+2F (1, 1k 14 [(1 ize)x]—l)} . (4.160)

# (2) [QFl (115551 = [(1 £ ie)a] )

If |z| > 1, i.e., sufficiently far above the infrared cutoff, and assuming that & is not
an integer, the hypergeometric functions are approximated, in leading order, by

-2 im(k — 2
"2 R4 (] a1 T2
k—1 |z|r—2
K—2 . -1
12F1(1,1;/£;1— [(1+de)|x|] ) =1, (4.161)
/{ p—
see App. E for details. Then, the 7 in this limit becomes
1 v
A~ = — ———(k—2 4.162
Ala) > - (e —2), (1.162)
while below the cutoff, one gets
7 (2) ~ _%(H —2) — [C(k) + (k — 2)(k — 1) Ina]  + O(z?), (4.163)

with a k-dependent constant C'(k).

The resulting form of I depends on the relative size of £ and p. Here we only
quote the form applying in the regions where £ > p and E < |p| as the scattering
integral will receive its dominating contributions there. Inserting Eq.(4.161) into
Eq. (4.160) one finds that, for K > 2 as assumed above, the real part dominates
above the infrared cutoff such that,

2p2 p2p7\*2 E +p 11—k E _ p 11—k
4B, p) ~ ———* (K — 2) ’ —‘ . (4164
Below the cutoff, the retarded loop approaches
P
gll*(E, p) ~ 2—"20(/{) + log. corrections. (4.165)
DA

As a result, for p, |E 4 p| > pa and k > 2, the loop integral scales as I17(s?E, sp) =
s2II*(E, p). Inserting this into Eq. (4.129), we find that, in the momentum region
pr < |E + p?|/p < p, the effective coupling assumes the universal scaling form

ey — P

Amc2pyc

9est (Do, P) , (4.166)
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Figure 4.5: Contour plot of g% (E,p) defined in Eq.(4.129), with I%(E,p) given in
Eq. (4.159), for k = 3.5 and py = 1073,

which is, again, effectively independent of the microscopic interaction constant g and
scales as

geff(sp07 SP) = 52geff(p07 p)- (4'167)

Together with Eqgs. (3.28) and (3.13) this gives the scaling exponents v, = 2, m,, = 0,
of the many-body T-matrix reported in Egs. (3.24) and (3.29). In the IR limit, the
coupling saturates to the same constant (4.150) as for the free case, but, due to the
logarithmic terms in a much slower manner.

At larger energy and momentum scales, above the healing-length scale, |E +
p?|/p > pu. the effective coupling saturates at the microscopic interaction constant,
geff =~ g, recovering the perturbative Boltzmann T-matrix Eq.(3.28) with scaling
exponent m, = m = —2. We again emphasize that, while the transition scale from
the microscopic coupling ¢ to the universal scaling form (4.166) is set by p, and thus
by the microscopic coupling ¢, the particular value of the universal coupling geg is
independent of g.

Fig. 4.5 shows the effective coupling constant in the (p,E) plane, on a double-
logarithmic scale. While the coupling is constant at large momenta and energies,
it falls off as power laws in the infrared. Cuts through Fig. 4.5, for £ = 0.5p and
E = 1.5p, are shown in Fig. 4.6, for three different values of the infrared cutoff
pa. The curves again show the saturation to g at momenta above the healing-length
scale, the power-law scaling below, and a weaker scaling below the infrared cutoff
scale py.

The real part of II¥ now vanishes along the curve designated by

p* — Eo(p)* = 2p, , (4.168)

and on this curve, effective coupling is again dominated by imaginary part of IIf
with a scaling geg(sF, sp) = s"get(E, p), see Eq. (4.164). Also in the quasiparticle
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Figure 4.6: Effective coupling g2%;(E,p) as a function of momentum p. Shown are different

cuts in the p—E-plane, with (a) E = 0.5p and (b) E = 1.5p. Different colors
refer to different infrared cutoff scales k, as listed in the legends.

case, the imaginary part of IT” preserves the scaling from dimensional counting. This
can be seen from Eq. (4.131) as counting the scaling directly from the dimensions of
the factors in the integrand gives

7 (spo, sp) = s™** 711" (po, p) , (4.169)

and this result can only be obtained in the absence of a real part.

4.5 Summary

We have derived the closed equations of mean field and propagators of the complex
Bose field using nonequilibrium quantum field theory in an expansion of the effective
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4.5 Summary

action in terms of 2PI diagrams. The propagators, self-energies and other composite
two-point functions are decomposed into statistical parts F' and spectral parts p.
We have shown how to turn the equations for F' and p into a kinetic equation by
means of Wigner coordinates. In the center coordinate, only F' undergoes dynamical
evolution while p remains static. The kinetic-like equation emerges from the equation
for F' in center time where we expand the self-energy to next-to-leading order in an
expansion in the inverse of the number of field components N. This corresponds to
the effective T-matrix being a result of the s-channel resummation and we have used
this to explicitly calculate the loop function IT# which enters the self energy such that
we can determine the scaling behaviour of the effective T-matrix which represents
the main input for analysing kinetic equation in the nonperturbative infrared regime.

The central result in this chapter and of this thesis is an apparently universal
scaling of the effective coupling geg, see Eqgs. (4.149) and (4.167). We can not prove
yet its universal nature but we are convinced of it from the calculations presented in
this chapter, the analysis in App. F and similar calculations for the one-demensional
case [96]. The scaling of ge is the crucial ingredient allowing for the analysis of the
kinetic equation presented in Ch. 3. The deviation of scaling behaviour of g.g in
our calculation from the one determined by naive power-counting arguments is due
to the presence of the infrared cutoff. Taking this into account our results provide
a substantial improvement compared to the results presented in [26, 49]. For the
scaling geg ~ p* estimated there, we would, in fact, obtain the very same exponents.

We emphasize that the exponents predicted in [26, 49] rather happen to capture
the phenomenon of superfluid turbulence since they fit very well with the numer-
ical calculations [27-29] where vortices are present at the time when the exponents
predicted there occur.
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Chapter 5

Numerical evaluation of scattering
integral

In the previous chapter, we have derived a non-perturbative kinetic equation within a
nonequilibrium quantum field theory as well as explicit expressions for effective many-
body coupling geg. Using these, we have performed a scaling analysis to extract
the Kolmogorov-Zakharov and the temporal exponents from the nonperturbative
kinetic equation as described in detail in Ch. 3. Provided the scaling ansatz for the
resulting occupation number distributions we could derive an explicit expression of
the scattering integral with which one can evaluate all scaling exponents by means
of numerical integration. In the following we will derive the analytical form of this
scattering integral and present the results of its numerical evaluation.

First, we evaluate the Kolmogorov-Zakharov exponents kg and xkp. This can be
done by seeking the x exponents that nullify the scattering integral. We compute
the scattering integral as a function of x while all other parameters fixed, in the
same way it was done in Ref. [86]. The values of x which characterise the stationary
solutions are inferred from the position of the zeroes of the scattering integral. At the
same time, the sign of the slope of the scattering integral at these zeroes determines
the direction of the cascade. In this way we can identify the respective cascade
to be a direct or an inverse one. Moreover, we evaluate the scattering integral for
a particular exponent k, as function of the external momentum and calculate the
particle and the energy fluxes to see whether there is a window where fluxes are
momentum-independent which is a signature of a cascade behaviour.

The self-similar exponent kg can not be obtained in the same way since it is a
non-stationary solution. However, as we saw in Sect. 3.2.3 the respective scattering
integral falls off with the same power law as the quasiparticle occupation number.
We thus evaluate the scattering integral as a function of the external momentum to
observe its power law behaviour. Note that the existence of a self-similar exponent
has been pointed out in Ref. [15] but was neglected because a self-similar time evol-
ution was not found to be possible, for the dilute Bose gas model studied, in the
perturbative regime. In Ref. [50], the self-similar time evolution was found to occur
in the nonperturbative regime, derived by means of nonequilibrium quantum field
theory within the s-channel resummation in the language of a large-N expansion, as
discussed in detail in Ch. 4. However, the momentum exponents found there, as well
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as in Refs. [27, 28] are different from the exponents we predict in Eq. (3.32). One
possibility is that the exponents observed in Refs. [27, 28, 50] which were obtained
numerically may not be described by the kinetic equation.

The temporal exponent p of the scattering integral can be recovered assumption
Pne = const., or § = 0, since this leaves only the infrared cutoff scale being a time-
independent scale in our calculation. The exponent g is critical to determine the
value of 8 and (' as we have shown in Sect. 3.3. We have to point out that the
recovering of p in this chapter does not allow to prove the relation (3.48). Here, we
can only show that there exists an exponent p according to the scaling transformation
(3.42) and that the value found confirms Eq. (3.44). The LHS of Eq. (3.48) needs the
presumption of a self-similar time evolution or turbulent cascade in the first place.

In the following, we present the integrals that are evaluated from Eqs. (4.120)
and (4.127) to make them more suitable for the numerical integration. We then
present the numerical results for each case. In general, the momentum exponents
agree well with the results from power counting in Ch. 3. The exponent p under the
assumption p,. = const. is universal, y = —1. Finally, we discuss the scenarios of the
universal dynamics of a dilute Bose gas in the kinetic regime based on our results.

5.1 Analytical simplification of the scattering integral

In this section, we perform part of the integrations in the scattering integral that can
be done analytically in Eqgs. (4.120) and (4.127) to get rid of the delta functions and
reduce the numbers of integrals that have to be done numerically. The discussion
will be separately presented for the free particles and Bogoliubov quasiparticles in
the linear-dispersion regime.

5.1.1 Free particles

We first recall Eq. (4.120) and rearrange the Boltzmann factor terms,

I(p) = (27)" |

X O(cp + ek — £q — &n) { F(Ep) f(e0) [f(2g) — f(ek)]
+ [flen) = FEen)| e flen) . (B

where the dimension is chosen to be d = 3. The terms are such that the integration
over dk and dq can be done. We leave the dr integration for the numerical evaluation
because r also appears in the arguments of the many-body coupling function geg.
We start by eliminating the delta distribution of the spatial momenta and substitute
variables such that there is no term that involves the addition or the subtraction of

. 9ei(ep—erp—1)i(p+k—q—1)
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more than two vectors,
1(p) = (27) | gielep = 2rp = 1) 0(ep + 0 — Spinr — 1)
x {Fep)f () [Flepin) = Fler)] + | Fler) = ()] Fepinr) Flen) }
= 2) | gir(p = ep-rs7) 3lep + 2k = Entr — Epr)
x {Fep)f(ep-v) [Flern) = Fen)| + [FEpar) = Flep) | fEkin) Fler) }
= n) 7 [ giulep—cper) [ Ak [ deost [ doy
X 0(€p + Ek — Ekar’ — Ep—rv)
x {f(ep)f(ep-r) [F(eksr) = Flew)| + [ Flepr) — f(ep>]f<sk+r/>f<ek> }
|tr|
= (2n) [ Sy o) [T bk [T daabley -2y - 2pen)

X {f(gp)f(gp—r’> [f(gq) - f(gkﬂ + [f(ep—r’) - f(gp)]f(gq)f(gk) } - (5.2)
Here, we have changed variables by setting # = p — 7’ in the second equality and
defined ¢ = k + 7’ in the last equality. The norm of k is now written as k. We
set the k-coordinate such that the vector 7’ is parallel to the z-component of k so
the polar angle 6}, is also the angle between r' and k. This allows us to replace the
integral over dcosfj by the integral over dg. To proceed further, we insert f(po)
from Eq. (4.137) and the free energy dispersion, (p) = p?/2m,

2m 1 Laxd
10) = 57 [, ptnlen = zporrt’) [k [ dqq5p+k2—q—|p )

27T T/ 7r|
X{ QA 712 2{ 2 2AH2 2}
(P? + p) 2 (|lp — 7|2 + pR)"/? H¢? +pA)“/ (k2 + p3)/
+ e ] o }
(Ip =7/ +pR)">  (0°+pR)** (¢ + pR)2 (R + pR)~/*
2€m, A3n 1 ) , ]{ree(p’ T/)
= —gi(ep —Ep_pr, 1
2 / e (Ep = < ){(p2 +p3)"2(lp — 7|2 + p} )2
1 1
+ _ Ifree 7r/ : 5.3
N AT AL S

where we define

S |k+7'|
(o) = [ akk [ dagst 8 =~ lp— ')

1 1
X — ) 5.4
[(q2 +p3)? (k2 +pi)“/2} (54)
oo |k+r'|
Iy*(p,v') = /0 dkk/m_m dgqd(p® + K — ¢ —|p—7']")
1
X . (5.5)

(¢* + p})~/2 (k2 + p3 )~/
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We give the details how to evaluate these two integrals in the App. D. Inserting the
results from Eqgs. (D.15) and (D.20) into Eq. (5.3) yields

o2m A%

/me/HZMfMS—fmw
2m)3 p Jo o

I(p) =

{ 2r/2 1
X
A(k = 2) (P? + pR)F/2(r2 + p3 )2
2 2 2\2 2 2 2\2
pT—r"+q 1-r/2 p°—1r°—q 1-k/2
<[ o) (! E o))

2¢* 2¢*
25—1 1 1 (p2 _ 7”2)2 + q4 ) 1—k
+ —~ +2
4(%-—1)[03-+pﬁyﬁ2 (p24—p%Y”2]( 2¢° w)
y F(H /@—1_5—1—1.( 2¢%(p? — r?) )2>}
S22 2 TN =2 4 g+ 4R
om A\ 4 9
—~ - I 5.6

i () #h el (5.6)

where we have changed ' back to » = p— 7" and define ¢ = p — r so the integration
over the polar angle df, can be replaced by the integral over dg. The dimensionless
integral I(x,) which all momenta are in the unit of p, reads

~ 1 oo Tpt+Tr
][nQ] (‘TP) = 2 / dxr Ly / dxq 93&(5% — &,y mq)
gcTp Jo |xp—zr

{ 2r/2 1
X
Ak — 2) (22 + 22, )*/2(22 + 22, )=/2

y [((xg — x4 22)? 23612%)1—5/2 B ((:L’f) —a} —x2)? N 295;\)1—5/2}

2:52 23:3
2=l 1 1 r2 —x2)? 4 2l 1-x
+ [ 2 2 2 (2 2 QK(I) Z q+2x122)
4w —1)Ha2 + a2 )2 (22 + a2 )n/ 212 A
kK k—1 k+1 222 (22 — 2?) 2
X2F1<27 2 ; 2 7( D) 2q2 g 4 4 9 2) )}7 (57)
(Ip - xr) + Lq + TpaLy

where x, = p/|p,|. We will evaluate the integral I[ng](z,) numerically.

5.1.2 Bogoliubov quasiparticles

The same procedure applies in the quasiparticle case, starting with Eq. (4.127). How-
ever, there is a difference because Eq. (4.127) has two distinct many-body coupling
functions which need to be treated differently. We separate the right-hand side of
Eq. (4.127) into two integrals, each for one such coupling,

1

I(p) = L(p) + 5 12(p), (5.8)
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where
4
hp) =y [ 9T
kqr WpWpWqWy

xdp+k—q—71)6(wp+ wp —wg —wy)
s { Pl ) [Flg) = Fn)] + [Fln) = Fln)] ) flw) b, (5.9)
xdp+k—q—71)6(wp+ wp —wg —wy)

x { | F(wp) + Flwr)] Flwa) flwr) = Flwp) flwr) [F(wg) + flwr)]}- (5.10)

ggﬁ(wp — W, P — T)

92 (wp — Wi, P + k)

Then, we follow the same steps we did in the free case. The result of I;(p) is
almost identical to the free case due to the similarity in the arguments of many-body
coupling,

W) =2 [ =) [Tk [ o= o= 4k~ )
(2m)c Jor plp — |y TP TR 0 |k—r|

x { f(wp) f(Wip—r) | F(wq) = Flwr)] + [F@ipr)) = F(wp)] F(wr) flwg) }
_ (gp)* A Lo [*(p, 1)
i} ey~ TG T = T

(27T)Cg’ D Jr |p_ ’I"’|7"’
= 1 bog /
" [(‘p - Irl’ _|_pA)H B (p+pA)n]I2 (p,’l" )}7 (511)

where ¥ =p—r, gq=k + r’ and

sy = [Tk [ agso - p -l kg ]
b 0 o—r| (g+pa)s  (k+pa)s’

(5.12)
Ibog(p r') :/Oodk b dgdlp—|p—7'|+k—q) 1 (5.13)
S 0 et (¢ +pa)s(k + pa)”

As for I(p, k), instead of changing r to ¥ = p — r, we change k to k' = k + p and
define ¢ = k' — 7 to take care the integration over the polar angle of r,

O [ it k) [ ar [ dado+ ¥ —pl—a -
(2m)3 Jw plk’ — p|k/ 7P R 0 k1|

x { | F(wp) + Flww—p)] Flwe) Flwn) = Flwp)f(@p—p)) [Fwq) + flwr)] }
(gp)* A% 1 I°(p, k)

= 5 7 ,ngf(wp_wk’—pvk/>{_ PYIE -
(2m)cs p Jw |k —plk (p+pa)~(|K" — p| + pa)

! 1 bog /
! [(p+pA)“ T —p) +pA)J[4 (p.K)},  (5.14)

L(p) =
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where

I:?Og(p,k')Z/OodT/k/quf?(ka’—p\—q—T)[ L —],
0 |k | (g+pa)"  (r+pp)-
(5.15)

1
(g +pa)s(r +pa)s

oo E'4r
k) = [T [ dasot K —pl—g =) (5.16)

The integrals D%, I2°%, I5°% and I}°® are evaluated in App. D. Substituting the results
from Egs. (D.23), (D. 25) (D.28) and (D.30) into Egs. (5.11) and (5.14), we obtain

4 3k
go)t A e e
]l(p) = (éﬂ)icg, p2 /0 dT’/ dq geff — Wr, q)

ok 1
X{n—l(erpA) A(r 4+ pa)~t
x [(g+p—r+2p0)" "= (q—p+7+2pa)"
225—1 1
2%—1[(r+pA)“_(p+pA

1 1, p—r \2
F _
2 1(”’“ ity (q+2pA> >}

+

)Hkq +2pp)' "

4 3K
gp A =
= () s Dol (5.17)
m
and
o (gp)t AP
12<p) - 2(271')302 pg 0 ~/|p— |dqgeff — Wk, q)

ok 1
X
{m—l(p+pA) “(k+ pa)-
x [(p+k+q+2p2) " = (p+k—q+2ps)'"]

+ 22;-;—1[ + 1 } q
(P+pa)s (K+pa)sd(p+k+2py)%

13 q 2
XzFl( 979’ (p+k+2pA) )}

o o WOV ATHIEND (5.18)

Pu
Here, 7" and k' were replaced by the original r and k, respectively. We further define
q=p—rinli(p) and g =p+kin Ir(p). The integral I(p) in Eq. (5.8) can now be
expressed in a term of the dimensionless integral, I[ng](x,) = I1[no](x,) + L2[ng](z,),

1) = 220 () 1, Tl (5.19)
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where I)[ng)(x,) and I[ng](z,) are the dimensionless integrals of I;(p) and I»(p)
respectively, defined in the very same way we have done in free particle case. The
integral I[ng](z,) will also be evaluated numerically in the following sections.

5.2 The scaling solutions of integrals

In this section, we present the results from numerical integration of dimensionless
integral I[ng](z,). Of main interest here are the scaling solutions of the integrals
which include both the stationary turbulence solutions (the Kolmogorov-Zakharov
exponents) and a nonstationary self-similar solution. The turbulence solutions will
be determined by secking the zeroes of the integral I[ng)(x,) when the exponents
k are varied. For a self-similar solution, we make use of the observation that the
integral /(p) must have the same momentum scaling as ng(p) if ng(p) evolves self-
similarly, see Sect. 3.2.3. Therefore, we check whether a particular exponent kg is a
self-similar exponent by observing the power-law behaviour of I(p). The expectation
is that I(p) ~ p~"s if ng(p) ~ p~"s. This translates directly to f[nQ](xp) ~ TS,

5.2.1 Weak-wave turbulence solutions

In the weak-wave turbulence limit, we evaluated the integral with the condition
et = ¢g- Note that in principle, the weak-wave scaling exponents can be obtained by
using the nonperturbative expressions of geg but I[ng](z,) needs to be evaluated at a
large value of z,, z, > 1. This makes the integral being evaluated in the area where
et = g. However, the numerical evaluation becomes unstable when the separation
between the infrared cutoff py and p is large. Thus, we simply used the perturbative
value g = g to evaluate the scaling solution in the perturbative limit. The results
will be presented separately for the free particles and the Bogoliubov quasiparticles.

Free particles

The rescaled integral I[ng](x,) in Eq. (5.6) has been evaluated at z,, = 1.5 (p = 1.5p,.)
with exponents s varied and the results are presented in Fig. 5.1. The scattering
integral as a function of k is shown by a curve for each value of the infrared cutoff
pa. The stationary solutions can be identified from the zeroes of I[ng|(x,) of which
there are three in general. The first stationary solution is k = 2 where the number
distribution exhibits Rayleigh-Jeans scaling n(p) = T'/e, ~ p~2. We note that the
k = 2 solution is slightly dependent on the infrared cutoff which we believe it is due
to the numerical accuracies. We expect that k = 2 is a cutoff-independent solution
because it corresponds to a detail-balance case where the integrand vanishes at each
point in the integration domain.

The other two stationary solutions vary and their dependences on the infrared
scale are shown in Fig. 5.2. As a separation between the infrared cutoff p, and the
external momentum p grows, the solutions approach the predicted values kg = 7/3
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Figure 5.1: Dependence of the weak-wave-Boltzmann scattering integral I[ng|(p) for free

particles (n = ng) in d = 3 spatial dimensions, at the momentum p = 1.5p,,
on the momentum scaling exponent k characterizing the occupation number
distribution n(p) ~ p~*. The vertical dashed lines mark, from the left, the
thermal zero at k7 = 2, the particle-cascade exponent kg = 7/3, and the
energy-cascade exponent xp = 3. In the figure, the rescaled integral I[ng](p)
is shown, see Eq. (5.6). The different colors correspond to different values of
the IR cutoff py, as indicated in the legend. As the cutoff is lowered, the zeroes
approach the predicted values. The sign of the slope 9T [ng]/0k at the zeroes
determines the direction of the cascade.

38 | — Particle cascade [
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Figure 5.2: Scaling exponents k of occupation number distribution n(p) ~ p™* for which
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the weak-wave-Boltzmann scattering integral I[n](p) for free particles in d = 3
spatial dimensions has a zero, for different momenta p in units of the IR cutoff
scale pp. Red dots correspond to the particle cascade for which k approaches
kg = 7/3. Green dots mark the zeroes of the energy cascade, approaching
kp = 3.
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and kp = 3, see Eq.(3.20). Note that the absolute values of py and p have no
meaning here, only the ratio p/ps determines the value of the stationary solutions.
The sign of the slope 91[ng]/0k agrees with the direction of the cascades in context
of 4-wave resonances, an inverse cascade for particle flux and a direct cascade for
energy flux [10].

We emphasize that the deviation of the momentum scaling exponent { = 3.5
from the predicted value ¢ = 3, observed in the experiment by Navon et al. [41],
may be an effect from the finite size of the experimental apparatus. Fig. 5.2 shows
that a direct cascade exponent manifests at ( = x = 3.5 if the observed momentum
and the infrared cutoff scales are approximately in the order, p ~ p,. Considering
Fig. 1.2b, one estimates pp& ~ 0.5 and observes the scaling with x = 3.5 (y in their
notation) in a momentum regime pe < 5, consistent with our finite-size estimation.

We evaluate the radial fluxes of particle and energy, however, with the rescaled
I[ng)(w,). The rescaled particle flux Q[I](z,) and energy flux P[I](x,) are derived
directly from Egs. (3.11) and (3.12),

Q[(z,) = —dn /0 7 s 2T [no)(s) (5.20)

PI](z,) = —4r /0 " s s%(s)I[no) (s) . (5.21)

where ¢(s) = s%. The evaluation of Q[I](x,) at k = 7/3 and of P[I](z,) at x = 3 is
presented in Fig. 5.3. The particle flux Q[I] (x,) shows a flat plateau which indicates
a p-independent particle flux and thus a turbulence cascade. In contrast, energy flux
P[I](z,) has no signature of a flat plateau in the momentum window we calculated.
This can be understood since, in this window, the energy solution has not yet reached

the predicted value k = 3, see Fig. 5.2.

Bogoliubov quasiparticles

The rescaled integral I[ng](z,) in Eq.(5.19) is evaluated at 2, = 0.1 (p = 0.1p,)
with the exponents x varied. The results are presented in Fig. 5.4 and the structures
closely resemble to the free particle results. There is a thermal solution Kk = 1
corresponding to the Rayleigh-Jeans scaling n(p) = T'/w, ~ p~! and two solutions
with a negative and a positive slope of 0I[ng]/dx which can be related to an inverse
particle cascade and a direct energy cascade respectively. As the separation between
the external momentum p and the infrared cutoff increases, the solutions approach
the predicted values, k = 4/3 for an inverse particle cascade and k = 5/3 for a direct
energy cascade, see Eq. (3.23). The solutions also depend solely on the ratio of p/px
as shown in Fig. 5.5.

The quasiparticle and the energy fluxes are calculated from the rescaled integral
I(z,) and presented in Fig. 5.6. The quasiparticle flux Q[I](x,) is given by a similar
integral as the one appearing in Eq. (5.20) but the energy flux needs to be modified
because the energy spectrum is now linear in momentum,

Pi|(z,) = —4n /O 7 ds s%w(s) I (s), (5.22)
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Figure 5.3: The particle flux Q[I](z;) and the energy flux P[I](zp) calculated from the

Figure 5.4:
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rescaled scattering integral I(z,) are shown as functions of the rescaled mo-
mentum z, in panel (a) and (b) respectively. The evaluation has been done at

the analytically predicted scaling exponents, i.e. at k = 7/3 for Q[I](x,) and

k =3 for P[I](xp).
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Dependence of the weak-wave-Boltzmann scattering integral I[ng](p) for
Bogoliubov sound in d = 3 spatial dimensions, at the momentum p = 0.1p,,
on the momentum scaling exponent x characterizing the occupation number
distribution ng(p) ~ p~"*. The vertical dashed lines mark, from the left, the
thermal zero at k7 = 1, the quasiparticle-cascade exponent kg = 4/3, and
the energy-cascade exponent kp = 5/3. In the figure, the rescaled integral
I[ng](p) is shown, see Eq.(5.19). The different colors correspond to different
values of the IR cutoff p,, as indicated in the legend. As the cutoff is lowered,
the zeroes approach the predicted values. The sign of the slope oI [ngl/0k at

the zeroes determines the direction of the cascade.
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Figure 5.5: Scaling exponents « of the quasiparticle distribution ng(p) ~ p=" for which the
weak-wave-Boltzmann scattering integral I[ng](p) in d = 3 spatial dimensions
has a zero, for different momenta p in units of the IR cutoff scale py. As in
Fig. 5.2, red dots correspond to the particle cascade, with the zeroes approach-
ing kg = 4/3, green dots to the energy cascade, approaching kp = 5/3.

where w(s) = s. The quasiparticle flux shows again the plateau and this is a signature
for a turbulence cascade. The energy flux seems to closely reach the plateau and if
we look back to the curve giving the energy solution in Fig. 5.6 (the green line), the
plateau is expected to exist since the trend shows a saturation at x = 5/3 beyond
the momentum window we calculated. However, we conclude that there is no direct
energy cascade in the momentum window we considered.

5.2.2 Strong-wave turbulence solutions

The strong-wave calculation is done by using the full expressions for the many-body
coupling gor. However, the strong-wave results are only available for a sufficiently
small values of an external momentum p compared to p,. This is because the major
contributions to the integrals come from the regime where the nonperturbative effects
dominate. Since T [ng(x,) falls off as a power-law, the major contributions generally
come from the area below the scale x,. This means the further p away from p,, the
better chance we have to see the results of strong-wave turbulence.

Free particles

The many-body coupling g.g is now evaluated with the self-energy I1% in Eq. (4.142)
and substituting the A scale by the relation (4.141). Then, we numerically calculate
f[nQ](xp) with x varied, at x, = 0.001. The results are presented in Fig. 5.7. There
are two zeroes which represent the stationary solutions of strong-wave turbulence

which vary with the infrared cutoff scale p,. Fig. 5.8 shows that as py — 0, the solu-
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Figure 5.6: The particle flux Q[I](z;) and the energy flux P[I](z;) calculated from the

rescaled scattering integral I(z,) are shown as functions of the rescaled mo-
mentum z, in panel (a) and (b) respectively. The evaluation has been done at

the analytically predicted scaling exponents, i.e. at k = 4/3 for Q[I](zp) and
k = 5/3 for P[I](zp).
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Figure 5.7: Dependence of the strong-wave-Boltzmann scattering integral I[n](p) for free
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particles in d = 3 spatial dimensions, at the momentum p = 0.001p,, on the
momentum scaling exponent k characterizing the occupation number distribu-
tion n(p) ~ p~". The vertical dashed lines mark, from the left, the particle-
cascade exponent kg = 11/3, and the energy-cascade exponent kp = 13/3. In
the figure, the rescaled integral I[ng](p) is shown, see Eq. (5.6). The different
colors correspond to different values of the IR cutoff p,, as indicated in the
legend. As the cutoff is lowered, the zeroes approach the predicted values.
The sign of the slope 9I[n|/Jk at the zeroes determines the direction of the

cascade.
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Figure 5.8: Scaling exponents x of occupation number distribution n(p) ~ p~* for which
the wave-Boltzmann scattering integral I[n](p) for free particles in d = 3 spatial
dimensions has a zero. The figure applies to the IR region of large occupation
numbers where the effective many-body coupling describing collective scatter-
ing scales with v, = 2 and modifies the scaling properties. The colors mark
different choices of the IR cutoff scale py. The upper line corresponds to an
energy cascade and approaches kp = d + 4/3 for py — 0, as obtained from
Eq. (3.17) with ~, = 2, while the lower line approaches the particle-cascade
exponent kg = d + 2/3, cf. Eq. (3.16).

tions come closer to the predicted values, kg = 11/3 and kp = 13/3, see Eq. (3.27).
However, there is a limit to this where lowering the cutoff further does not bring the
solutions down to the predicted values. We will come back to this issue again in the
Bogoliubov calculation.

The fluxes are calculated using Egs. (5.20) and (5.21). The results are shown
in Fig. 5.9. There is no a fully developed plateau of the quasiparticle flux as in
the weak-wave case. For the energy flux, we lose the numerical accuracies around
p ~ 103py, however, the energy exponent curve in Fig. 5.8 (the upper curve) is not
yet saturated at k = 3 at the approximately same scale so it is more likely that there
is no flat plateau of the energy flux in the momentum window we calculated. If this
is the case, it means there is no turbulence cascade in the nonperturbative regime
where the energy spectrum is quadratic.

Bogoliubov quasiparticles

We now use the self-energy in Eq. (4.159) for the coupling g and replace the A
scale with Eq. (4.158). The rescaled integral I[ng)(z,) as a function of # is shown in
Fig. 5.10 for =, = 0.001. Two stationary solutions are presented and both of them
approach the predicted values kg = 8/3 and kp = 3 as the infrared cutoff is lowered,
see Eq. (3.30). In Fig. 5.11, we see the shift of the solutions towards to the predicted
values but departing again as py — 0. Here, it is clear that the particle and the
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Figure 5.9: The particle flux Q[I](z;) and the energy flux P[I](zp) calculated from the

rescaled scattering integral I(x,) are shown as functions of rescaled momentum
xp in panel (a) and (b) respectively. The evaluation has been done at the

analytically predicted scaling exponents, i.e. at x = 11 /3 for Q[I](zp) and
k = 13/3 for P[I](zp).

Figure 5.10: Dependence of the strong-wave-Boltzmann scattering integral I[ng|(p) for

102

Bogoliubov sound in d = 3 spatial dimensions, at the momentum p = 0.001 p,,
on the momentum scaling exponent x characterizing the occupation number
distribution ng(p) ~ p~*. The vertical dashed lines mark, from the left, the
quasiparticle-cascade exponent kg = 8/3, and the energy-cascade exponent
#xp = 3. In the figure, the resscaled integral I[ng](p) is shown, see Eq. (5.19).
The different colors correspond to different values of the IR cutoff p,, as
indicated in the legend. As the cutoff is lowered, the zeroes approach the
predicted values. The sign of the slope 9 [ng|/0k at the zeroes determines
the direction of the cascade.



5.2 The scaling solutions of integrals
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Figure 5.11: Scaling exponents « of the quasiparticle distribution ng(p) ~ p~" for which
the wave-Boltzmann scattering integral I[ng](p) in the IR collective scattering
region, in d = 3 has a zero, for different momenta p in units of the IR cutoff
scale py, for three different p,. As in Fig. 5.5, the lower data marks the
quasiparticle cascade, with the zeroes approaching kg = 8/3, while the upper
data marks the energy cascade, approaching kp = 3.

energy solutions merge at some scale and leave the further momentum regime without
a stationary solution. We do not have a concrete description why the solutions
disappear at a particular momentum scale but we do know that it is bound to happen.

The stationary solutions predicted by Eq. (3.30) (or Eq. (3.27) in the free particle
case) only exist within the momentum window where g.g grows as p*. This means we
should see the predicted solutions only in a certain window. From Figs. 4.3, 4.4, 4.5
and 4.6, we can estimate such a window to be bounded by p, and p,. However, the
integral has been done on the 2-dimensional plane so determining the actual window
is more complicated.

Inside the area bounded by the curves of the stationary solutions, the integral is
negative. This means the time evolution with a decreasing in the number distribution
must take place within this area. This includes the self-similar evolution where the
number of quasiparticles within the scaling regime needs to decrease to fulfil the
global conservation laws. Thus, the self-similar solution kg must stay between rq
and kp. Only the nonperturbative free particle calculation fulfils this condition, see
Fig. 5.8.

We calculate the fluxes with Eqgs. (5.20) and (5.22). The results are shown in
Fig. 5.12. We again lose the numerical accuracies before we can make a concrete
statement. However, the quasiparticle flux shows an overlap of curves calculated
from two different infrared cutoffs which gives a promising trend of a flat plateau.
The energy flux also shows a similar behaviour but not as good as appearing in the
particle flux.
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Figure 5.12: The particle flux Q[I](x,) and the energy flux P[I|(z;) calculated from the
rescaled scattering integral I(x)) are shown as functions of the rescaled mo-
mentum z, in panel (a) and (b) respectively. The evaluation has been done

at the analytically predicted scaling exponents, i.e. at k = 8/3 for Q[](zp)
and k = 3 for P[I]|(z)p).

5.2.3 Self-similar solutions

The self-similar exponents can be verified through the momentum scaling of the
scattering integral. We only discuss the self-similar solutions in the nonperturbative
regime because the particle cascade is expected to manifest in the perturbative regime
due to the well developed particle fluxes presented in Figs. 5.3 and 5.6.

Free particles

Egs. (3.32) and (3.61) give kg = 4 for the free particle case and we evaluated the
rescaled integral I[ng](z,) at this exponent with varying z, for several values of the
infrared cutoff. Fig. 5.13 shows an absolute value of the rescaled integral p*Is[ng)(p')
as a function of the another rescaled momentum p’ = p/py on a double-logarithmic
scale. The first bump shows a regime where the integral is positive, before it turns
inegative and the plateau in the negative domain exhibits the power-law fall-off
Ingl(p) ~ p~*. Not only rg = 4 fulfils the requirements of a self-similar exponent, it
also results where the scattering integral is negative which ensures the decreasing of
the local occupation number and conserves the global conservation laws, see Fig. 2.1.

Bogoliubov quasiparticle

In the linear dispersion regime, kg = 5/2, cf. Egs. (3.32) and (3.61). The rescaled
integral I(z,) is evaluated with ng(p) ~ p~>/2. Fig. 5.14 presents the rescaled integral
P°?Is[ng)(p') as a function of p’ = p/pa on a double-logarithmic scale. The integral
is all positive including where the plateau shows up. Therefore, the occupation
number is increasing self-similarly in time instead of decreasing. Since the time-
evolution violates the global conservation laws, we conclude that this situation is
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Figure 5.13: Momentum dependence of the scattering integral (3.4) multiplied by p’ 4=
(p/pa)?, for free particles (2 = 2, n = ng) in d = 3 dimensions. The integral
is evaluated in the collective-scattering regime, with effective many-body T-
matrix, Eqgs. (3.25), (4.129), (4.142), for different values of the IR cutoff
scale pp (colors), and the results are scaled on top of each other by showing
' Isngl(p') = i AI: [ngl(zp), see details in Sect. 5.3. The horizontal plateau
demonstrates the power-law dependence I[ng](p) ~ p~* predicted by rg = 4,
cf. Eq. (3.32).

unlikely to occur although the kg = 5/2 satisfies the requirement of a self-similar
exponent.

5.3 Dynamical exponents

So far, the numerical integration of scattering integrals recovered all exponents that
are determined by the momentum scaling alone. Although we can infer the dynamics
with the analysis from global conservation laws, the calculations are, in general, time-
independent. The only temporal scaling exponent that is accessible by means of our
numerical integration is the exponent p from Eq. (3.42) but this is only the case if
there is only one time-dependent scale, py. We have no p, in our calculation and
A can be related to py using Eqgs. (4.141) and (4.158) for the free particles and the
Bogoliubov quasiparticles respectively. This also means p we evaluated here is subject
to the condition that there is no time evolution in the noncondensed quasiparticle
numbers, pn. = const..

We again restrict our calculation in the nonperturbative regime. In this case,

105



Chapter 5 Numerical evaluation of scattering integral

10?

=

i) /

£

g

™

~

12

<%
— pA=10:§pu ]
— pa=10"py,
— pAa=10""pu

100 el ———————
107t 10° 10t 102 108

p =p/pa

Figure 5.14: Momentum dependence of the scattering integral (3.4) multiplied by p’ 5/2 =
(p/pa)®/?, for Bogoliubov quasiparticles (z = 1) in d = 3 dimensions. The
integral is evaluated in the collective-scattering regime, with the effective
many-body T-matrix, Egs. (3.25), (4.129), (4.159), for different values of the
IR cutoff scale pp (colors), and the results are scaled on top of each other by
showing p/®/2 Is[ng](p') = xf,f’f[nQ](xp), see more details in Sect. 5.3. The
horizontal plateau demonstrates the power-law dependence I[ng)(p) ~ p~>/2
predicted by kg = 5/2, cf. Eq. (3.32).

Egs. (3.44), (3.60) and (3.64) give

p=2d+2(2(z—1) —7/2) - 2 — 3a/B
=—d+2+3(d+2—-2—a/B)—1n
_ dt2-n (5.23)

where we have used the constraint, a/5 = d+ z—2, which is obtained from Eq. (3.64)
in the case 6 = 0. In our calculation where d = 3 (and 7 = 0 due to the choices of
spectral functions), the exponent u takes a universal value, 4 = —1, in both the free
particle and the Bogoliubov quasiparticle cases.

Under the assumption that only p, scale is time-dependent, we need to include
only a prefactor #§ = (A/p,)" into the rescaled integral I[ng](x,). The idea is
to generate a time-independent self-similar function Ig[ng](p/pa) from the rescaled
integral,

p - 6T
Is[ng] (;A) = 2,2 [ng)(w)] - (5.24)
Eq. (5.24) can be viewed as a rescaled version of Eq. (3.42). To proceed, we numer-
ically evaluate the I[ng](z,) as a function of z, for several values of py keeping the
r exponent fixed. Then, we create plots of I[ng](z,) versus p/py by simply rescal-
ing z, with z,,. Last, the factor z, 23" is multiplied to I[ng](z,) with a specific

106



5.3 Dynamical exponents

(@) Ni ® 100
~ 10 | ~
= 2 i

D I Q -
T S 107
1~< | 1~<
mkt VRQ.

I ([
~ 107% ~ 10

< <
X >
= =
’\_él 10712 \’_éi 15 [
= » = 10
w2 wZ

10—16
m i 10—20 ] m el n
107! 10° 10! 10 10° 10* 10° 107! 10° 10! 10 10° 10* 10°
p/pa p/pa

© 100 T T T T T 7 () 10° T T T T
o ~

= 2
= )

QA 2 1
S 07 i = 107 1
1~< = ]

©° <
\nkﬁ. I\R'-L
JL I

< L : 2 ~14 i
S oo 1 S 10
= i =
:U | 6 :@ I 6
- I| — pa= 10:5pu = | — pra= 10:5;7;1
~ | i 28 ]0_4pu = 02t H— pa=10 P

10 N — pra=10""p, [|— pra=10"p,
o el )l PRSI PR el PR n A
107! 10° 10! 107 10° 10* 10° 107! 10° 10! 10 10° 10*
p/pa p/pa

Figure 5.15: The figure shows the time-independent function Is[ng](p/pa) as a function
of p/py for the free particle case. The k exponents are 11/3,4,13/3 and 5.2
presented in subfigures (a), (b), (¢) and (d) respectively. Eq. (4.141) gives the
conversion z{ ~ :L'Z;B’ , thus, the multiplication factor making all curves lie on
top of each other becomes :L‘?,I(\H_?’)_“ . All subfigures give the universal value

w=—1.

value of u that makes curves corresponding to different p, lie on top of each other,
hence, creating a cutoff independent function Is[ng|(p/pa) which is equivalent to a
time-independent function in our context.

Figs. 5.15 and 5.16 show the time-independent function Is[ng|(p/pa) as a func-
tion of p/py for the free particle and the Bogoliubov quasiparticle case respect-
ively. Each panel represents different values of xk exponents with the different in-
frared cutoffs labelled by different colours. All panels are obtained with an exponent
i = —1. We emphasize further that this is the case for all other exponents x that are
not presented here. Thus, the numerical results confirm that © = —1, independent
of the values of k exponents. We can see that curves lie on top of each other even
outside the power law regime.
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Figure 5.16: The figure shows the time-independent function Is[ng](p/pa) as a function
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of p/pa for the Bogoliubov quasiparticle case. The k exponents are 2.5,8/3,3
and 3.5 presented in subfigures (a), (b), (c¢) and (d) respectively. Eq. (4.158)

gives the conversion zy ~ x5~2 thus, the multiplication factor making all

PA
curves lie on top of each other becomes xf;(f‘”‘“ . All subfigures give the

universal value p = —1.



5.4 Time evolution of Bose gas in the kinetic regime

5.4 Time evolution of Bose gas in the kinetic regime

So far, we concentrated on recovering the momentum scaling exponents and there
are three of them in general: an inverse particle cascade exponent k¢, a direct energy
cascade exponent kp and a self-similar exponent xkg. We have also two momentum
scales that separate the momentum window into two regimes. The inverse healing
length scale, pe, separate the quadratic (free particle) from the sound wave (Bogoli-
ubov quasiparticle) regimes, while, the scale p,, the inverse healing length defined
with only noncondensed particles, separates the perturbative (weak-wave) from the
nonperturbative (strong-wave) regime. In this section, we would like to discuss which
types of time evolution should occur in each momentum regime assuming that the
kinetic description can be applied.

In the perturbative regime i.e. for p > p, whether it is quadratic or sound wave,
the particle cascade is expected to occur. This comes from the fact that all exponents
in the perturbative regime lie in the window of the particle cascade, see Egs. (3.20),
(3.23) and (2.25). Moreover, we have seen a well established quasiparticle flux in
Figs. 5.3 and 5.6. This observation agrees with previous studies [15-17], an inverse
particle cascade takes place in the perturbative regime.

In the nonperturbative regime, there is a difference between the free particle and
the Bogoliubov quasiparticle cases. In the free particle case, all scaling solutions
are in the self-similar windows, 3 < k < 5, suggesting that particle number and
energy are dominantly in the infrared and the ultraviolet ends respectively. If the
global conservation laws are taken into account, the only possibility to fulfil the
particle and the energy conservation is to evolve self-similarly in time. This agrees
with Fig. 5.13 where we have seen that the self-similar exponent ks = 4 manifests
in the regime where the scattering integral is negative, implying a decrease of the
number occupation as time progresses. In te Bogoliubov quasiparticle case, the
scaling solutions lie in the particle cascade window, x < 3, except the energy cascade
solution kp = 3 that stays right at the border which implies a logarithmic divergence
in both the infrared and the ultraviolet ends. We have ruled out the possibility of
self-similar evolution in this case. Therefore, we conclude that an inverse particle
cascade takes place in the nonperturbative sound wave regime.

In the window of nonperturbative quadratic regime, p; < p < p,, we expect
the scaling evolution to be self-similar type with a critically slowing down wave front
towards the infrared. Further down in the infrared, p < p¢, where the dispersion be-
comes that of sound waves, an inverse particle cascade takes place instead. However,
the nonperturbative sound wave regime is very close to the coherent regime where
structural defects like vortices are likely to be formed. It might not be possible to
observe it at all unless the vortices have gone. The subdominance of the scaling
exponents in the kinetic theory is emphasized in Fig. 5.17. The occupation number
presented in Fig. 5.17 is taken from the classical statistical calculation at very late
times where the last vortex ring has disappeared. The incompressible part (blue
dots) exhibits the power law, n(p) ~ p~¢, where ¢ = 3.6. This exponent seems to
coincide with our inverse particle cascade solutions, kg = 11/3 in the quadratic and
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Figure 5.17: The figure shows the occupation number spectra of the late-stage evolution
of a closed system after an initial quench, briefly after the last vortex ring
has disappeared, cf. Fig. 15 of Ref. [28]. The compressible component (blue
dots), cf. Ref. [28], is starting to be a dominant component of the total
occupation number (black dots) in an absence of vortices. The blue solid line
represents n(p) ~ p~>%. The figure is taken from Ref. [51].

kg = 8/3 in the sound wave cases, see Eq. (2.22). However, we rather conclude that
this exponent, if it is applied in the kinetic regime, is an inverse particle cascade as
a result of sound wave turbulence due to the previous discussion that the self-similar
evolution takes place in the quadratic regime. The same exponent ( = 3.6 has been
obtained with functional renormalization group methods in Ref. [51].

5.5 Summary

We have numerically evaluated the Boltzmann integral in the kinetic equation de-
rived in Ch. 4 and recovered the Kolmogorov-Zakharov exponents predicted in Ch. 3
by means of scaling arguments. Apart from the value of exponents, the direction
of transport can be read off from the plots of the scattering integral versus k as it
has been analysed in Ref. [10]. The fluxes of transport are calculated at these expo-
nents to cross check whether they are indeed momentum independent. The results
show that the particle flux is well established in the perturbative regime and the
nonperturbative sound wave regime, see Figs. 5.3, 5.6 and 5.12.

Apart from the Kolmogorov-Zakharov exponents, we determine the self-similar
exponents from the scaling behaviour of the scattering integral. We infer from
Eq. (3.46) that an exponent will be a self-similar exponent if it makes the Boltzmann
integral scaling in the same way as the occupation number. Apparently, it works in
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5.5 Summary

Table 5.1: Scaling exponents. The table summarizes the scaling exponents for univer-
sal scaling evolutions following a cooling quench, for the case of free particles
(z = 2) and sound quasiparticles (z = 1). Only transport to lower momenta
is relevant for such a quench. The self-similar and cascade evolutions in the
collective scattering regime (p < p,) have a positive § and slow down al-
gebraically at large times due to their proximity to a non-thermal fixed point
(NTFP). In contrast, 8 < 0 for the build-up of a weak-wave-turbulence (WWT)
inverse (quasi)particle cascade in the wave-Boltzmann two-body scattering re-
gime (p > p,), implying a critically accelerated wave-front evolution. The
NTFP self-similar solution is valid only for z within the interval z_ < z < z4
where z1 = 4(2+1)/3. In the either regimes we have set 7 = 0. The rightmost
column derives from ¢ = k + 2 — z, cf. Eq. (2.22).

of B aJF B8 n-d (-4
free particles (z = 2)
NTFP
P < Pu
WWT cascade
P> py z—8/3
sound waves (z = 1)
NTFP (cascade)
P < Pp < Ppe
WWT cascade
o -
P K p < pe z—8/3

d+z -1

=N | =
[\
[NCRIRN

=

=N | =

our case as the self-similar exponent predicted in Ch. 3 satisfies such behaviour. We
argue that the self-similar evolution needs the particles and energy in the infrared
and ultraviolet ends respectively, therefore, the occupation number has to go down
as depicted in Fig. 2.1 if p, and p, move to the infrared and the ultraviolet direc-
tion respectively. Thus, only the free particle case in the nonperturbative regime is
expected to show the self-similar scaling.

We then turn our interest to the temporal scaling p. In the numerical approach,
we are able to evaluate p in the case of p,, = const. and the result is universal,
p= —11in d = 3 dimensions.

Last, we have discuss the universal dynamics of Bose gas based on our results in
the kinetic regime in Sect. 5.4 and summarized the scaling exponents according to
the dynamics taking place in each regime after scaling exponents before according to
Table 5.1.
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Chapter 6

Conclusion

The universal dynamics of a dilute Bose gas in the kinetic regime has three possible
scenarios: an inverse particle transport, a direct energy transport or a self-similar
evolution. In each case, the global conservation laws and the kinetic equation con-
strain the scaling exponents in both momentum and time. These exponents are
apparently universal in the sense that they do not strongly depend on the underlying
microscopic theory but only few parameters such as the dimension, the dispersion
relation and the scaling of T-matrix, and the global conservation laws.

We approached the problem by means of nonequilbrium quantum field theory
and nonperturbatively derived the kinetic equation which is not subject to the weak-
wave approximations. The structure of the kinetic equation is the same as the kinetic
equation derived from weak-wave approximations but with a momentum dependent
effective coupling. We evaluated the effective coupling analytically from the ansatz of
the free particle and the Bogoliubov quasiparticle in the linear regime with an infrared
regularization. The mommentum scalings of the effective coupling are universal, see
Egs. (4.148) and (4.166), and notably different from the ones obtained from dimen-
sional counting where the divergences and the regularization scales are neglected.
Using the momentum scaling of the effective coupling, we evaluated an effective T-
matrix and determined the momentum scaling exponents: the Kolmogorov-Zakharov
exponents for turbulence cascades and the self-similar scaling exponents. The res-
ults are given in the first column of Tables 3.1 and 3.2 for the perturbative and the
nonperturbative regimes respectively and they are confirmed by our numerical in-
tegration presented in Sect. 5.2. Because the momentum exponents strongly depend
on the scaling behaviour of the effective coupling, then, having a correct momentum
scaling of the effective coupling is crucial.

We studied the time evolution, mainly, the scaling exponents 5 and (' of the
regularization scales py(t) ~ ¢t~ and py(t) ~ t=% respectively. We have shown
that the other exponents related to time evolution can be expressed in the terms
of f and f’, see Table 2.1. To determine the values of § and f’, we need both the
global conservation laws and the kinetic equation. We found that there are some in-
consistencies, especially in the self-similar time evolution depicted in Fig. 2.1, if the
quasiparticle does not coincide with a particle, or equivalently, any cases where z # 2.
The quasiparticle conservation violates the particle conservation for the cases with
z # 2, therefore, some other momentum scales, such as p,,, are now time-dependent.
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Chapter 6 Conclusion

This makes a difference between the momentum scaling and the time scaling of the
effective T-matrix that are used to constrain and evaluate the exponents S and S’
respectively. We have shown that the inconsistencies disappear under the condition
that there is no other time-dependent scales except pa, pn and A. The arguments
apply in both the perturbative and the nonperturbative regimes. It should be noted
that the momentum scales py, py and A are the only time-dependent momentum
scales appearing in the analysis concerning the global conservation laws. Neverthe-
less, if we neglect the inconsistencies and follow the general procedure by keeping
the quasiparticle and the energy conservation at the infrared and the ultraviolet
ends respectively, we find the universal scaling 8 = (z — n)~! in the nonperturbat-
ive regime regardless of whether the type of dynamics represents an inverse cascade
or a self-similar shift in time. This may predict a nonthermal fixed point in the
nonperturbative regime.

We ended with the description of dynamics of a dilute Bose gas in the kinetic
regime based on our results. In the perturbative regime, we expect the turbulence
transport with an accelerating wave front and such a scenario has been observed
numerically in earlier works. In the nonperturbative within the momentum window
pe K p < py, we predicted the self-similar evolution with the momentum exponent
ks = 4 and a critically slowed down wave front ps(t) ~ ¢~/2. Further in the infrared
where p < pe, the inverse cascade of sound-wave turbulence is expected to occur
with the momentum exponent kg = 8/3 and the critically slow down wave front
pa(t) ~ t71. Beyond this window, we believe the dynamics is governed by superfluid
turbulence which is not captured by the kinetic equation.

As a side result we find that the momentum scaling exponent x = 3.5 observed
in the recent experiment [41] for a direct wave-turbulent energy cascade, can be
interpreted to deviate from the predicted value kp = 3 due to finite-size effects in
the trap.

114



Appendix A

Convention and useful symmetries

The Fourier transform in d + 1-dimensional space-time reads

FUIO) = 1(0) = [~ S expl-ipab (o) (A1)
FU@0) = f0) = [ d™wexplipr}f(@). (A2)

where the term pz is an inner product in d+ 1 dimensions with the Minkowski metric
(+==-),

Pr =poro—P-T. (A.3)
Therefore, the Fourier transform of the Dirac delta distribution becomes
i —y) = [* L expl—ia — gl (A1)
o (271

In Ch. 4, we study the field theory of a complex scalar Bose field which, in general,
is not different from the real-field representation presented in [45-47]. However, the
symmetries do not always coincide. First, F/(z,y) and p(z,y) defined in Eqgs. (4.26)
and (4.27) are no more symmetric and anti-symmetric functions respectively. Instead,
their symmetry properties are

Fab(x7y> - F;a(yvx) (A5)
pab(x7y> = _pZa(ywx)' (A6)

These relations can be verified directly from Eqs. (4.26) and (4.27), for example,
Eq. (4.26) gives

Falp2) = 3UP0), B()} = 5 (@aly)B)(@) + B(2)2a(p)))
= L)L) + L))"
— U@, B = Fep) (A)

The procedure is similar for p(z,y). In the homogeneous case, two-point functions
depend solely on the difference  — y which means there is a translational invariance.
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Appendix A Convention and useful symmetries

Choosing y = 0, the Fourier transform of F,;(z,y) = Fu(z — y) becomes
1
Fup(2,0) = S{Pal2), ®}(0)})

= S e o)

27T d+1
dd+1

B /(SWJ;CII—H o <{(I) (p), @}(0)}) :/(27r)d51€_imFab(p)> (A.8)

where F[Fu,(2)](p) = ({®4(p), ®}(0)})/2. Similarly, we also have

Fu(0.2) = 5({®(0),2}()})
dd+1p

B ;<{(I)b(0)’/(27r)d+1q)l(p)em}>
— [ ). 8 ph = [ Sl (). (A9

2 )d+1 2 (27T)d+1

The same calculation applies for the Fourier transform of p(x) and p(—z). Then, the
symmetries of F(p) and p(p) can be read off directly,

Fu(p) = Fp,(p)  , Fa(—p) = Fyy(—p) (A.10)
Pab(P) = —Ppa(P)  + Pab(—D) = —ppa(—D) - (A.11)

Notice that in momentum space, F'(p) and p(p) are completely separated from F'(—p)
and p(—p). Although the symmetries of F' and p are different from the ones obtained
in the real-field representation, the symmetries of traced objects are identical, for
example,

(F- F)(x) = Fa(-2) Fia(z) = (F - F)(-2), (A.12)
(b P)(x) = par(—2)psa(@) = (p - p)(—2), (A.13)

(p- F = F-p)(@) = (pa(2) Fya( =) — Fap(@)pap(—2))
—(p- F = F-p)(-z). (A.14)

The Fourier transform of traced objects can be obtained directly,

Fu)Ful=0) = ([ itz ) ([ samze ™ Fu(-0))

dd+lp d+lg oo
- /(2%)‘”1 (2m)#1 T Fop (p) Fra(—0)

d™p e [ 4™
= /(27T)d+16 P /WFab(p_Q)Fba(_Q>

= / (;;fle—im(ﬂb % Fo)(p) . (A.15)
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where the * operator defined by
dd+1
(Fap * Fba)(p> = /WFab(P - Q)Fba(—Q)- (A-16)

Note that there is an extra factor (27)~(@*V from the definition in Eq. (4.74) because
the convolution is done in momentum space. Thus, it can be verified that

[F % F)(p) = 211" (—p) = 211" (p) , (A.17)
[p* F'— Fx pl(p) = 21I”(—p) = —21I°(p) . (A.18)

From the symmetries of F'(p) and p(p), we can prove the following relation,

1 (p > = I(—p) = ~IF(p), (A.19)
(65 I17)( /dqo@ =" = ")’ (—¢", —p)
== [ 407" — (=" p) = —(0" * T ), (A20)
(0 + T17)* / g0 (1° — )T (—¢°, p)
—— [ 40 (" — (=" p) = ~(0 < T)p),  (A21)

where 6(p) is a Fourier transform of the Heaviside function 6(x)

i
0(p°) = —— A.22
") = e (A2
—1

O(—p") =0"(p —— =0 (p"). A.23
() = 0°0") = = = 076" (A2
Note that 0(z) and its Fourier transform 6(p) depend only on the temporal component
of the respective 4-vector. Thus, the operations - and x with 6(z) or 6(p) are done

only in the temporal component.

In Ch. 4, we have evaluated the effective coupling function,

2

2 g
9et\P) = 77 T R/NI2
T g
g A.24)
= g1 9T )] .
where I1%(p) = —(0 x II?)(p). It is straightforward to see that g% (p) = ¢%(—p).

From there, we can evaluate more symmetries of I (p) and I?(p), see Eqs. (4.84)
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and (4.85),
I"(p) = K(I1" - gZ5)(p) = I" (—p) ,
I°(p) = K(IT” - gZ)(p) = —1°(—p),
I™(p)=1"(p),

These symmetries imply, see Egs. (4.93) and (4.94),

San(P) = S (p)
San(p) = =24, (p) -

We can use the symmetries in the momentum space to identify the symmetries in

the configuration space,

I"(—z) = I"(2) = I"(x),
IP(=x) = =1"(z) = =1*(x),
Sap(—2) = 54, (2),

Sp(—w) = =34, ().

Note that self-energy functions, ¥ (z) and ¥?(x) share the same symmetries with

Fop(z) and pgp(x) respectively.
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Appendix B

Nonequilibrium quantum field theory

B.1 Closed-time-path integral

The Closed-time-path (CTP) formalism (also known as the Schwinger-Keldysh form-
alism) is an essential tool for studying nonequilibrium dynamics due to its property
of preserving causality.

B.1.1 Single-time-contour formalism

In equilibrium, a conventional single time path can substitute the closed time path
without costs. To see why this is the case, we recall the vacuum-to-vacuum transition
amplitude from quantum field theory,’

ZJ) = (QIQ) s (B.1)

where the state |€2) is a vacuum state of an interacting theory at a particular time .
The subscript J is used to remind that the quantities are evaluated with an external
source-dependent Hamiltonian

Hy(to) = H(to) + / dlds(x) I (ty, ), (B.2)

where ®g(x) is a field in the Schrédinger picture and it coincides with the Heisenberg
field ®(z) at time to. Note that if J = 0, Z[0] has to be normalized, i.e. Z[0] = 1.
The Heisenberg field at time ¢ reads

®(x) = Ul (t,t0)s(x)Us (t, 1) | (B.3)

where -
Us(t, ) = T{exp[—% /t dtH (1))} (B.4)

The operator T is the time-ordering operator which makes operators evaluated at
time ¢ > t’ to stand to the left of operator evaluated at time ¢'. In the following

"We used Z[J] in the discussion because the observables that we are interested in are nm-point
functions which are generated from Z[J]. Otherwise, one can inspect an expectation value of
any time-dependent observables to reach the same conclusion.
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Appendix B Nonequilibrium quantum field theory

discussion, we will treat the source-dependent term as an interaction part of the
Hamiltonian in the interaction picture, therefore the interaction picture representa-
tion of the field operator is defined by

Or(z) = U'(t, t0)Ds(2)U(t, to) (B.5)

where

Ut t) =T} eXp[—;_L tf dtyH(1))]} (B.6)

Supposing a Fock basis at time t; is labelled by |«), the interaction picture repres-
entation of the state vector at time t reads?

la(t))r = Ut t)la()s = Ut to)Us(t to)la) = Sy(t,to)lay. (B.7)

It is straightforward to verify that

Sy(t,1) = 7] exp[—; /tf it (11, @) (1, @)} (B.8)

We remark that setting J = 0 gives Sj_o(¢,¢') = 1 implying that the interaction
picture coincides with the Heisenberg picture.> The vacuum state |Q) can now be
expressed in the terms of the free vacuum in the infinite past and future using Gell-
Mann-Low formulas [107, 108],

€2); = S, (to, —00)|0(—00)) (B.9)
Q] = (0(400)[ S, (+00, to) - (B.10)

Using these relations requires several assumptions. First, states |0(f00)) will repres-
ent the vacuum of the free theory only if the source J vanishes at ¢t — +00. Second,
these relations will be valid only in an adiabatic process, otherwise, there may not
be an overlap between |2); and |0(£o00)). This explains why the "bra" is connected
to (0(400)| instead of (0(—o0)|, the vacuum evolves uniquely to be the vacuum at
a different time. These requirements are fulfilled in equilibrium or near-equilibrium
processes but fail in nonequilibrium where the dynamics is more violent to be con-
sidered adiabatic. Now we are able to rewrite Eq. (B.1) explicitly in terms of the
source J,

ZJ) = Zlo<0(+c><>)lSJ(oo, —00)[0(—00))
- Zlo<0(+oo)|T{ eXp[—; /_O:o dty @ (t, ). (t1, ®)] }|0(—00)) , (B.11)

2Since S(t,to) = S(t,t)S(t',ty), the state at the time ¢ is linked to state at time ' by |a(t)); =
Syt t)|a(t))r.

3Because of this, one can say that the time-independent Heisenberg state (J = 0) becomes a
time-dependent state under the influence of an external source J [44].
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B.1 Closed-time-path integral

where Zy = (0(400)|0(—00)). Here, we interpret |0(£o0)) as a Heisenberg vacuum
state at time t — £o0 and |0(c0)) # |0(—o0)) in general because the vacuum state
at time t — —oo is defined to be a state that is annihilated by the operator a(t) at
time ¢ — —o0,

a(—00)|0(—00)) = 0. (B.12)
Since the operator a(oo) = U (oo, —00)a(—o0)U(co, —00), it is not necessary that
|0(—o00)) will also be annihilated by a(oo). Therefore, Z; is not normalized in general
and the factor 1/Zj is needed in the Eq. (B.11) to keep Z[J = 0] normalized.

The n-point functions encoded in Z[J] are defined as a time-order products of
the Heisenberg fields

G (1,32, 20) = (T (D(1)D(2) - - B(w) ) ]) . (B.13)

Here, the expectation value was made with respect to the vacuum at time ¢y,. Nev-
ertheless, we can use the form that was introduced by turning the Heisenberg fields
into interaction fields, ®(x;) = ST(t,t0)®;(z;)S(t, to),

1

G (xy,ma, -+ m,) = 7(0("“00”5(‘1'00, t1)®r(21)S(t1, t2)Pr(z2) - -
0
X Or(x,)S(t,, —00)|0(—00)), (B.14)
where we assumed t; > ty > --- > t, and added the normalization factor 1/Z,.

Eq. (B.14) is the usual form in S-matrix theory and can be understood that the
n-point function is a collective evolution from ¢ — —oo to t,, to t,,_1 and so on until
it reaches t — 400. The evolution from ¢ -+ —o0 to t — +00 motivates the name
a " single time contour"'. This approach makes the task of calculating dynamical
in-out matrix elements a boundary value problem since the n-point functions here
are bounded by two different states: |0(—o0)) and |0(+00)). This is another crucial
point because nonequilibrium processes in closed systems are determined by the
initial state only. The presence of |0(400)) also demands that the n-point function
contains S(+4o00,t;) which means the contributions at ¢’ > t; are needed to evaluate
n-point functions even though the latest time is ;.

B.1.2 Closed-time-path formalism

The problems that were mentioned can be fixed by using the state |(2) in all expecta-
tion values. To do this, we employ the Schwinger-Keldysh formalism by redefinition
of the generating function,

Z[Jh JQ] = <Q‘SJ2(t0>t*)SJ1 (t*>t0)‘Q> ’ (B15)

where
* Z a 1
St t0) = T{ expl—1 / dt®}(t, )]y (0, @)}
to

Silto, ) = T{expl— [ dn @it )00, )]} (B.16)
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Here, T is an anti-time-ordering operator and it is needed to indicate that S 7 (to, )
is a backward time-evolution. The first different from Eq. (B.11) is that there is no
need of a normalizing factor here because Z[J, J] = 1 automatically. Next, there
are two sources (J; and J;) and two fields (®} and ®%) instead of J and ®;. This
is needed to distinguish the 'forward time path' (¢, — t*) from the "backward time
path" (t* — ty). Combining the paths sequentially gives the 'closed time path'
(CTP). The generating function in Eq. (B.15) is defined within the time window
to <t < t* where t* serves as an arbitrary time but should be larger than the time
scale of any observable of interest. This point will become clear when we write down
n-point functions. In fact, n-point functions on the CTP are not so straightforward
because the fields ®; can live on either the forward or the backward time path and
the time ordering must respect the closed time contour. For example, if t; > t,,
(1) will stay on the left side of ®;(x2) in the case that both of them live on the
forward time branch but ®;(z;) will be on the right side of ®;(xs) if both of them
live on backward time branch. If they live on different time branches, fields on the
forward time branch will always be on the right side of fields on the backward path.
Because of this, the number of n-point functions are duplicated on the CTP, i.e.
there are two 1-point functions,

G () = di(x) = (S (to, )55 (1. )@} ()5 (1 1)2), (BAT)
G5 (2) = da(x) = (S (to, VPH2) S (1, 17) S, (1", 10)|) . (B.18)

however, they collapse to the same function if we choose J; = J, = J,*
¢(x) = (QfS;(to, £)Pr() S, (¢, 10)[€2) . (B.19)

Notice that there is no evolution beyond ¢ involving the calculation of a local observ-
able at time ¢’ > t. As for 2-point functions, there are four possibilities,

G (w1, 22) = (QUT[" (21) D (2)]]2) | (B.20)
G2 (21, 22) = (P2 (22) 0 (1)) , (B.21)
G5 (w1, 2) = (P (1) D (22)|2) , (B.22)
G52 (1, 22) = (QUT[®?(21) D% (22)]|) (B.23)

where ®(x) is a Heisenberg field. Setting J; = J, = J, we obtain similar expressions
as in Eq. (B 19),

(a;l,xQ) = (QS;(to, t1)Pr(21)Ss(t1, t2)Pr(x2)S (L, t0)|S2) (B.24)
G (21, 22) :< \Sj(to,t2)<b1(x2)SJ(t2,t1)<I>1(x )Ss(t, t0)[€2) (B.25)
G (21, 22) = G5 (w1, 22)0(t1 — ta) + G3 (21, 72))O(ta — 1) | (B.26)
G22 (71, 12) = G12 (21, 22)0(t1 — t2) + Gél (21, 22))O(t2 — t1). (B.27)

4The short cut to Eq.(B.19) is to realize that the Heisenberg field is linked to the interaction
field by ®(z) = S (t,t0)®r(2)Ss(t,to). Therefore, (Qd(2)|Q) = (ST (L, t0)®1(x)Ss (L, t0)|Q)
automatically. This shows that the closed time path is an appropriate contour for evaluating
the expectation value of the operators.
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Again, no evolution beyond ¢; is needed. Note that not all 2-point functions are
independent, only two out of four are needed. Moreover, all observables together
now form a "true" expectation value with respect to the same initial state |2) [97],
therefore for all Hermitian operators, the observables will be real. Hence in the CTP
formalism, observables are real and respect causality. We remark that causality
is obeyed because the Hamiltonian on the forward and backward time paths are
assumed to be identical. Otherwise, ®}(x) would be different from ®%(z) due to the
different Hamiltonians and S;, can not be combined with S, even if the sources J;
and J, are set to be the same.

B.1.3 Path integral representation of CTP formalism and its
effective action

We would like to recover the path-integral representation on the CTP as we did in the
single-time formalism. Since the structure is the same all properties of path-integrals
also apply in the CTP formalism. One can argue that the closed-time contour is,
more or less, similar to two single-time contours. Therefore, if t* is sent to co and
to is pushed to —oo, a closed-time contour now consists of two single-time contours,
the first one runs from 3 — —oo to t* — oo and the second one from t* — oo to
tg — —oo. The difference compared to the single-time formalism is that these two
time contours are not fully independent. There is a constraint condition at t* — oo.
For example, J; = J, and ®! = ®2 to ensure that these two single-time contours
form one closed-time contour. Moreover, at t* — oo, the path integral is not only
considered with |0(c0)) but with a complete set of some eigenstates,

Z[J1, Jo] =) (Q, —oo|a, +00) 4, (@, +00[, —00) 4, , (B.28)

«

where |2, —o0) is the very same state |(2) but we deliberately chose tg — —oo. From
now on, we would like to assume that the Schrodinger field operator ®g(x) is a real
scalar boson field operators with commutation relations

: (B.29)
[Bs(z), Ds(x')] = [ls(2), s(z)] =0, (B.30)

where IIg(x) is the conjugate momentum field operator of ®g(x) in the Schrodinger
picture. The Heisenberg field ® () = Ul(t, to)®s(x)U, (L, ty) satisfies the same set
of commutation relations but at equal times,

[(I)H(wa t), HH(w,7 )] =

t (x—2a'), (B.31)
(@ (x,t), Py (x', 1))

My (2, ), (2, )] = 0. (B.32)

Here, we explicitly labelled the Heisenberg field with subscript H to avoid confusion.
As the ®g(x) at different space points commute with each other, there is a complete
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set of simultaneous eigenstates |®) with eigenvalue ®(x),
Os(2)|®) = O(2)|®), (B.33)
/[dCI)]|<I>><<I>| —1. (B.34)

In the Heisenberg picture, the eigenstates of ®(z) with an eigenvalue ®(x) are de-
noted by |, %)

1o, @, =1. (B.36)
where |®,t) = Ul(t,t)|®). It should be pointed out that |®,¢) is totally different
from |®(t)) = U,(t,t9)|®) which is a Schrodinger time-dependent state. |®,¢) is only
an eigenstate of the Heisenberg field at different times with the same eigenvalue as at
time to. The same arguments also apply to the momentum operator I1(z), therefore,
the matrix element (o, +00|Q2, —00) ;, (and also (€, —oo|a, +00) ;,) can be treated as

in quantum mechanics [109, 110]. By slicing the matrix element with [[d®]|®D, ) (P, |
at the discrete set of times {ty}, i.e.

(@, +00|Q2, —00), / [AD ][ AP x 1] - - - [d][dD]

X (o, +00| PN, tN ) (P, EN | Pr—1, EN—1 ) (PN, EN—1] -
X (P1,t1|Po, to) (o, to|S2, —00) , (B.37)

one obtains a path-integral representation of the matrix element,
(@, 00|92, —00) /D By exp / dt/dd J+ D@)@i(@)], (B.38)
(2, —00)|a, +-00) /D , exp / dt/dd L[] + Jo(2)®s ()], (B.39)

where L[®] is a Lagrangian density of the system. The prime on the integral over
field configurations indicates that there are boundary conditions due to the first and
last matrix elements. They are (®,t(|Q2, —oc) and («, +00|®, tx) on the forward time
path and (®,ty|2, —o0) and (a, +00|P, ty) on the backward time path.

By defining an action S[®] = [*_dt [ d?xL[®], we obtain

2[00, Jo] = /d@a/D’QDlD’@Q exp{;[(S[cpl] — 5[®s)) + /gc(chp1 — 1,)]}

-~ / "D exp {; [Scl®] + / ’ J(2)®(z)|} (B.40)

5 The times tg and ty are set to be —oo and +oo respectively. Also, it is convenient to choose
|cr, +00) to be |®, +00) because the only requirement of the state |a, +00) is to be a complete set.
A subscript ¢ where i@ € {0,1, -+, N} has been used to distinguish each completeness identity
for each time slicing. In this notation we write ® g (2)|®;,t) = ®;(x)|P;,t). The time-dependent
field ®(x,t) is a result of the interpolation ®;(x) between the discrete times ¢ty [109)].

124



B.1 Closed-time-path integral

where [, stands for [*_dt [ d%x and S¢[®] is defined by S[®;] — S[®,]. The integral
d®,, is a sum over all possible configurations at t — oo and we drop it by introducing
the notation C to indicate that the integral over time is performed on the closed time
contour so sum over all possible configurations of the fields at any time along the
closed time contour. Also, the prime over the integration is a reminder that there is
an initial condition at ¢;.

It is helpful to see that Z[.J;, J5] is a generating functional in the CTP formalism.
Starting with 1-point functions, both of them can be obtained through the functional
derivative of Z[.Jy, Jo,

h(SZ[JhJQ] o 1
T 50 () = 2 —oola +00)s e +00| @}y ()|, ~00)
= (2 —0|@u(@)|Q —00); = (x)  ;h=h=J, (B4l
h(SZ[‘]hJQ] 9
i 0Jy(x) §< , —00| Py (w)]ar, +00) 4, (v, +00[Q2, —00) 5,

= (Q, —00| Py (2)|Q, —c0); = ¢(2) s Jh=J=J. (B.42)
The same applies to 2-point functions,

<h>2 8221y, Jo]

D) SR = o ool +00)s (e, +oo| TR @)@k ()|, ~o0)

a

= (Q, —00|T[@n ()@ (y)]|Q, —00)s = GiT(z,y),  (B.43)

A AR A _ A

- (z) m = <Q> —OO|(I)H(?J)(I’H($)|97 —00>J = Gy ($7y>7 (B-44)
ANCAN A _ A

— (l) m = (Q, —00| Py () Py (y)|2, —00); = Gy (2, y), (B.45)

AN AR AR " @
(v) L (0 oo Ba a2~y = G ). (B9

and higher-order of n-point functions. As in the single-time formalism, these n-point
functions consist of both connected and disconnected contributions. The sources in
both time branches must be set to be equal, J; = J, = J, before we can claim they
are n-point functions in the canonical formalism [111, 112].

The generating function W[.J;, Jo] that generates only connected diagrams is
defined in a similar way as in the single-time formalism,

W [Ji, Jo] = —ihIn Z[J1, Jo) (B.47)

and the effective action is a Legendre transform of W[.Jy, Js]

Dlor, 62) = WL, o = [ [61(2)Ii(x) = da(e) h(a)]. (B.43)
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Appendix B Nonequilibrium quantum field theory

where ¢,(z) = (=1)*"1oW[Jy, Jo]/6J.(x);a = 1,2 which are 1-point functions. It is
straightforward to show that

(51(2[21(,;?2] = —Ji(x), (B.49)
Tlonda] _
oalz) -

Once the sources J; and Js are set to zero, we obtain dynamic equations of ¢; and ¢
respectively. Even though there are two field variables and two dynamical equations
on each time branch, 0I'/d¢; 2 = 0, these equations are supposed to coincide in the
limit J; = J. This can be seen from the vanishing of the effective action in that
limit

Do, ¢] = —ihtn Z[J,J) — [ (Jo—J8) =0, (B.51)
where we used Z[J, J| = 1. We then introduce the new field variables
1
by = §(¢1 + ¢2), (B.52)
6 =1 — s, (B.53)
and expand the effective action in these new variables
1
Plg+,9-] = ¢-(@)Ni(2) + ¢4 (2)Mi(2) + 50— (2) Na(2, ') (')

+;¢+($)M2(WC')¢+($’) + ;¢+($)D2(% 2o (') + ... (B.54)

Since I' has to vanish when J; = J, all terms that contain only ¢, and no ¢_ are
zero. This condition enforces all M functions to be zero. Then, the dynamics of
¢ obtained from 0I'/d¢, = 0 is trivial in the limit ¢; = ¢, and only non-trivial
dynamics lies in the ¢_ [113].

So far, we assumed pure states in the sense that the observables are expectation
values with respect to a single state, a vacuum state. In the case that mixed states are
involved, we need to incorporate the density operator into the generating functional.
We use the observation that in the operator language, the expectation value of an
observable reads

(O) =Tx[Op] , (B.55)

where pg is a density operator, presumingly is defined at initial time. The generating
functional then shall be redefined by

Z[Jl, JQ, ,00] == TI‘{SJ2 (to, t*)SJI (t*, to)po} . (B56)

As a result, n-point functions can be evaluated by tracing with the density operator,
for example,

o(z) = Te{Py(z)po}, (B.57)
G (@, y) = Te{T[®y () (y)pol} , (B.58)
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B.1 Closed-time-path integral

where we have set J; = Jo = J. To recover the path-integral representation, we per-
form the very same time slicing as we did before, however, the generating functional
in Eq. (B.56) is written in S-matrix form. Hence, we use interaction-picture fields
®;(z) instead of Heisenberg fields ® (). Since the ®;(x) also commute at an equal
times, there exists a complete set of simultaneously eigenstates |®,t); of ®;(x) with
eigenvalues ®(x),

O/ (x)|D,t); = O(x)|D, 1)/, (B.59)
J1a®)j, 1)@t =1, (B.60)
where |®,t); = UT(t,t)|®). Again, the state |®,¢); has nothing to do with a time-

dependent state in the interaction picture |®(t)); = S;(t,%)|®). The path integral
representation can be formed using these eigenstates,

2101, i po] = [1007] [100 1@ |pol® @[S to, 1), (1, 10) 1), (B61)

where |[®*) = |®* ty);. The first factor in the integrand in Eq. (B.61) is a matrix
element at time ¢, therefore this term is interpreted as the initial condition. The
second factor is a path integral over a closed-time path and dynamics is encoded
here. Time slicing by the completeness identity will be done in this second factor,

<CI)_|SJ2(t07 t*>SJ1 (t*7 t0)|q)+>
= /[d@N] [dPn—1] -+ [dPy][dPo[( D[Sy, (to, tn)| P, En) 1
X (Pn,tn|rSs, (N, tnv—1) | Pno1 Ev—1) ({(Pr—1, Enafr - -
X <(I)1, 11 |[SJ1 (tl, to)'@, t0>[<(1), t0|[q)+> . (B62)
Note that S; which occurs in each factor can be rewritten in terms of (@ |U;(ts,t;)|P:),
(P, tslrSy(ts, )| @i, ti)r = (@f|U(tr, 0)Ss(ts, t0) S (to, 1)U (L, 1) |©s)
= (@] (t5,10) (U (tg, t0)Us (25, 10))
T
X (UT(tmto)UJ(tz‘,to)) U'(ti, to)|®;)
= (DU (t1, to)US(ti,10)|®;)
= (Ps|Us(ts, t;)| ;) - (B.63)
Therefore the path integral takes the same form as in Eq. (B.40) and thus, Eq. (B.61)
becomes
com i c
21 I o) = [la97 e @ |l [ D'vexp {5 [Sele) + [ I@)ew@)]},
(B.64)

again, we use C to remind that the time integration is done over the closed-time
contour and the refer to ®* at the integral limits the constraints at the beginning
and the end of the path. We end this section by recalling that all formulations are
assumed to be for a real scalar field. The extension to more than one component or
the complex scalar field is straightforward.
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Appendix B Nonequilibrium quantum field theory

B.2 2-particle irreducible effective action

We have seen that the dynamic equations for mean fields ¢(z) can be obtained
through the relation 6I'[¢]/d¢(x) = 0. This relation is a direct consequence of having
the local external source J(x) in the generating functional Z[J]. In this section, we
are going to show that the presence of nonlocal external sources gives the dynamic
equations for higher n-point functions. However, we will mainly focus on the 2PI
formalism and dynamic equations for 1- and 2-point functions.

B.2.1 The generating of n-particle irreducible (nPl) formalism

The nPI generating functional takes the form
C 1 C
Z[Ja,Kab,..]:/ DODP* exp [;{Sc[cb,cb*w/ To(2)®,(2) (B.65)
1 »
5 | Kale,y)@u(0)®; ()
zy
1 C
+6/ Kabc(x,y,z)(I)a(x)q)Z(y)CI)C(z)+...H, (B.66)
TYZ

where all K terms represent nonlocal sources in the sense that they are the functions
of more than one space-time point. The indices a = 1,2 label the field and its
complex conjugate i.e. ®1(z) = ®(z) and Py(x) = ®*(x). In this convention, Py (x)
and ®,(x) are related by the transformation ®*(z) = ol ®,(z) where o' is the first
Pauli metrix. Also the label C is used to remind that the integration, whether in
space-time or field variables, is to be understood within the CTP formalism. There
are some useful symmetries of the kernels K that will be needed later on. We start
with K (x,y), observing that

[ Ko )@u@0i0) = [ Kolory)@3(0) ()

zy

C C
[ sl )0t @i (@)rty @y ) = [ Kialy, 2)85(0) B1(1). (B.67)
zy

Ty

By interchanging primed and un-primed indices on the LHS, it can be seen that
Kba(y7 I) = Uia’al}b/Ka'b' (LU, y) : (B68)

The other K have similar properties, namely, the relation in Eq. (B.68) holds for
any pairs of indices ab that are contracted with ®,®; but for a pair of indices ab
contracted with ®,®;, or ®;®;, they are completely symmetric. For example, taking
Kape(z,y, 2), we have the following relations,

Kbac(ya xz, Z) = U;Q’O-I}b’Ka’b’c(xa Y, Z) ) (B69)
Koan(,2,9) = 040y Kapr (2,9, 2) (B.70)
cha<27 Y, QZ') = Kabc(xa Y, Z) . (B71)
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B.2 2-particle irreducible effective action

The connected generating functional is defined by
W[Ja,Kab,...] = —ihln Z[JaaKaba“-] s (B72)

and the effective action is a multiple Legendre transformation of W[J,, Ky, .. .|
c
D[ba, Gapy -] = W[Jas Kup, .. ] — / Jo(2)6a()
1 /¢ .
- 5 /my Kab($7 y) [¢a(x)¢b<y) + hGab<x7 y)}

-l / Kape(@,, 2)[0a(2) 65 (1)6e(2) + ha(2)Gon (2, 9)

+ ho b8 (4) Gao (¢, 2) + he(2)Gap(,y) + B Gane(, y, 2)]
— .., (B.73)

where the mean field ¢, (z) is defined by the functional derivative with respect to the
local source J,(x).

= ¢u(7), (B.74)

and the nonlocal kernels Gup(x,y), Gape(T, Y, 2), . . . are defined by

ow
5Kab(x7 y)
ow
K ape(,y, 2)

= {0@6i0) + WGl )} (B.75)

= {0u)010)02) + 16u(2)Gunl2,)
+ hol 5 (y)Gaw (7, 2) + hoe(2)Gap(z, )
+ 132G ey, z)}, (B.76)

and so on. It can be seen that W /6K, = 62Z/8.J;8J, which is the total 2-point
functions containing both connected and disconnected contributions. Therefore, by
including ¢, (z)¢;(y) in Eq. (B.75) which are the disconnected contribution of the
2-point functions, G, become the connected 2-point functions once external sources
on both time branches have been set to be equal i.e. J; = Jo, = J. A similar
procedure is followed for the other G, for example in Eq. (B.76), 6W/0K 4. are 3-
point functions so we need to explicitly add disconnected contributions to make G .
being a connected 3-point function. The first term is a product of three 1-point
functions which is straightforward. The tricky terms are the combinations of 1- and
2-point functions because of the rule that the index b must be a conjugate index
(contraction with ®*). To form these terms, we pair two of three indices abc and
turn the pair into GG. For example, if we pair ab, we get ¢.G4, which is fine because
the second index of G, is a conjugate index. If we now want to pair ac, it becomes
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Appendix B Nonequilibrium quantum field theory

problematic because neither a nor ¢ are conjugate indices and it is impossible to form
(Ge. To overcome this problem, we observe that

o ()05 () Pe(2) = 00 Pu(7) 25 (y) P2 (2) (B.77)

so instead pairing indices ac directly, we pair ac’ with the cost of having ¢!, in the
expression. As for a pair bc, one can use the same procedure

()P} () Pe(2) = Ohyy 0o Pa(7) Py (y) 3 (2) | (B.78)

such that one gets o}y 0. Gy (y, 2) as a result of pairing V¢’ gives Gu(2,y) since it
shares the structure of K,(x,y).5 The corresponding inverse transformations are”

Fou) = M [ 0Kt
; / el 2 >[¢b< )6:(2) + HGa(z,y)]
— (B.79)
w(s(ry) _ _’;Kab (z,y) / Kae(@,y,2)0c(2) — ..., (B.80)

and so on. Setting all the external sources to zero yields the nonperturbative dynamic
equations for the connected n-point functions. The set of equation forms the BBGKY
hierarchy in the sense that the equation of motion for an n-point function requires
information about the dynamics of higher m-point functions, m > n. However, in
the limit of vanishing sources, J = 0 and K = 0, the hierarchy disappears and
dynamic equations for n-point functions are in closed form. Thus, one may keep
only a finite number of sources or, in the other words, the generating functional is
defined to have up to nth power of ®. This n-particle-irreducible formalism (nPI)
gives an nonperturbative approach to evaluate up to n-point functions.

B.2.2 2-particle-irreducible (2P1) effective action

In this study, we are mainly interested in propagators or 2-point functions and would
like to have a dynamic equation for 2-point functions, therefore, we need to keep only

6One can easily see that the term G (y, z) comes from the pair ®.(z)®; (y) nevertheless.

"As we have done in the Ch. 4, the functional differentiation rules 5¢,(z)/5¢p(y) = Sapd®(z — y)
and 6¢%(z)/5¢u(y) = S¢a(x)/005(y) = 0L,0%(z — y) are needed as well as the relations in
Eq. (B.68) for the kernels K and to show that for the 2-point function G, the differentiation is
straightforward, for example, Gy (z,9)/0G ca(t, V) = SacpadC (x — u)6€ (y — v). This is the case
because we do not include K* or G* directly in the generating function to avoid overcounting.
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B.2 2-particle irreducible effective action

terms up to quadratic order in ®,(z) in the generating functional,

Z[ Ty Kap) = / DODP* exp [h{sc[cb o] + / ) O, () (B.82)

e )@;@)H .

The corresponding effective action is

F[¢a7 Gab] - W[Jaa Kab] - /xc Ja($)¢a<$>

1 /¢ .

- 5 /my Kab(ma y) [¢a<x)¢b(y) + hGab(x7y)} ) (B83)
where the 2PI connected generating functional is W[J,, Ku| = —ihln Z[J,, Ku).
The dynamical equations are now in the closed form,

or ¢
:—Jax—/ Koz, )05 (y) | B.84
i) = @) = [ K i) (B.54)
or h
— = ——Ku(z,y). B.85
6Gap(,y) g enl ) (B.85)

The further step is to express the effective action I'[¢,, G4 in terms of the classical
action and the quantum correction terms. To do this, we employ a background field
method by stating that ®(z), the fluctuation field in the path integral in Eq. (B.83),
can be separated into a mean field ¢(x) and its quantum fluctuation ¢(x),

Do () = Pa(T) + Palz) - (B.86)

Taking an exponential, I'[¢,, G4 can also be written in the form of a path integral,
' c ' c
exp %F[qf)a, G = / DIDP* exp ;{Sc (@, ] + / Jo(2)[®4(z) — ()]

3 [ Kategeawe <>—¢a<x>¢z<y>—hGab<w,yﬂ}

-/ d exp 1 {Scl6+ 0.6+ 9+ [ Tule)e
43 [ Kaleplea@)eiv) + pudilv)
+ 0u(2)ei(y) — WGl )] | (B.87)

where we applied Eq. (B.86) and assumed that all fluctuations are encoded in ¢.
The expansion of the classical action around the mean field ¢(x) reads®

58S,
Sclo .07+ '] = Sl o +/ 50 C _pal@)
1 € (5250 )
T3, 507 ()0, (1) ¢:¢wa($)¢b (y) + Sq, (B.883)

¥Note that , while §5/0®, # 05/6®;, one has [ ¢ 05/6®, = [, ¢} S/6®}; because it is summed
over field indices a. Therefore, it is possible to interchange ® and ®*.
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where S contains the higher-order expansion in ¢,

1 /€ 538 )
T 5®c(z)5q>;<;)5q>a<x> RRACEAOEAD
1 C 545 ) )
T /wyzw 5<I’Z(w)5<1>c(z)5fbg(y)5q>a(x) o fa(l‘)sab (1) pe(2)pa(w)
e (B.89)

Putting the expansion back into Eq. (B.87) and rearranging the terms, we obtain

' ‘ ' ¢ 08 5T
P %F[gba’ Gl = / g eXpiZ‘L{SCW ¢'] JF/:r [6<I>a(cx) 2= (5%(36)}%(55)
e Ps 2 oT *
32/, [w;;@)(m(x) oy h(mab(w}%(x)%(y)
¢ 6T
+ [, 5y G + So} (B.90)

where Egs. (B.84) and (B.85) have been used to turn J and K into ¢ and G. The
terms that have no ¢ can be pulled out of path integral

or

C ~
———Gup(z,y) + 3]0, Gap) B.91
- 5Gab($,y) b(I ?J) 2[¢ b] ( )

F[Qbaa Gab] = Sc [¢7 ¢*] +

where the rest of path integral is included in Ty [bas Gab),

Tslfo, Gl = —ifiln [/ DDy e ;—L{ /: bcgf(cx) o= 5&@]%(@
L e 65 2 4T )
3L, (S e~ R #1050

(B.92)

Notice that Ts[@a, Ggy) itself takes a similar form as I'[¢q, Gqs] in Eq. (B.87) [112,
113]. The differences lie in the external sources which, in T, [ba, Gap), are not fully
independent quantities, for example, J,(z) = 6S¢/6®, — 0T /¢, depend fully on ¢,
(and presumably G, as well). However, one can see that there is not yet a definite
classical action and this can be used for our advantage.? Since the quadratic terms
in ¢ in Eq. (B.92) are the only quadratic terms in I’ (S starts with a cubic term),
these terms must serve as the free term in the classical action and the nonlocal source
Ku(z,y) in the case that we demand T being a 2PI-effective action. We then make
an ansatz

62Se 2 6r

507 (y)0D,(z) — i = iGy ,Y) + f(a ), B.93
305 (1)0®u(2) lomy  hoGu(z y) (z,y) o(z,y) (B.93)

9The interpretation here is analogue to the arguments for the 1P1 effective action in Ref. [42].
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B.2 2-particle irreducible effective action

where we deliberately choose G, (z,y) on the RHS to be an inverse of G (z,v)
which are the propagators of a theory with classical action Se. Using the ansatz in
Eq. (B.93), the effective action I'[¢,, Gap) becomes

I L ]
[[¢a, Gap] = Scld, ¢7] + 2 Sy 1507 (59000 () o~ iGoy (7,y) — Kap(2,9) | Gan(7, )
+ FQ [¢aa Gab]
I R in
= SC[¢7¢ ] + § vy _W ¢:¢Gab(x7y) - 511’1 deth
+ I'2[¢a, Gap) + const, (B.94)

where T's[¢,, Gap) is
[5[¢a; Gap) = —ihln {det “12(h@) /c DypDy*
< exp 1 { (5 [ 163 . eaaleity) + o)
¢ 88, or
Ao e il
C .
- ; /xy Kas(,y)|0a(@)93 (y) — hGlay(x, y)H

C y C
— _ihln [det_m(ﬁG’)/ DeDyp* eXp;{552[¢,w*} +/ Ja(7)a(T)

1 e .
+ 5 vy Kab(x7 y) {@a(@%pb (y) - hGab(ajv y)} }:| : (B95)
What we need to do to get Eq.(B.94) are shifting back the K,Ga term into Ty
and pulling out the 1-loop contribution, ifi/2Indet ¢G, so the T'y[p,, G4 contains

only contributions from two- and higher-loop diagrams. The source terms can be
expressed in terms of I'5[¢,, Gup] by replacing I'[¢g, G with Eq. (B.94),

s (hoe 85c[¢, ¢ 0T,
10 = -G [, mpeiam ) wi) B
. 2 n
Kap(z,y) = ThoGu(r.y) (B.97)
The classical action in T's[¢,, Gap] now reads
1 /¢
SEle.e’] = 5 [ iGa (@ 0)eu(@)ei(v) + So. (B.98)

This action is different from Sc[¢, ¢*]. It explicitly contains the free-kinetic part

ffy iG o (1, y) e ()} (y) where the free propagators are Gy (, ) and the interaction
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is now determined by Sg. Then, the lines in the Feynman diagrams generated by I'
are full propagators Gy, (x, y) instead of free propagators and the vertices are governed
by the interaction Sg. The unique structure of I's can be seen by performing the
functional derivative of I' in Eq. (B.94) with respect to Gu(z, ),

5256’ 2 5F2

N1 - -t K, TS N
ZC;'ab (l’, y) + ab(xa y) * h(SGab(xv y)

T 5®; ()P () loms (B.99)

Setting Ku(z,y) = 0, we see that the inverse propagator iG;' (z,y) is the sum of
the free propagator and 2/h0I"' /0G4, so we can conclude that the term 2/hT/6G g
is the self-energy. Since the self-energy has to be a sum of 1PI diagrams, I'y itself
must be a sum of 2PI diagrams. We can conclude this because lines in I's represent
full propagators G, such that dI'/0G,, can be interpreted as cutting a line in the
diagrams. To be a 1PI diagram after one line has been cut, the diagram has to stay
connected even after cutting two lines. Hence, I'y consists of 2-particle-irreducible
diagrams only. So in practice, we will not use Eq. (B.95) to evaluate I'y but calculate
it from a sum of 2PI vacuum diagrams instead. In general, it is not possible to sum
all 2PI diagrams for a given interaction, such that truncations are in order. Once I'y
is known, ¢,(x) and Gu(x,y) can be evaluated directly from Egs. (B.84) and (B.85),

or
=0 B.100
6¢a($) Y ( )
or
Calary) (B0

where the sources J,(x) and K (x,y) are set to zero. We end this section by men-
tioning that Eq. (B.94) can also be written as

h (€ 525, ih
(b0, Gap) = Sclo, ¢°] + > 1., [5‘I)b(y)5q)2($) <1>:¢Gba<y’ x) 5 ndet oG
+ Tao[¢a, Gap] + const, (B.102)

which is completely equivalent to Eq. (B.94) but it is derived with a different con-
vention for the functional derivative. As 6I'/§¢* leads to the conjugate equation of
¢a, inserting the effective action in Eq. (B.102) into dI'/0Gy, yields the conjugate
equation of Ggp.

B.3 Nonequilibrium Quantum Field Theory

There are few things that are needed for a nonequilibrium description of quantum
field theory. The first is an initial state at an initial time ¢y, encoded in density
operator py whether in a mixed or pure state. The second is time-evolution equa-
tions of the relevant observables. In the closed system, the time evolution must be
fully determined by the Hamitonian or the action in the case of the path integral
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formulation. We have discussed that the CTP formalism is a necessary tool to form a
meaningful initial value problem, and therefore, the CTP is required in the nonequi-
librium description. However, this solves only the first half of the problem as we
have seen that the CTP within the IPI formalism yields only the dynamic equation
for mean field ¢(x) or 1-point function. In realistic situations, higher-order n-point
functions can and normally will build up during the time evolution. This is where
that nPI formalism comes into play. It gives access to dynamic equations of n-point
function in a nonperturbative way. As in our study we focus on 2-point functions,
the 2PI approach is sufficient.

In Sect. B.2, we have introduced the 2PI formalism in the context of pure states
but it can be used equally well with mixed initial states, see Sect. B.1.3. Therefore,
the results resembles Eq. (B.64) in the sense that the path integral consists of two
parts: an initial part and a dynamics part. We emphasize that in the case that
the initial condition has Gaussian form, the initial part can be absorbed into the
dynamics part as source terms [48].
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Appendix C

Spectral function of free and
Bogoliubov particles

In this appendix, we present the means to obtain the spectral functions for both
free nonrelativistic and Bogoliubov quasiparticle fields. The field is a complex scalar
Bose field ®, therefore it satisfies the equal-time commutation relation,

[cb(tv ZB), CI)T(ta y)} = 5d(w_y) ) [(D(t’ w)v (I)(ta y)] = [CI)T(t’ a:): CI)T(ta y)] =0. (Cl)

The Hamiltonian of free nonrelativistic field reads

2

H=— /ddxqﬂ(t,a:);‘fl@(t,m), (C.2)

where m is a particle mass. The field ®(¢, ) need to satisfy the free Schrodinger’s
equation which, in turn, yields a free dispersion relation £, = p?/2m. Therefore, the
Fourier transforms of ®(¢,x) and ®'(¢, ) become

O(t,z) = /ddpeip'ze_iapttb(p)
e (20)3(po — 2)D(p) (€3)

e (27)6(po + ) PT(—p) . (C4)

_—

ol (t, )
The delta distribution, 6(py + €p), indicates a constraint from the free Schrodinger

equation. It is now straightforward to calculate equal-time commutators in mo-
mentum space,

[@(p), ®(q)] = 2m)*6p—q),  [®(p),®(q)] = [®'(p), ®T(g)] =0. (C.5)

Thus, the Hamiltonian in momentum space becomes

d
1= [ e 0o, (€6)

This form of the Hamiltonian indicates that the field ® is a free field. Recalling that
pa(,y) = i{[Ba(x), Dl (y)]) where By (t, ) = B(t, ) and Dy(t, ) = Bi(¢, ), we can

137



Appendix C Spectral function of free and Bogoliubov particles

evaluate the Fourier transform for each element of pay(z,y),
pu(e,y) = i([@(z), @ (y))
=i [ (280 — &)d(a0 — <) [0(p). @' ()
=i [ (2080 — )il — eg)e ¥ (20) ' (p — q)
/p e~V (21) 8 (py — &) | (C.7)
paa(,y) = i([®T(z), @(y)])
=i [ (2m)8(m0 — 2)d(a0 — =) [ (p). 2(g)])

_ / e @R (—270) 8 (po + ) (C.8)

where p12(z,y) = p21(z,y) = 0 due to the commutation relation (C.5) and thus, give
the vanishing Fourier transforms. The elements of p,(p) can be read off from the
Fourier transforms of pu(x,y),

pu1(p) = 2mid(po — €p) = pas(—p) = —p2a(-p), (C.9)
p12(p) = p21(p) = 0. (C.10)

We turn to the interacting case, recalling the Hamiltonian in Eq. (2.1),

H= /dd [ V — o )—i—g@T(x)(I)T(x)@(x)(I)(x)] . (C.11)

The Hamiltonian can be transformed into momentum space?,

= / {%‘DT (p, 1) (p, 1)

/ ddk dd (IDT(k—f—q,t)CI)T(p—q,t)d)(k:,t)(b(p,t)}, (C.12)

which Bogoliubov mean-field theory can now be applied to. In the condensate phase
where there are sufficiently large numbers of particles in the zero-mode, the zero-
mode operator ®(p = 0,t) can be replaced by a complex-valued number ¢, where
the condensate density py ~ @3 is of the same order as the total density pit. The
large occupation of the zero mode can be used to approximate the Hamiltonian such
that there are only quadratic terms in the Hamiltonian [68],

2 d
__9Prot / d D { t
H= o o
2 ogo 2 (20 + 900) @7 (p. ) P(p, 1)

+ 9 (1 (—p, 1)1 (p, 1) + B(—p, ) 2(p, t))} L (Ca13)

INotice that the integral in Eq. (2.1) sums over the spatial variable &, and thus, in Eq. (C.12) only
the spatial dependence is Fourier transformed, leaving xg = t in the momentum dependent field
operator ®(p,t).
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The Hamiltonian in Eq.(C.13) can be diagonalized by the Bogoliubov canonical
transformation to another set of bosonic operators ®g(p,t). The transformation
reads

O(p,t) = up®qo(p, t) + 15 (—p, 1), (C.14)
with a constraint u? — v2 = 1 to preserve the canonical equal-time commutation
relations,

[@q(p, 1), Dh(g, )] = (2m)"8'(p — @), (C.15)
[ (p, 1), Po(g, 1)] = [4(p, 1), h(q, )] = 0. (C.16)

The commutation relation is necessary for reordering the fields such that the CIDIQ(p, t)
stays on the left of ®(p,t), for example?

Dq(p,1) (g, 1) = ®(q. 1) (p. 1) + (21)" 6(p — q) - (C.17)

The Hamiltonian can be diagonalized in terms of the quasiparticle operators ®¢(p, t)
and ) (p, t) [68]

H=Co+ | S felip.000lp.0+ 3], (1)

where Cj is a constant, depending on the total density. The Hamiltonian (C.18) can
be interpreted as the Hamiltonian of free quasiparticles associated with ®o and @TQ
operators whose energy spectrum is given by the Bogoliubov dispersion w(p),

1/2
Wwp = [gp (8,, + ngo)] . (C.19)
The diagonalization requires a specific form of Bogoliubov mode functions w, and
Up,

1/2 1/2

_ [Ep TGP0t Wp / _[Ep T gpo—wp /
Up = | ———— , Vp=| —F—— : (C.20)

2wy 2wy

The Bogoliubov transformation allows us to write down the Fourier transforms of
®(z) in terms of &g and @, instead of ®(p),

d’p

2m)d
o 27T Po — wp)upPq(p) +(po + Wp)qu)g(_p)] , (C.21)

eip.a: [upe—iwptq)Q (p) + Upeiwptq)g(_p)}

KA
=~
G
I
*u\\

- /p ¢ v (2r) p0+w,,)upqﬂ( p)+8(po — wp)uy®o(p)] . (C.22)

2In the case that p = q, the relation (C.17) might not seem well-defined because of §¢(0). How-
ever, we can argue from the Fourier transform of §¢(p) that 6(0) is actually the momentum-
space volume, thus, by rescaling Eq.(C.17) with the momentum-space volume, we obtain
D4 (p, t)@g(q,t) = @TQ(q,t)i)Q(p,t) + 1 where the field operators are now a rescaled version
of the original ones.
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Appendix C Spectral function of free and Bogoliubov particles

where we have used u(—p) = u(p), v*(p) = wu(p) and similarly for v(p). The
matrix elements of pg(x,y) for the Hamiltonian (C.11), in the Bogoliubov mean-
field approximation, are evaluated from the commutators of ®(¢, x) and ®'(¢, z), for
example the element pi1(x,y),

pui(z,y) = i([®(x), D' (y)])
_ Z-/pq e_i(pa:—qy)@ﬂ)2< [5(]30 — wp)up®o(p) + 6(po + wp)qu)TQ(—p)

80 — ) ®(P) + 3l + wy)ua®h(~p)| )
=i [ e {50 — )3 (an + iy (26) 6 + 0
— 5(po + wp)B(go — wq)upvg(27) 6% (—p — q)}

/pe_i(:”_y)p(Qm') {5(}90 — wp)u2 — 6(po + wp)vf,] : (C.23)

The other elements can be found in the similar ways,

pra(z,y) = i([®(x), ®(y)])

= [ R, 5 —wp) S +wp)] . (C24)
pn(,y) = i([@1 (), @1 (y)])

= [ @i, 5 —wp) S +wp)] . (C.25)
pn(,y) = (@1 (), D (y))

— /p e P (2mi) [3(po — wp)oR — B(po + wp)uiZ] (C.26)

We read off the Fourier transforms of each element to determine the elements of
pab(p)a

pi(p) = (2m1) [6(p0 — £)u2 — 8(po + )0

= —paa(=p) = ppa(-p), (C.27)
p12(p) = (2mi)upvy [6(1)0 —ep) = 0(po + 61’)]
= —p2(=p) = p5(=p) = p2a(p) . (C.28)
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Appendix D

Evaluation of integrals

This appendix is going to evaluate the integrals that are needed in Ch. 4 and Ch. 5.

D.1 Integrals involving the many-body coupling

The first integral is in Eq. (4.143). The integral variable y can be rescaled such that
the branch points are at +1. For a positive x, the integral becomes

o) = }r?(g[ / dz 1—1—25562)“/21 (iiiziﬂ (D-1)

where z = y/x. In the case of negative z, it becomes

20 e () 0o

where z = y/|z|. Apart from the minus sign of the small imaginary part and pre-
factor, both integrals are the same. If k # 2, it is possible to perform the integration
by parts and thus, get rid of logarithms in the integrand,

Te(x) =

00 z x? ) .
/0 deWQnu Y z4ie)—In(l— 2 j:ze))

B d((l + 2 x?)l—n/Q

o0

In(1+ 2=+ ze))

o0 1 4 22 22)(1=r/2)
—d<( o) ln(l—ziie))
0

2—K 2—kK 0
/Ood (14 22 22)1=r/2 1 /Ood (14 22 22)1=r/2 1
— z — z
2—kK 1+ 2z +£7e 2—K 1—2z=x1e

_/ ds (14 2222)t- H/2< 2(1 =+ ie) )
(1£ie)2 — 22
:/ dz2 (1+z2x2)1”/2<1—22 )_1
(1 = ie)?
_1/2 -1
_ 1 1/-@/2(1_ Yy )
/ dy7 m—2| R (L £ic2 2

1T
HEICEDROR ¢

1 ; g 1+[(1iie)x]_2>, (D.3)
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Appendix D Evaluation of integrals

where we have used
['(c—b)['(b)

I'(c)
with the conditions Re(c) > Re(b) > 0 and |arg(z)| < m [114]. The aboved result in

(D.3) is only valid for £ > 3 when the boundary terms vanish. Substituting Eq. (D.3)
into Eq. (D.1) (or Eq. (D.2)), we obtain

Fol2) = 1“_‘;’2F1(1 ; al 1+[(1:|:ie):c]2>, (D.5)

K

oF1(a,b;c;1 —2) = /OO dss" (1 4+ 5)*7(1 + s2) 7, (D.4)
0

as it has been presented in Eq. (4.143). The sign of the imaginary part is needed to
distinguish the results of positive and negative x.

Another integral is in Eq.(4.157), for the Bogoliubov quasiparticle case. The
strategy is similar to what we have done in the free particle case. Rescaling the
integration variable such that the branch points are at 41, for positive values of the
external variable x, one gets

ﬁ}(m) = <A>H [:L‘ /OO dz(14+zx)™" In <1+Z+Z€ﬂ , (D.6)

PA 0 1—2z+41e€

where z = y/x and for negative values of

) (x) = (pi)[ ol [7 e (1 2 fal) (Hj_“)] (D.7)

where z = y/|z|. To do the integration by parts to get rid of logarithms, we now
need k # 1

/0de 2| (1 + 2 \x!)_“((ln(l Yodie)—In(l—z+ ie))

— (" i _rwfgl-ﬂ - d(a . _'ﬂ))l_ﬁ 1))

e le_'il) (1 zxi07 - [de le—un') 1o
~ Gl (1 )
| dy(1+y)1”<1_(1¢y¢e)m> }

) <2F1(1, 11— [(1£de)|x]])

o0 o0

In(1+z+ ze)>

+oR(LLm L4 [(1x ie)|x|]_1)) , (D.8)

where Eq. (D.4) has been used to turn the integral into a Guassian hypergeomet-
ric function. Note that the result in Eq. (D.8) is only valid for x > 2. Inserting
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D.2 Evaluation of the scattering integral

Eq. (D.8) back into Eq. (D.6) (or Eq. (D.7)), we obtain the results that we presented
in Eq. (4.157):

ﬁ}(m) = <}i> W(gﬂ (1, Lkl —[(1+ ie)w]_1>

+ 2F1(1, Lk 1+[(1+£ ze)x]1)> : (D.9)

Again the results for positive and negative x are distinguished by the sign of the
small imaginary part.

D.2 Evaluation of the scattering integral

In this section, we will evaluate explicitly six different integrals which contribute to
the scattering integrals. Two integrals I&*¢ and I£° belong to the scattering integral
of free particles and four integrals 1P, I,°¢, I2°% and I,°% contribute to the scattering
integral of Bogoliubov quasiparticles.

D.2.1 Evaluation of I™® and Ifree

Due to the structure of the delta function 6(p? + k? — ¢*> — |p — 7’|?) that appears in
both integrals, it is more convenient to introduce new variables u and v,

Lo o s
u:ﬁ(k‘ +q°), U—\/é(k‘ q), (D.10)

such that the delta function depends on a single variable i.e. v. The integral I in
(u,v) variables becomes

1 o) o)
Ifree(p r') = ZLOO dv A(v) dud(p* — |p—r'|* + V20)
21@/2 2&/2

* ((\/ﬁ(u —0)+2p2)52  (V2(u+ ) + 2p2 )52

) . (D.11)

where u(v) = 22”\2/‘5;4. We intentionally perform the integration over u first because

the delta function is in v. The integration domain is now bound by a parabola in
these (u,v) variables. For an upper bound, ¢ = k + /" yeilds

@ =k 417+ 2k
= ¢ -k ="+ 2k
u-+v

V2
= (—V20 —17) = (V2vu+ 1) = 4r

= —V20=1%+2'

U+ v

75 (D.12)
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Appendix D Evaluation of integrals

and for a lower bound, ¢ = |k — 7’| gives
@ =k +r?—2kr
= (V2v —1?)? = g2t Y

V2
which is exactly the same parabola as we obtained from the upper limit. By expand-
ing and rearranging the terms, we have a parabola u(v) that will be used for the
lower limit of the u-integration. The integration over u is now straightforward,

(D.13)

. 2&/271 0 .
It (p,r') = 1 /Ood(\/iv) 0(p* = |p — ' + V20)

1 1-rk/2 1-k/2
e (Va(u(v) +v) +23) " = (V2(u(v) — v) +253) }
2 [T a8~ lp P+ VE)
= — v —p—r v
4(:% — 2) —00 P p
(\/§U _ 7,/2)2 ) 1—k/2 (\/év + 74/2)2 ) 1-k/2
8 [( 2r'2 * 2pA> a ( 2r/2 2pA) ]
9r/2 (P> = |p— 7|2 + 1) 1-k/2
= 2 2)
4(k —2) K 272 TP
2 e |2 2I2)2 1—r/2
P p—r r
- (( | 2r,2| ) + 2pi> } . (D.14)
9r/2 P> =12+ |p—r|?)? 1-r/2
[free . _ {( ) 2)
e T DA
(T rm) | 09)

where we replaced 7’ by |p — r|. The same variable transformation is also needed for
Ifree. The integral I£° in (u,v) variables becomes

I5ee(p, ') = le/o:o dv /u:) dud(p® — |p — > +V2v)
() (7 )]
V2 V2
= [ A s~ p v V)
~ —r)2
R e

=2 [T A s p -+ V)
y (U(U)+2p?\)1ﬂf 1(;41 /{—1./‘{,‘1“1‘ \/§U )2)

272 7 2 ’<u(v)+2pf\

Kk—1

(D.16)
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D.2 Evaluation of the scattering integral
The last equality needs to evaluate the following integral,
/ dz(z® — y?) ™ (D.17)
A

where A is positive which is the case here since A = v/2u(v) 4 2p3. This integral can
be written in terms of a hypergeometric function,

[ datat =y = A [Tawan - ) o=
00 2
= Ao | d$’221x/(x’2 -5
1-20 oo 2
= A 5 /1 dx”x”*l/Q(x" — %)*0‘ = g
= ;OjfizFl(Oz,a—;;aJr;;i), (D.18)

where we used the following integral representations of the hypergeometric function
115),

oFi(a, by 27 = F(b)lI;((i)—b) /100 ds(s — 1)1 ¢(s — 27 )7, (D.19)

Integrating the v variable, Il*® becomes

2571 (p2 o 7,,2)2 + |p . ’l”|4 11—k
[free . _ ( 2 2)
2 (p7p ’f‘) 4(,1_1) 2|p_,r.|2 - P
k k—1 k+1 p? — 12 2
X 2F1 (7 ; ; 2_2)2 4 > : (DQO)
2 9 2 ((p 2|I)’_J;I‘zg | +2p3\)

D.2.2 Evaluation of I'°%, I)°%, IY°% and I)°8

The procedure is similar to the evaluation in the free particle case. A set of variables
is needed such that the integration over the delta function can be done last. Due to
the different structure of delta functions that appear in I7°%, 1% and I5°%, IP°%, the
details are slightly different.

. b b
Evaluation I;°% and I,°®

The integration variables (u,v) are defined by

1 1
uzi(k_'_cﬁa U=

\/5 ﬁ(k_Q)a

and the delta function again depends on only v with a similar structure as compared
to the free particle case. In this set of variables, it is equivalent to rotate the axes

(D.21)
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of (k,q) clockwise by 7/4. Therefore, the integration domain is unchanged. The
integral IP°® becomes

' /2 00
W)= [ v [ dusp—lp |+ V3)

(g m) (g m) ]
= 2 [ A o~ lp— 7|+ V)

1—rJ-

X {(r’ +v20 + Qp,\)l_’i - (r' — V20 + 2pA)1_K}

25! ’ / 1-x ’ / 1-x
ZH_l[(r+p—lp—7’\+2pA) — (' =p+Ip—7|+2m) }
x O —|p—Ip-1), (D.22)

bog 2”71 1-k 1-k
B¥pp-r)=——|(p—rl+p—r+2) "~ (p—rl-ptr+m) |

(D.23)

The Heaviside function appears because the integration over dv is not done on the
entire real axis, and the integral is nonzero only if —1’ < p — |p — 7’| < 1’. However,

this constraint is always fulfilled as can be seen by substituting ' = p— which gives

lp—r| — |p — 7| > 0. The integral I}°® can also be done by changing the variables

to (u,v),

r' /2 o0
I;’Og(p,'r’) = /Mﬁdv /T//ﬂdué(p— lp—7'|+ \/51))

ACF ) (o))
=2t [ a(va)op—Ip— 7'l + V2v)
X /:o d(V2u) {(\/ﬁu +2pa)? — 21)2] h

= [ A3 - lp - 7+ VY
y (r' + 2pA)2“‘12F1< 1 1'< V20 >2>

KyK— =, K+ =;
2k —1 2 2 \r" 4 2pp
921 1 1 p—Ip—r'y2
— 2 2/{1F< = D B L )
o 1 )T Rk 2’“+2’( ™+ 2pn )
x 00 = |p—Ip—r'), (D.24)
92r—1 1 1 p—r 2
Ibog . — . 2 2k—1 F( _ - I )
pp =) = 5 (o=l 2P S E (e = gt i () )

(D.25)
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D.2 Evaluation of the scattering integral

where we use the result in Eq. (D.18) to integrate over du and the Heaviside function
is treated the same way we did for I7°%. The results for 17°% and I3°® are similar
to I¢ and Ii*® because of the similar energy conservation (delta function) and the
similar structures of the many-body couplings (arguments in the many-body coupling
function).

. b b
Evaluation I3°¢ and I,°®

The strategy is still the same, we change the integration variables to (u,v) defined
by,

u:;(rjtq), v = ;(r—q). (D.26)

The integral I5° can be evaluated in (u,v) variables,

e iy = [ du [ oo+ K V2
3 (p.K) = Pl P (p+ [k +p| — V2u)

() ()]

V2 V2
_ Amd(ﬂu)é(p+|k/+p\ —V2u)

11—k J

X

x { —[(V2u— K+ 2p0) " — (V2u K+ 2pa) ]

+ [(V2u + K 4 2pp) " — (V2u — k' + 2pA)1_“]}

2&—1 r
=2 (p+ K = pl = K +2p0) " — (p+ K — +k:'—|—2pA)1_“}
xOp+|k'—p| k), (D.27)

k—1
L¥p k+p) =2— |(p+k—lk+p|+2p2)' ™" = 0+ k+ |k +p| +2pA)1ﬂ ,

(D.28)

and similarly for the integral [ f e

k./

R k) = [ du [ aus(p+ K +p| = V)

(75 ) (5 )
_ g2 /k T A(V2u) 5(p + K + p| — V2u)
X /_IZ/ d(v/2v) {(\/iu +2pp)? — 2077

—K

X
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_ e /:O d(\/ﬁu) 5(p + K +p| - \/§u)

( \/_u—i—ZpA )2F1< \/_uk—:i/— 2pA)2>7 (D-29)
1
2

o 22 1k 4 3 k:+ 2
I (p,k +p) =2 kip Fi(x, ,2,(‘ 2 )).

D.30
(p+k+2py)2 > D+ k+2pa (D-30)

The following integral is needed,

Ad<2_ 2)—04_ 2 A/yd/(l_ /2)—a oo /
4 r\y T _y2a—1 0 T €T U =x/Y

2A (/2 t A
=) At ZSS( ) ;o' = —sin(t)
y** Jo (1-— 47 sin 2(t))e y
2A 13 A2
= y%Q 1(047535;?)- (D-31)

The last line can be obtained by the following integral representation of the hyper-
geometric function [115],

C ) 2I(c) ©/2  (sin(t))® ! (cos(t))2~2-1
o Fi(a,b;c;2) = F(b)F(c—b)/ dt (1 — 2 sin2(1))® ; (D.32)

and the identity o F1(a,b;c; z) = 2 F1(b, a; ¢; 2).
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Appendix E

Expansion of the hypergeometric
functions

The hypergeometric function has the following series expansion [114],

o Fi(a,b;c;2) = i (a)"(b)ni, (E.1)

= (¢)p, nl!

where (a), is a Pochhammer symbol defined by (a), = T'(a + n)/T'(a) and ¢ #
0,—1,—2,---. In the case Re(c —a —b) > 0, the series is absolute convergent within
the radius |z| < 1. The logarithmic branch-cuts extend from the branch-points
z = +1, and thus, analytic continuation is needed to evaluate the series for z > 1.
Here, we are interested in the leading-oder expansion of the hypergeometric function
that takes the form, o F(a, b; ¢; 1+ 2), which appears in Egs. (4.143) and (4.160). We
start by observing one of the relations between Kummer’s 24 solutions [115],

oFi(a,b;c;2) = Ay oF1(a,b;—c +1;1 — 2)

+ Ay (1= 2)F(c—a,c—b;d +1;1 —2), (E.2)
I'(c)l(c I'(c c
where A; = W and Ay = (( )(r(b ) with ¢ = ¢—a—b. The I'(¢) and ['(—¢)
in the numerators require noninteger ¢.
The hypergeometric function 2F1(1 e+ [(1+ ie):c]_2) can be transformed

DRIDR
using Eq. (E.2) such that we can express them by means of hypergeometric functions
the arguments z of which stay within the radius of convergence, |z| < 1,

2F1<1, ;; g; 1+[1+ ie)x]_2)
DENSY 15—k L
:F(g?)r(gl)QFl(LQv (e ™)
L(5)r45") NS k=2 k-1 /1—1 2
+W<_[<1iz€)$]) 2F1( SRR, : 5 —[(1 +ie)x ]< ))
E.3

In the limit z > 1, the hypergeometric functions on the RHS of Eq. (E.3) take the
form o Fy(a,b; c; —1/x?) and thus, the leading-order term is approximated by the first
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term (n = 0) in the series (E.1) which is 1. Note that we can set ¢ — 0 inside the
hypergeometric function on the RHS of Eq. (E.3) because the arguments are within
the radius of convergence, which has no branch cut. We then inspect the factor
{—[(1 £ i€)z]?}*=3)/2 and separate its real and imaginary parts,

(-1 iie)x]ﬂ)%’?’ _ |x|s_n{_ <11_¢:2>2]
= 2P [(1 F &) (-1 £ )] T

-1
= —|2[* "exp ( + 27T<I€2))

= —|z[**[cos (g(n —1)) +isin (g(/@ ~1)]
= —[z*~*[ cos (gm -1)) £ ZF(;)WF(?’;)] . (E4)
where we use Euler’s reflection formula,
T(:)[(1 - 2) = Sm?m) . (E.5)

For k > 3, the cosine term in Eq. (E.4) can be dropped because of z > 1. Assuming
that this is the case, o F} (1, 25 1+ [(1tie)z] 2) can be approximated by the leading-
order terms of its real and imaginary parts,

1 K

1x it
22

L(*3%)
(z = DIz = 1).

i€)x]~2, and then use

2Fi(1, 55551+ [(1 £ ie)a] ) ~

(E.6)

® ‘

where we substitute I'(1/2) = /7 and use the 1dent1ty ['(z
For x < 1, we can approximate, 1 + [(1 4 i€)z]™2 ~ [(
the relation [115],

)
1

+

2Fi(a,b;c;2) = By (—2) " Fi(a,1—c+a;1—b+a;277)

+ By (—2) 25 F (0,1 —c+ b1 —a+b;27"), (E.7)
where By = % and By = ng)rib()F Thus,
2F1(1,;;;;1+[(1iie)x] ?)
N If((;)?ﬁé%))(_ (1 % ie)a]2) 21%1(1,4;%, 2 (1 + de)a))
+ W( —[(1£iea] ) 2F1(;, 3;“; ;; (1 +ic)a)). (E8)

The two hypergeometric functions on the RHS of Eq. (E.8) can be approximated by
1 since we are in the small-z regime. Therefore we only need to evaluate the phase
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factor of {—[(1 & i€)] 7%},

(— (A tia]?) = [~1+ig " a? = () e = —a?, (E.9)
(= [(1£ie)]?) "

Inserting the results into Eq. (E.8) gives

— (1 2i0) 2 o = (57) Ple] = Fila].  (B.10)

1+ [(1£ ie)x]_2> ~ (kK —2) |z [|x| ¥

Zﬁ F(K22>}7 (E.11)

—3I(*3%)
where we use I'(—=1/2) = —2/7.

The hypergeometric functions oF} (1,1;%;1 £ [(1 £ 4e)|z|]™") can be approxim-
ated in similar ways. In the limit > 1, we can use Eq. (E.2) to rewrite the hyper-
geometric functions such that their arguments are within the radius of convergence.
The results are

—1
o (11w 14 [(1 £ i)Y = & 5 Filal (k- 1), (E.12)
K‘I_

. . . . —1 ~ R — 1
2Py (115551 = [(1 £ ie)af] ) ~ Rt (E.13)

where we assume k > 2 in this case. There is no imaginary part in Eq. (E.13) because
the argument, 1 — [(1 +ie)|x|]7, is already within the radius of convergence. In the
opposite limit, z < 1, relation (E.7) is unable to represent the function due to a = b
in this case. This means the poles in the complex plane are not simple poles but
second-order poles. We only emphasize that the leading order contains similar terms
as in Eq. (E.11) with an extra logarithmic term due to the second-order pole structure
[115].
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Appendix F

Evaluation of the scaling form of
T-matrix elements

In this appendix, we are going to give the details of the evaluation that have been
used in Sect. 3.3, the results presented in Egs. (3.38), (3.39), (3.44) and (3.45).

The scaling of the T-matrix is derived from the scaling of the many-body coup-
ling, cf. Egs. (3.18), (3.21), (3.25) and (3.28). Recall Eq. (4.129) for the expression
of the many-body coupling ges(p),

2

2 _ 9
geﬁ(p) - |1+thR(p)|2 (Fl)

where the 1-loop self-energy I1%(pg, p) is defined by, cf. Eq. (4.80),

0 qu 1
HR(pO’p) - _/—oo ?QO +Z€

. 1 oo d(]o 1 / d?k dk’()
- (27T)d+1
X [Pab(Po —qo — ko, p — k) Fyo(—ko, k)

— Fap(po — qo — ko, P — k) pra(—ko, k)} : (F.2)

HP(QO — Do, —P)

2w 2m gy tic

There are two scaling limits of geg. In the regime where |[[1%| < 1, geg is reduced
to the bare GPE coupling ¢ = 47 a/m and thus, the scaling exponents v and -,
defined by the following scaling hypotheses,

9est (5o, sp; s~ /°t) = 5”7 ger(po, D3 1) , (F.3)
9ett (po, 5P; 1) = 87" gett (Po, P; 1) , (F.4)

become simply v = 7, = 0 which we use to evaluate the scaling exponents m and
m,, in the perturbative regime, cf. Eqgs. (3.19) and (3.22). For |[IT1%| > 1, the scaling
of geg is derived directly from the scaling of IT¥. We recall the scaling hypotheses of
F(p) and p(p) [25, 49],

Fup(8°po, sp) = 572" Fup(po, P) , (F.5)
Pab(5°D0, 5P) = 5" pay(po, P) (F.6)
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where k is the momentum exponent of the quasiparticle occupancy as we defined it
in Eq. (2.21) and 7 is an anomalous dimension.

If the integral on the RHS of Eq. (F.2) converges, the momentum scaling of IT"
is determined by counting the dimension of momentum on the RHS of Eq. (F.2),

d+z—4—n+nHR(p07p) ~ pd+z—4—ﬁ+n ) (F?)

17 (s%py, sp) = s
This is the case because no other momentum scale exists in the integral. However,
if the integral on the RHS of Eq. (F.2) diverges such that a regularization scale is
needed, the momentum scaling of II# can be different from the one presented in
Eq. (F.7). The divergent integral can be expressed in terms of the regularization
scale, for example, assuming that a function f(p) is infrared-divergent, through

[k (k) ~ F(kn), (F.8)
where dF'(k)/dk = f(k). Since the dimension of momentum in both sides of Eq. (F.8)
needs to be equal, the order of ky in F(k,) is determined by the order of the diver-
gence in the integral on the LHS of Eq. (F.8), i.e. if f(k) ~ k™, F(kp) ~ ky .

In the following, we assume that Fy,(po, p) diverges as p — 0, while p,,(p) has a
well defined peak and thus, is finite. Then, the divergence of the integral in Eq. (F.2)
can be extracted from the behaviour of the integrand around the singularity. In the
first terms on the RHS of Eq. (F.2), the singularity locates at k — 0. As long as
the well defined peak of p(po,p) is away from p ~ 0, we can ignore p(pg, p) when
we count the order of divergence. Similar arguments apply for the second term on
the RHS of Eq. (F.2) where the singular point is now k — p. Thus, the order of the
divergence of IT%, y, is determined by the momentum unit on the RHS of Eq. (F.2)
minus the momentum unit of p, i.e.,

X=d+z—-2—-k. (F.9)
Then, scaling form of IT# in Eq. (F.2) becomes
[1¥(p) ~ p~>Tpi=72 7" (F.10)

Note that the momentum scaling in Eq. (F.10) comes from p where the infrared cutoff
pa has its power equal to the order of divergence x. The structure in Eq. (F.10) can
be verified by the leading-order terms of Eqs. (4.142) and (4.159) in the limit n = 0.
We can infer the momentum scaling exponent 7, from [[1%|~! cf. Eq.(F.1), and
thus,

Ve =2-—1. (F.11)

The result is confirmed in the limit n = 0 by our explicit calculation in Ch. 4, cf.
Eqgs. (4.148) and (4.166). The m, can be obtained by comparing the momentum
scaling in Eq. (3.3) with Eq. (4.116),

2d—z+2m,; — 3k =2d+ 324+ 27, —8 =3k +1n
:>mN:2(z—2)+%+g. (F.12)
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Substituting Eq. (F.11) into Eq. (F.12) yields

mK:2(2—1)—g. (F.13)

Before we evaluate the temporal scaling exponents v and m, it is helpful to invest-
igate the temporal scaling of ng(p,t) and n(p,t). Recalling the scaling hypotheses,
Egs. (2.21) and (3.34),

no(sp,t) = s "ng(p,t), (F.14)
ng(sp, s1/9t) = s7Png(p,t) . (F.15)

these imply a simple scaling form of ng,

no(p,t) ~ ppy (1), (F.16)

where we explicitly choose the time-dependent scale to be the infrared scale p, with
time evolution, pa(t) ~ t~7 because we assume the quasiparticles are concentrated
in the infrared regime. For the occupation number n(p,t), we recall Eq. (2.20),

o) = (1) natp0), (F7

where p is a momentum scale encoded in the Bogoliubov transformation, i.e. in the
case z = 1, p ~ pe. It is straightforward to verify the following scaling hypotheses,

n(sp,t) = s~ n(p,t), (F.18)
n(sp, s°t) = s~ Pn(p,t). (F.19)

If we assume that p is time-independent, then

a/f=a/f—z+2. (F.20)

The result implies
n(p,t) ~ pHEEp R () (F.21)
puclt) = [ d'pnip,t) ~ (). (F.22)

If we assume ppc(t) ~ 72 ~ pi(s/ ?(t), we obtain the relation
20/f=d+z-2—a/p. (F.23)

To evaluate v, we claim that the exponent s in F(p) has its origin from the
quasiparticle occupation, i.e. we assume the following scaling hypotheses in F,

Fu(s*po, sp;t) = s> "Fu(po, pit) (F.24)
Fop(5°po, sp; s'/Pt) = s> /Py (po, pit) . (F.25)
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We do not account for time dependence of p because p has no dynamics at the level of
the kinetic equations we derived in Ch. 4. This means the momentum and temporal
scalings of p are identical. Then, the temporal scaling of II¥ can be read off from
Eq. (F.2),
1% (s°po, sp; s~ 1/0t) = s~ 441/ PT1R (g, p; 1)
= s HHRBIIR (g pit) . (F.26)
This means
y=2-n—-20/5. (F.27)

The result is confirmed by our calculation in Ch. 4, cf. Eqgs. (4.148) and (4.166). For
the temporal scaling of the T-matrix, m, we determine by comparing the temporal
scaling of Egs. (3.3) with (4.116),

2d—z+2m—3a/f =2d+32+27y—-8—3a/B+n

:>m:2(2—2)+”y+g. (F.28)

Inserting Eq. (F.27) into Eq. (F.28) yields

m=2z—-1)—=——. (F.29)
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