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## Abstract

Scalar fields play an important role in cosmology. They can be responsible for cosmic inflation in the very early universe, as well as are among well-motivated dark matter (DM) candidates. The aim of this dissertation is to contribute to a better understanding of the dynamics of such fields in the nonperturbative regime.

Motivated by cosmological scenarios, we consider coherent oscillations of a scalar field in potentials that are summed from periodic and monomial terms, which have recently attracted much attention in the context of axion-like particles (ALP). We investigate the resonant amplification of quantum fluctuations, as well as the subsequent nonlinear dynamics after the fragmentation of the field.

Our studies are extended to the nonthermal production of ALP DM. It is found that the process of fragmentation imprints strong overdensities of DM on small scales, as well as can produce a stochastic gravitational wave background, potentially within reach of future detectors.

Finally, we investigate the role of experiments with ultracold atoms for the quantum simulation of nonperturbative dynamics and describe how, by means of a modulation of the interatomic interaction strength, such Bose gases can go through the characteristic stages of the dynamics of relativistic systems in the early universe.

## Zusammenfassung

Skalare Felder spielen eine wichtige Rolle in der Kosmologie. Sie können für die kosmische Inflation in der Frühzeit des Universums verantwortlich sein und stellen ein wohlbegründetes Modell zur Erklärung Dunkler Materie zur Verfügung. Ziel dieser Arbeit ist ein Beitrag zum besseren Verständnis der Dynamik solcher Felder im nicht-perturbativen Regime.

Motiviert durch kosmologische Szenarien betrachten wir kohärente Oszillationen eines Skalarfeldes in Potentialen, die durch eine Summe periodischer und monomischer Terme gegeben sind und die unlängst viel Aufmerksamkeit im Kontext von Axionen-ähnlichen Teilchen generiert haben. Wir untersuchen die resonante Verstärkung von Quantenfluktuationen sowie die anschließende Fragmentierung des Feldes.

Weiterhin studieren wir die nicht-thermische Produktion von Dunkler Materie aufgebaut aus Axionen-ähnlichen Teilchen. Zentrales Ergebnis ist, dass der Prozess der Fragmentierung übermäßige Dichten Dunkler Materie auf kleinen Skalen hervorruft und einen stochastischen Gravitationswellen-Hintergrund erzeugen kann möglicherweise messbar durch künftige Detektoren.

Zum Schluss untersuchen wir die Rolle von Experimenten mit ultrakalten Atomen zur Quantensimulation der nicht-perturbativen Dynamik und beschreiben, wie durch Modulation der interatomaren Wechselwirkungsstärke solch Bose-Gase die charakteristischen Regime der Dynamik relativistischer Systeme im frühen Universum durchlaufen können.
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## Chapter 1

## Introduction

The discovery of the Higgs boson at the Large Hadron Collider (LHC) [5, 6] completed the Standard Model (SM) of particle physics. In contrast to its predecessors, the SM seems to provide a satisfactory theoretical description for natural phenomena occurring on earth and remains self-consistent all the way up to the Planck scale of quantum gravity. It also reaffirms the role of quantum field theory (QFT) as the proper theoretical framework for the description of quantum many-body systems. Nevertheless, SM is not free of shortcomings, especially when combined with general relativity on cosmological scales. Already the evidence, coming from cosmological and astrophysical observations [7-10], that there is about five times more matter in the universe than explained by SM, indicates the existence of new degrees of freedom yet to be discovered.

It is widely believed that scalar fields played an important role in the early universe. In particular, typical models of cosmic inflation, which corresponds to a phase of an accelerated expansion of the very early universe, involve a scalar field, whose potential energy dominated over the kinetic energy. Such an inflationary phase provides a dynamical solution to the puzzles of the homogeneity, isotropy and flatness of the universe [11-13]. It also explains the generation of the density perturbations for structure formation from the quantum fluctuations during inflation [14]. A phase of reheating of the universe necessarily follows inflation, during which the inflaton decays, e.g. into the lighter SM degrees of freedom [15]. While in principle the Higgs field can play the role of the inflaton, its quartic self-coupling $\lambda \sim 0.1$ significantly exceeds the value $\lambda \sim 10^{-13}$ required for the measured spectrum of density perturbations [16].

Inflation leaves the energy budget of the universe stored predominantly in a homogeneous inflaton field, thereby setting seemingly simple initial conditions for the post-inflationary dynamics. However, in a large class of models of inflation, where the amplitude of the inflaton oscillations is very large, $\phi \sim 1 / \sqrt{\lambda}$, particle production occurs in a nonperturbative way [17]. The standard methods of perturbative QFT, which describe well the scattering experiments at the LHC, fail to properly describe the particle production in the presence of such strong fields. The solution to this issue involves a proper resummation of the perturbative expansion and a fully dynamical treatment of the problem. A convenient framework, which can describe the evolution in this regime, is provided by the two-particle irreducible (2PI) effective action [18] in conjunction with the Schwinger-Keldysh closed-time contour [19] (see [20] for an overview).

The theoretical understanding of particle production from a coherently oscillating background field and of the subsequent nonequilibrium dynamics has substantially improved within the last decades. Sufficiently strong oscillations trigger the resonant production of particles with certain momenta [17, 21]. This process, which in the inflationary context is called preheating, results in large occupation
numbers, however the produced particles are distributed nonthermally and, thus, the system is still far from equilibrium. The dynamics in the subsequent regime of strong fluctuations usually involves the approach of the system towards nonequilibrium attractors with self-similar scaling behavior of the correlation functions and the particle momentum distribution function, known as nonthermal fixed points (NTFPs) [22-25]. Such scaling dynamics describes the transport of conserved quantities, such as energy or particle number, in momentum space, until the system eventually reaches thermal equilibrium.

The dynamics in the presence of "nonperturbatively" large fields is not restricted to the inflationary setting. As it will be demonstrated in this work, the nonthermal production of scalar dark matter (DM) can involve similar dynamics in the early universe. This dynamics would leave its signatures in today's spatial structure of DM on small scales inside galaxies and can produce a strong gravitational wave (GW) background. We will also describe how the characteristic stages of the dynamics can be simulated in tabletop experiments with ultracold bosonic atoms.

## Axion-like particles and dark matter

Very light scalars are also among well-motivated candidates for the DM in the universe [26]. The small mass assures the stability of such fields on cosmological scales, as well as allows them to be naturally produced in the post-inflationary, radiation-dominated universe, in the form of a coherently oscillating field, via the so-called misalignment mechanism [26-29]. The masses of such particles can be as small as $10^{-22} \mathrm{eV}$, which would lead to an unusually large de Broglie wavelength $\lambda_{D B} \sim 10^{16} \mathrm{~km}$ inside galaxies. The nonthermal production via the misalignment mechanism allows such scalar fields to behave as standard cold dark matter (CDM) on scales large compared to $\lambda_{D B}$, whereas on smaller scales the quantum uncertainty prevents the formation of structures [30,31], providing a possible solution to the small-scale crises of CDM [32].

One may wonder how realistic such small masses are in QFT. As it is known, the square of the mass of a scalar field is subject to quadratically divergent quantum corrections. Given that the theory has an intrinsic cut-off at e.g. the Planck scale, a mass of that order is more favorable. ${ }^{1}$ A small mass would instead be natural if it is protected by some approximate symmetry. This is the case for pseudo Nambu-Goldstone bosons (pNGBs) of continuous global symmetries. An important representative of this class is the well-motivated axion [33-35], a pNGB of a hypothetical chiral $U(1)$ symmetry, proposed as a dynamical solution to the problem of the absence of CP violation in quantum chromodynamics (QCD) [33]. Axion-like particles (ALPs) also arise from the compactification of extra-dimensional theories, including string theory, where their mass is protected by the higher-dimensional gauge symmetry (see e.g. [36, 37]). In particular, a plentitude of $10-100$ axions is a generic prediction of string theory [38-41]. The approximate shift symmetry of ALPs also makes them appealing candidates for the role of the inflaton, protecting the potential from quantum gravity corrections for super-Planckian field values.

An important feature of pNGBs , as well as standard ALPs, is their periodic potential, which is conventionally parametrized as $U(\phi) \propto \cos (\phi / f)$ [42]. The field can thus oscillate only within a finite range and, in the presence of expansion, the

[^0]resonant particle production through the self-interactions is known to be negligible $[27,28]$ unless the initial misalignment field value is tuned with very high precision to the top of the potential $[43,44]$. The field thus remains essentially homogeneous until the formation of galactic structures in the matter-dominated universe.

ALP potentials can also have more complicated shapes and, in particular, they can be summed from a periodic term and a term breaking the periodicity e.g. a monomial. Such quasiperiodic potentials can arise from the mixing of multiple ALPs [45-48], or from the spontaneous breaking of the higher-dimensional symmetry [49]. In the second case the ALP is said to exhibit a monodromy which, for string axions, can be realized by adding branes or fluxes [50-52]. Importantly, both types of potentials allow large field excursions over multiple "fundamental" periods of the potential. This property was employed in inflationary model building $[50,52]$, as well as in some dynamical mechanisms addressing the fine-tuning problems of the electroweak scale [53] and the cosmological constant [54, 55].

For ALP DM the possibility of large field displacements implies that the resonant decay channel can become efficient, as it was noted in [56]. It is therefore very important to obtain an understanding of the nonperturbative dynamics in such systems and to investigate its cosmological implications as well as possible observational signatures, which has not been done so far and is a central topic of this thesis.

## Ultracold atomic gases as simulators of many-body dynamics

The dynamics of scalar fields, driven far from equilibrium, plays an important role in the early universe cosmology. Its theoretical description in terms of QFT naturally leads to the question of existence of analog systems where this regime of many-body dynamics can be explored experimentally. An appealing platform for this purpose is provided by ultracold atomic gases [57], trapped with magnetic and optical fields, which are readily available in many laboratories. Due to their high degree of controllability and isolation from the surrounding environment such systems can serve as quantum simulators of many-body dynamics.

With the help of modern cooling techniques the temperatures of atomic gases can be lowered down to $T \sim \mu \mathrm{~K}$, which allows the formation of a Bose-Einstein condensate (BEC). Such a coherent state of atoms is reminiscent of the coherent field present e.g. after inflation. The conservation of the atomic number, however, prevents the resonant conversion of condensate atoms which, as such, is a relativistic effect. As we demonstrate in this thesis, a time-dependent modulation of the interaction strength, which can experimentally be achieved via magnetic Feshbach resonances [58], would lead to the resonant of amplification of sound waves on top of the condensate [59-61], in analogy to post-inflationary preheating. Remarkably, this can drive the system through the characteristic stages of the dynamics that are also observed in the relativistic case.

The three systems that are considered in this thesis, which despite having vastly different mass scales are capable of exhibiting very similar dynamics, are illustrated in Fig. 1.1. The mass scale of the inflaton $m \sim 10^{-5} M_{P l}$ is based on constraints from cosmic microwave background (CMB) observations for quadratic inflation [62, 63]. Constraints for the mass of ALP DM $10^{-22} \mathrm{eV} \lesssim m \lesssim 10^{3} \mathrm{eV}$ arise from structure formation surveys and relic photon detection $[26,31]$.


Figure 1.1: The three different systems, considered in this work, with the associated typical mass scales indicated on the horizontal axis. Left: The inflaton (the illustration of cosmic inflation taken from NASA/WMAP Science Team). Center: Cold atom gas (the cloud of atoms in the center of a magnetooptical trap (MOT), scattering the light from the MOT beams, image taken from the "BECK" experiment in the Oberthaler group). Right: Dark matter (the composite image of the Bullet cluster [9], with the mass distribution as determined by gravitational lensing shown in blue and the X-ray image shown in pink, image taken from [64]).

## Outline of this work

We now present the outline of this thesis. The aim of chapter 2 is to provide some theoretical background for our studies. We start by reviewing the main properties of ALPs, as well as describing the phenomenon of monodromy. We then discuss the significance of scalar fields in cosmology, in the context of cosmic inflation as well as DM, emphasizing the role played by ALPs. In the final section of the chapter we describe the theoretical framework of nonequilibrium QFT that is used in this work [20]. We revisit the construction of the path integral and the derivation of equations of motion for the correlation functions from the 2PI effective action, applying the formalism to the case of the ALPs. We also demonstrate the emergence of effective classical-statistical field theory [65, 66], as well as kinetic descriptions [67], which are extensively used in the next chapters. The first description allows numerical lattice simulations of the field dynamics and becomes applicable in the regime of large occupation numbers at the characteristic momenta.

While there were many studies of the resonant decay of coherent oscillations in monotonic potentials, such as the $\varphi^{4}[17,21,22,68,69]$, the case of quasiperiodic potentials is much less explored. The latter is the main focus of chapter 3. There we consider Minkowski spacetime to separate the effects due to expansion. It is found that instabilities lead to the process of complete fragmentation of the background field. The approach to NTFPs is strongly affected by the repulsive versus the attractive nature of the self-interactions. Our numerical studies based on the classical-statistical approximation are complemented with a derivation of a vertexresummed kinetic theory, similar to [25, 70, 71]. In the case of sufficiently strong "wiggles" the potential can have several local minima separated by potential barriers. We discuss how the amplification of fluctuations impacts the field's ability to overcome such barriers and demonstrate how it can induce dynamical transitions between the local minima.

In chapter 4 we study the role of the dynamics for ALP DM. As we demonstrate with the help of numerical simulations, for sufficiently strong "wiggles" and field
displacements the initially homogeneous field is completely converted into strong fluctuations on relatively small length scales, soon after the onset of oscillations. We also consider constraints for successful structure formation and find that for a wide range of masses the ALPs still remain viable as CDM. By deriving a modified version of the Press-Schechter spherical collapse model $[72,73]$ we study the impact of gravity on the over-densities imprinted from fragmentation. It is found that the internal pressure of such over-densities prevents them from forming gravitationally bound objects, such as miniclusters [72,74]. Based on this, we estimated the typical size of the over-densities today.

The process of fragmentation produces a stochastic GW background [75-77], which is studied in chapter 5 . We estimate the spectrum of this background analytically, as well as calculate it numerically, by evolving linear metric perturbations. We find that a particularly strong background from ALP DM is produced if the final mass near the bottom of the potential is very small. This leads to an extended intermediate phase of ultra-relativistic dynamics after fragmentation. The dynamics is governed by NTFPs which allows us to study it by means of a simplified kinetic description. Such GW background can possibly be explored with future experiments, including pulsar timing arrays [78] as well as high-sensitivity space-based detectors [79], offering a new probe of the properties of DM.

In chapter 6 we study the dynamics of nonrelativistic Bose gases with a tunable interaction strength, applying the methods of nonequilibrium QFT from previous chapters in the nonrelativistic limit. After an appropriate transformation of the variables, the spatial expansion is encoded into the time-dependence of the interaction strength, $g \propto a^{2-d}$, where $d$ is the number of spatial dimensions of the trap and $a$ is the scale factor. A preheating stage is simulated by applying a periodic modulation of the scattering length. This induces an amplification of the sound waves on top of the condensate, mimicking particle production, as well as subsequent nonlinear effects, such as secondary instabilities and self-similar energy transport to higher momenta. The final stages of the dynamics, when the system relaxes to thermal equilibrium, are not captured by semiclassical approximation methods, which motivates an experimental study of this process.

The thesis concludes with chapter 7, where the main results are summarized and an outlook for future studies is given. The appendices contain details of some calculations. Unless stated explicitly otherwise, we set $\hbar=c=1$ and use the signature $(+,-,-,-)$ for the spacetime metric.

## Chapter 2

## Preliminaries

The goal of this chapter is to provide a theoretical background for this work. The chapter is divided into three sections. In the first section we introduce the class of ALPs and review the motivation for such particles both from a bottom-up point of view, in QCD, and from a top-down consideration, in string theory compactifications. The phenomenon of axion monodromy is also discussed. In the next section we describe the importance of scalar fields, and particularly ALPs, in inflationary cosmology. Having emphasized the role of dynamical phenomena, in the final section we describe the framework of nonequilibrium QFT that is used for studying quantum many-body dynamics.

Most of the material presented in this chapter is by no means original. Section 2.1.1 about the QCD axion follows [2, 80], section 2.2.1 on cosmic inflation is based on [69, 80, 81]. The discussion of the methods of nonequilibrium QFT in section 2.3 follows along the lines of [20], at the same time the formalism being applied to the considered massive sine-Gordon model. The remaining parts of this chapter contain explicit references to various sources as well as my own arguments in some cases.

### 2.1 Axion-like particles

ALPs appear in QFT as pNGBs of spontaneously broken global symmetries. Exact Goldstone bosons are massless and enjoy a continuous shift symmetry. The term pseudo refers to the fact that the underlying symmetry is only approximate, explicitly broken e.g. due to nonperturbative effects, which generates a small mass for the ALP. An important representative of this class is the QCD axion [33-35], which acquires its mass through an anomalous coupling to the gluons and provides a solution to the "strong CP" problem of the SM. ALPs also arise from the compactification of theories with extra-dimensions, including string theory [38-41], as the Kaluza-Klein (KK) zero modes of high-dimensional gauge fields.

Nonperturbative effects reduce the continuous shift symmetry of ALPs down to a discrete one. Denoting the ALP field by $\varphi$, the ALP potential remains invariant under

$$
\begin{equation*}
\varphi \rightarrow \varphi+2 \pi f \tag{2.1}
\end{equation*}
$$

Here the decay constant $f$ is the scale of the spontaneous symmetry breaking (SSB), or the string scale for string axions. In the so-called dilute instanton gas approximation, the potential can typically be parametrized as [42]

$$
\begin{equation*}
U(\varphi)=\Lambda^{4}\left[1-\cos \left(\frac{\varphi}{f}\right)\right] \tag{2.2}
\end{equation*}
$$

where $\Lambda$ denotes the scale of the explicit symmetry breaking effects.


Figure 2.1: Schematic illustration of a pNGB. SSB occurs at temperatures below the decay constant $f$, while the nonperturbative effects leading to explicit breaking become important at $T<\Lambda$.

The ALP mass near the bottom of the above potential is given by

$$
\begin{equation*}
m_{a}=\frac{\Lambda^{2}}{f} \tag{2.3}
\end{equation*}
$$

The small mass of ALPs is therefore linked to a high scale of fundamental physics i.e. the decay constant $f$. Similarly, all couplings of ALPs are suppressed by powers of the decay constant, as a consequence of the shift symmetry. The potential of a pNGB is illustrated in Fig. 2.1.

### 2.1.1 The QCD axion

The QCD axion is the pNGB of an additional global chiral $U(1)$ symmetry of the SM of particle physics. Such symmetry suffers from chiral anomaly and is explicitly broken due to quantum effects [82]. Because of this anomaly, the axion is linearly coupled to the gluon fields $F_{a}^{\mu \nu}$ via the Chern-Simons coupling,

$$
\begin{equation*}
\mathcal{L}=-\frac{\varphi}{f} \frac{g_{s}^{2}}{32 \pi^{2}} F_{a \mu \nu} \widetilde{F}_{a}^{\mu \nu} \tag{2.4}
\end{equation*}
$$

Here $\tilde{F}_{a}^{\mu \nu}=\frac{1}{2} \epsilon^{\mu \nu \alpha \beta} F_{a \alpha \beta}$ is the dual of the field strength tensor and $g_{s}$ is the gauge coupling. The axion is a prediction of the Peccei-Quinn (PQ) mechanism [33], proposed in 1977 and providing the most elegant solution to the so-called "strong CP" problem of the SM, which is described below.

As confirmed by many experiments, the combined transformation of charge conjugation ( C ) and spatial reflection ( P ), also known as CP , is not a fundamental symmetry of nature and is violated by weak interactions. Nevertheless, strong interactions seem to conserve $C P$, as no experimental indication for its violation has been found so far. This is puzzling from the point of view of the SM and the current understanding of the theory of strong interactions. Concretely, a topological (total derivative) term

$$
\begin{equation*}
\mathcal{L}_{\bar{\Theta}}=-\bar{\Theta} \frac{g_{s}^{2}}{32 \pi^{2}} F_{a \mu \nu} \tilde{F}_{a}^{\mu \nu} \tag{2.5}
\end{equation*}
$$

is allowed in the QCD Lagrangian [83]. $\bar{\Theta}$ is a parameter of the theory, summed from two independent contributions,

$$
\begin{equation*}
\bar{\Theta}=\Theta+\arg \operatorname{det} \mathcal{M} \tag{2.6}
\end{equation*}
$$

$\Theta$ is a result of the topologically nontrivial vacuum structure in nonabelian gauge theories [84]. More precisely, the correct vacuum states of QCD are always characterized by some value of $\Theta$ (the so-called $\Theta$-vacua) and the choice of a particular vacuum effectively induces the corresponding nonperturbative contribution of the form of (2.5) in the Lagrangian. The second term in (2.6) involves the complex phase of the determinant of the quark mass matrix $\mathcal{M}$. The observed CP violation in the weak sector suggests a $\mathcal{O}(1)$ value for it.

The parameter $\bar{\Theta}$ characterizes the amount of CP violation in QCD. Unless $\bar{\Theta}=$ $0 \bmod 2 \pi$, the topological term causes CP violation. Experiments with neutron electric dipole moment [85] severely constraint its value to $\bar{\Theta}<10^{-10}$ [86]. This value is considered unnatural, since it requires two quantities of unrelated origin to cancel each other to very high precision. The corresponding fine-tuning problem is referred to as the "Strong CP" problem. Even though the CP-conserving $(\Theta=0)$ vacuum is the one with the lowest energy [87], as in Eq. (2.2), $\Theta$ has no way to relax to that state, since it is a constant.

The PQ mechanism provides an elegant and intriguing solution to the strong CP problem. The additional chiral $U(1)$ symmetry, postulated in this mechanism and referred to as the PQ symmetry, is broken both spontaneously and explicitly, giving birth to the QCD axion with the term (2.4) in the Lagrangian. The CP-violating angle is then effectively

$$
\begin{equation*}
\bar{\Theta} \rightarrow \bar{\Theta}+\frac{\varphi}{f}, \tag{2.7}
\end{equation*}
$$

allowing the axion to dynamically relax to the CP-conserving lowest-energy $\Theta$ vacuum.

### 2.1.2 Axions from string theory compactifications

The interest towards ALPs is further increased by the fact that a large number (10100 ) of such particles is contained in the low-energy spectrum of string theory [38, 39, 41]. It is often referred to as the string axiverse [39]. String axions can arise as the KK zero modes of higher-dimensional gauge fields. Their discrete shift symmetry is inherited from the higher gauge symmetry. The interaction terms of the ChernSimons form (2.4) are generated on the nonperturbative level, as a result of anomaly cancelation conditions, and can generate masses in a range spanning many orders of magnitude.

Instead of going into the details of string theory, it is instructive to demonstrate the emergence of ALPs in a simpler toy model. To this end, we consider a fivedimensional $U(1)$ gauge theory [36], where the fifth dimension is a circle of radius $r$, i.e. the spacetime is taken to be $\mathbb{M}=\mathbb{R}^{1,3} \times S_{1}$. This is schematically illustrated in Fig. 2.2. The 5d action has the form

$$
\begin{equation*}
S=\int \mathrm{d}^{4} x \int_{0}^{2 \pi r} \mathrm{~d} y\left[-\frac{1}{4 g_{(5 D)}^{2}} F_{M N} F^{M N}+\bar{\Psi} i \not \supset \Psi\right], \tag{2.8}
\end{equation*}
$$

where $F_{M N}=\partial_{M} A_{N}-\partial_{N} A_{M},(M, N)$ denote 5 d spacetime indices and $x^{4}=y$ corresponds to the compact dimension. Only in this section we use a different normalization of the gauge field, $A \rightarrow g A$, which shifts the gauge coupling dependence on from the interaction terms to the kinetic term. Periodicity along that dimension imposes boundary conditions for all fields, e.g. $\Psi\left(x_{\mu}, y+2 \pi r\right)=\Psi\left(x_{\mu}, y\right)$.

The action (2.8) is invariant under local gauge transformations of the form,

$$
\begin{equation*}
\Psi \rightarrow e^{i \chi} \Psi, \quad A^{M} \rightarrow A^{M}+\partial^{M} \chi . \tag{2.9}
\end{equation*}
$$

The boundary conditions for the fields restrict the class of possible functions $\chi(x)$ to those that satisfy $\chi\left(x_{\mu}, y+2 \pi r\right)=\chi\left(x_{\mu}, y\right)+2 \pi k$, where $k \in \mathbb{Z}$.

In order to see how the five-dimensional theory looks like at low-energies from the four-dimensional perspective, one performs the so-called KK reduction [88-90]. By expanding

$$
A^{M}\left(x_{\mu}, y\right)=\sum_{n=-\infty}^{\infty} A_{(n)}^{M}\left(x_{\mu}\right) e^{i(n / r) y}
$$

the first term in the action (2.8) can be re-written as

$$
\begin{equation*}
S=\int \mathrm{d}^{4} x\left[-\frac{1}{4 g_{(4 D)}^{2}} F_{(0) \mu \nu} F_{(0)}^{\mu \nu}+\frac{1}{g_{(4 D)}^{2}} \frac{1}{2} \partial_{\mu} \varphi_{(0)} \partial^{\mu} \varphi_{(0)}+\text { KK tower }+\ldots\right], \tag{2.10}
\end{equation*}
$$

where $g_{(4 D)}=g_{(5 D)} / \sqrt{2 \pi r}$ and $\varphi=A^{4}$. The spectrum, thus, consists of a $U(1), 4-$ dimensional gauge field, a massless scalar and the KK tower of heavy fields which can be ignored at low-energies (see [91] for a detailed calculation of the KK spectrum of a 5D gauge field).

Under an arbitrary (allowed) gauge transformation the canonically normalized field $\varphi_{(0)}$ transforms as

$$
\begin{equation*}
\varphi_{(0)} \rightarrow \varphi_{(0)}-\frac{\int_{0}^{2 \pi r} \mathrm{~d} y \partial_{y} \chi}{2 \pi r g_{(4 D)}}=\varphi_{(0)}-\frac{\chi(y+2 \pi r)-\chi(y)}{2 \pi r g_{(4 D)}}=\varphi_{(0)}+\frac{k}{r g_{(4 D)}} \tag{2.11}
\end{equation*}
$$

In other words, the local higher-dimensional gauge symmetry in the presence of a charged field implies a discrete shift symmetry for the scalar field.

Similarly, in string theory ALPs arise from integrating a gauge field $p$-form over nontrivial cycles in the compactification manifold. At the tree level ALPs are still massless, as is the case in (2.10). The small masses are generated through nonperturbative effects (see [37,92-94] for the case of the 5d model where the small mass is generated via a Coleman-Weinberg mechanism).

### 2.1.3 ALPs with quasiperiodic potentials: monodromy

Recently much attention has been drawn towards the possibility of breaking the periodicity of the ALP potential and, thus, lifting the degeneracy of its local minima. Such ALPs are said to exhibit a monodromy [50,51]. From the point of view of


FIGURE 2.2: A schematic illustration of the spacetime of the form $\mathbb{R}^{1,3} \times S_{1}$.
pseudo-Goldstone bosons, this idea may seem unfeasible, as the field range of such bosons is intrinsically compact i.e. the values $\varphi$ and $\varphi+2 \pi f$ correspond to the same physical state. String axions provide more freedom for having such quasiperiodic potentials, as we discuss below.

In the simple toy model from the previous subsection, the $5 \mathrm{~d} U(1)$ gauge symmetry can be broken spontaneously e.g. through the coupling to a "Higgs" field obtaining a vacuum expectation value (VEV). This VEV generates a mass for the gauge field (and, thus, the ALP), which "eats" the Goldstone boson from the symmetry breaking (see [95], as well as [96]),

$$
\begin{equation*}
S_{S S B} \supset \int \mathrm{~d}^{4} x \int_{0}^{2 \pi r} \mathrm{~d} y \mu^{3} A_{M} A^{M} \xrightarrow{\text { KK reduction }} \int d^{4} x \frac{1}{2} m^{2} \varphi_{(0)}^{2}+\ldots \tag{2.12}
\end{equation*}
$$

In other words, in the presence of a nonvanishing VEV, winding an additional period costs extra-energy. If the breaking effect is relatively weak, the underlying periodic structure of the potential can be partially preserved, leading to an interesting "wiggly" structure of the potential. For sufficiently strong wiggles the potential generally contains a series of local minima. ${ }^{1}$

The monodromy potential is thus a sum of a periodic term and a symmetrybreaking term, a quadratic monomial in the above example,

$$
\begin{equation*}
U(\varphi)=\frac{1}{2} m^{2} \varphi^{2}+\Lambda^{4}\left[1-\cos \left(\frac{\varphi}{f}\right)\right] \tag{2.13}
\end{equation*}
$$

This corresponds to the so-called massive sine-Gordon model, which will be mostly considered throughout this work.

Returning to string theory, the monodromy effect can be realized for string axions $[50,52]$. There the periodicity of the axion can be lifted by the coupling to background fluxes [52, 97-99] or branes [50,51] wrapping the $p$-cycle of the axion.

Similar "wiggly" potentials, possibly featuring many local minima, can also arise in models involving two axions, such as the so-called "aligned" axions [45] or the "hierarchical" axions [46], and multiple axions [47, 48, 100]. In [101] the combination of two axions with a monodromy was considered.

### 2.2 Scalar fields in inflationary cosmology

Having reviewed the main properties of ALPs, we now discuss their importance in the early universe cosmology.

A crucial ingredient in cosmology is the expansion of the universe, which can be well described by means of the Friedmann-Robertson-Walker (FRW) metric. The latter corresponds to a homogeneous and isotropic spacetime, which is Minkowski at each time slice, such as the universe appears to be on large scales. The flat FRW metric is characterized by a scale factor $a(t)$, which relates the spatial comoving coordinates to physical distances at a given time,

$$
\begin{equation*}
d s^{2}=d t^{2}-a^{2}(t) d \mathbf{x}^{2} \tag{2.14}
\end{equation*}
$$

[^1]The scale factor grows with time in an expanding universe and its time-dependence is determined by the content of the universe via Einstein's equations (see [80] for an overview).

### 2.2.1 ALPs driving inflation

Cosmic inflation is a well-established paradigm, that solves the puzzles of flatness, homogeneity and isotropy of the universe [11-13] and explains the generation of the density perturbations for structure formation [14]. According to this paradigm, the very early universe underwent a stage of accelerated expansion, $\ddot{a}>0$, which, in the simplest case, is driven by a scalar field, whose potential energy dominates over the kinetic energy.

During inflation the energy budget of the universe is stored predominantly in the homogeneous inflaton field $\phi(t)$. Other kinds of matter and radiation are diluted away, whereas any inhomogeneities of the inflaton field, even if present initially, are stretched out in the course of the accelerated expansion. The equations of motion of such a field in an FRW universe have the form

$$
\begin{equation*}
\ddot{\phi}+3 H \dot{\phi}+U^{\prime}(\phi)=0, \tag{2.15}
\end{equation*}
$$

where the prime denotes $d / d \phi . H(t)=\dot{a} / a$ is the Hubble parameter which is in turn determined by the energy density of the inflaton,

$$
\begin{equation*}
H^{2}=\frac{8 \pi}{3 M_{P l}^{2}}\left(\frac{1}{2} \dot{\phi}^{2}+U(\phi)\right) . \tag{2.16}
\end{equation*}
$$

The universe inflates enough if the so-called "slow-roll" conditions [81, 102],

$$
\begin{equation*}
\frac{M_{P l}^{2}}{2}\left(\frac{U^{\prime}(\phi)}{U(\phi)}\right)^{2} \ll 1, \quad M_{P l}^{2} \frac{U^{\prime \prime}(\phi)}{U(\phi)} \ll 1 \tag{2.17}
\end{equation*}
$$

are satisfied. As can be seen, they require either a very flat region of the potential or, for generic monomial potentials, super-Planckian field displacement, $\phi \gtrsim M_{P l}$. The second case, referred to as large-field inflation, requires less tuning of the potential and of the initial field value. As it is known (see e.g. [81]), due to the super-Planckian field values, higher-dimensional operators in the Lagrangian, suppressed by the powers of $M_{P l}$, are expected to become important and can dramatically alter the shape of the potential and the slow-roll conditions.

ALPs are considered as particularly attractive candidates for large-field inflation, as their approximate shift symmetry protects the potential in a natural way from uncontrolled ultraviolet (UV) corrections. This version of inflation is called natural inflation [103]. However, from the point of view of string theory $f<M_{P l}$ is required for controlled compactification. For periodic ALPs [104] this clearly contradicts super-Planckian field displacements. Instead, monodromic ALPs allow to combine the small decay constant with $\phi \gtrsim M_{P l}$ and have been used extensively in constructing models of large field inflation [50,51]. The enhancement of the field range in the presence of a monodromy is illustrated in Fig. 2.3.

Inflation is necessarily followed by a reheating phase [15, 69], during which the inflaton decays e.g. into SM degrees of freedom and the latter eventually come to thermal equilibrium at the reheating temperature. Reheating thus connects the inflationary paradigm to the standard big-bang cosmology. The consistency between big bang nucleosynthesis (BBN) calculations and the measured abundances of light


Figure 2.3: The scalar field $\phi$ rolling down the potential in the absence (left) and in the presence (right) of a monodromy, with the second case allowing displacements over several fundamental periods of the potential, $\phi>\pi f$.
elements requires the universe to be in thermal equilibrium already by the time of BBN [105], $T \sim 10 \mathrm{MeV}$.

Reheating starts after the inflaton has rolled down into the sub-Planckian region, $\phi<M_{P l}$, where the conditions (2.17) are no longer satisfied. The field then starts to oscillate around the bottom of its potential. The presence of "wiggles" and, possibly, local minima in the potential can play an important role at this stage [106], especially for the early phase of preheating when the quantum fluctuations of the inflaton are rapidly amplified due to its oscillations.

### 2.2.2 ALPs as dark matter fields

While there is no lack of evidence for the existence of DM in galaxies and galaxy clusters, its nature remains one of the biggest mysteries. ALPs with very small masses, and similar light bosons, are natural DM candidates, because they can be produced in the early universe via the so-called vacuum misalignment mechanism [26-29], in the form of a coherent field oscillating around the minimum of its potential. Such ALPs are weakly interacting and extremely long-lived due to their small mass, and the coherent oscillations mimic the behavior of pressureless matter.

In the simplest case of this mechanism [26], the ALP field is present during inflation as a subdominant spectator field. Its dynamics is governed by (2.15), however the influence on the expansion rate of the spacetime is negligible. Due to the small mass, (2.15) describes a strongly overdamped system during inflation $H \gg m_{a}$, such that the ALP field is essentially frozen. Inflation homogenizes the field across the observable universe to some misalignment field value $\phi_{1}$.

In the post-inflationary universe the Hubble parameter decreases with time. Once it drops below $m_{a}$, the system (2.15) enters the underdamped regime ${ }^{2}$. The ALP field then starts to coherently oscillate around the minimum of the potential with an amplitude decreasing as the universe expands. For standard ALPs, due to the periodic shape of the potential, very soon the oscillations take place in the approximately quadratic region near the minimum of the potential. In this way the field behaves as nonrelativistic matter and can successfully participate in the formation of galactic structures. The presence of a monodromy, as in the case of inflation, allows for large misalignment "angles", $\phi_{1} / f \gg 1$, which has two important implications. Firstly, assuming that the ALP field accounts for all DM in the universe, the value of $\phi_{1}$ is then fixed, for a given ALP mass, from today's abundance of DM.

[^2]Therefore, a monodromy allows smaller values of the decay constant $f$ [56]. At the same time, it may lead to an amplification of fluctuations and nontrivial dynamics after the onset of oscillations.

### 2.3 Nonequilibrium quantum dynamics of scalar fields

The nontrivial shape of the potential can lead to the amplification of quantum fluctuations of the field. In this section we describe the formalism used for studying such quantum field dynamics. The (exact) equations of motion for one- and twopoint field correlation functions can be obtained from the 2PI effective action [18], formulated on the Schwinger-Keldysh closed real-time contour [19]. We review this framework as well as how different effective descriptions, that will be employed in the next chapters, emerge from it.

A great overview of nonequilibrium QFT can be found in [20], which we mostly follow in this section, at the same time applying the formalism to the considered massive sine-Gordon model. In particular, in section 2.3 .5 we derive the validity conditions for the classical-statistical approximation for that model.

### 2.3.1 Nonequilibrium generating functional

A typical task in nonequilibrium QFT is to follow the time evolution of expectation values of physical variables for a given initial state. The state is usually described with a density operator/matrix $\hat{\rho}$. In the Schroedinger picture the evolution of the density operator is governed by the von Neumann equation,

$$
\begin{equation*}
i \partial_{t} \hat{\rho}(t)=[\hat{H}(t), \hat{\rho}(t)], \quad \hat{\rho}\left(t_{0}\right)=\hat{\rho}_{0}, \tag{2.18}
\end{equation*}
$$

where $\hat{H}$ is the possibly time-dependent Hamiltonian. The above equation is solved by $\hat{\rho}(t)=\hat{U}\left(t, t_{0}\right) \hat{\rho}_{0} \hat{U}\left(t_{0}, t\right)$, where $\hat{U}\left(t, t^{\prime}\right)=\mathcal{T} \exp \left(-i \int_{t}^{t^{\prime}} \hat{H}(\tau) d \tau\right)$ is the unitary evolution operator, involving a time-ordered exponent. The expectation value of any operator $\hat{O}$ at time $t$ is then given by

$$
\begin{equation*}
\langle\hat{O}(t)\rangle=\frac{\operatorname{Tr}\{\hat{O} \hat{\rho}(t)\}}{\operatorname{Tr}\{\hat{\rho}(t)\}}=\frac{\operatorname{Tr}\left\{\hat{O} \hat{U}\left(t, t_{0}\right) \hat{\rho}_{0} \hat{U}\left(t_{0}, t\right)\right\}}{\operatorname{Tr}\left\{\hat{\rho}_{0}\right\}} . \tag{2.19}
\end{equation*}
$$

Inserting a unity operator in the above equation, $\hat{1}=\hat{U}(t, \infty) \hat{U}(\infty, t)$, leads to an evolution along the closed-time Schwinger-Keldysh contour $C$ [19], which starts at the initial time $t_{0}$, runs forwards along the real-time axis and then returns back to $t_{0}$.

$$
\begin{equation*}
\langle\hat{O}(t)\rangle=\frac{\operatorname{Tr}\left\{U\left(t_{0}, \infty\right) U(\infty, t) \hat{O} \hat{U}\left(t, t_{0}\right) \hat{\rho}_{0}\right\}}{\operatorname{Tr}\left\{\hat{\rho}_{0}\right\}} . \tag{2.20}
\end{equation*}
$$

Using standard techniques, the above expression can be brought into a form involving a path integral,

$$
\begin{equation*}
\hat{O}=\int d \varphi_{0}^{+} d \varphi_{0}^{-}\left\langle\varphi_{0}^{+}\right| \hat{\rho}_{0}\left|\varphi_{0}^{-}\right\rangle \int_{\varphi_{0}^{+}}^{\varphi_{0}^{-}} \mathcal{D}^{\prime} \varphi \mathcal{O} e^{i S_{C}[\varphi]} . \tag{2.21}
\end{equation*}
$$

Here $\varphi_{0}^{ \pm}$are the eigenstates of the field operator at time $t_{0}$ for both branches of the Schwinger-Keldysh contour, $\hat{\varphi}^{ \pm}(0)\left|\varphi_{0}^{ \pm}\right\rangle=\varphi_{0}^{ \pm}\left|\varphi_{0}^{ \pm}\right\rangle$. In the argument of the exponent
in the path integral is the (classical) action,

$$
\begin{equation*}
S_{C}[\varphi]=\int_{t, C}\left[\pi \partial_{t} \varphi-H\right] . \tag{2.22}
\end{equation*}
$$

integrated over the Schwinger-Keldysh contour. The prime on the path integral measure indicates that the field values are fixed at $t=t_{0}$. The denominator of (2.20) has been included in the measure of the path integral. Adding a label $\varphi \rightarrow \varphi(\mathbf{x})$ generalizes ${ }^{3}$ the above expression to QFT.

In QFT the central objects of interest are the field correlation functions. It is convenient to introduce a functional, which generates all such correlation functions. Using a path integral representation, the generating functional can be written as ${ }^{4}$

$$
\begin{gather*}
Z[J, R]=e^{i W[J, R]}=\int\left[d \varphi_{0}^{+}\right]\left[d \varphi_{0}^{-}\right]\left\langle\varphi_{0}^{+}\right| \hat{\rho}_{0}\left|\varphi_{0}^{-}\right\rangle \\
\times \int_{\varphi_{0}^{+}}^{\varphi_{0}^{-}} \mathcal{D}^{\prime} \varphi \exp \left[i\left(S_{C}[\varphi]+\int_{x, C} J(x) \varphi(x)+\frac{1}{2} \int_{x y, C} \varphi(x) R(x, y) \varphi(y)\right)\right] . \tag{2.23}
\end{gather*}
$$

Here $J$ and $R$ are linear and bilinear external source terms, respectively. As can be seen, the calculation of the expectation value involves both quantum fluctuations from the dynamics, and statistical fluctuations from averaging over the mixed state $\hat{\rho}_{0}$.

### 2.3.2 Correlation functions

All time-ordered (along the Schwinger-Keldysh contour) correlation functions can be obtained by taking functional derivatives of the generating function with respect to the source terms and setting the sources to zero afterwards. In particular, the one-point function, which will also be referred to as the background field, can be expressed as

$$
\begin{equation*}
\phi_{a}(x)=\left\langle\hat{\varphi}_{a}(x)\right\rangle=\left.\frac{\delta W[J, R]}{\delta J_{a}(x)}\right|_{J, R=0} \tag{2.24}
\end{equation*}
$$

The connected two-point function i.e. the full propagator, can be written as

$$
\begin{equation*}
G_{a b}(x, y)=\left\langle\mathcal{T}_{C} \hat{\varphi}_{a}(x) \hat{\varphi}_{b}(y)\right\rangle-\phi_{a}(x) \phi_{b}(y)=\left.2 \frac{\delta W[J, R]}{\delta R_{a b}(x, y)}\right|_{J, R=0}-\phi_{a}(x) \phi_{b}(y) . \tag{2.25}
\end{equation*}
$$

The full propagator (2.25) is a complex-valued function and it is convenient to separate its real and imaginary parts [107]. They can be associated with the expectation values of the commutator and anti-commutator of the field operators. The decomposition is given by

$$
G(x, y)=F(x, y)-\frac{i}{2} \rho(x, y) \operatorname{sgn}_{C}\left(x^{0}-y^{0}\right),
$$

where

$$
\begin{gather*}
F(x, y)=\frac{1}{2}\langle\{\hat{\varphi}(x), \hat{\varphi}(y)\}\rangle-\phi(x) \phi(y),  \tag{2.26}\\
\rho(x, y)=i\langle[\hat{\varphi}(x), \hat{\varphi}(y)]\rangle,
\end{gather*}
$$

[^3]and $\operatorname{sgn}_{C}\left(x^{0}-y^{0}\right)$ is $\pm 1$ depending on whether $x^{0}$ is after or before $y^{0}$ along the Schwinger-Keldysh contour. $\rho(x, y)$ is the spectral function and $F(x, y)$ denotes the statistical propagator. Both are real functions with different symmetry properties, $F(x, y)=F(y, x)$ and $\rho(x, y)=-\rho(y, x)$. Importantly, these correlation functions do not distinguish between the two branches of the Schwinger-Keldysh contour. The spectral function provides information about the spectrum of the theory and, in particular, encodes the equal-time commutation relations,
\[

$$
\begin{equation*}
\left.\rho(x, y)\right|_{x^{0}=y^{0}}=\left.\partial_{x^{0}} \partial_{y^{0}} \rho(x, y)\right|_{x^{0}=y^{0}}=0,\left.\quad \partial_{x^{0}} \rho(x, y)\right|_{x^{0}=y^{0}}=\delta(\mathbf{x}-\mathbf{y}) . \tag{2.27}
\end{equation*}
$$

\]

The statistical propagator provides information about how the states are occupied. We will be interested in spatially homogeneous systems, for which the two-point functions depend on the relative spatial coordinate, e.g. $F(x, y)=F\left(x^{0}, y^{0}, \mathbf{x}-\mathbf{y}\right)=$ $\int \frac{d^{3} \mathbf{p}}{(2 \pi)^{3}} F\left(x^{0}, y^{0}, \mathbf{p}\right) e^{-i \mathbf{p}(\mathbf{x}-\mathbf{y})}$. For such systems time-dependent "occupation numbers" can be defined as [20,23]

$$
\begin{equation*}
n(t, \mathbf{p})+1 / 2=\left.\sqrt{F\left(t, t^{\prime}, \mathbf{p}\right) \partial_{t} \partial_{t^{\prime}} F\left(t, t^{\prime}, \mathbf{p}\right)}\right|_{t^{\prime}=t} \tag{2.28}
\end{equation*}
$$

in analogy to the free theory. Although the notion of particles is not uniquely defined in an interacting relativistic field theory, this definition turns out to provide a useful quasi-particle interpretation for scalar systems.

### 2.3.3 The 2PI formalism and quantum equations of motion

The 2PI effective action $\Gamma[\phi, G]$ is defined as the double Legendre transform of the connected generating functional $W[J, R]$ with respect to the sources,

$$
\Gamma[\phi, G]=W-\int_{x, C} J(x) \frac{\delta W}{\delta J(x)}-\int_{x y, C} R(x, y) \frac{\delta W}{\delta R(x, y)} .
$$

The equations of motion for one- and two-point functions can be then obtained by varying the action for vanishing sources,

$$
\begin{equation*}
\frac{\delta \Gamma}{\delta \phi(x)}=0, \quad \frac{\delta \Gamma}{\delta G(x, y)}=0 \tag{2.29}
\end{equation*}
$$

For Gaussian initial states the 2PI effective action can be written as [18]

$$
\begin{equation*}
\Gamma[\phi, G]=S_{C}[\phi]+\frac{i}{2} \operatorname{Tr}_{C} \ln G^{-1}+\frac{i}{2} \operatorname{Tr}_{C}\left\{G_{0}^{-1}(\phi) G\right\}+\Gamma_{2}[\phi, G]+\text { const. } \tag{2.30}
\end{equation*}
$$

Here the traces denote spacetime integration $\int_{x, C}$ and $G_{0}^{-1}$ is the inverse classical propagator, defined as

$$
i G_{0}^{-1}(x, y ; \phi)=\frac{\delta^{2} S_{C}[\phi]}{\delta \phi(x) \delta \phi(y)} .
$$

$\Gamma_{2}[\phi, G]$ is the sum of all 2PI vacuum graphs with full propagator lines and interaction vertices from the classical action $S_{C}[\phi+\varphi]$, expanded around the background field $\phi(x)$, which we denote by $S_{\text {int }}[\varphi ; \phi]$. 2PI graphs are those, that do not become disconnected after removing two inner propagator lines. Note that the dependence on the density matrix $\hat{\rho}_{0}$ in (2.30) is re-absorbed into the initial conditions of $\phi$ and $G$, which is possible for Gaussian initial states only [20].

In the (massive) sine-Gordon model, the interaction part of the action $S_{\text {int }}[\varphi ; \phi]$ is given by

$$
\begin{align*}
S_{\mathrm{int}}[\varphi ; \phi] & =\quad-\int_{x, C} \sum_{n=2}^{\infty}(-1)^{n+1} \frac{\Lambda^{4}}{f^{2 n}} \frac{[\phi(x)+\varphi(x)]^{2 n}}{(2 n)!} \\
& =-\int_{x, C} \sum_{l=3}^{\infty}\left(-\frac{\Lambda^{4}}{f^{l}}\right) \cos \left(\frac{\phi(x)}{f}+\frac{\pi l}{2}\right) \frac{\varphi^{l}(x)}{l!} \tag{2.31}
\end{align*}
$$

where the cosine-term is Taylor expanded. As can be seen, the presence of the background field generates interaction vertices with arbitrary number of legs, starting from cubic. For $\phi=0$ vertices with only even number of legs remain.

Evolution of the propagator: Using the decomposition of the full propagator into the statistical and spectral components (2.26), the equation for the full propagator in (2.29) can be replaced by a pair of coupled evolution equations, known as Kadanoff-Baym equations [20],

$$
\begin{align*}
{\left[\square_{x}+M^{2}(x)\right] F(x, y) } & =-\int_{0}^{x_{0}} d z \Sigma^{\rho}(x, z) F(z, y)+\int_{0}^{y_{0}} d z \Sigma^{F}(x, z) \rho\left(z, y \not \chi^{2}\right. \\
{\left[\square_{x}+M^{2}(x)\right] \rho(x, y) } & =-\int_{y_{0}}^{x_{0}} d z \Sigma^{\rho}(x, z) \rho(z, y) . \tag{2.33}
\end{align*}
$$

where $\int_{t_{1}}^{t_{2}} d z=\int_{t_{1}}^{t_{2}} d z^{0} \int d^{3} \mathbf{z}$. The effective mass term $M^{2}(x)$ in the above equations for the considered massive sine-Gordon model is given by

$$
\begin{equation*}
M^{2}(x)=m^{2}+\frac{\Lambda^{4}}{f^{2}} \cos \frac{\phi(x)}{f}+\Sigma^{(0)}(x) . \tag{2.34}
\end{equation*}
$$

The self-energies $\Sigma^{(0)}, \Sigma^{F}$ and $\Sigma^{\rho}$ are defined as

$$
\begin{equation*}
2 i \frac{\delta \Gamma_{2}[\phi, G]}{\delta G(x, y)}=-i \Sigma^{(0)}(x) \delta(x-y)+\Sigma^{F}(x, y)-\frac{i}{2} \Sigma^{\rho}(x, y) \operatorname{sgn}_{C}\left(x^{0}-y^{0}\right) \tag{2.35}
\end{equation*}
$$

and sum all 1PI graphs, obtained by opening a propagator line in the vacuum graphs of $\Gamma_{2}$.

To solve (2.32) and (2.33), initial conditions for the statistical propagator have to be prescribed. Gaussian initial conditions with quasi-particle occupation numbers $n_{0}(\mathbf{p})$, that are considered in this chapter, correspond to [107]

$$
\begin{align*}
\left.F\left(t, t^{\prime}, \mathbf{p}\right)\right|_{t=t^{\prime}=t_{0}} & =\frac{n_{0}(\mathbf{p})+1 / 2}{\omega_{\mathbf{p}}}  \tag{2.36}\\
\left.\partial_{t} F\left(t, t^{\prime}, \mathbf{p}\right)\right|_{t=t^{\prime}=t_{0}} & =0  \tag{2.37}\\
\left.\partial_{t} \partial_{t^{\prime}} F\left(t, t^{\prime}, \mathbf{p}\right)\right|_{t=t^{\prime}=t_{0}} & =\left(n_{0}(\mathbf{p})+1 / 2\right) \omega_{\mathbf{p}} \tag{2.38}
\end{align*}
$$

where $\omega_{\mathbf{p}}=\sqrt{\mathbf{p}^{2}+M^{2}}$ is the dispresion relation. In contrast, the initial conditions for the spectral function are fixed by (2.27).

Evolution of the background field: Using the decomposition of Eq. (2.30), the first equation in (2.29) for the background field $\phi$ can be written as [20]

$$
\begin{equation*}
\frac{\delta S}{\delta \phi(x)}+\frac{i}{2} \frac{\delta\left\{\operatorname{Tr} G_{0}^{-1}(\phi) G\right\}}{\delta \phi(x)}+\frac{\delta \Gamma_{2}}{\delta \phi(x)}=0 \tag{2.39}
\end{equation*}
$$

Taking into account the details of our mode, the above equation takes the form

$$
\begin{equation*}
\left(\square+m^{2}\right) \phi(x)+\frac{\Lambda^{4}}{f}\left(1-\frac{F(x, x)}{2 f^{2}}\right) \sin \frac{\phi(x)}{f}=\frac{\delta \Gamma_{2}}{\delta \phi(x)} . \tag{2.40}
\end{equation*}
$$

As initial conditions $\left.\phi\right|_{t=t_{0}}=\phi_{0}$ and $\left.\dot{\phi}\right|_{t=t_{0}}=0$ will be chosen in the simplest cases in this work.

Truncation methods for the effective action: The expression (2.30) provides a starting point for further approximations of the effective action. Once an appropriate approximation has been made, the 2PI evolution equations can be solved numerically.

An important truncation scheme is based on a "perturbative" loop expansion of $\Gamma_{2}$ [18]. Already at the three-loop approximation the 2PI equations are capable of describing thermalization [108]. In the 2PI formalism such a perturbative expansion is parameterized in terms of full propagator $G$ and not the bare one. This resummation allows avoiding the emergence of secular terms. However, even in the presence of weak couplings, the dynamics of $G$ can alter the power counting with time hindering the control over the expansion.

Another powerful approximation scheme is provided by the 2PI $1 / N$ expansion [70, 71]. It is applicable to $N$-component scalar field theories with an $\mathcal{O}(N)$ symmetry and is based on classification of the contributions to the 2PI effective action according to their scaling with $N$. Particularly, the leading order (LO) contribution usually scales proportionally to $N$, next-to-leading order (NLO) contributions are $\mathcal{O}\left(N^{0}\right)$, and so on. Importantly, this provides a controlled expansion parameter and does not restrict to systems with small couplings or to small occupation numbers. It is a nonperturbative method in the sense that a given order sums an infinite subset of Feynman diagrams. Applications of the 2PI $1 / N$ expansion can be found in [70, 71, 109, 110]

### 2.3.4 Kinetic description

Kinetic theory is a powerful framework for the description of nonequilibrium manybody dynamics [22, 24, 111]. The relevant degrees of freedom in this framework are the occupation numbers of single-particle states, and their evolution is governed by the Boltzmann equation. For homogeneous systems it has the form

$$
\begin{equation*}
\frac{\partial n(t, \mathbf{p})}{\partial t}=C[n](t, \mathbf{p}), \tag{2.41}
\end{equation*}
$$

where the collision integral $C[n]$ represents a sum over all possible "scattering" processes with in- or outgoing momentum $\mathbf{p}$.

It is possible to recast the 2PI equations of motion into a form reminiscent of a kinetic Boltzmann equation. This can be done under several assumptions about the dynamics of the system [20,67].

One of the assumptions for the kinetic limit is the effective memory loss about the initial conditions, which allows taking $t_{0} \rightarrow \infty$. Furthermore, a gradient expansion to the lowest order is employed, which means that only the lowest order terms in the number of derivatives with respect to the center coordinates $X^{\mu}$ and powers of the relative coordinates $s^{\mu}$, defined as

$$
\begin{equation*}
X^{\mu}=\frac{x^{\mu}+y^{\mu}}{2}, \quad s^{\mu}=x^{\mu}-y^{\mu}, \tag{2.42}
\end{equation*}
$$

are kept. Such a description is expected to be suitable for comparably smooth time evolution, with the occupation numbers changing much slower compared to the oscillations of the momentum modes.

It is convenient to Fourier transform the two-point functions with respect to the relative coordinates

$$
\begin{gather*}
F(X, p)=\int_{s} e^{i p s} F\left(X+\frac{s}{2}, X-\frac{s}{2}\right),  \tag{2.43}\\
\widetilde{\rho}(X, p)=-i \int_{s} e^{i p s} \rho\left(X+\frac{s}{2}, X-\frac{s}{2}\right), \tag{2.44}
\end{gather*}
$$

where the factor $-i$ is included in the definition of $\widetilde{\rho}$ to make it real-valued. Similar transformations are done for the self-energies. Taking into account all abovementioned approximations, the 2PI equations of motion can be recast into the following form [20]

$$
\begin{align*}
2 p^{\mu} \frac{\partial F(X, p)}{\partial X^{\mu}} & =\widetilde{\Sigma}_{\rho}(X, p) F(X, p)-\Sigma_{F}(X, p) \widetilde{\rho}(X, p)  \tag{2.45}\\
2 p^{\mu} \frac{\partial \widetilde{\rho}(X, p)}{\partial X^{\mu}} & =0 \tag{2.46}
\end{align*}
$$

For spatially homogeneous systems the dependence on $X$ reduces to the dependence on the central time $t$ and (2.46) implies constant $\widetilde{\rho}(p)$ that does not depend on time. In other words, in this approximation the particle spectrum does not change with time.

The time evolution of the particle occupation numbers is obtained from (2.45). The effective occupation number distribution can be defined as

$$
\begin{equation*}
n(t, \mathbf{p})=\int_{0}^{\infty} \frac{d p^{0}}{2 \pi} 2 p^{0} \widetilde{\rho}(p) n(t, p), \tag{2.47}
\end{equation*}
$$

where

$$
\begin{equation*}
F(t, p)=(n(t, p)+1 / 2) \widetilde{\rho}(p) . \tag{2.48}
\end{equation*}
$$

For the free-field form of the spectral function, this definition gives the on-shell particle number, coinciding with (2.28). Plugging this into (2.45) leads to

$$
\begin{equation*}
\frac{\partial n(t, \mathbf{p})}{\partial t}=\frac{\partial n\left(t, p^{0}=\omega_{\mathbf{p}}, \mathbf{p}\right)}{\partial t}=\int_{0}^{\infty} \frac{d p^{0}}{2 \pi}\left[\widetilde{\Sigma}_{\rho}(t, p) F(t, p)-\Sigma_{F}(t, p) \widetilde{\rho}(p)\right] \tag{2.49}
\end{equation*}
$$

which, after inserting the approximate expressions for the self-energies and reexpressing the propagators, takes the form of a Boltzmann equation.

### 2.3.5 Classical-statistical approximation

An approximate description of quantum field dynamics in terms of the classicalstatistical evolution is applicable in the regime of large occupation numbers at low momenta, for small enough couplings such that quantum fluctuations are suppressed compared to the statistical ones [112].

The idea of classical-statistical field theory consists in sampling over initial conditions and evolving each realization in real-time according to the classical field equation of motion. Observables are obtained by averaging over classical trajectories. In particular, the background field and the statistical propagator are given by

$$
\begin{align*}
\phi(x) & =\int\left[d \varphi_{0}\right]\left[d \pi_{0}\right] W\left[\varphi_{0}, \pi_{0}\right] \int_{t>t_{0}} \mathcal{D}^{\prime} \varphi \varphi(x) \delta\left[\frac{\delta S[\varphi]}{\delta \varphi}\right],  \tag{2.50}\\
F(x, y)+\phi(x) \phi(y) & =\int\left[d \varphi_{0}\right]\left[d \pi_{0}\right] W\left[\varphi_{0}, \pi_{0}\right] \int_{t>t_{0}} \mathcal{D}^{\prime} \varphi \varphi(x) \varphi(y) \delta\left[\frac{\delta S[\varphi]}{\delta \varphi}\right], \tag{2.51}
\end{align*}
$$

where the prime on the functional integral measure indicates that the field is fixed to $\left.\varphi(x)\right|_{t=t_{0}}=\varphi_{0}(\mathbf{x})$ and $\left.\partial_{t} \varphi(x)\right|_{t=t_{0}}=\pi_{0}(\mathbf{x})$, and $W\left[\varphi_{0}, \pi_{0}\right]$ is the normalized probability functional at $t=t_{0}$.

Initial conditions, described in the previous sections, can be sampled as [20]

$$
\begin{align*}
& \varphi_{0}(\mathbf{x})=\phi_{0}+\int_{\mathbf{p}} \sqrt{\frac{n_{0}(\mathbf{p})+1 / 2}{\omega_{\mathbf{p}}}} c_{\mathbf{p}} e^{i \mathbf{p x}}  \tag{2.52}\\
& \pi_{0}(\mathbf{x})=\pi_{0}+\int_{\mathbf{p}} \sqrt{\omega_{\mathbf{p}}\left(n_{0}(\mathbf{p})+1 / 2\right)} \widetilde{c}_{\mathbf{p}} e^{i \mathbf{p x}} \tag{2.53}
\end{align*}
$$

where $c_{\mathbf{p}}$ and $\widetilde{c}_{\mathbf{p}}$ are random Gaussian numbers multiplied by random complex phase factors, satisfying $\left\langle c_{\mathbf{p}} c_{\mathbf{p}^{\prime}}\right\rangle=\left\langle\widetilde{c}_{\mathbf{p}} \widetilde{c}_{\mathbf{p}^{\prime}}\right\rangle=(2 \pi)^{3} \delta\left(\mathbf{p}-\mathbf{p}^{\prime}\right)$, while all other correlators vanish.

The classical-statistical approximation is a powerful tool for studying the dynamics of highly occupied fields $[65,66]$. It can be implemented numerically with the help of lattice calculations. Below we first derive the generating function for classical-statistical field theory and then describe the above-mentioned condition for the validity of the approximation

Mapping to classical-statistical field theory: The starting point for the mapping is the path integral representation of the generating functional (2.23). The first step is to separate forward and backward time integration in (2.23) and reexpress it in terms of two fields $\varphi^{+}(x)$ and $\varphi^{-}(x)$ taken on $C^{+}$and $C^{-}$branches respectively [113]. A further replacement of $\varphi^{+}$and $\varphi^{-}$by their linear combinations $\varphi=\left(\varphi^{+}+\varphi^{-}\right) / 2$ and $\widetilde{\varphi}=\varphi^{+}-\varphi^{-}$is performed. In terms of these new degrees of freedom, the classical action in the exponent of the path integral reads,

$$
\begin{align*}
S_{C}[\varphi] & =S_{\mathrm{q}}[\varphi, \widetilde{\varphi}]=\int_{t>t_{0}}\left[\partial_{\mu} \widetilde{\varphi} \partial^{\mu} \varphi-(U(\varphi+\widetilde{\varphi} / 2)-U(\varphi-\widetilde{\varphi} / 2))\right] \\
& =\int_{t>t_{0}}\left[\partial_{\mu} \widetilde{\varphi} \partial^{\mu} \varphi-m^{2} \widetilde{\varphi} \varphi-2 \Lambda^{4} \sin (\widetilde{\varphi} /(2 f)) \sin (\varphi / f)\right], \tag{2.54}
\end{align*}
$$

where in the second line the form of the classical potential for our model, given by (3.1), was inserted and Taylor expanded. The generating functional now has the
form
$Z_{\mathrm{q}}=\int\left[d \varphi_{0}\right]\left[d \widetilde{\varphi}_{0}\right]\left\langle\varphi_{0}+\widetilde{\varphi}_{0} / 2\right| \hat{\rho}_{0}\left|\varphi_{0}-\widetilde{\varphi}_{0} / 2\right\rangle \int \mathcal{D}^{\prime} \varphi \mathcal{D}^{\prime} \widetilde{\varphi} \exp \left[i\left(S_{\mathrm{q}}[\varphi, \widetilde{\varphi}]+\right.\right.$ sources $\left.)\right]$.
where the sources are also expressed in terms of the new degrees of freedom. One can show that the one- and two-point correlation functions are given by

$$
\begin{gather*}
\phi(x)=\int\left[d \varphi_{0}\right]\left[d \widetilde{\varphi}_{0}\right] \rho\left[\varphi_{0}, \widetilde{\varphi}_{0}\right] \int \mathcal{D}^{\prime} \varphi \mathcal{D}^{\prime} \widetilde{\varphi} \varphi(x) e^{i S_{\mathrm{q}}[\varphi, \widetilde{\varphi}]}, \\
F(x, y)+\phi(x) \phi(y)=\int\left[d \varphi_{0}\right]\left[d \widetilde{\varphi}_{0}\right] \rho\left[\varphi_{0}, \widetilde{\varphi}_{0}\right] \int \mathcal{D}^{\prime} \varphi \mathcal{D}^{\prime} \widetilde{\varphi} \varphi(x) \varphi(y) e^{i S_{\mathrm{q}}[\varphi, \widetilde{\varphi}]},  \tag{2.56}\\
\rho(x, y)=i \int\left[d \varphi_{0}\right]\left[d \widetilde{\varphi}_{0}\right] \rho\left[\varphi_{0}, \widetilde{\varphi}_{0}\right] \int \mathcal{D}^{\prime} \varphi \mathcal{D}^{\prime} \widetilde{\varphi}(\varphi(x) \widetilde{\varphi}(y)-\widetilde{\varphi}(x) \varphi(y)) e^{i S_{\mathrm{q}}[\varphi, \widetilde{\varphi}]} .
\end{gather*}
$$

A similar generating functional can be constructed for the correlation functions in classical-statistical field theory [113], such as (2.50) and (2.51), and is given by

$$
\begin{gather*}
Z_{\mathrm{cl}}=\int\left[d \varphi_{0}\right]\left[d \pi_{0}\right] W\left[\varphi_{0}, \pi_{0}\right] \int \mathcal{D}^{\prime} \varphi \delta\left[\frac{\delta S[\varphi]}{\delta \varphi}\right] e^{i \text { sources }}  \tag{2.57}\\
=\int\left[d \varphi_{0}\right]\left[d \pi_{0}\right] W\left[\varphi_{0}, \pi_{0}\right] \int \mathcal{D}^{\prime} \varphi \mathcal{D} \widetilde{\varphi} \exp \left[i\left(\int_{t>t_{0}} \widetilde{\varphi}(x) \frac{\delta S[\varphi]}{\delta \varphi(x)}+\text { sources }\right)\right] .
\end{gather*}
$$

The initial classical density matrix $\rho\left[\varphi_{0}, \widetilde{\varphi}_{0}\right]$ is then defined as the Fourier transform of the probability distribution functional at the initial time,

$$
\begin{equation*}
\rho\left[\varphi_{0}, \widetilde{\varphi}_{0}\right]=\int\left[d \pi_{0}\right] W\left[\varphi_{0}, \pi_{0}\right] e^{i \int d^{3} \pi\left(t_{0}, \mathbf{x}\right) \widetilde{\varphi}\left(t_{0}, \mathbf{x}\right)} . \tag{2.58}
\end{equation*}
$$

Performing an integration by parts in the exponent of the path integral, one can re-write the generating functional as

$$
\begin{equation*}
Z_{\mathrm{cl}}=\int\left[d \varphi_{0}\right]\left[d \widetilde{\varphi}_{0}\right] \rho\left[\varphi_{0}, \widetilde{\varphi}_{0}\right] \int \mathcal{D}^{\prime} \varphi \mathcal{D}^{\prime} \widetilde{\varphi} \exp \left[i\left(S_{\mathrm{cl}}[\varphi, \widetilde{\varphi}]+\text { sources }\right)\right], \tag{2.59}
\end{equation*}
$$

where $S_{\mathrm{cl}}[\varphi, \widetilde{\varphi}]$ is the part of $S_{\mathrm{q}}[\varphi, \widetilde{\varphi}]$ linear with respect to $\widetilde{\varphi}$. For our model it is given by,

$$
\begin{equation*}
S_{\mathrm{cl}}[\varphi, \widetilde{\varphi}]=\int_{t>t_{0}}\left[\partial_{\mu} \widetilde{\varphi} \partial^{\mu} \varphi-m^{2} \widetilde{\varphi} \varphi-\widetilde{\varphi}\left(\Lambda^{4} / f\right) \sin (\varphi / f)\right] \tag{2.60}
\end{equation*}
$$

Therefore, if the initial density matrices are chosen to be the same, the only difference between the quantum dynamics and the classical-statistical dynamics is the absence of the interaction vertices, which are nonlinear in $\widetilde{\varphi}$ in the second case.

The validity of the classical-statistical approximation: We now discuss the conditions under which the additional quantum vertices can be neglected in the path integral and, thus, the classical-statistical approximation is justified.

First we make all dimensionful quantities dimensionless by rescaling them with appropriate powers of the characteristic mass scale $m_{\Lambda}^{2}=\Lambda^{4} / f^{2} .{ }^{5}$ Denoting the

[^4]rescaled quantities with a label " $r$ ", the two actions read
\[

$$
\begin{aligned}
& S_{\mathrm{cl}, r}\left[\varphi_{r}, \widetilde{\varphi}_{r}\right]=\int_{t>t_{0}}\left[\partial_{\mu} \widetilde{\varphi}_{r} \partial^{\mu} \varphi_{r}-m_{r}^{2} \widetilde{\varphi}_{r} \varphi_{r}-\widetilde{\varphi}_{r} f_{r} \sin \left(\varphi_{r} / f_{r}\right)\right], \\
& S_{\mathrm{q}, r}\left[\varphi_{r}, \widetilde{\varphi}_{r}\right]=\int_{t>t_{0}}\left[\partial_{\mu} \widetilde{\varphi}_{r} \partial^{\mu} \varphi_{r}-m_{r}^{2} \widetilde{\varphi}_{r} \varphi_{r}-2 f_{r}^{2} \sin \left(\widetilde{\varphi}_{r} /\left(2 f_{r}\right)\right) \sin \left(\varphi_{r} / f_{r}\right)\right],
\end{aligned}
$$
\]

A necessary condition for the vertices, nonlinear in $\widetilde{\varphi}$, to be negligible in the path integral is that $f_{r} \gg 1$. In that case, using the small angle approximation, one can replace

$$
2 f_{r} \sin \left(\widetilde{\varphi}_{r} /\left(2 f_{r}\right)\right) \approx \widetilde{\varphi}_{r}
$$

in the above expression for $S_{\mathrm{q}, r}$. In terms of the original dimensionful quantities $f_{r}=f / m_{\Lambda}=1 / \sqrt{\lambda}$, where $\lambda=\Lambda^{4} / f^{4}$ is the dimensionless quartic coupling from (2.31). Therefore, the condition $f_{r} \gg 1$ implies the requirement of weak couplings, i.e. $\lambda \ll 1$, for the validity of the classical-statistical approximation

Obviously, this requirement alone is not sufficient since it can similarly eliminate also the interactions nonlinear in $\varphi$ from the other sine term. An important additional requirement is that the typical values of $\varphi$ are larger than those of $\widetilde{\varphi}$. In terms of field correlation functions this condition can be expressed as $|\langle\ldots \varphi\rangle| \gg|\langle\ldots \widetilde{\varphi}\rangle|$ which, according to (2.56), for the two-point functions reduces to

$$
\begin{equation*}
F(x, y) \gg \rho(x, y) . \tag{2.61}
\end{equation*}
$$

In other words, the typical values of the statistical propagator are larger compared to those of the spectral function. Since, according to (2.48), the ratio of these two is proportional to the occupation number the requirement is equivalent to having large characteristic occupation numbers, $n_{\mathrm{p}} \gg 1$.

Sending the momentum cut-off to infinity: Because of the classical RayleighJeans divergence, a UV momentum cutoff $\Lambda_{U V}$ has to be imposed in classicalstatistical field theory [112]. In the relevant regime of weak couplings and large occupation numbers at low momenta, the dynamics is insensitive to variations of the cut-off within the range of accessible values from the point of view of lattice simulations. Quantum corrections from the UV modes are suppressed by weak couplings, in contrast to unsuppressed corrections from the highly occupied lowmomentum modes. Cut-off dependence is expected to become important once $\Lambda_{U V}$ is comparable to $f$, which is also the scale at which the effective description in terms of (2.13) breaks down.

In terms of the rescaled fields,

$$
\varphi \rightarrow \varphi^{\prime}=\sqrt{\lambda} \varphi, \quad \widetilde{\varphi} \rightarrow \widetilde{\varphi}^{\prime}=\varphi / \sqrt{\lambda}
$$

all $\lambda$-dependence (or $f_{r}$-dependence) of the classical-statistical evolution is in the initial conditions, as can be seen from the above expression for $S_{c l, r}$. More specifically, the "quantum half" in the nonrescaled statistical propagator is replaced by $\lambda / 2$ in the rescaled one. It is possible to perform the $\lambda \rightarrow 0$ limit, by keeping the rescaled variables fixed (this means that $F \rightarrow \infty$ ). Note that the system does not become noninteracting, since the vertices in $S_{\mathrm{cl}}$ in terms of the rescaled fields do not depend on $\lambda$. Importantly, this limit eliminates the vacuum fluctuations from the initial conditions and allows us to send the momentum cut-off to infinity.

### 2.3.6 Summary

To summarize, in this subsection we have described how the nonequilibrium dynamics of quantum fields can be studied with the help of the 2PI formalism. We have also demonstrated how the effective kinetic and classical-statistical field theory descriptions of the dynamics, which will be frequently employed in the next chapters, emerge in this framework.


Figure 2.4: Effective descriptions of quantum field dynamics indicated by the three circles.

There is yet another important emergent description of the quantum field dynamics. At low energies, when the typical oscillation frequencies of the momentum modes are dominated by the bare mass of the scalar field, $\omega_{\mathrm{p}} \approx$ $m$, an approximate description in terms of nonrelativistic QFT is applicable [20, 114, 115]. This will be discussed in greater detail in chapter 6. Note that, in contrast to the classical-statistical and kinetic descriptions, the nonrelativistic limit does not lead to a new type of degrees of freedom. Instead, it is characterized in terms of slowly-varying fields with a conserved total particle number.

We illustrate the three approximate descriptions in Fig. 2.3 as the three circles. The overlap regions of the circles denote the regimes in which more than one description is valid. For example, the green region corresponds to the kinetic description with large occupation numbers i.e. the so-called wave kinetic theory [111].

## Chapter 3

## Scalar field dynamics in quasiperiodic potentials

The dynamics of scalar fields with quasiperiodic potentials can be very rich. The shape of the potential typically leads to instabilities and the amplification of quantum fluctuations. This process heavily impacts the oscillations of the initially homogeneous field. Moreover, the field can get trapped in a false minimum. The subsequent transition to a lower minimum, in an attempt to minimize the energy, is then induced by fluctuations. This chapter is devoted to the investigation of the dynamics in such systems.

In section 3.1, we briefly summarize the main properties of the model that is used for our analysis, the $3+1$-dimensional massive sine-Gordon model. We make the simple choice of an oscillating homogeneous background field present initially, with this situation being particularly relevant both to the post-inflationary preheating [15], as well as to the DM production via the vacuum misalignment mechanism [26]. Static Minkowski spacetime is considered throughout this chapter, although we also discuss how things change in an expanding universe.

Section 3.2 focuses on the instabilities that trigger the growth of quantum fluctuations. We explain how fluctuations with ultrarelativistic momenta can be produced in this process in our model. Both the linear regime of parametric resonance instabilities in the presence of an oscillating background field, as well as the onset of nonlinear effects, such as the secondary amplification of fluctuations, are discussed [21]. We also demonstrate how instabilities eventually lead to the complete fragmentation of the background field. Some details of the calculations are delegated to Appendix A.

In section 3.3 we discuss the nonperturbative regime of the dynamics after fragmentation, when the field settles in the (usually global) minimum of the potential. This stage of the dynamics involves turbulent cascades in momentum space with universal self-similar evolution of the correlation functions, as the system approaches to a nonthermal fixed point (NTFP) [22, 116]. The universal behavior and the scaling exponents are investigated both numerically by means of classicalstatistical simulations, as well as by deriving the effective kinetic description based on an $1 / N$ resummation of the 2 PI effective action to NLO for the massive sineGordon model, with both methods leading to consistent predictions for the exponents. We discuss the two qualitatively different regimes of the dynamics depending on the attractive versus repulsive nature of the self-interactions.

In section 3.4 we study the important role of nonlinear dynamics and of the energy transfer from the background field into the fluctuations on the field's ability to overcome the barriers of the potential. We observe resonance-enhanced transitions between local minima as well as an effective smearing out of the wiggles by the fluctuations.

Finally, we summarize in section 3.5.
The content presented in section 3.3 of this chapter is partially based on the work in collaboration with Jürgen Berges, Kirill Boguslavski and Joerg Jaeckel, that has been published in [2]. In that work I did the main computations and writing of the script. The figures and some parts of the text in sections 3.3.1 and 3.3.3 are taken from that reference. The 2PI $1 / N$ expansion for polynomial self-interactions as well as the numerical studies of the dynamics near NTFPs in scalar field theory with quartic and sextic self-interactions were part of my Master's thesis. These results are briefly reviewed in sections 3.3.1 and 3.3.3 for the sake of completeness of the presentation and because they are used afterwards.

### 3.1 The model

We consider a real scalar field theory in 3+1 dimensions, with a classical potential being a sum of a quadratic term and a periodic term,

$$
\begin{equation*}
S[\varphi]=\int d^{4} x\left[\partial_{\mu} \varphi \partial^{\mu} \varphi-U(\varphi)\right], \quad U(\varphi)=\frac{1}{2} m^{2} \varphi^{2}+\Lambda^{4}\left(1-\cos \frac{\varphi}{f}\right) \tag{3.1}
\end{equation*}
$$

This is referred to as massive sine-Gordon model. In principle, an arbitrary phase parameter can be included in the argument of the cosine. We set it to zero for simplicity, so that the potential is $\mathbb{Z}_{2}$-symmetric and has a global minimum at $\varphi=0$. The mass term breaks the discrete shift symmetry $\varphi \rightarrow \varphi+2 \pi f$, present in the standard sine-Gordon model.

The shape of the potential, namely the relative strength of the "wiggles", is determined by the value of the dimensionless parameter $\kappa$, defined as

$$
\begin{equation*}
\kappa^{2}=\frac{\Lambda^{4}}{m^{2} f^{2}} \tag{3.2}
\end{equation*}
$$

In terms of the rescaled field $\theta=\varphi / f$, the potential has the form

$$
\begin{equation*}
U=m^{2} f^{2} U_{\mathrm{r}}=m^{2} f^{2}\left[\frac{1}{2} \theta^{2}+\kappa^{2}(1-\cos \theta)\right] \tag{3.3}
\end{equation*}
$$

The rescaled potential is shown in Fig. 3.1 for the values $\kappa=3$ and $\kappa=10$. Note that in addition to the global minimum, the potential develops an increasing number of local minima in the range $-\kappa^{2} \leq \theta \leq \kappa^{2}$ as $\kappa$ grows beyond $\kappa \sim 1$. The approximate number of these minima is $\left[\kappa^{2} / \pi\right]$.


FIGURE 3.1: The shape of the rescaled potential $\theta^{2} / 2+\kappa^{2}(1-\cos \theta)$ for $\kappa=3$ and $\kappa=10$.

Due to the cosine potential the field features a whole sequence of self-interactions. All self-couplings of the potential in (3.1) are suppressed by powers of $f$. Alternatively, the strength of the couplings can be characterized by the dimensionless parameter $\lambda$, defined as

$$
\begin{equation*}
\lambda=\frac{\Lambda^{4}}{f^{4}}=\frac{(\kappa m)^{2}}{f^{2}}, \tag{3.4}
\end{equation*}
$$

coinciding with the quartic coupling from the expansion of the potential in (3.1) around $\varphi=0$,

$$
\begin{equation*}
U(\varphi)=\frac{1}{2} m^{2}\left(1+\kappa^{2}\right) \varphi^{2}-\frac{\lambda}{4!} \varphi^{4}+\ldots \tag{3.5}
\end{equation*}
$$

In this chapter we consider very weak couplings, $\lambda \ll 1$, as motivated by the cosmological models of interest.

### 3.2 Background oscillations and instabilities

In this section the instabilities and the amplification of quantum fluctuations in our model, in the presence of an oscillating background field $\phi(t)$, are discussed. For simplicity we assume vacuum (quantum) fluctuations at the initial time $t_{0}$ and denote the initial homogeneous value of the background field by $\phi_{0}$. Our analysis is based on the 2PI equations of motion with a loop expansion of the self-energies, as well as on classical-statistical simulations.

The evolution of the background field is governed by (2.40). Quantum fluctuations are negligible for the dynamics of the background field at early times and the equations of motion simplify to

$$
\begin{equation*}
\ddot{\phi}(t)+m^{2} \phi(t)+\frac{\Lambda^{4}}{f} \sin \frac{\phi(t)}{f}=0 . \tag{3.6}
\end{equation*}
$$

It is worth noting at this point that, depending on the initial value, the background field oscillates either around the true minimum, or around a false minimum, inside a "potential well". In the first case $\phi_{0}$ coincides with the oscillation amplitude and the oscillation frequency $\omega_{0}$ is approximately $m$ for sufficiently large amplitudes. The latter is a consequence of the periodic term in (3.6) being "averaged out". In the second case the frequency of background oscillations is usually larger.

### 3.2.1 Outline of the dynamics and power counting

Loop corrections, which are contained in the self-energies in equations (2.32) and (2.33), are suppressed at early times by powers of the coupling $\lambda$. Indeed, as can be seen from the expression for the interaction part of the action (2.31), each interaction vertex with $l$ legs in a Feynman graph carries a factor of

$$
\begin{equation*}
\frac{\Lambda^{4}}{f^{l}}=\frac{\lambda^{l / 2-1}}{(\kappa m)^{l-4}} . \tag{3.7}
\end{equation*}
$$

In contrast, the $\phi$-dependent correction to the effective mass in (2.34) is proportional to $(\kappa m)^{2}$ and does not depend on $\lambda$. The cosine-terms, present both in (2.31) and in (2.34), do not affect this power counting since, due to the oscillations of $\phi$ with an amplitude $\phi_{0} \gtrsim f$, they vary in the range $[-1 ; 1]$. The assumption $\lambda \ll 1$, together with $\kappa$ being not too large, justifies neglecting the self-energies in the equations of motion at early times, which makes the dynamics approximately linear. In other



Figure 3.2: Schematic illustration of different stages of the dynamics, together with the diagrammatic representation of those corrections to the 2PI equations of motion for the propagator, which are important in that regime.
words, at early times different momentum modes of the propagator can be viewed as not interacting with each other. This stage of the dynamics involves exponential growth of fluctuations with certain momenta due to the parametric resonance instability $[15,21]$ and will be discussed in section 3.2.2. The term in the equations of motion, which dominates the dynamics in this stage (the $\phi$-dependent correction to the effective mass), is diagrammatically illustrated in the upper section of Fig. 3.2.

As the fluctuations grow, the right-hand side in the evolution equations becomes important making the dynamics nonlinear. Moreover, standard power counting, discussed above, breaks down. The first term in $\Gamma_{2}$ that becomes relevant is a two-loop vacuum graph, given by

$$
\begin{equation*}
\Gamma_{2}[\phi, G]=\frac{i}{3!2} \int_{x y, C} \frac{\Lambda^{4}}{f^{3}} \sin \left(\frac{\phi(x)}{f}\right) G^{3}(x, y) \frac{\Lambda^{4}}{f^{3}} \sin \left(\frac{\phi(y)}{f}\right) \tag{3.8}
\end{equation*}
$$

The corresponding one-loop self-energy, obtained by opening one of the propagator lines, is shown in the middle section of Fig. 3.2. Using Eq. (2.35) one finds the following expression for the components of the self-energy,

$$
\begin{align*}
\Sigma^{F}(x, y) & =-\frac{1}{2} \frac{\Lambda^{4}}{f^{3}} \sin \left(\frac{\phi(x)}{f}\right)\left[F^{2}(x, y)-\frac{1}{4} \rho^{2}(x, y)\right] \frac{\Lambda^{4}}{f^{3}} \sin \left(\frac{\phi(y)}{f}\right)  \tag{3.9}\\
\Sigma^{\rho}(x, y) & =-\frac{\Lambda^{4}}{f^{3}} \sin \left(\frac{\phi(x)}{f}\right)[F(x, y) \rho(x, y)] \frac{\Lambda^{4}}{f^{3}} \sin \left(\frac{\phi(y)}{f}\right) \tag{3.10}
\end{align*}
$$

Each cubic vertex contributes in the above expression with a factor $\Lambda^{4} / f^{3}=m \kappa \sqrt{\lambda}$, therefore this term becomes parametrically $\mathcal{O}\left(\lambda^{0}\right)$, when $F \sim \mathcal{O}\left(\lambda^{-1 / 2}\right)$. In contrast, the other one-loop contribution to the self-energy i.e. the tadpole term with a quartic vertex, carries a factor of $\lambda$, and becomes $\mathcal{O}\left(\lambda^{0}\right)$ only when $F \sim \mathcal{O}\left(\lambda^{-1}\right)$. The next relevant term is also shown in the middle section of Fig. 3.2. It is the two-loop "sunset" diagram, which becomes important when $F \sim \mathcal{O}\left(\lambda^{-2 / 3}\right)$.

When the statistical propagator becomes $\mathcal{O}\left(\lambda^{-1}\right)$, the above described perturbative expansion breaks down, since diagrams with more loops are no longer suppressed. This stage of the dynamics, shown in the lower section of Fig. 3.2, requires nonperturbative approximation schemes, such as the classical-statistical approximation.

The conditions for the validity of classical-statistical approximation, described in the previous chapter, are not satisfied during the early stages of the dynamics. On the other hand, during the linear regime all loop corrections are suppressed and the dynamics is dominated by the large background field, which is also treated in classical-statistical field theory. Classical-statistical approximation is thus applicable also in the linear regime ${ }^{1}$, which allows to start the simulations from $t=t_{0}$.

### 3.2.2 Linear regime: parametric resonance

The linearized version of the evolution equation (2.32) for the momentum modes of the statistical propagator is ${ }^{2}$

$$
\begin{equation*}
\left[\partial_{t}^{2}+\mathbf{p}^{2}+m^{2}\left(1+\kappa^{2} \cos \frac{\phi(t)}{f}\right)\right] F\left(t, t^{\prime}, \mathbf{p}\right)=0 \tag{3.11}
\end{equation*}
$$

The most important mechanism contributing to the growth of quantum fluctuations is the parametric resonance instability $[15,21,56]$, arising due to the periodically varying effective mass. The situation is similar to a pendulum with a periodically changing length. Parametric resonance leads to an exponential growth of fluctuations with resonant momenta, $F\left(t, t^{\prime}, \mathbf{p}\right) \sim \exp (\mu(\mathrm{p}) t)$, where $\mu(\mathrm{p}) \geq 0$. The symmetry property of the statistical propagator implies

$$
\begin{equation*}
F\left(t, t^{\prime}, \mathbf{p}\right) \sim \exp \left\{\mu(\mathrm{p})\left(t+t^{\prime}\right)\right\} \tag{3.12}
\end{equation*}
$$

The occupation numbers, given by (2.28), thus grow as $\sim e^{2 \mu(\mathrm{p}) t}$, implying the physical interpretation of an explosive particle production. The linearized equation (2.32) for the spectral function has exactly the same form as (3.11) and leads to an exponential growth, however for equal times $\rho(t, t, \mathbf{p})=0$, which follows from the commutation relations.

If all dimensionful quantities are expressed in units of $m$, the exponent $\mu(\mathrm{p})$ depends only on the values of $\phi_{0} / f$ and $\kappa$, since these are the only parameters entering Eq. (3.11). $\mu(\mathrm{p} / m)$ is shown in Fig. 3.3 for several values of $\kappa$, where the dark regions correspond to stable modes with $\mu=0$. The plots were obtained by solving (3.11), together with (3.6) numerically, averaging over the oscillation periods and fitting an exponential growth. The extracted exponents coincide with the ones found in [56].

One observes a complicated pattern with many instability bands in Fig. 3.3. The strength and the width of the bands grow with $\kappa$, which is a consequence of the periodically varying term in (3.11) being proportional to $\kappa^{2}$. The instabilities also get weaker on average, when the field amplitude is increased. This is an important difference compared to models with monomial self-interactions, i.e. of the form $\varphi^{2 n}$. There the periodically varying term in the effective mass is $\sim \phi^{2 n-2}(t)$, thus the resonance is stronger for larger amplitudes of oscillations.

[^5]

Figure 3.3: The growth exponent $\mu / m$, characterizing the parametric resonance instability, for $\kappa=1, \kappa=3$ and $\kappa=10$. On the vertical axis is the initial/extremal value of the background field $\phi_{0} / f$. On the horizontal axis is the momentum $\mathrm{p} / \mathrm{m}$. The dark regions correspond to stable modes.

We first consider values of $\phi_{0} / f$, for which the background oscillations occur around $\phi=0$. The instability bands in this regime extend from nonrelativistic momenta up to some $\mathrm{p}=\mathrm{p}_{\text {max }}$, which depends on $\phi_{0} / f$. One observes in Fig. 3.3, that $\mathrm{p}_{\max } / m \approx\left(\phi_{0} / f\right) / 2$ for not too small field values. The momentum extent of the instability bands is, thus, significantly larger compared to the case of monomial selfinteractions and can involve ultra-relativistic modes for large field amplitudes. This is a feature of the considered model or similar models with "wiggly"potentials and can be understood as follows. During one oscillation of the background field, the cosine term in (3.11) performs "oscillations" with a "changing" frequency, whose instantaneous value is given by $\omega(t)=\partial_{t} \phi(t) / f$. Since $\partial_{t} \phi(t)$ is maximal when the field is near the bottom of the potential, the cosine term oscillates fastest there and one can write for the maximal resonant momenta

$$
\begin{equation*}
\mathrm{p}_{\max } \approx \omega_{\max } \sim \frac{\partial_{t} \phi(\phi=0)}{f} \approx \frac{m \phi_{0}}{f} \tag{3.13}
\end{equation*}
$$

We observe in Fig. 3.3 that, for a given value of $\phi_{0} / f$, the centers of adjacent instability bands are typically separated by intervals $\Delta \omega_{\mathbf{p}} \approx m$. Their width and
strength decrease on average with $p$, however are not entirely monotonic, as can be seen from the lower right panel of Fig. 3.3. For small $\kappa$-s the bands become narrow and their locations are approximately given by $\mathrm{p}=\sqrt{n^{2}-1} m$. In other words, the resonant frequencies in that case are multiples of the background field oscillation frequency, $\omega_{\mathbf{p}} \approx n m$, where $n \in \mathbb{N}$ (see also [56]).

The pattern of the instability bands strongly depends on $\phi_{0} / f$, but well bellow $\mathrm{p}_{\text {max }}$ it is approximately periodic under $\phi_{0} \rightarrow \phi_{0}+2 \pi f$, although the strength and the width of the bands slowly decrease with $\phi_{0}$. The quasiperiodicity at low momenta hints that most of the important dynamics for these modes occurs when the field is within a couple of cosine-periods from its extremal value, while otherwise the fast oscillations of the cosine term "average out". If $\kappa>1$, depending on the initial field value the exponential growth of the low-momentum modes can get a strong contribution from the tachyonic instability [117]. Indeed, the effective mass in (3.11) can take negative values in that case, which leads to exponential growth. Tachyonic instability can occur only for modes with $\mathrm{p}^{2} \geq\left(\kappa^{2}-1\right) m^{2}$.

Differences from the above-described pattern of the instability bands occur if the background field oscillates within a single potential well. This includes the case when the field is trapped in a false minimum and oscillates around $\phi \neq 0$. In the latter case $\phi_{0}$ does not coincide with the actual oscillation amplitude. Parametric resonance in this regime has similarities with the one in the standard sine-Gordon model [43]. In particular, there is one wide dominant instability band with momenta not exceeding $\kappa m$, as can be seen from Fig. 3.3. The strength and width of the band increase with the amplitude of oscillations. The strongest resonance occurs when $\phi_{0} / f \approx \pi$.

Finally, in the presence of expansion the amplitude of the oscillations decreases with time, and the momenta of fluctuations are red-shifted. As a result, each comoving momentum mode flows through different instability bands of Fig. 3.3.

### 3.2.3 Nonlinear regime: secondary instabilities

Parametric resonance leads to an exponential growth of fluctuations with certain momenta. Eventually, the loop corrections in (2.32) and (2.33) become important. In this section we study the leading correction i.e. the one-loop self-energy, depicted in Fig. 3.2, and demonstrate how it leads to secondary instabilities i.e. exponential amplification of modes outside the primary resonance band with a twice larger rate. Our analysis follows the same lines as in [21]. Analogous higher-order corrections are also discussed.

Approximate evolution equations: Inserting (3.9) and (3.10) into the evolution equations for the statistical propagator $F\left(t, t^{\prime}, \mathbf{p}\right)$ and neglecting the $\mathcal{O}\left(\rho^{3}\right)$ term one obtains

$$
\begin{align*}
{\left[\partial_{t}^{2}+\right.} & \left.\mathbf{p}^{2}+m^{2}+\frac{\Lambda^{4}}{f^{2}} \cos \frac{\phi(t)}{f}\right] F\left(t, t^{\prime}, \mathbf{p}\right) \\
= & \left(\frac{\Lambda^{4}}{f^{3}}\right)^{2} \sin \frac{\phi(t)}{f} \int_{\mathbf{q}}\left[\int_{0}^{t} d \tau \sin \frac{\phi(\tau)}{f} F(t, \tau, \mathbf{p}-\mathbf{q}) \rho(t, \tau, \mathbf{q}) F\left(\tau, t^{\prime}, \mathbf{p}\right)\right. \\
& \left.-\frac{1}{2} \int_{0}^{t^{\prime}} d \tau \sin \frac{\phi(\tau)}{f} F(t, \tau, \mathbf{p}-\mathbf{q}) F(t, \tau, \mathbf{q}) \rho\left(\tau, t^{\prime}, \mathbf{p}\right)\right] \tag{3.14}
\end{align*}
$$

The $\mathcal{O}\left(\rho^{3}\right)$ term accounts for genuine quantum corrections [21]. It is expected to become sub-dominant as $F$ grows exponentially.

In order to obtain a qualitative picture, several approximations are performed to make the right-hand side of the above equation local in time, as in [21, 70]. Firstly, because of the exponential growth of the fluctuations, the memory integrals in Eq. (3.14) are dominated by late times. For simplicity we replace the full time integrals by integrals over time of the order of the last oscillation period,

$$
\int_{0}^{t} \rightarrow \int_{t-\alpha / \omega_{0}}^{t}, \quad \int_{0}^{t^{\prime}} \rightarrow \int_{t^{\prime}-\alpha / \omega_{0}}^{t^{\prime}}
$$

where $\alpha=\mathcal{O}(1)$. Furthermore, the terms inside the intregrals are expanded in Taylor series around the upper-time limits up to the leading nonvanishing order, e.g. in the first integral,

$$
\sin \frac{\phi(\tau)}{f} \approx \sin \frac{\phi(t)}{f}, \quad F(t, \tau, \mathbf{p}) \approx F(t, t, \mathbf{p})
$$

and, for the spectral function, using (2.27),

$$
\begin{equation*}
\rho(t, \tau, \mathbf{p}) \approx 0+\left.(\tau-t) \partial_{\tau} \rho(t, \tau, \mathbf{p})\right|_{\tau=t} \approx t-\tau . \tag{3.15}
\end{equation*}
$$

We emphasize that these approximations are sufficient only for qualitative analysis. Using the above assumptions, Eq. (3.14) can be written as,

$$
\begin{align*}
& {\left[\partial_{t}^{2}+\mathbf{p}^{2}+m^{2}\left(1+\kappa^{2} \cos \frac{\phi(t)}{f}\right)\right] F\left(t, t^{\prime}, \mathbf{p}\right) } \\
= & \lambda \kappa^{2} m^{2} \frac{\alpha^{2}}{2 m^{2}}\left[\sin ^{2} \frac{\phi(t)}{f}\left(\int_{\mathbf{q}} F(t, t, \mathbf{q})\right) F\left(t, t^{\prime}, \mathbf{p}\right)\right.  \tag{3.16}\\
+ & \left.\frac{1}{2} \sin \frac{\phi(t)}{f} \sin \frac{\phi\left(t^{\prime}\right)}{f} \int_{\mathbf{q}} F\left(t, t^{\prime}, \mathbf{p}-\mathbf{q}\right) F\left(t, t^{\prime}, \mathbf{q}\right)\right] .
\end{align*}
$$

Discussion: Let us now discuss the two terms on the right-hand side of (3.16). The first term has the form of a mass shift (within our approximations). Like the standard one-loop tadpole correction, it becomes important once the typical occupancies and, consequently, the term $\int_{\mathbf{q}} F(t, t, \mathbf{q})$ become $\mathcal{O}\left(\lambda^{-1}\right)$. This timescale $t_{\text {nonpert }}$ is also when the dynamics becomes fully nonperturbative (see also [21]) and can be parametrically estimated as

$$
\begin{equation*}
t_{\text {nonpert }} \simeq \ln \left(\lambda^{-1}\right) /\left(2 \mu_{0}\right), \tag{3.17}
\end{equation*}
$$

with $\mu_{0}$ characterizing the growth exponent of the strongest peak.
The second term in (3.16) becomes important earlier, at $t_{\text {source }} \simeq t_{\text {nonpert }} / 2$, and acts as a source inducing secondary instabilities. It is proportional to the momentum integral,

$$
\begin{equation*}
I\left(t, t^{\prime}, \mathrm{p}\right)=\int_{\mathbf{q}} F\left(t, t^{\prime}, \mathbf{p}-\mathbf{q}\right) F\left(t, t^{\prime}, \mathbf{q}\right) \tag{3.18}
\end{equation*}
$$

The source term and its impact on the evolution equations are analyzed in Appendix A. In particular, we show that, if the dominant peak from parametric resonance is centered at some momentum $p_{0}$ and exhibits an exponential growth


Figure 3.4: The time evolution of the mode occupation numbers for the values of parameters $\phi_{0} / f=33, \kappa=3$ and $\lambda=10^{-20}$. On the vertical axis is the occupation number (2.28), multiplied by the coupling $\lambda$. On the horizontal axis is the rescaled momentum. The narrow peaks at early times are due to parametric resonance. The broad bands as well as the new peaks at later times are due to nonlinear effects.
$F\left(t, t^{\prime}, \mathbf{p}_{0}\right) \sim e^{\mu_{0}\left(t+t^{\prime}\right)}$, fluctuations with momenta in the range $0 \leq|\mathbf{p}| \lesssim 2 \mathrm{p}_{0}$ exhibit secondary amplification and grow "twice faster", $F\left(t, t^{\prime}, \mathbf{p}\right) \sim e^{2 \mu_{0}\left(t+t^{\prime}\right)}$, after the source term dominates their dynamics.

Secondary instabilities can be interpreted as the re-scattering of the produced excitations via three-body interactions involving two quanta with resonant and one with nonresonant momenta. Cubic interactions in our model, illustrated in Fig. 3.2 and given by (2.31), arise in the presence of the background field.

Similar arguments can be made for higher-order instabilities. For instance, tertiary instabilities, arising from the two-loop graph in Fig. 3.2, set in at $t \gtrsim 2 t_{\text {nonpert }} / 3$, involve momenta up to $0 \leq \mathrm{p} \lesssim 3 \mathrm{p}_{0}$ and lead to a growth $F\left(t, t^{\prime}, \mathbf{p}\right) \sim e^{3 \mu_{0}\left(t+t^{\prime}\right)}$.


Figure 3.5: The time evolution of individual mode occupation numbers (2.28) for the values of parameters $\phi_{0} / f=33, \kappa=3$ and $\lambda=10^{-20}$.

### 3.2.4 Classical-statistical simulations

Above-described features of the dynamics are observed in our classical-statistical field theory simulations. The simulations are performed on cubic lattices with up to $1024^{3}$ points and periodic boundary conditions. The computations are done using a C++ program and parallelized using "Message Passing Interface", by dividing the grid along the third direction. In each classical simulation, the discretized field equations are solved using the leap-frog algorithm. We sample the Gaussian initial conditions, as explained in section 2.3.5, with $n_{0}(\mathrm{p})=0$. The "quantum $1 / 2^{\prime \prime}$ is seeded, as in (2.52), in all momentum modes bellow a certain cut-off $\Lambda_{U V}$. We checked that shown results are insensitive to variations of the momentum cut-offs. The time-dependent occupation numbers are extracted using (2.28). The Fourier transform of the field is computed using the "Fastest Fourier Transform in the West" library. In most cases ergodicity of the system allows replacing the statistical averages by volume averages [112].

In Fig. 3.4 several snapshots of occupation numbers $\lambda(n(t, \mathbf{p})+1 / 2)$, obtained from simulations with $\phi_{0} / f=33, \kappa=3$ and $\lambda=10^{-20}$, are shown. At early times, $t m \lesssim 140$, several peaks with exponentially growing occupation numbers are observed, corresponding to parametric resonance. The strongest peak is located at $\left|\mathbf{p}_{0}\right| \approx 6 \mathrm{~m}$. The broad low-momentum band at $t m=170$ is generated from secondary instabilities. Note that the band cuts off at $|\mathbf{p}| \approx 12 m \approx 2\left|\mathbf{p}_{0}\right|$, consistent with the above discussion. Similarly, at $t m=230$ one observes the cutoff for tertiary instabilities at $|\mathbf{p}| \approx 18 m \approx 3\left|\mathbf{p}_{0}\right|$. As explained in Appendix A, low-momentum modes are enhanced more compared to the high-momentum ones, which tends to make the spectrum monotonic at late times.

The broad spectrum usually has a "peaky"structure, as in Fig. 3.4. These peaks are different from the ones from parametric resonance, although some of them have very close locations. They are also typically wider and extend beyond $p \approx \phi_{r, 0} / 2$. As explained in Appendix A, these peaks are expected to correspond to resonant frequencies of the source term. Certain momentum modes within the band satisfy resonance conditions, as in the case of parametric resonance, and get singled out on top of the exponential growth.

In Fig. 3.5 the time-evolution of individual mode occupation numbers is plotted for the same values of the parameters. The black line corresponds to $\left|\mathbf{p}_{0}\right| \approx 6 \mathrm{~m}$, from the strongest peak of parametric resonance. This mode exhibits an exponential growth $n\left(t, \mathbf{p}_{0}\right) \sim e^{2 \mu_{0} t}$ with $\mu_{0} \approx 0.1$, as indicated by the dashed black line. The remaining three modes are chosen within the secondary (blue), tertiary (red) and quaternary (orange) instability bands. Their evolution coincides well with the expected exponential growth $e^{4 \mu_{0} t}, e^{6 \mu_{0} t}$ and $e^{8 \mu_{0} t}$, respectively. The exponential growth is indicated by dashed lines of corresponding colors. Moreover, the diagrams that account for each of the instability bands are also depicted in the figure.

### 3.2.5 The decay of background oscillations

When the typical occupation numbers become parametrically $\mathcal{O}\left(\lambda^{-1}\right)$, the dynamics becomes nonperturbative. In Fig. 3.4 this happens at $t m \approx 250$. During this stage the energy continues to be transferred from the background field $\phi$ to the fluctuations and the back-reaction on $\phi$ becomes non-negligible. This leads to the decay of the background oscillations, described in this subsection.


Figure 3.6: The decreasing amplitude of the oscillations of the background field $\phi(t)$, denoted by $\bar{\phi}(t)$, as a function of time, for $\kappa=10, \lambda=10^{-10}$ and several initial field values. After the stage of rapid decrease, the background field is fragmented.

In the case of large initial amplitudes $\phi_{0} / f \gg 1$, the background field performs oscillations around the minimum with a gradually decreasing amplitude ${ }^{3}$. Th classical-statistical simulations show that the amplitude decreases slower for smaller values of $\kappa$, as well as for larger initial amplitudes $\phi_{0} / f$. A similar tendency was described in the discussion of linear instabilities in Section 3.2. Interestingly, for most of the time the decay of the amplitude by its form is close to exponential i.e. $\bar{\phi}(t) \sim \exp \left(-\Gamma_{\text {decay }} t\right)$, with decay rate $\Gamma_{\text {decay }}$ a slowly increasing in time. This is demonstrated in Fig. 3.6, where the amplitude of the background oscillations $\bar{\phi}(t) / f$, extracted from classical-statistical simulations, is plotted versus time for $\kappa=10, \lambda=10^{-10}$ and several values of the initial amplitude.

The energy, transferred from the background field during its decay in the nonperturbative regime, is mostly spent on broadening the fluctuation spectrum towards higher momenta. The low momentum occupation numbers do not grow much in this stage. For some time one observes peaks at low momenta, such as in Fig. 3.4 at $t m=380$. These peaks correspond to the influx of the energy from the background field. Re-scattering of the fluctuations leads to the gradual smoothening of the spectrum with time.

In the cases, depicted in Fig. 3.6, the field finds itself in the lowest minimum after the background oscillations die out. It is also possible, although less likely, that the field settles in one of the false minima. This possibility is discussed in Section 3.4.

### 3.3 Universal dynamics near nonthermal fixed points

In this section we investigate the dynamics after the oscillating background field has been converted into strong fluctuations. At this stage the field features large occupation numbers $\sim 1 / \lambda$ at low momenta and, thus, is still far from thermal equilibrium.

[^6]Many characteristic properties of the dynamics in such "highly occupied" regime turn out to be insensitive to the details of the underlying model and to the initial conditions. The emergence of such universality is based on the existence of NTFPs [23, 25, 118, 119] that are nonequilibrium attractor solutions with self-similar scaling behavior of correlation functions. More specifically, the self-similar evolution of the particle momentum distribution in the vicinity of a NTFP has the form

$$
\begin{equation*}
n(t, \mathrm{p})=\left(\frac{t}{t_{S}}\right)^{\alpha} n\left(t_{S},\left(\frac{t}{t_{S}}\right)^{\beta} \mathrm{p}\right)=\left(\frac{t}{t_{S}}\right)^{\alpha} n_{S}\left(\left(\frac{t}{t_{S}}\right)^{\beta} \mathrm{p}\right) \tag{3.19}
\end{equation*}
$$

Here $\alpha$ and $\beta$ are real scaling exponents and $n_{S}$ is the fixed point distribution at $t_{S}$.
Self-similar evolution is associated with the transport of some conserved quantity in momentum space [22,111]. The scaling regions can represent transport of energy towards high momenta, or particle number transport towards the zero-mode. While the first case drives the thermalization process by pushing the typical energy scale to larger momenta [22], the second one may lead to the macroscopic occupation of the zero-momentum mode i.e. the formation of a condensate out-of-equilibrium [68]. Both cascades have been observed in different regions of the same momentum distribution function in scalar models with positive quartic selfcoupling [25, 120].

In the following two subsections we study the dynamics in the two momentum ranges separately, by using classical-statistical simulations. Our numerical studies are complemented with an analytical investigation in the last subsection, based on an effective kinetic description of the dynamics. The kinetic equations are derived from a 2 PI $1 / N$ expansion to NLO, that we perform for the considered model.

### 3.3.1 Dynamics at low momenta

The amplitude of background oscillations drops rapidly after becoming of the order of a "wiggle period", $\phi / f \sim \mathcal{O}(\pi)$, as can be seen in Fig. 3.6. This is when the attractive nature of the leading self-interactions becomes important.

In general, for self-interactions of the form $\lambda_{2 n}\left(\varphi^{2}\right)^{n}$, the positive or negative sign of a coupling determines whether the corresponding self-interaction is repulsive or attractive. While repulsive interactions have the tendency to dilute concentrations of energy density over position space, attractive interactions encourage such local concentrations. This can be understood by noting that, depending on the sign of the coupling, the potential gets steeper or shallower near $\phi=0$.

The coupling of the leading quartic self-interactions in (3.5) has a negative sign. The self-interactions in the (massive) sine-Gordon model are thus attractive and, as a consequence, tend to fragment the background field and lead to the destruction of long-range coherence (for more details see [1, 76, 121]). This is indeed observed in Fig. 3.6. In individual runs of the classical-statistical simulations, relatively shortlived compact field configurations, such as oscillons, emerge in this stage of the dynamics [76].

In contrast, a homogeneously oscillating field is an energetically preferred configuration if the leading self-interactions are repulsive [1, 121]. Such interactions lead to the build-up of a homogeneous and long-lived condensate after the fragmentation. Condensation occurs as a consequence of a universal inverse particle cascade to the zero-momentum mode with a self-similar scaling behavior [1]. In our numerical simulations we find scaling exponents for the inverse cascade close
to

$$
\begin{equation*}
\beta=1 / 2, \quad \alpha=3 \beta \quad \text { (inverse cascade, repulsive self-interactions). } \tag{3.20}
\end{equation*}
$$

For reasons that will become clear in Chapter 5, it is instructive to consider this scenario in more detail and delineate the differences to the attractive case. For this we first consider a simpler model with only quartic and sextic self-interactions, consider both signs in front of the quartic coupling, and afterwards return to our original model.

Repulsive versus attractive interactions: In order to observe the condensation, it is convenient to start directly with a vanishing background field and large initial occupation numbers of the following form

$$
\begin{equation*}
n\left(t_{0}, \mathrm{p}\right)=\frac{A_{0}}{\lambda}\left(\mathrm{p}_{0}-\mathrm{p}\right), \quad \phi\left(t_{0}\right)=\dot{\phi}\left(t_{0}\right)=0 . \tag{3.21}
\end{equation*}
$$

These initial conditions correspond to a 'box' in momentum space up to the momentum scale $\mathrm{p}_{0}$, with the amplitude $A_{0} \gtrsim 1$. We set the sextic self-coupling to $\lambda_{6}=2 \lambda^{2} / m^{2}$, which ensures that the potential is convex even for $\lambda<0$.

We first consider the repulsive scenario, with a "plus" sign in front of the quartic coupling and $A_{0}=100$. In the upper left panel of Fig. 3.7 we show the rescaled distribution function $t^{-\alpha} n(t,|\mathbf{p}|)$ as a function of the rescaled momentum $t^{\beta}|\mathbf{p}|$ at different times for the values $\alpha=3 / 2$ and $\beta=1 / 2$ while the inset gives the same distributions without rescaling. Since the rescaled curves lie on top of each other, the system follows a self-similar evolution with the given values for the exponents $\alpha$ and $\beta$. The fixed point distribution $n_{S}$ exhibits an approximate power-law behavior $\sim|\mathbf{p}|^{-\kappa}$, with $\kappa \approx 4.5$. The same values for these three exponents have been observed also for the $\varphi^{4}$ model [25].

The occupancy of the zero-momentum mode grows during the self-similar evolution approximately as a power-law $\sim t^{\alpha}$. This can be directly understood from Eq. (3.19), by setting $\mathbf{p}=0$. For a finite volume this growth continues until $F(t, t, \mathbf{p}=$ 0 ) becomes proportional to the volume $V$, which signals the emergence of the condensate according to [68] with the replacement $(2 \pi)^{3} \delta(\mathbf{0}) \rightarrow V$. This is demonstrated in the upper right panel of Fig. 3.7, where the quantity $F(t, t, \mathbf{p}=0) / V$ is shown as a function of time for several volumes. All of this has also been observed in the $\varphi^{4}$ model [25]. There it was also shown that this dynamics implies that the time required for creating a condensate scales with volume.

While the initial background field and the later condensate are very similar, it is worth emphasizing their difference from the point of view of classical-statistical field theory. The first one corresponds to a nonvanishing field one-point function, $\phi(t)$. After the collapse, however, this expectation value vanishes and the build-up of the condensate corresponds to the growth of the zero-momentum mode of the two-point function $F(t, t, \mathrm{p}=0)$ instead. While in each simulation of the classicalstatistical ensemble a homogeneous field component emerges as a result of condensation, leading to a nonvanishing volume average of the field, their phases become uncorrelated after the collapse, resulting in a vanishing one-point function. This loss of ergodicity is due to the emergence of long-range order in the system.

The dynamics in the "attractive" scenario is significantly different and the inverse particle cascade is absent. This is demonstrated in the bottom left panel of Fig. 3.7, which contains several snapshots of the distribution function. Here we


Figure 3.7: Snapshots of the distribution function as a function of the momentum (left column) and the zero-momentum correlation function divided by the volume for several volumes (right column). Upper row: Repulsive theory; distribution function and momentum in the left panel are rescaled with powers of time, with the inset showing the original distribution without any rescaling; right panel demonstrates formation of a condensate. Lower row: Attractive theory. Note that the momentum is not rescaled.
start with a not too large amplitude, $A_{0}=60$, to make sure that the dynamics is dominated by the attractive quartic self-interaction. While a transient growth of the low momentum occupancies is observed at early times, it does not lead to an enhancement of infrared modes as strong as in the repulsive models, $\sim|\mathbf{p}|^{-4.5}$, that were discussed above. For comparison, a power law $\sim|\mathbf{p}|^{-2}$ is additionally shown in the plot.

Due to the absence of an inverse particle cascade, the zero-momentum mode does not develop a condensate part. This is demonstrated in the bottom right panel of Fig. 3.7, where the time evolution of the correlation function $F(t, t, \mathbf{p}=0)$ divided by the volume $V$ is shown for several volumes. As was mentioned in the previous section, for a finite volume, the presence of a condensate would lead to a contribution in $F(t, t, \mathbf{p}=0)$, which scales proportionally to $V$. Such a contribution is clearly absent in the attractive case, which becomes more stringent when compared to the repulsive system depicted in the upper right panel of Fig. 3.7. In other words, no long-range order is being established.

The same qualitative behavior and scaling exponents are observed in the massive sine-Gordon model. Repulsive self-interactions at the bottom of the potential can be achieved by substituting $\Lambda^{4} \rightarrow-\Lambda^{4}$ in the potential (3.1), which flips the
signs of all couplings (see also section 3.3.3). The classical potential remains convex around its minimum if $\kappa<1$. We have performed numerical simulations for this case, which have shown that the decay of the background field oscillations is practically unaffected by the above modification. At later times the background field indeed transforms into a homogeneous condensate.

### 3.3.2 Dynamics at high momenta

Even after the decay of background oscillations, energy continues to be transferred to higher, previously unoccupied momenta, resulting in gradual decrease of lowmomentum occupancies. This reflects the tendency of the system to thermalize. In the absence of expansion, the dominant contribution to the energy budget after some time comes from ultra-relativistic modes, with $\omega_{\mathrm{p}} \approx \mathrm{p}$. The transfer of energy, often referred to as free turbulence, occurs via a direct cascade that the mode occupancies exhibit at high momenta [22]. The dynamics of this cascade is also characterized by universal self-similar evolution of the distribution function according to (3.19) [22, 116].

Classical-statistical simulations reveal that the scaling exponents are insensitive to the form of the potential and to whether the self-interactions are attractive or repulsive. We find exponents close to

$$
\begin{equation*}
\beta=-1 / 5, \quad \alpha=4 \beta \quad \text { (direct cascade). } \tag{3.22}
\end{equation*}
$$

Due to the energy cascade the characteristic comoving momentum, which we denote by $\bar{p}$, grows as

$$
\overline{\mathrm{p}}(t) \propto t^{-\beta}
$$

with time ( $t$ is the conformal time). This follows from the form of the self-similar evolution, noting that the characteristic momentum maximizes the energy per mode,
$\mathrm{p}^{3} n(t, \mathrm{p})=\left(\frac{t}{t_{S}}\right)^{\alpha-3 \beta}\left[\left(\left(\frac{t}{t_{S}}\right)^{\beta} \mathrm{p}\right)^{3} n_{S}\left(\left(\frac{t}{t_{S}}\right)^{\beta} \mathrm{p}\right)\right] \quad \rightarrow \quad\left(\frac{t}{t_{S}}\right)^{\beta} \overline{\mathrm{p}}(t)=$ const.
Also the occupation number at that characteristic momentum $\bar{n}$ decreases with time,

$$
\bar{n}(t)=n(t, \overline{\mathrm{p}}(t))=\left(\frac{t}{t_{S}}\right)^{\alpha}\left[n_{S}\left(\left(\frac{t}{t_{S}}\right)^{\beta} \overline{\mathrm{p}}(t)\right)\right] \propto t^{\alpha} .
$$

Extracting the scaling exponents: We have extracted the exponents $\alpha$ and $\beta$ by performing likelihood fits, similar to [116]. More specifically, for different times $t^{\prime}$ we have compared the distribution function, multiplied by the momentum cubed, which in the ultra-relativistic regime gives the energy density per momentum, at $t=t^{\prime}$ and $t=2 t^{\prime}$. Assuming the self-similar behavior of (3.19), we tested different values of the exponents and for each pair defined the (normalized) likelihood,

$$
\begin{equation*}
W(\alpha, \beta) \propto \exp [-\chi(\alpha, \beta) /(2 \bar{\chi})], \tag{3.23}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi(\alpha, \beta)=\frac{\int\left[\left(n\left(t^{\prime}, \mathrm{p}\right)-2^{-\alpha} n\left(2 t^{\prime}, 2^{-\beta} \mathrm{p}\right)\right) \mathrm{p}^{3}\right]^{2} d \mathrm{p}}{\int\left[n\left(t^{\prime}, \mathrm{p}\right) \mathrm{p}^{3}\right]^{2} d \mathrm{p}} \tag{3.24}
\end{equation*}
$$

Here $\bar{\chi}$ is the minimal observed value of $\chi(\alpha, \beta)$, which corresponds to the best fit. The integrals are performed over large momenta, $\mathrm{p} \gg M$, for which $n(\mathrm{p}) \gg 1$.


Figure 3.8: The direct energy cascade for $\phi_{0} / f=25$ and $\kappa=3$. Left: Several snapshots of the distribution function with (inset) and without (main plot) rescaling. Right: The time-evolution of the numerically extracted scaling exponent $\beta$, describing the direct cascade (upper), and the equal-time statistical propagator $F(t, t, \mathbf{x}-\mathbf{y}=0)$ (lower). The cascade gradually slows down, with $\beta$ approaching $-1 / 5$.

We found the values of the exponents, for which the fit was the best and identified the fitting errors with the gaussian widths of the marginal likelihoods $\int W d \beta$ and $\int W d \alpha$.

Extracted in this way exponents turn out to be time-dependent, but tend to fixed values. The ratio of the exponents quickly approaches $\alpha / \beta \approx 4$. The value of the exponent $\beta$ comparably slower (especially for large initial field values) decreases to $\beta \approx-1 / 5$. Therefore, the cascade is faster in the beginning, but gradually slows down. This is illustrated in Fig. 3.8 for the case of $\kappa=3$ and $\phi_{0} / f=25$. In the left panel several snapshots of the cascading distribution function are shown on a $\log -\log$ plot. In the inset the same after an appropriate rescaling is displayed. As can be seen, the functions overlap quite well, although a slow change of their shape with time is observed. The upper right panel shows the exponent $\beta(t)$, extracted numerically, as described above, as a function of time together with its errors. The value $\beta=-1 / 5$ was also reported in other scalar models [1,22].

### 3.3.3 $1 / N$ resummation and kinetic description

The observation that the scaling exponents governing the dynamics near NTFPs are unaffected by the presence of additional self-interactions in the sine-Gordon model, compared to the $\varphi^{4}$ theory, requires a better analytical understanding.

The slow dynamics in the vicinity of a NTFP can be studied by means of the kinetic description. This corresponds to the green region in Fig. 2.4. The scaling exponents for the cascades in $\varphi^{4}$ theory have been calculated in [25] by applying kinetic theory based on the 2PI $1 / N$ expansion to NLO [70, 71]. In this section we generalize that expansion for the sine-Gordon model and derive the corresponding
a)

b)


Figure 3.9: The LO (a) and NLO (b) diagrams of the 2PI $1 / N$ expansion for scalar field theories with quartic and sextic self-interactions.
transport equations, which allow understanding of the observed universality of the exponents.

In order to perform the above-described classification our single-component model should be first embedded into an $\mathcal{O}(N)$-symmetric model,

$$
\begin{equation*}
U(\varphi)=\frac{1}{2} m^{2} \varphi^{2}+N \Lambda^{4}\left[1-\cos \left(\frac{\varphi}{f \sqrt{N}}\right)\right] \tag{3.25}
\end{equation*}
$$

where $\varphi=\sqrt{\varphi_{a} \varphi_{a}}$ and the cosine-term can be understood in terms of its Taylor expansion. Note that the factors of $N$ in (3.25) are chosen such that the classical action $S[\varphi]=\int_{x}\left[\frac{1}{2} \partial^{\mu} \varphi_{a} \partial_{\mu} \varphi_{a}-U(\varphi)\right]$ scales proportional to $N$. For $N=1$ one recovers (3.1). Although the convergence of the expansion relies on a large value of $N$, it has been successfully applied to models with a moderate number of field components and was able to describe observed phenomena [20, 70, 71].

We consider the stage of the dynamics after the background oscillations have decayed away i.e. assume that $\phi=0$. The $1 / N$ expansion can be performed by classifying the contributions to $\Gamma_{2}[\phi=0, G]$ based on their scaling with the number of field components $N$.

Leading order: At the LO each of the polynomial self-interactions $\sim \lambda_{2 n}\left(\varphi^{2}\right)^{n}$, that are present in (3.25), contributes with a single "bubble" diagram [122, 123], resulting in

$$
\begin{equation*}
\Gamma_{2}^{\mathrm{LO}}[G]=-\sum_{n=2}^{\infty} \frac{\lambda_{2 n}}{(2 n)!N^{n-1}} \int_{x, C}\left(G_{a a}(x, x)\right)^{n} \tag{3.26}
\end{equation*}
$$

These correspond to diagrams with one vertex where propagators $G_{a a}(x, x)$ connect legs with the same indices forming closed bubbles. The first two such diagrams are shown in panel (a) of Fig. 3.9. Because of the implicit summation over the index $a$, each bubble, and consequently each of the two shown diagrams, scales proportional to $N$.

Inserting the expression for the couplings in the sine-Gordon model, $\lambda_{2 n}=$ $(-1)^{n+1} \Lambda^{4} / f^{2 n}$ (see also Eq. (2.31)), and summing the series inside the integral
gives ${ }^{4}$

$$
\begin{equation*}
\Gamma_{2}^{\mathrm{LO}}[G]=N \Lambda^{4} \int_{x, C}\left[\cos \left(\sqrt{\frac{F(x, x)}{f^{2}}}\right)-1+\frac{F(x, x)}{2 f^{2}}\right] \tag{3.27}
\end{equation*}
$$

As can be seen from (3.26), this order contributes to the local self-energy $\Sigma^{(0)}$ and, thus, the corrections manifest themselves as a coordinate-dependent shift to the effective mass. In other words, no scattering processes are included at LO.

Next-to-leading order: First interactions between different momentum modes appear only at NLO. This contribution consists of an infinite series of diagrams [123]. Those that involve only quartic and sextic vertices are shown in panel (b) of Fig. 3.9. The first row contains all diagrams without sextic vertices. It is the complete NLO contribution in the $\varphi^{4}$ theory and has been resummed in [70]. In the two lower rows, diagrams include at least one sextic vertex. The latter, whenever encountered, necessarily contains one closed bubble $G_{a a}(x, x)$ to compensate its additional factor of $1 / N$, while the rest of its legs form the same propagator chains as in the first row. Note that the two diagrams appearing at LO are also encountered at NLO, however, with a different index structure, as explicitly shown in Fig. 3.9. The same analogy holds for the higher-order self-interactions.

To combine the diagrams of the first row with those containing higher-order vertices, it is convenient to introduce a coordinate-dependent "modified" coupling,

$$
\begin{equation*}
\widetilde{\lambda}(x ; F)=\sum_{n=2}^{\infty} \frac{6(n-1) \lambda_{2 n}}{(2 n-1)!}(F(x, x))^{n-2} . \tag{3.28}
\end{equation*}
$$

which plays the role of the quartic coupling at NLO in presence of additional selfinteraction. With this, the resummation of the NLO diagrams proceeds in the same way as for the $\varphi^{4}$ theory and yields [123]

$$
\begin{equation*}
\Gamma_{2}^{\mathrm{NLO}}[G]=\frac{i}{2} \operatorname{Tr}_{C} \ln [\widetilde{B}(G)] \tag{3.29}
\end{equation*}
$$

where we have defined $\widetilde{B}(x, y ; G)=\delta(x-y)+i \frac{\widetilde{\lambda}(x)}{6 N} G^{2}(x, y)$, with $G^{2}(x, y)=$ $G_{a b}(x, y) G_{a b}(x, y)$, and the logarithm sums the infinite series

$$
\begin{gather*}
\operatorname{Tr}_{C} \ln [\widetilde{B}(G)]=\int_{x, C} i \frac{\widetilde{\lambda}(x)}{6 N} G^{2}(x, x) \\
-\frac{1}{2} \int_{x y, C}\left(i \frac{\widetilde{\lambda}(x)}{6 N} G^{2}(x, y)\right) \cdot\left(i \frac{\widetilde{\lambda}(y)}{6 N} G^{2}(y, x)\right)+\ldots \tag{3.30}
\end{gather*}
$$

Remarkably, the NLO contribution to the effective action has the same structure as in $\varphi^{4}$ theory, with the only difference being that the quartic coupling $\lambda$ is replaced by a modified coupling $\widetilde{\lambda}$. The modified quartic coupling $\tilde{\lambda}$ is the only place where the details of the self-interactions enter. Inserting the expression for the couplings $\lambda_{2 n}=(-1)^{n+1} \Lambda^{4} / f^{2 n}$ in the sine-Gordon model and summing the series gives

$$
\begin{equation*}
\tilde{\lambda}(x ; F)=3 \frac{\Lambda^{4}}{f^{4}}\left[\frac{\cos \left(\sqrt{\frac{F(x, x)}{f^{2}}}\right)}{\frac{F(x, x)}{f^{2}}}-\frac{\sin \left(\sqrt{\frac{F(x, x)}{f^{2}}}\right)}{\left(\frac{F(x, x)}{f^{2}}\right)^{3 / 2}}\right] . \tag{3.31}
\end{equation*}
$$

[^7]Resummed kinetic theory: With the expressions (3.27) and (3.29) at hand, the corresponding self-energies can be calculated using (2.35) and, thus, the 2PI equations of motion at that order can be derived. This derivation is presented in [1]. The 2PI equations can be further recast into the form a kinetic Boltzmann equation, as it was explained in section 2.3.4. Inserting the expressions for the self-energies into (2.49), the corresponding kinetic transport equations can be obtained. Again, referring to [1] and the references therein for the details of the calculation, here we present the final expressions.

The collision integral $C[n]$ coincides with the analogous expression for $2 \leftrightarrow 2$ scatterings in $\varphi^{4}$ theory and is given by [20]

$$
\begin{equation*}
C[n](t, \mathbf{p})=\int d \Omega^{2 \leftrightarrow 2}[n](t, \mathbf{p}, \mathbf{q}, \mathbf{r}, \mathbf{l})\left[\left(n_{\mathbf{p}}+1\right)\left(n_{\mathbf{l}}+1\right) n_{\mathbf{q}} n_{\mathbf{r}}-n_{\mathbf{p}} n_{\mathbf{l}}\left(n_{\mathbf{q}}+1\right)\left(n_{\mathbf{r}}+1\right)\right] \tag{3.32}
\end{equation*}
$$

with the shortcut notation $n_{\mathbf{p}}=n(t, \mathbf{p})$. Note that, being derived from 2PI equations, it automatically contains the Bose enhancement factors $n_{\mathbf{p}}+1$. The integration measure of the Boltzmann equation,

$$
\begin{equation*}
\int d \Omega^{2 \leftrightarrow 2}[f](t, \mathbf{p}, \mathbf{q}, \mathbf{r}, \mathbf{l})=\int_{\mathbf{l} \mathbf{q} \mathbf{r}} \frac{\widetilde{\lambda}_{\text {eff }}^{2}(t, \mathbf{p}, \mathbf{q}, \mathbf{r}, \mathbf{l})}{6 N}(2 \pi)^{4} \delta(\mathbf{p}+\mathbf{l}-\mathbf{q}-\mathbf{r}) \frac{\delta\left(\omega_{\mathbf{p}}+\omega_{\mathbf{l}}-\omega_{\mathbf{q}}-\omega_{\mathbf{r}}\right)}{2 \omega_{\mathbf{p}} 2 \omega_{\mathbf{l}} 2 \omega_{\mathbf{q}} 2 \omega_{\mathbf{r}}} \tag{3.33}
\end{equation*}
$$

writing $\int_{\mathbf{q}}=\int d^{3} \mathbf{q} /(2 \pi)^{3}$, involves $\delta$-functions reflecting energy and momentum conservation, as well as the time- and momentum-dependent effective four-vertex,

$$
\begin{gather*}
\widetilde{\lambda}_{\mathrm{eff}}^{2}(t, \mathbf{p}, \mathbf{q}, \mathbf{r}, \mathbf{l})=\frac{\widetilde{\lambda}^{2}(t ; F)}{3}\left[\frac{1}{\left|1+\Pi_{R}\left(t, \omega_{\mathbf{p}}+\omega_{\mathbf{l}}, \mathbf{p}+\mathbf{l}\right)\right|^{2}}\right. \\
\left.+\frac{1}{\left|1+\Pi_{R}\left(t, \omega_{\mathbf{p}}-\omega_{\mathbf{q}}, \mathbf{p}-\mathbf{q}\right)\right|^{2}}+\frac{1}{\left|1+\Pi_{R}\left(t, \omega_{\mathbf{p}}-\omega_{\mathbf{r}}, \mathbf{p}-\mathbf{r}\right)\right|^{2}}\right] \tag{3.34}
\end{gather*}
$$

that is a consequence of the infinite series of 2PI diagrams at NLO (3.30) ${ }^{5}$. The "one-loop" retarded self-energy $\Pi_{R}$ in (3.34) corresponds to two propagator lines and one modified coupling in this picture, i.e. a "chain link". It can be expressed as [25]

$$
\begin{gather*}
\Pi_{R}(t, \omega, \mathbf{p})=\lim _{\epsilon \rightarrow 0} \frac{\tilde{\lambda}(t ; F)}{12} \int_{\mathbf{q}} \frac{n(t, \mathbf{p}-\mathbf{q})}{\omega_{\mathbf{q}} \omega_{\mathbf{p}-\mathbf{q}}}\left[\frac{1}{\omega_{\mathbf{q}}+\omega_{\mathbf{p}-\mathbf{q}}-\omega-i \epsilon}\right. \\
\left.+\frac{1}{\omega_{\mathbf{q}}-\omega_{\mathbf{p}-\mathbf{q}}-\omega-i \epsilon}+\frac{1}{\omega_{\mathbf{q}}+\omega_{\mathbf{p}-\mathbf{q}}+\omega+i \epsilon}+\frac{1}{\omega_{\mathbf{q}}-\omega_{\mathbf{p}-\mathbf{q}}+\omega+i \epsilon}\right] . \tag{3.35}
\end{gather*}
$$

Having found the corresponding Boltzmann equation, we now discuss its properties and implications for the scaling exponents of NTFPs. First we note that the form of the NLO collision term coincides with the one for the $\varphi^{4}$ theory, except for the replacement of the quartic coupling $\lambda \mapsto \widetilde{\lambda}(t ; F)$. This is an important result, which explains the observed universality of the scaling exponents from the point of view of the resummed kinetic theory.
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Figure 3.10: The shape of the modified quartic coupling $\widetilde{\lambda}$ from (3.31), divided by $\lambda=\Lambda^{4} / f^{4}$, as a function of the rescaled statistical propagator $F(x, x) / f^{2}$, and given by $3[\cos (\sqrt{x}) / x-$ $\left.\sin (\sqrt{x}) / x^{3 / 2}\right]$. Due to the negative sign of the quartic coupling in (3.5), the ratio $\widetilde{\lambda} / \lambda$ approaches minus one for $F \rightarrow 0$.

At high momenta, where the typical occupation numbers are not too large, $n \ll$ $|\lambda|^{-1}$, such that $\left|\Pi_{R}\right| \ll 1$, the effective vertex is approximately $\widetilde{\lambda}_{\text {eff }}^{2} \approx \widetilde{\lambda}^{2}$. In this regime there is no dependence on the sign of the coupling in the kinetic equation, which is consistent with the observation that the dynamics of the direct cascade does not depend on that sign.

The situation is different at low momenta where, due to the large occupation numbers $n \sim|\lambda|^{-1}$, the retarded self-energy $\Pi_{R}$ cannot be neglected anymore in the expression for $\widetilde{\lambda}_{\text {eff }}^{2}$. Since $\Pi_{R} \propto \widetilde{\lambda}(t ; F)$ this also induces a dependence on the attractive or repulsive nature of the self-interactions into the kinetic equation, consistent with the observations from classical-statistical simulations.

The modified coupling for the sine-Gordon model (3.31) as a function of the statistical propagator is plotted in Fig. 3.10 and its shape has a simple interpretation. For weak fluctuations the modified coupling agrees with the coupling of the leading quartic self-interaction, which is negative in our model. In other words, the dominant interactions in this case are attractive. For large fluctuations, different interaction terms in the cosine potential "cancel each other", leading to weaker mean interactions, averaging to zero in the limit of $F \rightarrow \infty$.

### 3.4 Finding the lowest minimum

A common feature of field theories with quasiperiodic potentials is that the potential can contain several local minima. This allows scenarios in which the field is trapped in one of the false minima. In our considered model (3.1) the number of these minima increases with $\kappa$ (see Fig. 3.1), while for small values of $\kappa$ ( $\kappa \lesssim 2.14554$ ) the only minimum is at $\varphi=0$.

Having investigated the amplification and the subsequent dynamics of fluctuations in the previous sections, we now turn to the important question of how these processes impact the field's ability to overcome the barriers of the potential and to perform transitions between local minima. The following effects are expected:

- The energy transfer to fluctuations decreases the amplitude of the background field oscillations. This hinders the ability of the field to overcome potential barriers and can lead to trapping.
- The amplification of fluctuations modifies the effective potential exhibited by the background field $\phi$. This can be demonstrated by taking the expectation value of the classical field equations of motion in the presence of statistical
fluctuations,

$$
\begin{equation*}
\ddot{\phi}+m^{2} \phi+\frac{\Lambda^{4}}{f}\left\langle\sin \frac{\varphi}{f}\right\rangle=0 . \tag{3.36}
\end{equation*}
$$

For the simple case when the fluctuations have a Gaussian distribution one arrives at
$\left\langle\sin \left(\frac{\varphi(t, \mathbf{x})}{f}\right)\right\rangle=\sin \frac{\phi(t)}{f}\left\langle\cos \left(\frac{\varphi(t, \mathbf{x})-\phi(t)}{f}\right)\right\rangle=\sin \frac{\phi(t)}{f} \exp -\frac{F(t, t, \mathbf{x}-\mathbf{x})}{2 f^{2}}$,
where $F$ is the equal-time statistical propagator, i.e.

$$
\begin{equation*}
\left\langle\varphi^{2}(t, \mathbf{x})\right\rangle-\phi^{2}(t)=F(t, t, \mathbf{x}-\mathbf{x})=\int_{\mathbf{p}} F(t, t, \mathbf{p}) \tag{3.38}
\end{equation*}
$$

This implies that the wiggles are smeared out by a factor of $e^{-F / 2 f^{2}}$ in the effective potential compared to the bare potential, which makes trapping more difficult. Note that the resulting equations of motion,

$$
\begin{equation*}
\ddot{\phi}+m^{2} \phi+\frac{\Lambda^{4}}{f} e^{-\frac{F}{2 f^{2}}} \sin \frac{\phi}{f}=0 \tag{3.39}
\end{equation*}
$$

coincide with (2.40) in the linear regime.
The aim of this section is to understand the combined impact of the energy transfer from the background field to the fluctuations on getting trapped in a false minimum as well as on finding the way out of such a minimum. In the first two subsections we consider the situation when the background field is trapped in a local minimum from the beginning. The case of the field getting trapped in the course of its dynamics is discussed in the third subsection.

### 3.4.1 Resonance-enhanced transitions

In order to understand how the energy transfer to the fluctuations affects the ability of the field to overcome potential barriers, we consider the situation in which the background field oscillates around a false minimum from the beginning. In other words we choose the initial field value $\phi_{0}$ to lie inside one of the potential wells. Our analysis of the dynamics is based on the classical-statistical description, which is applicable due to the large field values/occupation numbers.

It is worth mentioning that, if expansion of the spacetime is taken into account, a similar scenario of getting trapped in the linear regime can occur even if the initial field value is outside of any of the potential wells. Indeed, due to the "Hubble friction", the amplitude of oscillations decreases with time. This can lead to the field getting trapped at relatively early times and performing further oscillations around the corresponding local minimum.

In the presence of background oscillations, fluctuations are subject to an exponential amplification via the parametric resonance instability. In the case when the oscillations are around a false minimum there is typically one strong instability band at low momenta, $|\mathbf{p}| / m<\kappa$, as it was explained in section 3.2. We have performed simulations for different values of $\kappa$ and $\phi_{0} / f$, for which the field initially oscillates around one of the false minima. Remarkably, depending on the values of these parameters, in some of the simulations a transition to a lower minimum indeed took place, once the unstable fluctuations became sufficiently large.


Figure 3.11: The evolution of the background field $\phi(t) / f$ (left plot) and the equal-time statistical propagator $F(t, t, 0) / f^{2}=\left(\left\langle\varphi^{2}(t, \mathbf{x})\right\rangle-\phi^{2}(t)\right) / f^{2}$ (right plot). Different colors indicate the locations of different minima of the classical potential. Before the transition the background field oscillates around a false minimum and the fluctuations exhibit an exponential amplification. Bubbles are nucleated after $t m \approx 6$ and lead to a transition to the lowest minimum. We employ $\kappa=10, \lambda=10^{-10}$ and $\phi_{0} / f=32.6$.

One such "resonance-enhanced" transition is illustrated in Fig. 3.11, where we used $\phi_{0} / f=32.6, \kappa=10$ and $\lambda=10^{-10}$. In the left panel of that figure the time evolution of the background field $\phi(t) / f$ is shown. Different local minima of the classical potential are indicated by different colors. Initially the background field performs oscillations around the false minimum, indicated by the red line. In the right panel of Fig. 3.11 the equal-time statistical propagator from (3.38), integrated over all momentum-modes and divided by $f^{2}$ is shown. As one would expect, it exhibits an exponential growth due to the parametric resonance. At around $t m \approx 6$, when the fluctuations become nonperturbatively large, the background field starts to roll down from the local minimum all the way to $\phi=0$.

In the example of Fig. 3.11, the background field settles in the lowest minimum after the transition, which is not always the case. Also, the background oscillations are absent after the transition in that example. Remarkably, if the potential energy of the local minimum, around which the field oscillates initially, is large enough, background oscillations around $\phi=0$ can emerge after the transition. This is illustrated in Fig. 3.12, where the evolution of $\phi(t) / f$, starting from different local minima, is shown. It was observed, that the amplitude of these oscillations decays exponentially, in analogy to what was described in section 3.2.5. Also, the distribution function $n(t, \mathbf{p})$ enters the regime of the direct cascade after the transition, as it was described in section 3.3.2.

In the above-mentioned examples the initial amplitude of oscillations was chosen sufficiently large such that the background field started to roll down from the false minimum very soon. Decreasing the amplitude, the transition time increases and for small field values it is not observed at all in the simulations. Nevertheless, our analysis demonstrates a remarkable, far-from-obvious result: the net effect of the amplification of fluctuations is such that it enhances the field's ability to get out of a local minimum.

### 3.4.2 Explosive bubble nucleation

Even in the absence of the parametric resonance, the field cannot remain trapped in a false minimum forever and should eventually make a transition to the true minimum due to quantum tunneling [124, 125]. The transition from the false minimum is induced by nucleation of bubbles of the lower minimum and their subsequent expansion.

If the field in the false minimum is in a "vacuum" state, the bubbles are nucleated from quantum (vacuum) fluctuations. The phenomenon is similar to firstorder phase transitions in statistical physics, which are instead controlled by thermal fluctuations. In the semi-classical approximation the probability of bubble nucleation per unit time per unit volume can be written as $\Gamma_{\text {nucl }} \sim e^{-B}$, where $B$ represents the smallest Euclidean action of a configuration, in which the field bounces between the two vacua [124]. The potential energy, liberated inside the bubble, is stored dominantly in the walls. The bubbles grow in size and, eventually, fill the whole space, completing the transition.

An important feature of the considered scenario is that the field in the false minimum is in a nonequilibrium state, involving an oscillating background field and dynamically created "particle content". Importantly, we still observe the nucleation of bubbles in our simulations during the transition to the true minimum. Bubble-like field configurations are averaged out in the one-point function and, in order to observe them, we study the individual samples of the classical-statistical ensemble.

The nucleation and the subsequent dynamics of the bubbles is illustrated in Fig. 3.13, where snapshots of the field $\varphi(t, \mathbf{x}) / f$ on a 2D slice at several times are shown. The colors here are chosen in correspondence with those in Fig. 3.11. In an individual run of classical-statistical simulations, parametric resonance manifests itself in the form of local inhomogeneities in position space, whose amplitude grows with time. Sufficiently large inhomogeneities start to grow in size after $t m \approx 6$, with field values of the lower minimum inside. This is how bubbles are


Figure 3.12: The evolution of the background field $\phi(t) / f$ with different initial values, corresponding to different local minima around which the initial oscillations take place. For larger values of $\phi_{0} / f$ decaying background oscillations emerge after the transition. We employ $\kappa=10, \lambda=10^{-10}$.


Figure 3.13: Several snapshots of the field $\varphi(t, \mathbf{x})$ at times $t m=5.85,7.5$ and 9 on a 2 D slice from one simulation during the parametric resonance enhanced transition. We employ $\phi_{0} / f=32.6, \kappa=10, \lambda=10^{-10}$. For an animation of the transition see here
nucleated in the classical-statistical regime. In the beginning the bubbles have irregular shapes, but become more spherical as they expand.

The "explosive" nucleation of bubbles in the considered regime is induced by the large fluctuations and occurs at the end of the parametric amplification, when the typical occupation numbers become $n \sim 1 / \lambda$. As observed in the simulations, this mechanism of bubble nucleation can be extremely efficient and induce a fast transition from a false minimum. This is in contrast to the transitions from a vacuum state, where bubble nucleation is induced by purely quantum fluctuations and is therefore extremely suppressed. Moreover, such genuine quantum effects are neglected in the classical-statistical approximation. The latter becomes applicable in our case due to the large occupation numbers of the field in the false minimum (see also $[126,127]$ for the analysis of the false vacuum decay by means of classicalstatistical simulations).

The rate of bubble nucleation depends on the shape of the potential as well as on the initial amplitude of the background oscillations around the false minimum. Remarkably, as a consequence of the nonequilibrium nature of the problem, this rate is also time-dependent as it is evident from the simulations. During the
resonant amplification of fluctuations energy is being transferred from the coherent and homogeneous form into the inhomogeneous form of local over-densities. These over-dense regions in position space naturally allow for more efficient (local) bubble nucleation as compared to the homogeneous configuration. This explains why the probability of the transition increases on average ${ }^{6}$ in the course of the resonant amplification of fluctuations, and reaches its maximum when the fluctuations become of the order $1 / \lambda$.

One interesting feature of the considered model is that the minimum, in which the field is trapped, can be separated from the lowest one by one or more local minima and, thus, by more than one potential barrier. Nucleation of bubbles of the neighboring local minimum is the most likely, since it requires the smallest bounce action. Such bubbles are seen in Fig. 3.13, where the yellow color denotes the corresponding minimum. What can also be seen in that figure is that the overlap regions of the bubbles in some cases turn into bubbles of even lower minima. To understand this note that when two such bubbles collide, the gradient energy of the walls in this overlap region is transformed into kinetic energy. If this additional energy is sufficient, it can lead to the field jumping to an even lower minimum in the overlap region. In this case a "bubble" of that lower minimum is nucleated "classically", from the wall collisions [129]. Directly after nucleation such a bubble does not have a spherical shape, but becomes more spherical as it expands. Eventually, nucleated this way bubbles collide with each other and such nucleation events repeat. For an animation of the transition see here.

### 3.4.3 Getting trapped

So far we have considered the scenario of the field being trapped in a false minimum from the beginning ${ }^{7}$. Here we are interested in the possibility that the field gets trapped dynamically, due to the transfer of energy to the fluctuations. We thus choose the initial conditions such that the background field initially oscillates around $\phi=0$. By getting trapped the interruption of such oscillations for at least some time is meant.

Remarkably, in most cases the amplitude of background oscillations decreases to zero without the field getting trapped in any of the false minima. This can be attributed to an efficient smearing out of the wiggles in the presence of strong fluctuations. Exceptions occur for relatively small initial amplitudes, $\phi_{1} / f \lesssim \kappa^{2}$, for which the oscillations from the beginning take place in the region with pronounced wiggles and local minima.

Finally in some cases, although very rare, the field gets trapped and performs a transition after a short time in the lattice simulation. One such situation is shown in Fig. 3.14, where the parameters $\phi_{0} / f=8.17, \kappa=4.5$ and $\lambda=10^{-6}$ were used. In the left panel the time evolution of the background field is plotted, with different colors representing different minima of the classical (bare) potential. As can be seen, the field gets trapped at $t m \approx 11 . .^{8}$ In the right panel, we plot the fraction $\mathcal{N}(t)$ of the runs, in which the transition to a lower minimum did not occur yet, as a function of time. For simplicity, we have identified for a given run the transition time as the
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Figure 3.14: The time evolution and trapping of the background field $\phi_{0} / f$ (left), and the fraction of the runs, still trapped in the false minimum, as a function of time (right), demonstrating how the transition probability decreases with time. Trapping occurs at $t m \approx 11$. Values of parameters $\phi_{0} / f=8.17, \kappa=4.5$ and $\lambda=10^{-6}$ were used.
time at which the volume-averaged field in that run became smaller than $\phi^{\prime}=1.5$. In some simulations the field remains trapped. This is, however, a finite-volume effect and in the $V \rightarrow \infty$ limit the trapped fraction at late times should decrease to zero.

### 3.5 Summary

In this chapter we studied the amplification of quantum fluctuations in the presence of an oscillating background field, in scalar field theories with quasiperiodic potentials. Although the massive sine-Gordon model was used for our analysis, most of the results, obtained in this chapter, are applicable to more general scalar field theories with similar potentials.

The dynamics can be split into two stages. The first stage is characterized by a rapid, exponential amplification of fluctuations with certain momenta via instabilities. We have explained the main differences of this process in our system as compared to more common field theories with monomial potentials, including the amplification of fluctuations with ultrarelativistic momenta. In the second stage slower dynamics sets in, involving turbulent cascades in momentum space with universal scaling behavior. Remarkably, the main features of the dynamics, including the values of the scaling exponents of these NTFPs, are not different compared to those for more common scalar models and, in general, are insensitive to the details of the potential. We have also derived the 2PI equations of motion based on a $1 / N$ expansion to NLO for our model, which can be used to study the dynamics in regimes beyond the regime of weak coupling and large occupation numbers.

Our studies demonstrate that dynamical effects play a crucial role in such systems. In particular, the growth of fluctuations should be taken into account for the transitions between local minima, when calculating the rate of bubble nucleation. Moreover, the transitions themselves should be studied in a dynamical setting, as they can involve the nucleation of bubbles of different local minima within the same transition, with colliding bubbles nucleating new bubbles of even lower minima.

We also studied how the energy transfer from the background field to the fluctuations impacts the field's ability to overcome the barriers of the potential. In recent works $[130,131]$ it has been argued, based on a linearized analysis, that particle
production due to the wiggly shape of the potential can lead to effective "stopping" of the rolling field. This was done in the context of the relaxion mechanism. Our analysis indicates that these results should be at least revisited from the point of view of full nonlinear dynamics and that the growth of fluctuations can prevent the field from stopping at a local minimum. The question of getting trapped is important also for estimating the final abundance of the fields in the universe, as in the DM scenario, which is discussed in the next chapter.

## Chapter 4

## Nonperturbative production of axion-like particle dark matter

The content of this chapter is based on the work in collaboration with Jürgen Berges and Joerg Jaeckel, that has been published in [2]. In that work I did the main computations and most of the writing of the script. The figures and a significant part of the text in this chapter and in the appendix $B$ are taken from that reference.

The previous chapter was devoted to the investigation of the rich dynamics of axion-like fields with weakly broken discrete shift symmetries i.e. in the presence of a monodromy. The potential typically features a number of "wiggles" that lead to rapid growth of fluctuations. In this chapter we investigate the role of such fields in cosmology as DM candidates and study the consequences of their nonlinear dynamics.

As it was discussed in [56], in the presence of a monodromy the couplings of ALP DM to the SM particles can be larger (see also section 2.2.2). Using classicalstatistical field theory simulations on an expanding FRW spacetime, we go beyond the linear regime of [56] and treat the system in the nonlinear and, even, the fully nonperturbative regime. For a wide range of parameters the initially homogeneous field is completely converted into fluctuations, which correspond to DM particles with a nonvanishing velocity. We find three important features.

- These particles are relativistic in the beginning. However, for the most masses ( $m_{a} \gtrsim 10^{-15} \mathrm{eV}$ ) they cool down sufficiently by matter-radiation equality and remain fully viable as CDM.
- The reduction in total energy density of ALPs due to this relativistic intermediate phase is relatively small.
- The density fluctuations are typically of order one. However, their typical length scales are much smaller than those expected for the formation of gravitationally bound objects i.e. axion miniclusters [74] (cf. also e.g. [72, 73, 132, 133]). At these small scales the localization of a small mass requires them to have a nonvanishing momentum and the resulting pressure prevents the gravitational collapse. Instead of miniclusters with huge overdensities, the density of DM therefore features large, $\mathcal{O}(1)$ fluctuations at scales $\sim\left(10^{3}-10^{6}\right) \mathrm{km} \sqrt{\mathrm{eV} / m_{a}}$.

The chapter is organized as follows. Section 4.1 gives an overview of the misalignment production of ALP DM and outlines the novel effects due to monodromy. In section 4.2 we study the dynamics of vacuum realignment and the growth of fluctuations in the presence of monodromy. We determine the impact of the fluctuations on the equation of state and on the energy density of DM in section 4.3,
where we also consider the corresponding restrictions based on large-scale structure probes. The ALP density power spectrum and the fate of the overdensities are discussed in section 4.4. We conclude in section 4.5.

### 4.1 ALPs as dark matter and monodromy

Standard ALPs are known to be good candidates for DM if they are produced nonthermally in the early universe, via the so-called misalignment mechanism [2629]. In the simplest case of this mechanism, the axion-like field is present already during inflation. After inflation it obtains some value $\phi_{1}$, practically homogeneous throughout the observable universe. The field performs coherent oscillations around the minimum of the potential, once the Hubble parameter drops below its mass. The amplitude of oscillations decreases due to the expansion and, because of the conventional "cosine" form of the potential (2.2) for standard ALPs, very soon oscillations take place in the almost quadratic region of the potential. As a result, the field behaves exactly as ordinary matter and, in particular, dilutes according to $\rho \propto a^{-3}$. The final energy density of ALPs today can be expressed in terms of their mass $m_{a}$ and the misalignment field value $\phi_{1}$ as [26]

$$
\begin{equation*}
\rho_{0} \approx 0.17 \frac{\mathrm{keV}}{\mathrm{~cm}^{3}} \sqrt{\frac{m_{a}}{\mathrm{eV}}}\left(\frac{\phi_{1}}{10^{11} \mathrm{GeV}}\right)^{2} . \tag{4.1}
\end{equation*}
$$

Here $m_{a}$ denotes the mass near the bottom of the potential, which is given by (2.3). It will be assumed in this chapter that ALPs account for the whole DM content of the universe. In that case this quantity can be compared with the observed average DM density today, $\rho_{\mathrm{CDM}} \approx 1.27 \mathrm{keV} / \mathrm{cm}^{3}$ [10]. We will return to the derivation of (4.1) in section 4.3.

The periodic potential of ALPs limits their field range to $\left|\phi_{1}\right|<\pi f$. Therefore, assuming that ALPs make up all of DM puts, for a given ALP mass $m_{a}$, a lower bound on the decay constant $f$ or, equivalently, an upper limit on all couplings that are proportional to $\sim 1 / f$ [26]. This includes the ALP-photon coupling,

$$
\begin{equation*}
\mathcal{L}_{\mathrm{int}}=-\frac{1}{4} g_{a \gamma \gamma} \varphi F^{\mu \nu} \tilde{F}_{\mu \nu}, \quad g_{a \gamma \gamma}=c_{a \gamma} \frac{\alpha}{4 \pi f} \tag{4.2}
\end{equation*}
$$

where the prefactor $c_{a \gamma}$ is usually of the order of one.
As it was mentioned in section 2.2, an important effect in the presence of a monodromy is that there is no constraint $\phi_{1}<\pi f$ and the potential is not bounded from above. This allows one to bypass the limitation for standard ALPs and to have ALP DM with larger couplings [56]. This is the scenario that is investigated in more detail in this chapter.

As it was already noted in [56] and discussed in greater details in the previous chapter, the evolution of the field with such a potential can lead to rapid growth of fluctuations, even if the field was initially homogeneous as expected when the field is already present during inflation. This is how this type of monodromy DM differs decisively from the ordinary ALP DM, where the field and the corresponding density remain essentially homogeneous until the structure formation sets in.

In the next sections we use classical-statistical simulations in an expanding spacetime to study the full nonlinear dynamics of such ALP DM and determine phenomenological consequences of it.

### 4.2 The dynamics of vacuum realignment

Our starting point is the monodromy potential (3.1) where the discrete shift symmetry of ALPs is broken by a quadratic monomial. In an expanding FRW universe the classical equations of motion in comoving coordinates read

$$
\begin{equation*}
\ddot{\phi}+3 H \dot{\phi}-\frac{\Delta \phi}{a^{2}}+\frac{\delta U}{\delta \phi}=0 \tag{4.3}
\end{equation*}
$$

where $a(t)$ is the scale factor and $H=\dot{a} / a$ is the Hubble parameter.

### 4.2.1 Initial conditions

In the following we consider the scenario where the axion-like field is already present during inflation [26]. The initial condition after inflation is then given by,

$$
\begin{equation*}
\phi(x)=\phi_{1}=\text { const } \tag{4.4}
\end{equation*}
$$

that is constant throughout the entire observable universe. The subsequent evolution of $\phi(t)$ is governed approximately by (4.3), where the gradient term can be neglected due to homogeneity. The field is initially overdamped, $\partial_{t} \phi=0$, and only starts to oscillate once the Hubble friction term becomes comparable to the potential term in the equations of motion. This happens, approximately, when

$$
H=H_{\mathrm{osc}}=\frac{m_{a}}{3}
$$

although it can be delayed due to the wiggly structure of the potential depending on the value of $\phi_{1}$. For later use, we denote the corresponding scale factor by $a_{\text {osc }}$. Here $m_{a}$ denotes the bare mass around the global minimum of the monodromy potential (3.5), that is given by,

$$
\begin{equation*}
m_{a}^{2}=\left.\frac{\delta^{2} U}{\delta \phi^{2}}\right|_{\phi=0}=m^{2}+\frac{\Lambda^{4}}{f^{2}}=m^{2}\left(1+\kappa^{2}\right) \tag{4.5}
\end{equation*}
$$

In addition we introduce a rescaled dimensionless comoving momentum

$$
\begin{equation*}
\eta=\frac{\mathrm{p}}{m_{a} a_{\mathrm{osc}}} \tag{4.6}
\end{equation*}
$$

that will be frequently used in this work.
ALPs that are expected to behave as CDM should start to oscillate prior to the epoch of matter-radiation equality at $H_{\text {eq }}=2.3 \times 10^{-28} \mathrm{eV}$. The constraints from structure formation (for standard ALPs), including the Lyman- $\alpha$ forest data require $m_{a} \gtrsim 10^{-21} \mathrm{eV}[31,143,144]$. Moreover, $\phi_{1} \gg H_{I}$ must hold if ALPs are present during inflation in order to avoid strong isocurvature fluctuations [26, 137, 145]. For moderate misalignment angles this therefore implies $f \gg H_{I}$.

So far we have discussed the initial conditions and the evolution of the homogeneous background field. However, as already mentioned, due to their growth fluctuations are highly relevant in the case of monodromy potentials. In general all fields feature unavoidable quantum fluctuations which, in Minkowski spacetime, have the form given by Eq. (2.36). For ALPs all momentum modes, that are relevant
for the fragmentation dynamics, were stretched to superhorizon sizes during inflation and, as a consequence, are amplified compared to the subhorizon modes. More precisely, as $m_{a} \ll H_{I}$, the ALP can be treated as massless during inflation. Quantum fluctuations of a massless scalar field in the de-Sitter spacetime are known to have an approximately scale-independent field power spectrum (cf. e.g. [81]),

$$
\begin{equation*}
\Delta_{\varphi}=\left(\frac{H_{I}}{2 \pi}\right)^{2} \tag{4.7}
\end{equation*}
$$

Here, the power spectrum can be defined from the statistical propagator,

$$
\begin{gather*}
\left.\frac{1}{2}\left\langle\left\{\hat{\varphi}_{\mathbf{p}}(t), \hat{\varphi}_{\mathbf{p}^{\prime}}\left(t^{\prime}\right)\right\}\right\rangle\right|_{t^{\prime}=t}=\left.(2 \pi)^{3} \delta^{(3)}\left(\mathbf{p}+\mathbf{p}^{\prime}\right) F\left(t, t^{\prime}, \mathbf{p}\right)\right|_{t^{\prime}=t} \\
=(2 \pi)^{3} \delta^{(3)}\left(\mathbf{p}+\mathbf{p}^{\prime}\right) \frac{2 \pi^{2}}{\mathbf{p}^{3}} \Delta_{\varphi}(t, \mathbf{p}) \tag{4.8}
\end{gather*}
$$

In other words, the early universe inflation imprints Hubble sized fluctuations in the axion-like field. After inflation, all momentum modes of interest are superhorizon and remain frozen, $\partial_{t} F\left(t, t^{\prime}, \mathbf{p}\right)=0$, until they re-enter the horizon.

The self-interactions of ALP DM are very weak i.e. $\lambda \ll 1$. Moreover, the ALP fluctuations are initially suppressed compared to the background field, $\delta \varphi \ll \phi_{1}$. This implies that all stages of the evolution that are of interest to us can be well described by means of the classical(-statistical) approximation, as it was explained in section 3.2.1 of the previous chapter.

### 4.2.2 Amplification of fluctuations: linear regime

Having set the stage we now turn to the behavior of the fluctuations which form the core of this chapter.

Treatment of fluctuations: As it was already mentioned, the inflation imprints fluctuations in the ALP field of the order $\delta \varphi \sim H_{I}$. Since $H_{I} \ll f$ holds, these initial fluctuations are much smaller compared to the scale $\delta \varphi \sim f$ at which nonlinearities set in. Therefore, initially, the dynamics can be studied by means of linearized equations of motion, as it was done in section 3.2.2. This is conveniently done in terms of conformal variables,

$$
\begin{equation*}
\hat{\varphi}_{\mathrm{c}}=a \hat{\varphi}, \quad d \tau=\frac{d t}{a} \tag{4.9}
\end{equation*}
$$

The linearized equations for the momentum modes of the statistical propagator $F_{\mathrm{c}}\left(\tau, \tau^{\prime}, \mathbf{p}\right)=a(t) a\left(t^{\prime}\right) F\left(t, t^{\prime}, \mathbf{p}\right)$ then take the form [146]

$$
\begin{equation*}
\left[\partial_{\tau}^{2}+\mathbf{p}^{2}+a^{2} m^{2}\left(1+\kappa^{2} \cos \frac{\phi}{f}\right)-\frac{1}{a} \frac{d^{2} a}{d \tau^{2}}\right] F_{\mathrm{c}}\left(\tau, \tau^{\prime}, \mathbf{p}\right)=0 \tag{4.10}
\end{equation*}
$$

where p is the comoving momentum, related to the physical one by $\mathrm{p}_{\mathrm{phys}}=\mathrm{p} / a$. The above expression differs from the Minkowski analogue, which was considered in the previous chapter, only by the $a$-dependent modification of the effective mass. To study the growth of fluctuations we have solved (4.10) numerically, for a wide range of momenta, together with the classical ${ }^{1}$ evolution equation for the
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\[

$$
\begin{equation*}
\partial_{\tau}^{2} \phi_{c}+\left(a^{2} m^{2}-\frac{1}{a} \frac{d^{2} a}{d \tau^{2}}\right) \phi_{c}+a^{3} \frac{\Lambda^{4}}{f} \sin \left(\frac{\phi_{c}}{a f}\right)=0 . \tag{4.11}
\end{equation*}
$$

\]

For the scale factor in a radiation-dominated universe we have taken [80]

$$
\begin{equation*}
a=\sqrt{1+2 H_{i}\left(t-t_{i}\right)}=1+H_{0}\left(\tau-\tau_{i}\right), \tag{4.12}
\end{equation*}
$$

which in addition to $a(t) \sim t^{1 / 2}$ fixes $a\left(t_{i}\right)=1$ and $H\left(t_{i}\right)=H_{i}$. Here the $i$-index corresponds to the initial time of the simulation and $H_{0}$ is the value of the Hubble parameter at that time. One can check from (4.12) that the terms containing second derivatives of the scale factor in (4.10) and (4.11) vanish for a radiation-dominated expansion. To properly account for the horizon re-entry of all modes of interest, we have chosen $H_{i}$ to be of the same order as the largest momentum of the modes. For $\phi$ and $F$ we have employed the set of initial conditions described in the previous section.

In terms of the conformal variables the occupation numbers can be defined completely analogous to the case of Minkowski spacetime (2.28) (see also [146]),

$$
\begin{equation*}
n(t(\tau), \mathbf{p})+1 / 2=\left.\sqrt{F_{\mathbf{c}}\left(\tau, \tau^{\prime}, \mathbf{p}\right) \partial_{\tau} \partial_{\tau^{\prime}} F_{\mathbf{c}}\left(\tau, \tau^{\prime}, \mathbf{p}\right)}\right|_{\tau^{\prime}=\tau} \tag{4.13}
\end{equation*}
$$

Defined in this way, these are occupation numbers per comoving volume and, therefore, for sub-horizon modes, they do not change due to the expansion. This is different for super-horizon modes. In this case the occupation number grows with time, which is a consequence of the Hawking radiation emitted from the horizon [147]. This is the effect that accounts for the amplification of fluctuations during inflation.

When solving the evolution equations numerically, all dimensionful quantities are expressed in units of $m$, and the decay constant is rescaled out from the equations after the transformation $\phi \rightarrow \phi / f$. As a result the dynamics depends only on the values of three dimensionless parameters: $\kappa, \phi_{1} / f$ and $H_{I} / f$, with the latter determining the initial strength of the fluctuations.

Growth of fluctuations: Having set up the technique to deal with the fluctuations in the linear regime let us now return to physics. For small values of $\kappa \ll 1$ the evolution proceeds essentially as for a quadratic potential, i.e. a free field. The dynamics is dominated by the behavior of the homogeneous field. We are, however, more interested in the case where the potential has stronger "wiggles". As a benchmark case we take $\kappa=10$. The initial condition for the field and its fluctuations can be specified by fixing the initial field value as well as the Hubble scale. Here we take $\phi_{1} / f=1000$ and $H_{I} / f=10^{-10}$.

The evolution of the background field in the linear regime is straightforward. It starts to oscillate around $a_{\text {osc }}$ and then it is damped by the Hubble friction as can be seen in Fig. 4.1, where the linear regime extends up to $a<19 a_{\text {osc }}$.

The behavior of fluctuations is more interesting. Once the background field starts to oscillate, fluctuations are subject to a parametric resonance instability. ${ }^{2}$
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Figure 4.1: The evolution of the background field $\phi(t) / f$ as a function of the scale factor $a(t) / a_{\text {osc }}$, demonstrating the transition from the "overdamped" to the oscillatory phase, as well as the collapse of the background field in the nonperturbative regime with strong fluctuations. The collapse, which occurs at $a \approx 22 a_{\text {osc }}$, is shown with a better resolution in the inset. We employ $\phi_{1} / f=1000, \kappa=10$ and $H_{I} / f=10^{-10}$.

The resonance, in the absence of the expansion, was studied in the previous chapter, as well as in [56] and was shown to exhibit a number of instability bands. The same holds in the presence of the expansion. However, there are two essential modifications. The first is that the amplitude of the oscillations of $\phi$ decreases with time due to the expansion, thus the effective mass of the fluctuations in (4.10) is not strictly periodic. Second, in terms of conformal variables, the expansion causes an increase of characteristic mass scales in (4.10) proportional to the scale factor, reflecting the red-shift of physical momenta.

In Fig. 4.2 we plot the linear evolution of several momentum modes of the twopoint function $F\left(t, t_{0}, \mathbf{p}\right)$, defined in (4.8). After the horizon re-entry the modes start to oscillate with an amplitude decreasing with the expansion. As expected, modes with higher momenta re-enter the horizon earlier. Once a mode enters an


Figure 4.2: The linear evolution of absolute values of several momenta modes of the statistical propagator $\left|F\left(t, t_{0}, \mathbf{p}\right)\right|\left(m^{3} / f^{2}\right)$ as a function of the scale factor $a(t) / a_{\text {osc }}$, demonstrating the horizon re-entry of the modes, as well as their subsequent enhancement due to instabilities. We employ $\phi_{1} / f=$ $1000, \kappa=10$ and $H_{I} / f=10^{-10}$.
instability band it starts to grow until the continuing red-shifting moves it out of the instability band again. Such intermittent growth can be observed in Fig. 4.2. The intermittent nature is most apparent in the high momentum mode shown in black. The wider is the instability band the more time is spent by the mode to grow. Therefore the high-momentum narrow instability bands are less efficient compared to the lowest-momentum bands, where usually the dominant growth occurs.

### 4.2.3 Amplification of fluctuations: beyond the linear regime

The linear approximation becomes inaccurate once fluctuations become sufficiently large. The condition for the first nonlinear corrections becoming important can be determined in an analogous way to the case of Minkowski spacetime, that was discussed in the previous chapter, with a difference that initially $F \sim \mathcal{O}\left(H_{I}^{2}\right)$. This implies that secondary instabilities set in when parametrically $F \sim \mathcal{O}\left(H_{I} f\right)$ for the strongest resonant modes. This can be understood by comparing the stable modes to the one-loop correction $\sim \lambda F_{\text {res }}^{2}$. Secondaries result in a broader and smoother spectrum of fluctuations in the momentum space. The dynamics becomes nonperturbative if $F \sim \mathcal{O}\left(f^{2}\right)$. In this stage the background field transfers its energy to the fluctuations until it completely decays.

Simulating the nonlinear regime: To study the dynamics beyond the linear regime we have performed classical-statistical lattice simulations in an expanding FRW universe. We have developed a C++ program, similar to LATTICEEASY [152]. It solves the classical equations of motion, using conformal variables, in terms of which the expansion manifests itself only via the time-dependence of the mass scales. Red-shifting restricts the lattice simulations to not too late times, such that the mass scale is still within the resolution of the lattice. Our program first solves the linearized equations without taking into account their back-reaction on the background field. Before the fluctuations become nonlinear, i.e. secondary instabilities set in, we switch to the lattice simulation. The field configuration obtained from the linear evolution is used as an initial condition for the lattice simulation according to (2.52). This allows us to partially avoid running out of lattice points due to the rapid red-shifting at early times ${ }^{3}$ and to evolve the field for longer times. We have used cubic lattices with up to $1024^{3}$ points, periodic boundary conditions, and a fixed comoving volume.

Like in the linear regime, the dynamics in terms of rescaled dimensionless quantities depends only on the parameters $\kappa, \phi_{1} / f$ and $H_{I} / f$.

Evolution in the nonlinear regime: We now discuss the behavior in the nonlinear regime. The ALP field gets diluted with time due to the expansion. After some time it explores the approximately quadratic region of the potential near its minimum. Self-interactions become extremely weak at this stage and the evolution of the occupation numbers slows down. For small values of $\phi_{1} / f$, such "freezing" of the spectrum happens already after a couple of oscillations of the background field, which allows ignoring the growth of fluctuations. This is the case for standard ALPs, for which the constraint $\phi_{1} / f<\pi$ holds. In the presence of a monodromy the value of $\phi_{1} / f$ can be larger and, therefore, the occupation numbers can become large before they "freeze".
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Figure 4.3: Several snapshots of occupation numbers at different scale factors. We employ $\phi_{1} / f=1000, \kappa=10$ and $H_{I} / f=10^{-10}$.

Looking at the background field we observe a rapid drop of the amplitude to zero at $a / a_{\text {osc }} \approx 23$. This arises when the fluctuations become sufficiently large and their growth rapidly extracts the energy from the background field.

The evolution of the fluctuations can be best understood in terms of the occupation numbers (4.13). The occupation numbers at different times are shown in Fig. 4.3. At first we see the expected growth of fluctuations. We note that the broad bands in the left plot at intermediate times, $19<a / a_{\text {osc }}<22$, are a result of secondary instabilities, that were discussed in the previous chapter.

Once the background field has collapsed we observe a smooth direct cascade towards higher momenta, for $a / a_{\text {osc }}>23$. This is the self-similar energy cascade, that was studied in section 3.3.2 of the previous chapter. However, at later times the present cascade extremely slows down due to the dilution from the expansion. Indeed, when the density decreases interactions slow down the evolution and the occupation numbers effectively freeze out and only continue to red-shift. In terms of comoving momenta this simply means that the distribution of the occupation numbers remains constant as can be seen by comparing the late-time brown and black curves. The effect of "freezing" is investigated in great detail in the next chapter.

### 4.3 Structure formation, the equation of state and today's energy density

In the previous section we described how the field evolution through the wiggly regions causes a massive growth of fluctuations and, in particular, of fluctuations with rather high momenta. As can be seen from Fig. 4.3, the rescaled comoving momenta can be as high as $\eta \sim 100 m_{a}$. Taking into account the expansion the physical momenta are still ultrarelativistic, $\mathrm{p}_{\mathrm{phys}} \sim 10 m_{a}$. This raises two questions:

- Will the particles be sufficiently nonrelativistic to allow a successful structure formation?
- How much of the gain in the energy density from increasing $\phi_{1}$ is lost due to the faster dilution of the energy density for relativistic species?

In this section we address these questions.

### 4.3.1 Viability as DM

We start with the question about the structure formation and the requirement for ALPs to be sufficiently cold at the matter-radiation equality. Below we estimate the typical velocities of ALPs at the matter-radiation equality and compare them to those of (allowed) warm DM.

The (nonrelativistic) velocity of the ALP at the matter-radiation equality,

$$
\mathrm{v}_{\mathrm{eq}}=\frac{\mathrm{p}}{m_{a} a_{\mathrm{eq}}}=\eta \frac{a_{\mathrm{osc}}}{a_{\mathrm{eq}}},
$$

is related to its co-moving momentum $\eta$ via

$$
\begin{equation*}
\mathrm{v}_{\mathrm{eq}}=2.63 \eta \sqrt{\frac{10^{-28} \mathrm{eV}}{m_{a}}} \frac{\mathcal{F}^{1 / 3}\left(T_{\mathrm{osc}}\right)}{\mathcal{F}^{1 / 3}\left(T_{\mathrm{eq}}\right)} . \tag{4.14}
\end{equation*}
$$

To derive this expression we used the conservation of comoving entropy [80],

$$
\begin{equation*}
\frac{a_{\mathrm{osc}}}{a_{\mathrm{eq}}}=\frac{T_{\mathrm{eq}}}{T_{\mathrm{osc}}}\left(\frac{g_{s, \mathrm{eq}}}{g_{s, \mathrm{osc}}}\right)^{1 / 3}, \tag{4.15}
\end{equation*}
$$

for the ratio of the scale factors. Also, the temperature in the radiation-dominated universe can be expressed as

$$
\begin{equation*}
T=\sqrt{\frac{H M_{\mathrm{Pl}}}{1.66 \sqrt{g}}}, \tag{4.16}
\end{equation*}
$$

with $H_{\text {eq }}=2.3 \times 10^{-28} \mathrm{eV}$ and $H_{\text {osc }}=m_{a} / 3$. The numbers of effective degrees of freedom in the early universe $g(T)$ and $g_{s}(T)$, related to energy and entropy densities, can be found in [153] and are shown in Fig. 4.4. The dimensionless factor

$$
\begin{equation*}
\mathcal{F}\left(T_{\mathrm{osc}}\right)=\left(\frac{g_{s, 0}}{g_{s, \text { osc }}}\right)\left(\frac{g_{\text {osc }}}{g_{0}}\right)^{3 / 4} \tag{4.17}
\end{equation*}
$$

takes values between 1 and 0.3 , reflecting the change of the effective numbers of degrees of freedom between $a_{\text {osc }}$ and $a_{0}$ [26].

As can be seen in Fig. 4.3, the evolution of the ALP occupation numbers expressed in comoving momenta freezes at around $a \sim 100 a_{\text {osc }}$. This is due to the drop in interaction rates resulting from the dilution by the Hubble expansion. From then on we can take the spectrum to be essentially frozen. The highest significantly occupied comoving momentum is of the order $\eta_{\max } \gtrsim 100$. Inserting this into (4.14) we arrive at

$$
\begin{equation*}
\mathrm{v}_{\mathrm{eq}, \max } \sim 10^{-3} \sqrt{\frac{10^{-15} \mathrm{eV}}{m_{a}}} \frac{\mathcal{F}^{1 / 3}\left(T_{\mathrm{osc}}\right)}{\mathcal{F}^{1 / 3}\left(T_{\mathrm{eq}}\right)} \tag{4.18}
\end{equation*}
$$

The strongest constraints on the velocities of DM particles arise from the Lyman$\alpha$ forest data on the matter power spectrum at small (nonlinear) scales [154]. For typical thermal relic warm DM candidates it leads to a lower bound on the mass of the particles $m_{\text {warmDM }} \gtrsim \mathrm{keV}$ (cf., e.g. [155]), and the corresponding velocities at
matter-radiation equality are

$$
\begin{equation*}
\mathrm{v}_{\mathrm{warm} \mathrm{DM}, \mathrm{eq}} \sim 10^{-3} \quad \text { for } \quad m_{\text {warm } \mathrm{DM}} \times \mathrm{keV} \tag{4.19}
\end{equation*}
$$

Requiring the same velocities for the (nonthermal) ALP DM, from (4.18) we obtain the constraint

$$
\begin{equation*}
m_{a} \gtrsim 10^{-15} \mathrm{eV} \tag{4.20}
\end{equation*}
$$

in order to have a successful structure formation from monodromy ALP DM. Note that these constraints apply only in the regime when the amplification of fluctuations is significant and leads to the fragmentation of the ALP field.

### 4.3.2 Equation of state

Even if velocities are sufficiently small to allow for the structure formation to proceed, there is still an important effect of the growth of fluctuations and the production of relativistic particles: the equation of state is changed for some time after oscillations begin. This is what we will study in this subsection.

The equation of state parameter is defined as

$$
\begin{equation*}
w=\frac{p}{\rho}, \tag{4.21}
\end{equation*}
$$

where $p$ and $\rho$ are the expectation values of the pressure and the energy density, respectively. They are given by

$$
\begin{align*}
& p=\left\langle\frac{1}{2} \dot{\varphi}^{2}-\frac{1}{6}(\nabla \varphi)^{2}-U(\varphi)\right\rangle, \\
& \rho=\left\langle\frac{1}{2} \dot{\varphi}^{2}+\frac{1}{2}(\nabla \varphi)^{2}+U(\varphi)\right\rangle . \tag{4.22}
\end{align*}
$$



Figure 4.4: The temperature-dependent numbers of effective degrees of freedom for entropy $g_{s}$, pressure $g_{p}$, energy $g_{\epsilon}$ and number $g_{n}$ densities. Figure is taken from [153].

Our baseline expectations are that a constant homogeneous background field leads to $w \approx-1$. For a homogeneous background field oscillating around $\phi=0$, $w$ oscillates between 1 and -1 . In the case of a purely quadratic potential these oscillations are such that the average over a few oscillations is $\bar{w}=0$, corresponding to a system dominated by nonrelativistic fluctuations (matter). If ultra-relativistic fluctuations are dominant (radiation), $w \approx 1 / 3$. Taking all of this into account, we expect that:

- At early times $w=-1$.
- After the background field starts to oscillate, $w$ oscillates between -1 and 1 .
- As the background oscillation amplitude decreases, the field spends more time in the concave regions of the potential. In these regions potential energy is dominant over kinetic energy, which shifts $\bar{w}$ towards negative values (see also [56]).
- The growth of fluctuations with large momenta shifts $\bar{w}$ in the opposite direction, towards $w=1 / 3$.
- After the collapse of the background field, $w$ is between 0 and $1 / 3$.
- Because of the redshift of momenta, $w \rightarrow 0$ at late times.
- If the field settles in a false minimum and obtains an expectation value, the corresponding vacuum energy does not dilute with time and, therefore, will dominate the energy content after some time, leading to $w \rightarrow-1$. For our purposes this dark energy contribution must be subtracted from the total energy density.
Our numerical simulations verify the behavior described above. As an illustration, in Fig. 4.5 the equation of the state parameter $w$ is shown as a function of $\ln \left(a / a_{\text {osc }}\right)$ in the case of $\phi_{1} / f=1000, \kappa=10$ and $H_{I} / f=10^{-10}$. The gray continuous line represents the numerically extracted $w$ (linear mode evolution glued with the lattice simulation). The black dots represent the values of $\bar{w}$, averaged over short periods of time. As expected, it shifts down as the background field oscillates with a smaller amplitude and probes the tachyonic regions of the potential. The oscillatory behavior of $w$ ends with the collapse of the background field.

As it was already mentioned, the redshift and the finite lattice size restrict numerical simulations to not too late times. To access $w$ at late times, we performed the following extrapolation. As discussed in the previous subsection, at late times $a / a_{\text {osc }} \gtrsim 100$ the Hubble expansion has sufficiently diluted the particles. The rate of self-interactions becomes small, and the occupation numbers evolve very slowly. This allows us to approximate them as constant in comoving coordinates (as we already did in the previous subsection).

At late times, when the interaction rates drop, the pressure and the energy can be expressed in terms of the occupation numbers,

$$
\begin{gather*}
p \approx \frac{1}{a^{4}} \int_{\mathbf{p}} \frac{\mathrm{p}^{2}}{3 \omega(t, \mathrm{p})} n(t, \mathrm{p}),  \tag{4.23}\\
\rho \approx \frac{1}{a^{4}} \int_{\mathbf{p}} \omega(t, \mathrm{p}) n(t, \mathrm{p}) .
\end{gather*}
$$

Here, $\omega^{2}(t, \mathrm{p}) \approx \mathrm{p}^{2}+a(t)^{2} m_{a}^{2}$ and the factors of $a^{-4}$ arise from the transformation from conformal variables back to the original ones. At these times the change of $w$


Figure 4.5: Equation of the state parameter $w$ as a function of the logarithm of the scale factor $\ln \left(a / a_{\text {osc }}\right)$. The continuous gray line is extracted numerically, from the linear mode evolution glued with the lattice simulation. The black dots represent the values of $\bar{w}$, averaged over short periods of time. The brown line is obtained by extrapolation in the frozen regime. We employ $\phi_{1} / f=1000, \kappa=10$ and $H_{I} / f=10^{-10}$.
in time arises mostly from the growth of the scale factor, which enters the dispersion relation. We performed an extrapolation of $w$ to late times using (4.23) with the latest available momentum distribution function. The result is represented by the brown line in Fig. 4.5.

### 4.3.3 Energy density today

The deviations from $w=0$ before the epoch of matter-radiation equality, which were discussed in the previous section, lead to an energy density today that is different from the one in the case of standard ALPs. While standard ALPs dilute as matter ( $\bar{w} \approx 0$ ), shortly after the oscillations start [26], the monodromy ALPs have a significant phase where $w \neq 0$. We now estimate the change in the DM density resulting from this.

Using the continuity equation

$$
\begin{equation*}
d\left[a^{3}(\rho+p)\right]=a^{3} d p \tag{4.24}
\end{equation*}
$$

and solving it for an arbitrary time-dependent or, equivalently, $a$-dependent parameter $w$ leads to

$$
\begin{equation*}
\rho(a)=\rho^{\prime}\left(\frac{a}{a^{\prime}}\right)^{-3} \exp \left[-3 \int_{a^{\prime}}^{a} w(\widetilde{a}) d \ln \left(\frac{\widetilde{a}}{a^{\prime}}\right)\right] . \tag{4.25}
\end{equation*}
$$

Here $a^{\prime}$ and $\rho^{\prime}$ are the scale factor and the energy density at some reference time. In the case of a constant $w$ this simplifies to $\rho(a) \propto s^{-3(1+w)}$.

The ALPs energy density today can be thus written as

$$
\begin{equation*}
\rho_{0}=\rho_{\mathrm{osc}}\left(\frac{a_{0}}{a_{\mathrm{osc}}}\right)^{-3} \mathcal{Z}_{0}^{\mathrm{osc}} \tag{4.26}
\end{equation*}
$$

where the dimensionless prefactor

$$
\begin{equation*}
\mathcal{Z}_{a_{2}}^{a_{1}}=\exp \left[-3 \int_{a_{1}}^{a_{2}} w_{\phi}(\widetilde{a}) d \ln \widetilde{a}\right] \tag{4.27}
\end{equation*}
$$

describes how much the energy density of ALPs is suppressed on top of the $\propto$ $a^{-3}$ dilution of nonrelativistic matter. This can be caused e.g. by an intermediate ultrarelativistic phase, which leads to $w=1 / 3$.

As it was already mentioned, if the background field ends up in a false minimum, some of its energy is transformed into the form of dark energy (see also [156]). This energy has to be subtracted in the calculation of the DM density. As it was explained in the previous chapter, getting trapped in a false minimum is likely for large values of $\kappa$ and small values of $\phi_{1} / f$, such that $\phi_{1} / f \lesssim \kappa^{2}$. In this case the field often gets trapped during the first couple of oscillations, or can also be trapped from the very beginning. The subsequent dynamics is then analogous to the case of standard ALPs and, in particular, the growth of fluctuations is insignificant. In contrast, when $\phi_{1} / f$ is significantly larger compared to $\kappa^{2}$, the field typically completes its oscillations around the lowest minimum. This is because the fluctuations manage to become strong and have the effect of smearing out the wiggles in the effective potential, making it unlikely for the field to get trapped. In the following, we concentrate on the case of ending up in the true minimum, so that no dark energy contribution has to be subtracted. We return to the aspects of trapping in Section 4.4.1.

Calculation of the final energy density: Excluding the possibility of ending up in a false minimum, $w$ inevitably approaches zero at sufficiently late times. This means that $\mathcal{Z}_{0}^{\text {osc }}$ in (4.27) can be extracted from the simulations as the late-time nearly constant value of $\mathcal{Z}_{a}^{\text {osc }}$ for large values of the scale factor $a$. For the energy density $\rho_{\text {osc }}$ one can write

$$
\begin{equation*}
\rho_{\mathrm{osc}} \approx \frac{1}{2} m^{2} \phi_{1}^{2}+\Lambda^{4}\left[1-\cos \left(\frac{\phi_{1}}{f}\right)\right]=\frac{1}{2} m_{a}^{2} \phi_{1}^{2} \mathcal{R}_{\kappa}\left(\frac{\phi_{1}}{f}\right) \tag{4.28}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{R}_{\kappa}(x)=\frac{1}{1+\kappa^{2}}\left(1+\frac{2 \kappa^{2}}{x^{2}}(1-\cos x)\right) \tag{4.29}
\end{equation*}
$$

In order to simplify the expression for $\rho_{\text {osc }}$, we focus on the case when $\phi_{1} / f$ significantly exceeds $\kappa$. This is usually the interesting regime of dynamics, where fragmentation takes place. This allows one to neglect the second term in $\mathcal{R}_{\kappa}$ and today's energy density $\rho_{0}$ from (4.26) takes the form

$$
\begin{equation*}
\rho_{0}=\left[\frac{1}{2} m_{a}^{2} \phi_{1}^{2}\left(\frac{a_{\mathrm{osc}}}{a_{0}}\right)^{3}\right]\left(\frac{\mathcal{Z}_{0}^{\mathrm{osc}}}{1+\kappa^{2}}\right) \tag{4.30}
\end{equation*}
$$

The expression in the squared brackets in the last equation is exactly what is calculated for the energy density of standard ALP DM today [26] and leads to (4.1) if one inserts the conservation of comoving entropy as in (4.15), the expression (4.16) and the value of $T_{0}=2.73 \mathrm{~K}$ for today's temperature of the universe.

For monodromy ALP DM the expression for the energy density today is therefore modified to

$$
\begin{equation*}
\rho_{0}=0.17 \frac{\mathrm{keV}}{\mathrm{~cm}^{3}} \sqrt{\frac{m_{a}}{\mathrm{eV}}}\left(\frac{\phi_{1}}{10^{11} \mathrm{GeV}}\right)^{2}\left(\frac{\mathcal{Z}_{0}^{\text {osc }}}{1+\kappa^{2}}\right) \mathcal{F}\left(T_{\mathrm{osc}}\right) \tag{4.31}
\end{equation*}
$$



FIGURE 4.6: The numerically extracted values of the prefactor $\mathcal{Z}_{\rho}^{\infty} /\left(1+\kappa^{2}\right)$, as a function of the misalignment field value $\phi_{1} / f$, for different values of $\kappa$ and $H_{I} / f$.

In the expression above, $\rho_{0}$ is expressed in terms of the ALP mass $m_{a}$, the misalignment field value $\phi_{1}$, the parameter $\kappa$ and the factor $\mathcal{Z}_{0}^{\text {osc }}$, which in turn depends on $\kappa, \phi_{1} / f$ and $H_{I} / f$.

The values of the additional prefactor $\mathcal{Z}_{\rho}^{\infty} /\left(1+\kappa^{2}\right)$, extracted from the simulations for different values of the parameters, are shown in Fig. 4.6. As can be seen in the plot, $\mathcal{Z}_{\rho}^{\infty}$ decreases with an increasing initial field value $\phi_{1} / f$, which is expected since more fluctuations are produced in that case, shifting $w$ more towards $1 / 3$. Remarkably, the dependence of the term on the values of $H_{I} / f$ and $\kappa$ is very weak.

Overall, Fig. 4.6 shows that the dilution due to the fluctuations is rather modest. The increased field amplitude easily compensates for this effect on today's energy density. In other words, the range of decay constants $f$ that allow for sufficient DM production can be extended in the presence of a monodromy. For example, at a fixed mass $m_{a}$ increasing the initial field value from $\phi_{1}=f$ to $\phi_{1}=1000 f$ leads to an increase in today's energy density by a factor of $\sim 10^{6} Z_{\rho}^{\infty} /\left(1+\kappa^{2}\right) \gtrsim 10^{5}$. Stated differently, we can choose a value of $f$ that is smaller by a factor of $10^{5 / 2}$ and have a correspondingly larger value of the coupling, with today's energy density fixed.

### 4.4 Strong fluctuations on small scales and their evolution

As we have seen in section 4.2.2, for sufficiently large $\kappa$ and $\phi_{1} / f$ the energy density of the initially homogeneous background field is completely converted into fluctuations. In that sense all of the DM is made from these (large) fluctuations. In order to better understand the macroscopic picture, in this section we translate these field fluctuations into energy density fluctuations and study the fate of those overdensities during the large-scale structure formation.

### 4.4.1 Power spectrum of density fluctuations

The density field of DM is conveniently described in terms of the so-called energy density contrast, which is defined as

$$
\begin{equation*}
\delta(\mathbf{x})=\frac{\rho(\mathbf{x})-\langle\rho\rangle}{\langle\rho\rangle} \tag{4.32}
\end{equation*}
$$

With this the dimensionless density contrast power spectrum can be defined analogously to the field power spectrum, from the Fourier transform of the density contrast,

$$
\begin{equation*}
\left\langle\delta(t, \mathbf{p}) \delta\left(t, \mathbf{p}^{\prime}\right)\right\rangle=(2 \pi)^{3} \delta^{(3)}\left(\mathbf{p}+\mathbf{p}^{\prime}\right) \frac{2 \pi^{2}}{\mathrm{p}^{3}} \Delta_{\delta}(t, \mathrm{p}) \tag{4.33}
\end{equation*}
$$

It is straightforward to check that the mean of the density contrast vanishes,

$$
\begin{equation*}
\langle\delta(\mathbf{x})\rangle=0 \tag{4.34}
\end{equation*}
$$

while its variance can be expressed as

$$
\begin{equation*}
\left\langle\delta^{2}(\mathrm{x})\right\rangle=\int d(\ln \mathrm{p}) \Delta_{\delta}(\mathrm{p}) \tag{4.35}
\end{equation*}
$$

As already indicated, at early times energy is stored dominantly in the background field and the energy density contrast is very small, $\delta \ll 1$. After the fluctuations grow and the background field collapses, the power spectrum $\Delta_{\delta}$ becomes $\mathcal{O}(1)^{4}$. At late times the field dynamics slows down and, as a consequence, the power spectrum does not change with time anymore, where the overall red-shift due to the expansion is included since comoving momenta are used. This holds until gravity becomes important, as we discuss in the next subsection.

We have extracted the power spectrum $\Delta_{\delta}(t, \mathrm{p})$ numerically, from classicalstatistical simulations ${ }^{5}$. In the left panel of Fig. 4.7 the late-time (frozen) power spectra are shown versus the comoving momenta, for two different values of the parameters for which the fluctuations become nonperturbatively large before freezing (green and purple). As can be seen in the plot, the power spectra have similar shapes. Remarkably, at their maximum $\Delta_{\delta} \approx 0.5$ in all cases, indicating that we indeed have large fluctuations in the density at relatively small scales i.e. at $\eta \gg 1$, which is reminiscent of an inhomogeneous foam. The locations of the maxima depend strongly on the initial field amplitude and very weakly on $\kappa$ and $H_{I} / f$. While increasing $\phi_{1} / f$ pushes the location of the maximum towards higher momenta, the opposite does not work for small values of $\phi_{1} / f$. For instance, if $\phi_{1} / f \sim 10$ fluctuations remain small leading to a much weaker power spectrum. As an example, in the left panel of Fig. 4.7 we show in blue the power spectrum for such a smaller initial field value.

Let us now discuss in more detail the parameters for which the overdensities become $\mathcal{O}(1)$. To illustrate this, in the right panel of Fig. 4.7 we have plotted the

[^13]

Figure 4.7: Left: Several snapshots of the power spectrum, $\Delta(\mathrm{p})=$ $\left.\left.\mathrm{p}^{3}\langle | \delta(\mathbf{p})\right|^{2}\right\rangle /\left(2 \pi^{2} V\right)$, as a function of the rescaled comoving momentum $\eta=$ $\mathrm{p} /\left(m_{a} a_{\mathrm{osc}}\right)$, for $\kappa=3$. Right: Fraction $r$ of the total energy density in the fluctuations. We have sampled 112 different combinations of $\phi_{1} / f$ and $\kappa$. Points for which $r \ll 1$ are marked in yellow, and those for which $r \approx 1$ are shown in red. We employ $H_{I} / f=10^{-10}$.
fraction $r$ of the total energy density in the fluctuations ${ }^{6}$,

$$
\begin{equation*}
r=\frac{\rho_{\text {fluc }}}{\langle\rho\rangle} \tag{4.36}
\end{equation*}
$$

for different values of $\phi_{1} / f$ and $\kappa$. The values of $r$ were obtained by performing numerical simulations with 112 different combinations of $\phi_{1} / f$ and $\kappa$. We have set $H_{I} / f$ to $10^{-10}$, although the dependence on this parameter is rather weak. The yellow color in the plot corresponds to $r \ll 1$, i.e. most of the energy being stored in the background field even at late times. The red color corresponds to $r \approx 1$. We have stopped the simulations once the energies in the oscillating background field and in the fluctuations became equal, since this is inevitably followed by the fragmentation of the background field. In other words, the red region in the plot corresponds to having $\mathcal{O}(1)$ overdensities at late times.

As can be seen, for values of $\kappa$ of order one, the overdensities become $\mathcal{O}(1)$ already for $\phi_{1} / f \sim 100$. For smaller values of $\kappa$ this transition occurs at larger field values, which is expected since the growth of fluctuations is slower in that case. Also in the upper part of the plot the transition to $r \approx 1$ occurs at larger field values. The reason is the high probability of getting trapped when $\phi_{1} / f \lesssim \kappa^{2}$ is satisfied, as it was explained in Section 4.3.3. This prevents the fluctuations from growing significantly. Note, that even in the red region, in few cases the field ends up in a false minimum. Besides the reduction of the final DM density, this does not lead to any qualitative differences in the dynamics and, in particular, the power spectra have shapes similar to those in the left part of Fig. 4.7.

### 4.4.2 The fate of the overdensities

The $\mathcal{O}(1)$ density fluctuations, imprinted during the nonperturbative dynamics, are reminiscent of the post-inflationary axion scenario [31]. There the PQ symmetry breaking happens after inflation and, thus, the axion field does not undergo the

[^14]inflationary "homogenization" throughout the entire observable universe. Instead, it takes random values in causally disconnected regions. Under gravity the resulting overdensities ${ }^{7}$ are known to form gravitationally bound objects called axion miniclusters [72, 74]. It is tempting to consider the formation of miniclusters also from the fluctuations in our case, which is done in this section.

As it was shown in [72, 73], for pressureless matter the collapse of an overdensity with a density contrast $\delta$ occurs at the scale factor

$$
\begin{equation*}
x \approx \frac{0.7}{\delta} \tag{4.37}
\end{equation*}
$$

where

$$
\begin{equation*}
a=x a_{\mathrm{eq}} \tag{4.38}
\end{equation*}
$$

and $a_{\text {eq }}$ is the scale factor at the epoch of the matter-radiation equality. The analysis in that works was based on the Press-Schechter spherical collapse model.

This indicates that $\mathcal{O}(1)$ fluctuations should collapse around the time of the matter-radiation equality. However, in the case of monodromy DM we need to be a bit more careful. The reason is that the length scale of the $\mathcal{O}(1)$ fluctuations is significantly smaller as can be seen from the fact that the peak of the power spectrum occurs at comoving momenta of the order (cf. Fig. 4.7)

$$
\eta_{\max }=\frac{\mathrm{p}_{\max }}{m_{a} a_{\mathrm{osc}}} \gtrsim 10
$$

In contrast, the QCD axion field in the post-inflationary scenario typically has $\mathcal{O}(1)$ density fluctuations of the size of the horizon at the time when the field starts to oscillate, i.e. on comoving scales $\mathrm{p}_{\text {post-inf }} / a_{\text {osc }} \sim H_{\text {osc }} \sim m\left(T_{\text {osc }}\right) / 3$ [31]. However, at this time the axion mass typically still increases due to the temperature dependence of nonperturbative QCD effects giving rise to its potential. As a result, the characteristic momentum of the overdensities, measured in units of the final axion mass, is smaller and, in terms of the rescaled comoving momentum that we introduced,

$$
\eta_{\text {post-inf }} \lesssim 1 .
$$

The length scale of the fluctuations from fragmentation is therefore significantly smaller. As we demonstrate below, the corresponding small but nonvanishing pressure, due to the gradient energy of the field, can have significant effects on the evolution.

The spherical collapse model: To study the fate of the overdensities we employ an adapted version of the spherical collapse model from [72, 73], which also includes the pressure effects.

By the time of interest ALPs have become nonrelativistic (this limit of QFT is described in section 6.3) and the decoupling of overdensities from the background Hubble expansion can be described by means of Newtonian gravity. In the spherical collapse model one considers a quasi-homogeneous and spherical overdense region of radius $r$, density $\rho$, pressure $p$, and total mass $M$. The Newtonian equations of motion for the radius have the form [158]

$$
\begin{equation*}
\frac{d^{2} r}{d t^{2}}=-\frac{8 \pi G}{3} \rho_{R} r-\frac{G M}{r^{2}}-\frac{1}{\rho} \frac{d p}{d r}, \tag{4.39}
\end{equation*}
$$

[^15]where $G$ is Newton's constant and $\rho_{R}$ is the background density of radiation. The second term on the right-hand side is the gravitational force due to the matter inside the spherical shell. The last term represents the pressure gradient force (see e.g. [159]).

Delegating the details of the calculation of the internal pressure for ALP DM to the appendix $B$, here we simply mention that its origin is the field gradient energy. More specifically, in the nonrelativistic regime the energy density of the field inside a spherical shell with a radius $r$ has the form (see Eq. (6.3) from chapter 6)

$$
\begin{equation*}
E(r)=\frac{1}{2 m_{a}} \int_{r^{\prime}<r}\left[\nabla \Psi^{*} \nabla \Psi\right] \sim \frac{M}{m_{a}^{2} r^{2}}, \tag{4.40}
\end{equation*}
$$

where we neglected the self-interactions of the field and $M=m_{a} \int \Psi^{*} \Psi$.
Following [72,73], we first introduce the dimensionless variable $R$, which characterizes the deviation of the overdensity from the background Hubble expansion,

$$
\begin{equation*}
R(t)=\frac{r(t)}{r_{\text {flow }}(t)}=\frac{r(t)}{a(t) \xi} \tag{4.41}
\end{equation*}
$$

such that $R=1$ before the overdensity collapses and $\xi$ is the value of the comoving radius of the overdensity at those early times. As shown in the appendix $B$, in terms of the variable $x$ from (4.38) the evolution of $R(x)$ is governed by

$$
\begin{equation*}
x(1+x) \ddot{R}+\left(1+\frac{3}{2} x\right) \dot{R}+\frac{1}{2}\left[\frac{1+\delta}{R^{2}}-R\right]-\frac{C}{x R^{3}}=0 . \tag{4.42}
\end{equation*}
$$

Here the dots indicate derivatives with respect to $x$. The last term in (4.42) is an additional term, compared to $[72,73]$, due to the outwards pressure. The only dependence on the comoving size $\xi$ of the initial overdensity in the above equation is contained in this pressure term or, more precisely, in its prefactor $C$. The prefactor, calculated in appendix B, is given by

$$
\begin{equation*}
C(\eta) \approx \eta^{4} \tag{4.43}
\end{equation*}
$$

Here $\eta=\mathrm{p} /\left(m_{a} a_{\text {osc }}\right)$ is the initial comoving momentum scale of the overdensity, as in Fig. 4.7.

Gravity versus pressure: Now we can find the condition under which the overdensity can overcome the pressure force and collapse. Essentially, this requires that the gravitational attraction is stronger than the pressure, i.e.

$$
\begin{equation*}
\frac{\delta}{2 R^{2}}>\frac{C}{x R^{3}} \tag{4.44}
\end{equation*}
$$

This is equivalent to

$$
\begin{equation*}
x>x_{C}=\frac{2 C}{\delta} \approx \frac{2 \eta^{4}}{\delta} . \tag{4.45}
\end{equation*}
$$

This condition is remarkably simple and, in particular, does not depend on parameters such as the mass of ALPs.

For the fluctuations with $\delta \sim 1$ and $\eta \gtrsim 10$, as expected from Fig. 4.7, we conclude that the typical fluctuations have not yet collapsed today, when $x_{0} \sim 3000$. This is consistent with what one would expect from the Jeans analysis similar to the one in [133] i.e. fluctuations below the Jeans scale do not grow. In contrast, in the post-inflationary axion scenario $\eta \lesssim 1$ and the pressure is too small to prevent
the collapse into miniclusters at $x \approx 0.7 / \delta$. Therefore, the DM density in our case carries strong fluctuations but not the huge overdensities $\gtrsim 10^{9}$ as for miniclusters.

Finally let us briefly attempt the first discussion of today's size of the fluctuations and their fate during the large-scale structure formation. The physical size of an overdensity at a scale factor $a=x a_{\mathrm{eq}}$ is given by

$$
\begin{equation*}
R \sim \frac{a}{\mathrm{p}} \sim\left(\frac{H_{\mathrm{osc}}}{H_{\mathrm{eq}}}\right)^{1 / 2} \frac{1}{m_{a} \eta} x \sim 10^{4} \mathrm{~km} \sqrt{\frac{\mathrm{eV}}{m_{a}}} \frac{1}{\eta} x \tag{4.46}
\end{equation*}
$$

If gravity plays no role, one would expect, for $\eta \sim$ few $\times 10-100$, typical sizes of the fluctuations today of the order

$$
\begin{equation*}
R_{0} \sim\left(10^{5}-10^{6}\right) \mathrm{km} \sqrt{\frac{\mathrm{eV}}{m_{a}}} \tag{4.47}
\end{equation*}
$$

where we used $x_{\text {today }} \sim 3000$. However, such small-scale structures are part of galaxies and clusters. As they only feel their local gravitational field, we expect that their Hubble growth stops as soon as the structure they are contained in decouples from the Hubble expansion. Inside structures we, therefore, expect a somewhat smaller size of the fluctuations,

$$
\begin{equation*}
R_{0}^{\text {in structure }} \sim\left(10^{5}-10^{6}\right) \mathrm{km} \sqrt{\frac{\mathrm{eV}}{m_{a}}} \frac{a_{\text {structure }}}{a_{0}} \tag{4.48}
\end{equation*}
$$

where $a_{\text {structure }}$ is the scale factor at the time when the structure decouples and therefore depends on the type of structure the fluctuations are contained within. This can be as low as $10^{3} \mathrm{~km}$ for early structures with $\left(a_{\text {structure }} / a_{0}\right) \sim 100$.

### 4.5 Summary

In this chapter we have investigated the role of a monodromy for ALP DM and the resulting, potentially observable, consequences. The interactions of ALPs with the SM particles can be larger. In the case when the wiggles of the potential are sufficiently strong and the initial misalignment field value is large enough (the red region in the right panel of Fig. 4.7), rapid growth of fluctuations occurs soon after the field starts to oscillate, i.e. at $H \lesssim m_{a} / 3$. This is the interesting regime that we have focused in this chapter. Below we summarize our main findings.

Fluctuations quickly become nonlinear, dominating the energy density, whereas the homogeneous field component fragments. The dynamics of such DM is therefore dominated by these fluctuations. This occurs well inside the epoch of radiation domination and, therefore, much earlier than for standard ALP DM, where the field remains essentially homogeneous until the structure formation becomes important in the matter-dominated universe.

The growth of fluctuations corresponds to a conversion of the homogeneous background field into relativistic particles. We find that physical momenta up to a few $\times 100 m_{a}$ are significantly populated. Shortly after the field starts oscillating the equation of state is thus close to $1 / 3$, seemingly unsuitable for DM. However, as already mentioned, this occurs deep inside the radiation-dominated area. The expansion effectively cools the gas and the equation of state returns to a value close to zero, as appropriate for cold DM. The relativistic period leads to a reduction in the total energy density compared to a situation where there is no significant
growth of fluctuations and the equation of state parameter remains zero during the entire evolution. While non-negligible, this effect does not destroy the possible enhancement in the couplings, made available by the enlarged field range.

The most dramatic change from standard ALP DM lies in the structure at very small scales. The process of fragmentation imprints strong, $\mathcal{O}(1)$ density fluctuations. This is similar to the post-inflationary axion scenario, where the field takes random values in causally disconnected regions when it starts to oscillate and, thus, carries similarly $\mathcal{O}(1)$ overdensities. However, in contrast to the post-inflation axion scenario these structures do not collapse into miniclusters as their physical size is significantly smaller and the internal pressure, resulting from the field gradient energy, counteracts the gravitational force. Instead, the DM has a "foamy" structure of the density at small scales with typical fluctuations of order one. This is summarized in the table below, where the relevant comoving momenta are indicated.

| Fluctuations in the post-inflation <br> axion scenario, QCD axion. | $\eta \lesssim 1$ | small pressure, <br> miniclusters form. |
| :---: | :---: | :---: |
| Fluctuations from fragmentation, <br> monodromy ALPs. | $\eta \gtrsim 10$ | large pressure, overdensities <br> have not collapsed. |

This "foamy" structure of DM is probably hard to probe in astrophysical observations. However, if it survives inside the galaxy, it could lead to an interesting fluctuating signal in Earth bound direct detection experiments (see e.g. [160-169]).

## Chapter 5

## Gravitational wave signatures of nonperturbative dynamics

The content of this chapter is based on the work done in collaboration with Joerg Jaeckel, and is presented in the preprint [3]. In that work I did the main computations and most of the writing of the script. Large parts of the text and most of the figures in this chapter and in the appendix $C$ are taken from that reference.

In the previous chapters we investigated the nonlinear dynamics of ALPs in the presence of a monodromy and described how the resonant amplification of fluctuations can trigger the fragmentation of the homogeneous field. Such ALPs can still be viable DM candidates, although the dynamics of fragmentation significantly modifies the spatial structure of such DM on small scales, compared to to the case of standard ALPs.

In this chapter we focus on a different observational signature of the nonperturbative dynamics of ALPs. The process of fragmentation of the coherent field accumulates a significant fraction of the energy into an anisotropic form, which sources a stochastic GW background. Once produced, GWs travel almost unimpeded and, thus, can deliver information about the nonequilibrium processes that took place in the early universe.

We start our discussion by a brief review of the elementary theory of GWs based on linearized Einstein equations of gravity in section 5.1. In that section we also summarize the important sources that can produce GWs and the current status of GW detection experiments.

Section 5.2 is devoted to the calculation of the stochastic GW background that is produced from the nonperturbative production of ALP DM. Our analysis combines analytical estimates for the signal strength with numerical lattice computations, and the two approaches yield consistent results. In accordance with the common expectations (see e.g. [170]), we find strong bounds on the possible strength of such a signal, imposed by the abundance of DM in the universe today.

Remarkably, an extended intermediate phase of ultrarelativistic dynamics after the fragmentation allows the production of a stronger GW signal and, at the same time, matching the correct final abundance of DM. We investigate the dynamics in this regime in section 5.3 by deriving a simplified kinetic description. As we demonstrate, the signal in some cases may be within reach of future GW detectors, allowing a complementary probe of this type of DM.

Finally, we conclude in section 5.4.

### 5.1 GW backgrounds

GW backgrounds can be of either astrophysical or cosmological origin. The first class includes mergers of black holes or neutron stars [171, 172], as well as the collapse of supernovae [173]. Instead, cosmological backgrounds can originate during and after inflation [174, 175], from possible phase transitions in the early universe [176], etc. While so far only GWs from astrophysical sources have been detected [177-179], future improvement of the sensitivities of these experiments will open new possibilities to explore the physics of the early universe.

The aim of this section is to provide a brief review of the linearized theory of gravity, which is commonly used for the calculation of stochastic GW backgrounds of cosmological origin. We also summarize the current status of the GW detection experiments.

### 5.1.1 Linearized theory of gravity

GWs correspond to transverse-traceless (TT) tensor-like perturbations of the metric tensor [180]. In the synchronous gauge, which fixes $g_{00}=1$ and $g_{0 i}=0$, such perturbations on top of the background FRW metric have the form

$$
g_{\mu \nu}(t, \mathbf{x})=\left(\begin{array}{cc}
1 & 0  \tag{5.1}\\
0 & -a^{2}(t)\left(\delta_{i j}+h_{i j}(t, \mathbf{x})\right)
\end{array}\right),
$$

with $\left|h_{i j}\right| \ll 1$. The equations of motion for $h_{i j}$ are then obtained by linearizing the Einstein field equations [180],

$$
\begin{equation*}
\ddot{h}_{i j}+3 H \dot{h}_{i j}-\frac{\Delta h_{i j}}{a^{2}}=\frac{16 \pi}{M_{\mathrm{Pl}}^{2}} \Pi_{i j}^{T T} . \tag{5.2}
\end{equation*}
$$

The TT condition, $\partial_{i} h_{i j}=h_{i i}=0$, leaves the metric perturbations with two independent components, which correspond to the two polarizations of GWs. $\Pi_{i j}^{T T}$ is the TT projection of the total anisotropic energy-momentum tensor which, for a scalar field, is given by [174, 175]

$$
\begin{equation*}
\Pi_{i j}(t, \mathbf{x})=\frac{1}{a^{2}}\left[\partial_{i} \varphi(t, \mathbf{x}) \partial_{j} \varphi(t, \mathbf{x})-\delta_{i j}(\mathcal{L}(\varphi(t, \mathbf{x}))-\langle p\rangle)\right], \tag{5.3}
\end{equation*}
$$

where $\mathcal{L}$ is the Lagrange density and $\langle p\rangle$ the background pressure of the universe. The components, proportional to $\delta_{i j}$ drop out after taking the TT projection.

In other words, GWs are sourced by the gradients of the field, which explains why the growth of fluctuations and the subsequent fragmentation of the field are important sources of gravitational radiation. GW backgrounds from scalar field fragmentation have been studied in e.g. [75, 174, 175, 181, 182], mostly in the context of post-inflationary preheating. GWs are also produced during the transitions between local minima, from the collisions of bubbles of the low minimum, as well as from the turbulent dynamics [106, 183]. In particular, the authors of [106] considered a dynamical phase decomposition after axion monodromy inflation. GW backgrounds from the fragmentation of ALPs were studied in [77].

The strength of such stochastic backgrounds is conveniently described in terms of the dimensionless parameter $\Omega_{\mathrm{GW}}$, which determines the fraction of energy density in GWs per logarithmic frequency to the total energy density of the universe,

$$
\begin{equation*}
\frac{\rho_{\mathrm{GW}}}{\rho_{\mathrm{c}}}=\int d(\ln \nu) \Omega_{\mathrm{GW}}(\nu), \tag{5.4}
\end{equation*}
$$

where $\nu$ is the frequency, $\rho_{c}=(3 / 8 \pi) M_{\mathrm{Pl}}^{2} H^{2}$ is the critical density of the universe and $\rho_{\mathrm{GW}}$ is the energy density in GWs, which is given by ${ }^{1}$ [174]
$\rho_{\mathrm{GW}}(t)=\frac{M_{\mathrm{Pl}}^{2}}{32 \pi}\left\langle\frac{1}{2} \dot{h}_{i j}(t, \mathbf{x}) \dot{h}_{i j}(t, \mathbf{x})+\frac{1}{2} \nabla h_{i j}(t, \mathbf{x}) \nabla h_{i j}(t, \mathbf{x})\right\rangle=\frac{M_{\mathrm{Pl}}^{2}}{32 \pi V} \int_{\mathbf{p}}\left(\left|\dot{h}_{i j}(t, \mathbf{p})\right|^{2}\right)$.
where, in the last term, averaging over an oscillation time was performed.

### 5.1.2 Detection of GWs

Experiments aimed at detecting GWs can be classified into the following three categories:

- Ground-based laser interferometers, such as the Laser Interferometer Gravitational wave Observatory (LIGO) [184], VIRGO [185], GEO [186] and TAMA [187]. They use wave interference to detect the propagation of GWs in the typical frequency range $10-10^{3} \mathrm{~Hz}$. By today, the LIGO and Virgo have detected several signals from mergers of black holes with masses of $\sim 10$ solar mass, as well as a signal from the collision of neutron stars [177-179].
- Space-based laser interferometers, such as the Laser Interferometer Space Antenna (LISA) [188], which is planned to launch within the next decades, the Big Bang Observer (BBO) [79] and the Deci-Hertz Interferometer GW Observatory (DECIGO) [189]. Due to the larger arm lengths these interferometers can detect gravity waves with smaller frequencies $\left(10^{-4}-10^{-2} \mathrm{~Hz}\right)$.
- Pulsar timing arrays: Pulsars are rapidly rotating neutron stars, which emit very regular beams of radio waves. By investigating the variations in the arrival times of such beams, emitted by a large array of well-understood pulsars, it is possible to detect the propagation of GWs [190]. The three primary PTA projects, that are currently operating, are the Parkes Pulsar Timing Array (PPTA) [191], the North American Nanohertz Observatory for GWs (NANOGrav) [192] and the European Pulsar Timing Array (EPTA) [193], collaborating under the International Pulsar Timing Array (IPTA) project [194]. They use arrays of millisecond pulsars and are designed to detect GWs with frequencies $10^{-9}-10^{-7} \mathrm{~Hz}$. So far no detection of GWs has been made, excluding backgrounds with $\Omega_{\mathrm{GW}} \gtrsim 10^{-9}$. Longer timing as well as new telescopes such as the Square Kilometre Array (SKA) [78] will significantly improve the sensitivity of PTAs within the next years.

Fig. 5.1, taken from [195], summarizes the sensitivity curves of the above mentioned experiments on the $\Omega_{\mathrm{GW}, 0} h^{2}$ versus $\nu / \mathrm{Hz}$ plane, where $\Omega_{\mathrm{GW}, 0}$ is the fractional energy density in GWs today and $h=0.68$ [10]. This list is complemented with the efforts for indirect detection of primordial GWs from inflation in the form of a specific ( $B$-mode) polarization in the CMB [196].
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Figure 5.1: Sensitivity curves for different GW detectors and the predicted backgrounds from various sources. Figure is taken from [195].

### 5.2 GW production from ALP DM fragmentation

Having reviewed the current status of GW detection experiments we now proceed with a detailed analysis of the stochastic GW background production from the nonperturbative dynamics of ALP DM in the presence of a monodromy.

We start with a brief outline of the dynamics in section 5.2.1. Analytical estimates of the typical frequency and strength of the signal are then performed in section 5.2.2. The frequency is mostly determined by the mass of ALPs and, hence, spans a whole range of possible values. Our main result is Eq. (5.22), which determines the upper bound on the signal strength from ALP DM, depending on its typical frequency. In section 5.2 .3 we present the numerical calculation of the GW signal and demonstrate the consistency with the analytical estimates. In the numerical approach the linear metric perturbations are evolved according to (5.2), using a modified version of the "HLATTICE" code [197].

### 5.2.1 Outline of the dynamics

In this subsection we briefly outline the main stages of the dynamics, which were discussed in great detail in the previous chapter.

We consider the scenario of the misalignment mechanism, in which the ALP field is present during inflation and denote the initial field value by $\phi_{1}$. The field is effectively frozen and starts to perform coherent oscillations once the Hubble parameter becomes comparable to the curvature of the potential.

For sufficiently large misalignment angles $\phi_{1} / f$ the fluctuations of the ALP field are resonantly amplified, triggering the complete fragmentation of the homogeneous component. Directly after fragmentation ALPs are usually relativistic (see Fig. 4.5), such that their energy density dilutes efficiently, as $\propto a^{-4}$. ALPs also cool


Figure 5.2: The main stages of the misalignment production of ALPs involving nonperturbative dynamics. Initially the field is frozen (1) and starts to oscillate (2) after the Hubble parameter $H$ drops bellow the curvature of the potential $m_{\text {initial }}$. This is followed by the fragmentation of the ALP field (3), a process that produces a stochastic GW background and is illustrated by plotting several snapshots of the energy density contrast $\delta(\mathbf{x})=\left(\rho(\mathbf{x})-\rho_{0}\right) / \rho_{0}$ along a 2D slice. After the fragmentation ALPs are ultrarelativistic (4) and become nonrelativistic (5) after their characteristic physical momenta $p_{\text {char }}$ drop bellow the curvature at the bottom of the potential $m_{\text {final }}$.
down with expansion and become nonrelativistic once their characteristic physical momenta drop below their mass. After this they can successfully participate in structure formation.

This sequence of stages of the dynamics is illustrated in Fig. 5.2. In particular, in the third panel, which describes the fragmentation of the ALP field, several snapshots of the energy density contrast $\delta(\mathbf{x})=\left(\rho(\mathbf{x})-\rho_{0}\right) / \rho_{0}$ along a 2D slice are shown. These are obtained from a classical lattice simulation of the field dynamics.

In Fig. 5.2, the distinction between two different mass scales is made explicit. One of them, which we denote as $m_{\text {initial }}$, is the typical curvature of the potential near $\phi_{1}$ and determines the onset of coherent oscillations via the condition $H \sim$ $m_{\text {initial }} / 3$. The other parameter, denoted as $m_{\text {final }}$, is the curvature at the bottom of the potential and the transition to the nonrelativistic regime at late times happens when the characteristic physical momenta drop below this mass, $\mathrm{p}_{\text {char }} \sim m_{\text {final }}$. For the monodromy potential in (3.1) these masses are of the same order ${ }^{2}$ and the curvature near the bottom is equal to

$$
\begin{equation*}
m_{a}^{2}=m^{2}+\frac{\Lambda^{4}}{f^{2}}=m^{2}\left(1+\kappa^{2}\right), \quad \quad \kappa^{2}=\frac{\Lambda^{4}}{m^{2} f^{2}} \tag{5.6}
\end{equation*}
$$

For more general potentials however the bottom mass can be different and, in particular, sufficiently smaller. This would lead to an extended ultrarelativistic phase and will be important in the context of gravitational wave production, as we demonstrate later.
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### 5.2.2 Analytical estimates

This subsection is devoted to the analytical estimates of the peak strength and frequency of the GW signal produced during the nonperturbative ALP dynamics. After describing the transformation of the frequency and the energy fraction of the GW signal to today's variables we estimate its strength from Eq. (5.2). We then fix the energy density of ALPs based on today's DM abundance to find the signal strength from ALP DM.

Transformation to today's observables: Today's frequency of GWs is related to the comoving momentum $\eta$ by a simple red-shift,

$$
\begin{equation*}
\nu=\frac{1}{2 \pi} \frac{\mathrm{p}}{a_{0}}=\frac{\eta m_{a}}{2 \pi}\left(\frac{a_{\text {osc }}}{a_{0}}\right) . \tag{5.7}
\end{equation*}
$$

For the ratio of the scale factors one can use the conservation of comoving entropy (4.15), the expression for the temperature during the epoch of radiationdomination (4.16) and the temperature today $T_{0}=2.73 \mathrm{~K}$, as it was done in section 4.3.1. Recalling that $H_{\text {osc }}=m_{a} / 3$, the formula (5.7) can be re-written as
$\nu=\left(\frac{\sqrt{3} \sqrt{1.66} g_{0}^{1 / 4} T_{0} \sqrt{\mathrm{eV}}}{2 \pi \sqrt{M_{\mathrm{Pl}} \mathrm{Hz}}}\right) \mathrm{Hz} \eta \sqrt{\frac{m_{a}}{\mathrm{eV}}} \mathcal{F}^{1 / 3}\left(T_{\text {osc }}\right)=1.56 \times 10^{-3} \mathrm{~Hz} \eta \sqrt{\frac{m_{a}}{\mathrm{eV}}} \mathcal{F}^{1 / 3}\left(T_{\text {osc }}\right)$.
where $\mathcal{F}(T)$, defined in (4.17), reflects the change of the effective numbers of degrees of freedom. As can be seen the frequency is mostly determined by the ALP mass.

The energy density in GWs dilutes as $a^{-4}$, hence their fractional energy density today $\Omega_{\mathrm{GW}, 0}$ can be expressed as [198],
$\Omega_{\mathrm{GW}, 0}=\frac{\rho_{0}}{\rho_{c, 0}}=\Omega_{\mathrm{GW}, \text { emit }}\left(\frac{a_{\mathrm{emit}}}{a_{0}}\right)^{4}\left(\frac{H_{\mathrm{emit}}}{H_{0}}\right)^{2}=\left(\frac{1.66^{2} \times g_{0} T_{0}^{4}}{M_{\mathrm{Pl}}^{2} H_{0}^{2}}\right) \Omega_{\mathrm{GW}, \text { emit }} \mathcal{F}^{4 / 3}\left(T_{\mathrm{emit}}\right)$,
where we again used the conservation of comoving entropy. Calculating the term in the brackets, the formula (5.9) can be re-written as

$$
\begin{equation*}
\Omega_{\mathrm{GW}, 0}=9.39 \times 10^{-5} \Omega_{\mathrm{GW}, \mathrm{emit}} \mathcal{F}^{4 / 3}\left(T_{\mathrm{emit}}\right) \tag{5.10}
\end{equation*}
$$

Equations (5.8) and (5.10) are used in our numerical simulations to transform the variables to today's observables, as well as in our analytical estimates of the GW production, described below.

Parametric estimates for the GW signal: We now perform parametric estimates for the GW production. For simplicity we assume that most of it takes place near some scale factor $a_{\text {emit }}$. This is naturally identified with the end of the resonant amplification of fluctuations and the fragmentation of the background field (the third stage in Fig. 5.2). We denote by $\mathrm{p}_{\star}=\eta_{\star} m_{a} a_{\text {osc }}$ the comoving momentum at which the dominant resonant production takes place, and by $\nu_{\star}$ the corresponding frequency. For our parametric estimates we assume that the GW spectrum is peaked at a momentum of the same order as $\mathrm{p}_{\star}$ and denote the fractional energy density at the peak by $\Omega_{G W, \star}$. In what follows we estimate that fractional density.

From the wave equation (5.2) it follows that [199]

$$
\begin{equation*}
\left|\left(h_{\mathrm{p}_{\star}, \mathrm{emit}}\right)_{i j}\right| \sim \frac{16 \pi}{M_{P l}^{2}\left(\mathrm{p}_{\star} / a_{\mathrm{emit}}\right)^{2}}\left|\left(\Pi_{\mathrm{p}_{\star}, \mathrm{emit}}\right)_{i j}^{T T}\right| . \tag{5.11}
\end{equation*}
$$

For simplicity we ignore the index structure of metric perturbations, i.e. identify $h_{i j} \rightarrow h$, and associate the $\Pi_{i j}^{T T}$ to the energy density of the ALP field, i.e.

$$
\begin{equation*}
\Pi_{i j}^{T T}=\alpha \rho_{\varphi}, \tag{5.12}
\end{equation*}
$$

where $\alpha \lesssim 1$ quantifies the fraction of the energy stored in the fluctuations. These are of course crude approximations, but should suffice for a parametric estimate.

The energy density $\rho_{\mathrm{GW}, \text { emit }}$ in GWs at $a_{\text {emit }}$ can be written as

$$
\begin{equation*}
\rho_{\mathrm{GW}, \mathrm{emit}}=\frac{M_{P l}^{2}}{32 \pi V} \int\left|\dot{h}_{\mathrm{p}}\right|^{2} \frac{4 \pi}{(2 \pi)^{3}} \mathrm{p}^{2} d \mathrm{p} \approx \frac{M_{P l}^{2}}{8 V(2 \pi)^{3}} \int d(\ln \mathrm{p}) \mathrm{p}^{3}\left(\frac{\mathrm{p}}{a_{\mathrm{emit}}}\right)^{2}\left|h_{\mathrm{p}}\right|^{2} . \tag{5.13}
\end{equation*}
$$

Here $V$ indicates the control volume for the Fourier transform which will drop out of the final expressions.

The GW energy fraction at the momentum $p_{\star}$ is then given by

$$
\begin{align*}
\Omega_{\mathrm{GW}, \mathrm{emit}}\left(\nu_{\star}\right) & \approx \frac{M_{P l}^{2}}{8 \rho_{c, \text { emit }} V(2 \pi)^{3}} \frac{\mathrm{p}_{\star}^{5}}{a_{\mathrm{emit}}^{2}}\left|h_{\mathrm{p}_{\star}, \text { emit }}\right|^{2} \\
& \sim \frac{16^{2} \pi^{3}}{3 M_{P l}^{4} H_{\mathrm{emit}}^{2} V(2 \pi)^{3}} \alpha^{2}\left|\rho_{\varphi, \mathrm{p}_{\star}, \text { emit }}\right|^{2} \mathrm{p}_{\star} a_{\mathrm{emit}}^{2} \tag{5.14}
\end{align*}
$$

where in the last step we inserted (5.11) as well as expressed the critical density at $a_{\text {emit }}$ in terms of the Hubble parameter $H_{\text {emit }}^{2}=8 \pi \rho_{c, \text { emit }} /\left(3 M_{P l}^{2}\right)$.

Noting that the spectra are typically peaked at the resonant momentum, we can employ Parseval's relation to re-express the Fourier components $\rho_{\varphi, \mathrm{p} *, \text { emit }}$ in terms of position space ALP energy density $\rho_{\varphi, \text { emit }}$,

$$
\begin{equation*}
V \rho_{\varphi, \text { emit }}^{2}=\int_{\mathbf{p}}\left|\rho_{\varphi, \mathrm{p}, \mathrm{emit}}\right|^{2}=\frac{4 \pi}{(2 \pi)^{3}} \int d(\ln \mathrm{p})\left|\rho_{\varphi, \mathrm{p}, \mathrm{emit}}\right|^{2} \mathrm{p}^{3} \approx \frac{4 \pi}{(2 \pi)^{3}}\left|\rho_{\varphi, \mathrm{p}_{\star}, \text { emit }}\right|^{2} \mathrm{p}_{\star}^{3} \beta \tag{5.15}
\end{equation*}
$$

In this equation we used the typical logarithmic width of the spectrum of the fluctuations in momentum space,

$$
\begin{equation*}
\beta=\Delta \ln \mathrm{p} \tag{5.16}
\end{equation*}
$$

where usually $\beta \gtrsim 1$. Inserting this into (5.14) yields

$$
\begin{equation*}
\Omega_{\mathrm{GW}, \mathrm{emit}}\left(\nu_{\star}\right) \sim \frac{64 \pi^{2}}{3 M_{P l}^{4} H_{\mathrm{emit}}^{2}} \frac{\rho_{\varphi, \text { emit }}^{2}}{\left(\mathrm{p}_{\star} / a_{\mathrm{emit}}\right)^{2}} \frac{\alpha^{2}}{\beta} . \tag{5.17}
\end{equation*}
$$

It is convenient to re-express the energy fraction in terms of quantities at $a_{\text {osc }}$. For this we note that

$$
\begin{equation*}
H_{\mathrm{emit}}=H_{\mathrm{osc}}\left(\frac{a_{\mathrm{osc}}}{a_{\mathrm{emit}}}\right)^{2}=\frac{m_{a}}{3}\left(\frac{a_{\mathrm{osc}}}{a_{\mathrm{emit}}}\right)^{2}, \quad \rho_{\varphi, \mathrm{emit}} \approx \rho_{\varphi, \mathrm{osc}}\left(\frac{a_{\mathrm{osc}}}{a_{\mathrm{emit}}}\right)^{3} \mathcal{Z}_{\mathrm{emit}}^{\mathrm{osc}} \tag{5.18}
\end{equation*}
$$

The factor $\mathcal{Z}_{\text {emit }}^{\text {osc }}$ in the second equation (and defined in Eq. (4.27)) accounts for the nontrivial evolution of the ALP energy density between $a_{\text {osc }}$ and $a_{\text {emit }}$ compared to the standard $\propto a^{-3}$ dilution for matter.

Inserting (5.18) into (5.17) yields

$$
\begin{equation*}
\Omega_{\mathrm{GW}, 0}\left(\nu_{\star}\right) \sim 0.18 \frac{\rho_{\varphi, \mathrm{osc}}^{2}}{M_{P l}^{4} m_{a}^{4} \eta_{\star}^{2}}\left(\mathcal{Z}_{\mathrm{emit}}^{\mathrm{osc}}\right)^{2} \mathcal{F}^{4 / 3}\left(T_{\mathrm{emit}}\right) \frac{\alpha^{2}}{\beta} \tag{5.19}
\end{equation*}
$$

GW signal from ALP DM: We now make the assumption that DM consists solely of ALPs to obtain an upper bound on the GW signal strength. The energy density of ALPs in (5.19) can be expressed in terms of the today's value of DM density $\rho_{\varphi, 0}=1.27 \mathrm{keV} / \mathrm{cm}^{3}$ [10], using the transformation from Eq. (4.26). This leads to

$$
\begin{equation*}
\Omega_{\mathrm{GW}, 0}\left(\nu_{\star}\right) \sim 1.1 \times 10^{-32}\left[\frac{\mathrm{eV}}{m_{a}}\right]\left(\eta_{\star} \mathcal{Z}_{0}^{\mathrm{emit}} \mathcal{F}^{1 / 3}\left(T_{\mathrm{osc}}\right)\right)^{-2} \frac{\alpha^{2}}{\beta} \tag{5.20}
\end{equation*}
$$

where we again employed the conservation of comoving entropy and the relation $\mathcal{Z}_{0}^{\text {osc }}=\mathcal{Z}_{\text {emit }}^{\text {osc }} \mathcal{Z}_{0}^{\text {emit }}$ which follows directly from the definition of $\mathcal{Z}$ in Eq. (4.27). For the sake of simplicity we also assume that $\mathcal{F}\left(T_{\text {osc }}\right) \approx \mathcal{F}\left(T_{\text {emit }}\right)$.

Eq. (5.20) determines the peak GW signal strength for a given ALP mass. Combining this expression with Eq. (5.8) for the peak frequency,

$$
\begin{equation*}
\nu_{\star}=1.56 \times 10^{-3} \mathrm{~Hz} \eta_{\star} \sqrt{\frac{m_{a}}{\mathrm{eV}}} \mathcal{F}^{1 / 3}\left(T_{\mathrm{osc}}\right) \tag{5.21}
\end{equation*}
$$

one arrives at a remarkably simple relation between the peak energy fraction $\Omega_{\mathrm{GW}, 0, \star}$ and the peak frequency $\nu_{\star}$,

$$
\begin{equation*}
\Omega_{\mathrm{GW}, 0}\left(\nu_{\star}\right) \sim 2.7 \times 10^{-38} \frac{1}{\left(\nu_{\star} / \mathrm{Hz}\right)^{2}} \frac{1}{\left(\mathcal{Z}_{0}^{\mathrm{emit}}\right)^{2}} \frac{\alpha^{2}}{\beta} \tag{5.22}
\end{equation*}
$$

Summary: The estimates of the signal strength in this subsection were very general and did not rely much on the specification of the ALP potential $U(\phi)$. The main requirement was that the typical curvature of the potential is given by $m_{a}$. It was, however, assumed that the spectrum is centered close to the resonant momenta. Nonlinear effects tend to broaden the spectrum and, as we demonstrate in the next section, somewhat modify this picture. Nevertheless, (5.22) reveals the important features of the GW spectrum.

It follows from (5.22) that on top of the inverse-squared dependence on the peak frequency, the peak energy fraction is determined solely from the value of the suppression factor $\mathcal{Z}_{0}^{\text {emit }}$, defined in Eq. (4.27). If $\mathcal{Z}_{0}^{\text {emit }}=\mathcal{O}(1)$, the signal peak is beyond the planned sensitivities of future GW detection experiments, irregardless of the value of the ALP mass. This is the case for the standard monodromy potential from (3.1), for which the values of $\mathcal{Z}_{0}^{\text {emit }}$ can be found in Fig. 4.6. We nevertheless investigate this scenario numerically in the next subsection to test the analytical estimates. In particular, in Fig. 5.4 the analytical estimate, denoted by the blue circle, is shown together with the numerically calculated GW spectrum for $m_{a}=$ $10^{-16} \mathrm{eV}$ and a particular set of parameters. The (numerically extracted) final GW spectra for different values of parameters are shown in Fig. 5.5. The bound on the signal strength is lifted if ALPs dilute their energy more efficiently after the emission of GWs, i.e. if $\mathcal{Z}_{0}^{\text {emit }} \ll 1$. We focus on this scenario in section 5.3.

### 5.2.3 GW production from lattice simulations

Our analytical estimates are expected to become less accurate for larger misalignment angles $\phi_{1} / f$, since it assumes more time between the end of resonant amplification and the final fragmentation. In that case the signal peak is expected to be weaker and, instead, the signal to be broader. Moreover, these estimates do not take into account the production of GWs after fragmentation, during the turbulent dynamics of ALPs. Finally, the calculation of $\mathcal{Z}_{0}^{\text {emit }}$ and of the typical velocities at matter-radiation equality requires a better knowledge of the ALP spectrum. This motivates the more rigorous analysis based on numerical lattice simulations, which is described in this subsection.

The classical-statistical simulations of the dynamics of the scalar field were performed as in the previous chapter. Linear metric perturbations and the corresponding GW spectra were computed using the HLATTICE code [197], which evolves linear metric perturbations coupled to the scalar field according to Eq. (5.2). The code was originally designed for the simulation of post-inflationary preheating dynamics. To adjust it for the case of misalignment production of ALP DM, the following modifications were done:

- The field evolves on a radiation-dominated background, $a \sim \sqrt{t}$, without having any impact on this background expansion rate.
- The horizon entry of frozen modes is properly taken into account, by "gluing" the lattice simulation to an early linear evolution, as described in the previous chapter. In other words, we first evolve the momentum modes of the fluctuations linearly, starting with the scale-independent power spectrum (cf. e.g. [81]),

$$
\begin{equation*}
\Delta_{\phi}=\left(\frac{H_{I}}{2 \pi}\right)^{2} \tag{5.23}
\end{equation*}
$$

imprinted after inflation, and then, prior to the onset of nonlinear effects, switch to the lattice simulation. In this way we also neglect the GW production during this early linear phase, which, however, is anyways exponentially suppressed.

- We always assume that ALPs constitute the total abundance of DM. For given values of the ALP masses and the misalignment angle $\phi_{1} / f$, this fixes the absolute value of $\phi_{1}$ via Eq. (4.31). We therefore first simulate the ALP dynamics and extract the value of $\mathcal{Z}_{0}^{\text {osc }}$, and only afterwards calculate $\phi_{1}$ and the corresponding GW signal strength. For the monodromy potential (3.1), considered in this section, we extract this value directly from the lattice simulations, as it was done in the previous chapter (see Fig. 4.6). In contrast, in the case of $m_{\text {final }} \ll m_{a}$, which is investigated in section 5.3 , full numerical simulations become very expensive and, in order to determine $\mathcal{Z}_{0}^{\text {osc }}$, we employ a simplified kinetic description for the dynamics at late times.
- The energy fraction $\Omega_{\mathrm{GW}, \text { emit }}$ is calculated by dividing the energy density in the GWs by $\rho_{c}=(3 / 8 \pi) M_{\mathrm{Pl}}^{2} H^{2}$, where $H$ is the Hubble parameter during the simulation.
- We use (5.8) and (5.10) to transform the simulation variables to today's observables.


Figure 5.3: Several snapshots of ALP occupation numbers versus their comoving momenta during the fragmentation of the field. Different colors, changing from light to dark blue, correspond to different scale factors in the range $a / a_{\text {osc }}=13.8-17$. The inset shows the evolution of the background field $\phi / f$ at these scale factors. We employ $\phi_{1} / f=200, \kappa=3$ and $H_{I} / f=10^{-10}$.

The simulations were performed on grids with a fixed comoving volume and up to $512^{3}$ lattice points. We have verified that the results are insensitive to variations of the volume and the lattice spacing.

Results from the simulations: We now present the main results obtained from our numerical simulations for the monodromy potential given by (3.1).

Several snapshots of ALP occupation numbers, extracted from numerical simulations, are shown in Fig. 5.3 versus their comoving momenta, for a particular set of the parameters $\phi_{1} / f=200, \kappa=3$ and $H_{I} / f=10^{-10}$. Different colors correspond to different scale factors in the range $a / a_{\text {osc }}=13.8-17$, that is when the fragmentation takes place. The inset shows the collapse of the background field $\phi / f$ (the one-point function) for these scale factors. Fig. 5.4 shows snapshots of the produced GW spectrum $\log _{10}\left[h^{2} \Omega_{\mathrm{GW}, 0}\right]$, as a function of the logarithmic frequency, for the same scale factors as in the previous figure. Here we used $m_{a}=10^{-16} \mathrm{eV}$ for the ALP mass. All quantities are transformed to today's values and we used $h=0.68$ [10].

As one can observe in these figures, the two spectra evolve in a similar way, however the GW spectrum, being linearly sourced by the ALP field, does not decrease with time. The resonant growth of ALP fluctuations is accompanied by a GW production at momenta of the same order. The broadening of the ALP spectrum due to nonlinear effects is reflected in an analogous broadening of the GW spectrum. At later times the evolution of both spectra slows down due to the interaction rates becoming smaller compared to the expansion rate. We discuss this last aspect in more details in the next section.

We also compare the GW spectrum at its peak strength, which is acquired during the collapse of the background field, with our analytical estimates from the previous section. To this end we insert $\nu_{\star} \approx 1.5 \times 10^{-10} \mathrm{~Hz}$, which corresponds to $\eta_{\star} \approx 10$, into (5.22). We use the numerically extracted value $Z_{0}^{\text {emit }} \approx 0.6$ (for this particular set of parameters), where we identify $a_{\text {emit }} \approx 15 a_{\text {osc }}$. We set $\alpha=\beta=1$.


Figure 5.4: Several snapshots of the fractional GW spectrum, transformed to today's variables, during the fragmentation of the field. Different colors correspond to different scale factors, same as in Fig. 5.3. The blue circle corresponds to the analytical estimate based on (5.22) and the black rectangle demonstrates the logarithmic width of $\beta=1$, used in that estimate. We employ $\phi_{1} / f=200, \kappa=3$ and $H_{I} / f=10^{-10}$, as well as set $m_{a}=10^{-16} \mathrm{eV}$.

The obtained estimate is indicated by the blue circle in Fig. 5.4. As can be seen, it matches reasonably well with the result of the numerical calculation, although it is somewhat higher compared to the numerical result. The latter can be understood from the fact that $\beta=1$, used in that analytical estimate, would approximately correspond to the black rectangle in Fig. 5.4, and is smaller than the actual logarithmic width of the spectrum, as can be seen in that figure.

Having extracted the late-time (frozen) GW spectra, in Fig. 5.5 we plot them for different ALP masses and misalignment angles, thereby obtaining the parameter space spanned by the GW signal, indicated by the dashed slopes. As can be seen, larger misalignment angles lead to a GW production at higher frequencies, however the overall parameter space spanned by the signal is not affected by this dramatically. We have also performed simulations with a larger value of $\kappa=6$, which led to a strength of the GW signal very similar to the one from $\kappa=3$. In contrast, for $\kappa \lesssim 1$ the signal is suppressed due to the weakness of the resonance.

### 5.3 Enhanced GW signal from an extended ultrarelativistic dynamics

In the previous section we estimated the bounds on the GW signal from ALP DM fragmentation. The peak energy fraction of the signal $\Omega_{\mathrm{GW}, \star, 0}$ is related to its characteristic frequency via (5.22) or, equivalently,

$$
\Omega_{\mathrm{GW}, \star, 0}\left(\nu_{\star}\right) \propto \frac{1}{\nu_{\star}^{2}} \frac{1}{\left(\mathcal{Z}_{0}^{\mathrm{emit}}\right)^{2}} .
$$

Importantly, this bound is very general and comes solely from the requirement of not overproducing the DM.


Figure 5.5: The parameter space for the numerically extracted GW spectra from fragmentation for the potential of (3.1) for different misalignment angles $\phi_{1} / f$. The dashed lines indicate the numerically obtained envelopes of the signals scaling as in (5.22). We employ $\kappa=3$ and $H_{I} / f=10^{-10}$. For comparison we show the SKA sensitivity [78, 195].

It can be inferred that, on top of the inverse-squared dependence on the frequency, the overall bound on the signal strength is set by the value of $\mathcal{Z}_{0}^{\text {emit }}$, given by (4.31). The latter determines how much the energy of ALPs has been suppressed between the emission of the signal and today on top of the $\propto a^{-3}$ dilution for nonrelativistic matter. In other words, the signal is stronger for smaller $\mathcal{Z}_{0}^{\text {emit }}$. This is expected since a smaller value of $\mathcal{Z}_{0}^{\text {emit }}$ implies that the ALP field constituted a larger fraction of the total energy of the universe when the GWs were mostly emitted and, therefore, the signal carried an accordingly larger energy fraction.

Remarkably, an extended intermediate phase of ultrarelativistic dynamics after the fragmentation (the stage (4) in Fig. 5.2), during which the energy density of ALPs dilutes as $\propto a^{-4}$, leads to small values of $\mathcal{Z}_{0}^{\text {emit }}$ and, therefore, allows the production of a stronger GW signal from the fragmentation and, at the same time, matching the correct final abundance of DM. For the standard monodromy potential (3.1), which was considered in the previous section, this phase is typically short and ends once the characteristic physical momenta, due to the red-shift, drop below the mass $m_{a}$. Therefore, the ultrarelativistic phase is extended in the case when the final mass near the bottom of the potential is very small. This scenario is investigated in details in this section.

A small mass near the bottom of the potential extends the ultrarelativistic phase of nonlinear dynamics and, thus, requires longer simulation times. We combine the numerical analysis based on lattice simulations, as in the previous section, with a simplified kinetic analysis at late times, in order to describe this extended far-from-equilibrium dynamics of ALPs. The second approach becomes available due to the dramatic reduction in the complexity of the dynamics, related to the approach of the system to a NTFP. This simplified description allows us to estimate the duration of the ultrarelativistic phase, as well as the typical velocities of ALPs at matter-radiation equality, without performing extensive lattice simulations of the
full dynamics, which become extremely difficult in the presence of a large hierarchy of scales. In particular, we find that such an enhanced GW background can be possibly probed by future GW detection experiments.

In section 5.3 .1 we discuss how large mass hierarchies can be embedded into the monodromy potential. As we explain in the next section, such hierarchies usually feature repulsive self-interactions, which is somewhat unusual for ALPs and leads to the emergence of a homogeneous condensate. The dynamics and the GW production in the presence of such hierarchies are also briefly discussed. In section 5.3.3 we describe the simplified kinetic description of the dynamics at late times, with the details being delegated to the appendix C. The final GW spectra are presented in section 5.3.4 and the constraints on such dark matter are discussed in section 5.3.5.

### 5.3.1 The small mass and repulsive self-interactions

For monodromy ALPs the final mass can be small if the sign in front of the periodic term is negative ${ }^{3}$, i.e.

$$
\begin{equation*}
U(\varphi)=\frac{1}{2} m^{2} \varphi^{2}-\Lambda^{4}\left(1-\cos \frac{\varphi}{f}\right) . \tag{5.24}
\end{equation*}
$$

Near its minimum the potential has the form

$$
\begin{equation*}
U(\varphi)=\frac{1}{2}\left(1-\kappa^{2}\right) m^{2} \varphi^{2}+\frac{\lambda}{4!} \varphi^{4}-\frac{\lambda f^{-2}}{6!} \varphi^{6} \ldots \tag{5.25}
\end{equation*}
$$

and is convex if $\kappa<1$. By taking $\kappa \approx 1$ the mass near the bottom of the potential can be made very small.

A similar possibility appears in the case of a "double-cosine" modulation. For example, we consider the following potential,

$$
\begin{equation*}
U(\varphi)=\frac{1}{2} m^{2} \varphi^{2}+\Lambda^{4}\left(1-\cos \frac{\varphi}{f}\right)+r \Lambda^{4}\left(1-\cos \frac{2 \varphi}{f}\right), \tag{5.26}
\end{equation*}
$$

that has the following form near the minimum

$$
\begin{equation*}
U(\varphi)=\frac{1}{2}\left(1+\kappa^{2}+4 r \kappa^{2}\right) m^{2} \varphi^{2}-\frac{\lambda(16 r+1)}{4!} \varphi^{4}+\frac{\lambda f^{-2}}{6!}(1+64 r) \varphi^{6}-\ldots \tag{5.27}
\end{equation*}
$$

If the value of $r$ very slightly exceeds $-\left(1+\kappa^{2}\right) / 4 \kappa^{2}$ (for large values of $\kappa$ this corresponds to $r \approx-1 / 4$ ), the mass near the bottom is again very small. Unlike the "single-cosine" modulation, in this case $\kappa$, which approximately determines the strength of the wiggles, can still be large. Because of this generality we focus on this second possibility. In what follows, the small bare mass near the bottom of the potential is denoted by $m_{\text {final }}$, whereas $m_{a}^{2}=\left(1+\kappa^{2}\right) m^{2}$.

### 5.3.2 The dynamics and GW production

The tuning of the bare mass near the bottom does not affect the early dynamics, including the amplification of fluctuations and the decrease of the background field amplitude ${ }^{4}$. However this modification plays an important role after the collapse
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Figure 5.6: Snapshots of ALP occupation numbers (left) and fractional GW spectra (right) in the presence of repulsive self-interactions. Colors from light to dark blue correspond to scale factors in the range $a / a_{\text {osc }}=14-26$. We employ $\phi_{1} / f=200, \kappa=3, H_{I} / f=10^{-10}$ and $m_{\text {final }}=10^{-3} m_{a}$.
of background oscillations i.e. when the field settles near $\phi=0$. For a smaller mass it takes longer time until the self-interactions become unimportant due to dilution. In particular, the spectrum freezes much later in this case. This makes the analysis based on lattice simulations harder due to the larger hierarchy of scales and the required simulation times.

Now we briefly discuss the dynamics at relatively late times to see which interaction terms are relevant in that regime. The sextic and higher-order terms in the potential (5.27) are sub-dominant and can be neglected when $\left\langle\varphi^{2}\right\rangle / f^{2} \lesssim 1$. Importantly, the small value of the bare mass near the bottom, however, becomes relevant only when the typical field values become sufficiently small. Indeed, from the following expression for effective mass

$$
\begin{equation*}
M^{2}=m_{\text {final }}^{2}+\frac{\lambda}{2}\left\langle\varphi^{2}\right\rangle, \tag{5.28}
\end{equation*}
$$

it follows that the transition to the "mass-dominated" regime occurs when $\lambda\left\langle\varphi^{2}\right\rangle \sim$ $m_{\text {final }}^{2}$ or, equivalently, when

$$
\begin{equation*}
\left(\frac{\kappa^{2}+1}{\kappa^{2}}\right) \frac{m_{\text {final }}^{2}}{m_{a}^{2}} \sim \frac{\left\langle\varphi^{2}\right\rangle}{f^{2}} \tag{5.29}
\end{equation*}
$$

is satisfied ${ }^{5}$. In the case that is of interest to us, we have $m_{\text {final }}^{2} / m_{a}^{2} \ll 1$. Therefore, for $m_{\text {final }}^{2} / m_{a}^{2} \lesssim\left\langle\varphi^{2}\right\rangle / f^{2} \lesssim 1$ there is an extended intermediate stage of the dynamics, during which the potential can be well approximated as a massless conformal quartic. An important feature of this approximate conformal symmetry is that the evolution equations in the radiation-dominated FRW universe, expressed in terms of comoving coordinates and conformal field and time variables, are the same as those in a Minkowski spacetime. Thus the analysis from chapter 3 of the NTFPs can be directly applied here.

We now present the numerical studies of the ALP dynamics and the GW production in the considered model. The simulations were performed as described
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Figure 5.7: The collapse of the ALP field and condensation in the presence of repulsive self-interactions. The green line corresponds to the one-point function, the blue line to the zero-momentum mode of the two-point function and the gray line represents the volume average of the field within one classical simulation. We employ $m_{b}=10^{-3} m_{a}$.
in section 5.2.3, except that the "double-cosine" potential (5.26) was used. We set $m_{\text {final }}=10^{-3} m_{a}$ in this section. We use $\kappa=3, \phi_{1} / f=200$ and $H_{I} / f=10^{-10}$ in this and the following subsections.

It is important that the modification of the potential changes the sign of the quartic coupling, making it repulsive. ${ }^{6}$. Such interactions induce the build-up of a homogeneous condensate after fragmentation, as it was explained in section 3.3.1 of chapter 3.

In the left panel of Fig. 5.6 several snapshots of ALP occupation numbers at different scale factors, as functions of the comoving momentum, are shown. The snapshots of the fractional GW spectrum at the same scale factors are shown in the right panel of that figure. Here the strength of the signal is obtained by estimating the value of $\mathcal{Z}_{0}^{\text {osc }}$, which is explained in the next subsection.

One observes two main differences in this figure, compared to Figs. 5.3 and 5.4:

- There is a more regular direct energy cascade, compared to the attractive case, which is accompanied by a GW radiation at corresponding momenta. The self-similar evolution of the cascade was studied in section 3.3.2 of chapter 3 and the scaling exponents wer found to be $\beta \approx-1 / 5$ and $\alpha \approx 4 \beta$ (see also [22]).
- In addition to the direct cascade, an inverse cascade emerges transporting particle number to low momenta. As it was explained in section 3.3.1 of chapter 3, the evolution of the inverse cascade also becomes self-similar, with exponents $\beta \approx 1 / 2$ and $\alpha \approx 3 \beta$ (see also [114]). As can be seen, at least in the considered model the inverse cascade does not much GWs.

Both the one-point function $\phi(t)$ and the homogeneous mode of the two-point $\left.F(t, t, \mathrm{p})\right|_{\mathbf{p}=0}$, extracted from classical-statistical simulations, as well as the volume
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Figure 5.8: The amplitude of the condensate $\left\langle\phi^{2}\right\rangle / f^{2}$ (left) and the characteristic comoving momentum $\overline{\mathrm{p}} /\left(m_{a} a_{\text {osc }}\right)$ (right) as functions of the scale factor for different mass ratios $m_{\text {final }} / m_{a}$, indicated by different colors. The points are from lattice simulations and the solid lines correspond to the extrapolation. In the left panel the dotted lines show the corresponding ratios $m_{\text {final }}^{2} / m_{a}^{2}$ for each color. They approximately separate the relativistic ( $\propto a^{-2}$ ) and the nonrelativistic $\left(\propto a^{-3}\right)$ regimes of the condensate dynamics, as explained in the main text. In the right panel the dotted lines of different colors denote ( $\left.m_{\text {final }} / m_{a}\right)\left(a / a_{\text {osc }}\right)$, such that their intersection with the corresponding solid line is at $\overline{\mathrm{p}}_{\text {phys }} \approx m_{\text {final }}$. The dashed black line indicates the $\tau^{1 / 5}$ growth of $\overline{\mathrm{p}}$, observed at early times in that plot. We employ $\phi_{1} / f=200$, $\kappa=3$ and $H_{I} / f=10^{-10}$.
averaged field from a single classical simulation are shown in Fig. 5.7, as functions of the scale factor, for $m_{\text {final }}=10^{-3} m_{a}$. The difference of these two configurations was explained in section 3.3.1 of chapter 3. Remarkably, the fragmentation of the ALP field is accompanied by a gravitational signal of a similar strength as in the attractive case. In other words, even though a quasi-homogeneous field is re-created after fragmentation, this process is fast enough to produce a strong signal.

A smaller mass near the bottom of the potential requires a longer simulation of the dynamics, which becomes increasingly difficult to perform on a lattice. A rough way to calculate the prefactor $Z_{o s c}^{0}$ would be to use the latest available ALP spectrum from the simulation for later times of the dynamics. This approximation, however, neglects the direct cascade of the distribution which additionally extends the ultrarelativistic phase. Instead, as explained in the next subsection, we describe the dynamics of the direct cascade by assuming its self-similar evolution and solving the kinetic equation for the characteristic momentum scale.

### 5.3.3 Simplified kinetic description of the late-time dynamics

The fact that the momentum distribution of ALPs is governed by NTFPs at late times allows us to describe the dynamics in that regime in terms of only few variables. This is done by means of a simplified kinetic description of the dynamics. The details of our method for the simplified description are described in the appendix C . Here we summarize the main ideas and present the results.

We describe the dynamics of the direct cascade by assuming its self-similar evolution and solving the kinetic equation for the characteristic momentum scale $\mathrm{p} \overline{(a)}$. We also keep track of the occupation number at the characteristic momentum $\bar{n}(a)$, which is related to the momentum via energy conservation, and the condensate amplitude $\left\langle\phi^{2}(a)\right\rangle$ for which we solve approximate classical equations of motion.

In the left panel of Fig. 5.8 the extrapolated condensate amplitude $\left\langle\varphi^{2}\right\rangle / f^{2}$ is shown with solid lines as a function of the scale factor. The points at early times are from the lattice simulations. Different colors correspond to different values of $m_{\text {final }}^{2} / m_{a}^{2}$. These values are also shown in the plot with the dotted lines in corresponding colors. One observes the transition from the quartic-dominated relativistic regime, characterized by an approximately constant $\left\langle\varphi_{c}^{2}\right\rangle$, to the massdominated nonrelativistic regime during which $\left\langle\varphi^{2}\right\rangle \propto a^{-3}$. As it was mentioned in the previous subsection, the transition between these regimes happens approximately when (5.29) is satisfied i.e. when the solid line intersects the dotted line.

In the right panel of Fig. 5.8 the extrapolated evolution of the characteristic comoving momentum $\overline{\mathrm{p}} /\left(m_{a} a_{\text {osc }}\right)$ is shown with solid lines for the same values of the mass ratios as in the left panel. The points of corresponding color at early times are from the lattice simulation. One indeed observes the $\propto \tau^{1 / 5}$ growth at early times. The growth slows down once the bottom mass becomes important i.e. when the transition to the nonrelativistic regime in the left panel occurs. The characteristic momenta at this point are still relativistic. This can be seen by comparing the solid lines to the dotted lines of corresponding colors, which denote $\left(m_{\mathrm{final}} / m_{a}\right)\left(a / a_{\mathrm{osc}}\right)$. The intersection of these two lines corresponds to

$$
\overline{\mathrm{p}} / a \approx m_{\mathrm{final}}
$$

i.e. the characteristic high momentum modes becoming nonrelativistic.

Our extrapolation allows to keep track of the equation of state of the system. We do this by re-scaling the momentum occupation numbers according to $\overline{\mathrm{p}}(a)$ and $\bar{n}(a)$, and calculating the energy and the pressure of both components of the system. Using Eq. (4.23), the equation of state parameter can be written as

$$
\begin{equation*}
w=\frac{p_{c}}{\rho_{c}}=\frac{p_{\phi, c}+V^{-1} \int_{\mathbf{p}} n_{\mathrm{p}}\left(\mathrm{p}^{2} / 3 \omega_{\mathrm{p}}\right)}{\rho_{\phi, c}+V^{-1} \int_{\mathbf{p}} n_{\mathrm{p}} \omega_{\mathrm{p}}} \tag{5.30}
\end{equation*}
$$

where, for simplicity, we use conformal variables.
Calculated, in this way, $w(a)$ is shown in Fig. 5.9 for the same values of the mass ratios as in Fig. 5.8. The points of corresponding color at early times are from the lattice simulation. We average $w$ over the oscillation period to get rid of its oscillations. The plot demonstrates the expectation that the ALPs exhibit an intermediate phase with $w=1 / 3$. The transition to $w=0$ is completed when the high momentum modes become nonrelativistic. Integration of $w(a)$ gives the values of $\mathcal{Z}_{0}^{\text {osc }}$, used for calculation of the GW spectra.

We note that, particularly for the green and purple lines in Fig. 5.9, corresponding to $m_{\text {final }}=10^{-1} m_{a}$ and $m_{\text {final }}=10^{-0.5} m_{a}$ respectively, we have a sizeable overlap between the numerical data and the analytic extrapolation and we see a good agreement. While, in part, this is due to the involved fitting of parameters between the simulation and the analytical approximation, nevertheless, we take it as an indication of the validity of our approximation.

### 5.3.4 Enlarged parameter space for the GW signal

Below we present the main numerical results of this section. They are summarized in Fig. 5.10, where the GW spectra, extracted from the numerical simulations for the latest times, are shown. At these times the ALP field has already fragmented and most of the GWs were produced much earlier.


Figure 5.9: The equation of state parameter $w=p / \rho$ as a function of the scale factor for different mass ratios $m_{\text {final }} / m_{a}$, indicated by different colors. The points are from lattice simulations and the solid lines correspond to the extrapolation. We employ the same parameters as in Fig. 5.8.

The gold curves correspond to the simple potential (3.1), such that $m_{\text {final }}=$ $m_{a}$, and the solid and the dashed lines correspond to different values of the mass. The corresponding parameter space for the gravitational signal is indicated by the envelope line of the same color.

The remaining curves in Fig. 5.10 correspond to the late-time spectra of GWs in the model of (5.26), such that $m_{\text {final }} \ll m_{a}$. Each color corresponds to a particular value of the mass ratio $m_{\text {final }} / m_{a}$. One indeed observes the increasing range of the signal in the parameter space as this ratio is being decreased, consistent with the expectation from our analytical estimate (5.22). Remarkably, already for $m_{\text {final }}=10^{-3} m_{a}$ the range of the signal overlaps with the planned sensitivity of pulsar timing arrays, i.e. the SKA [78, 195]. In particular, the solid red curve corresponds to

$$
m_{\text {final }}=10^{-16} \mathrm{eV}, \quad r=10^{-3} \quad(\mathrm{SKA})
$$

BBO and LISA: It is possible to extend the signal range even further, up to the future sensitivities of space-based interferometers, although this requires an even stronger tuning of the mass near the bottom. In particular, BBO [79] and LISA [200]) are most sensitive to signals peaked at around $\nu \sim 10^{-1} \mathrm{~Hz}$ and $\nu \sim$ $10^{-3} \mathrm{~Hz}$, respectively. It follows from the analytical estimate (5.21) (using $\eta_{\star} \sim 10$ as before) that the ALP masses $m_{a}$ most relevant for these detector are

$$
m_{a} \sim 40 \mathrm{eV} \text { for BBO }, \quad m_{a} \sim 10^{-2} \mathrm{eV} \text { for LISA. }
$$

From the planned sensitivity of BBO, $\Omega_{\star} \sim 10^{-15}$, and that of LISA, $\Omega_{\star} \sim 10^{-12}$, the corresponding enhancement factor $\mathcal{Z}_{0}^{\text {emit }}$ can be estimated using (5.22) to be $\mathcal{Z}_{0}^{\text {emit }} \sim 2 \times 10^{-11}$ and $\mathcal{Z}_{0}^{\text {emit }} \sim 6 \times 10^{-11}$, respectively. The final step is to determine the mass ratios $r=m_{\text {final }} / m_{a}$ which lead to such values of the enhancement factor. Here we estimate the dependence $\mathcal{Z}_{0}^{\text {emit }}(r)$ analytically. To this end, we note that, as it follows from the definition in Eq. (4.27), $\mathcal{Z}_{0}^{\text {emit }}(r) \propto a_{\mathrm{nr}}^{-1}(r)$, where $a_{\mathrm{nr}}(r)$ is the scale factor at which the transition to the nonrelativistic regime takes place for given $r$. The latter can be estimated from the condition

$$
m_{\mathrm{final}}(r)=m_{a} r \sim \frac{\overline{\mathrm{p}}\left(a_{\mathrm{nr}}(r)\right)}{a_{\mathrm{nr}}(r)} \propto a_{\mathrm{nr}}^{-4 / 5}(r),
$$

where we use the form of the self-similar evolution $\overline{\mathrm{p}}(a) \propto \tau^{1 / 5}(a) \propto a^{1 / 5}$. This


Figure 5.10: GW spectra in models with an extended ultrarelativistic phase. The spectra are shown for several values of the mass with different colors corresponding to different mass ratios $r=m_{\text {final }} / m_{a}$. The golden color corresponds to the standard monodromy potential (3.1) and attractive selfinteractions, also shown in Fig. 5.5. The dashed slopes indicate the envelopes of the signal strength as in Fig. 5.5. The inset shows analytical estimates for the signal envelopes at smaller values of $r$, as explained in section 5.3.4. The sensitivities of relevant GW experiments are indicated with solid black lines according to [195] and the estimated typical velocities at matter-radiation equality are stated. We employ $\phi_{1} / f=200, \kappa=3$ and $H_{I} / f=10^{-10}$.
implies a simple dependence $\mathcal{Z}_{0}^{\text {emit }}(r) \propto r^{5 / 4}$, and, using the already calculated values of $\mathcal{Z}_{0}^{\text {emit }}$ for $r \geq 10^{-3}$ we arrive at the following estimates for the relevant masses that can lead to a detectable signal,
$m_{\text {final }} \sim 10^{-8} \mathrm{eV}, r \sim 3 \times 10^{-9}$ (BBO), $\quad m_{\text {final }} \sim 10^{-11} \mathrm{eV}, r \sim 6 \times 10^{-9}$ (LISA).
The signal boundaries based on these two values of $r$ are shown in the inset of Fig. 5.10, where also the sensitivity curves of the corresponding detectors are shown with black continuous lines [195].

### 5.3.5 Constraints from structure formation

So far we have discussed the constraints on the GW signal strength based on the amount of DM in the universe. Obviously, there are additional constraints, mostly from large-scale structure formation probes. These require ALPs to be sufficiently cold/pressureless to participate in structure formation as discussed in this section.

After the fragmentation the ALP field splits into a quasi-homogeneous condensate and high-momentum particles. Initially the particles take most of the energy of the system, more than $90 \%$. However, as the simulations show, at the end of nonlinear dynamics this fraction decreases significantly and becomes of the same order. The reason for this is the late phase of the dynamics, during which the condensate already dilutes as $\propto a^{-3}$, however, the high-momentum particles still need to redshift to become nonrelativistic. We discuss the constraints for successful structure formation for both types DM configurations.

Constraints on the homogeneous component: The authors of [201] derived constraints, based on the data on structure formation on linear scales $\mathrm{k} \lesssim 0.2 h / \mathrm{Mpc}$, for DM in the form of a homogeneously oscillating scalar field with a potential $U(\phi)=m^{2} \varphi^{2} / 2+\lambda \varphi^{4} / 4$. They obtained the following bound on the mass and the coupling of the field,

$$
\begin{equation*}
\log _{10}(\lambda)<-91.86+4 \log _{10}\left(\frac{m}{10^{-22} \mathrm{eV}}\right) \tag{5.31}
\end{equation*}
$$

For sufficiently small masses at the bottom, the potential (5.26) can be approximated as quartic to very good precision at late times. We can thus directly apply the above bound to the considered setup. Substituting

$$
m \rightarrow m_{b}, \quad \lambda \rightarrow-\frac{\lambda(16 r+1)}{3!} \approx \frac{\lambda}{2} \approx \frac{m_{a}^{2}}{2 f^{2}},
$$

one arrives at

$$
\begin{equation*}
2 \log _{10}\left(\frac{m_{a}}{m_{b}}\right)+1.56<2 \log _{10}\left(\frac{m_{b}}{10^{-22} \mathrm{eV}}\right)+2 \log _{10}\left(\frac{f}{10^{14} \mathrm{GeV}}\right) \tag{5.32}
\end{equation*}
$$

For given values of the masses this represents a lower bound on the decay constant (and for fixed $\phi_{1} / f$ also on the misalignment field value $\phi_{1}$ ). For the situations indicated by solid lines in Fig. 5.10 this bound implies $f>6 \times 10^{11} \mathrm{GeV}$, while for the ones indicated by dashed lines $f>6 \times 10^{10} \mathrm{GeV}$. The actual values of the decay constant are about $2-3 \times 10^{14} \mathrm{GeV}$ for the solid lines and about $1-2 \times 10^{14} \mathrm{GeV}$ for the dashed lines. The constraints are thus satisfied.

We are not aware of similar constraints from nonlinear structure formation on smaller scales, which are expected to be stronger.

Constraints on the typical velocities: The typical nonrelativistic velocities of ALPs at matter-radiation equality are related to their characteristic comoving momentum $\bar{p}$ via Eq. (4.14) which, for the considered potential with a small mass at the bottom, generalizes to

$$
\begin{equation*}
\mathrm{v}_{\mathrm{eq}}=\frac{\mathrm{p}}{a_{\mathrm{eq}} m_{\mathrm{final}}}=2.63 \eta \sqrt{\frac{10^{-28} \mathrm{eV}}{m_{\mathrm{final}}}} \frac{\mathcal{F}^{1 / 3}\left(T_{\mathrm{osc}}\right)}{\mathcal{F}^{1 / 3}\left(T_{\mathrm{eq}}\right)} \sqrt{\frac{m_{a}}{m_{\text {final }}}} \tag{5.33}
\end{equation*}
$$

The constraints on the velocities of ALP DM were already discussed in section 4.3.1 of the previous chapter. Surveys of structure formation on linear scales require $\mathrm{v}_{\mathrm{eq}} \lesssim 10^{-1}$. A stronger bound appears from the Lyman- $\alpha$ forest data on a nonnlinear structure formation. Here one typically expects $\mathrm{v}_{\text {eq }} \lesssim 10^{-3}$, however, complicated numerical simulations are required to make the constraints more precise.

The typical velocities at matter-radiation equality were estimated using (5.33), from the late-time asymptotic values of $\bar{p}$, which are shown in the right panel of Fig. 5.8. For the solid curves ( $h^{2} \Omega_{G W} \sim 10^{-15}-10^{-14}$ ) in Fig. 5.10 these typical velocities are $\sim 10^{-2}$, whereas for the dotted lines $v_{\text {eq }} \sim 10^{-3}-10^{-2}$. The constraints from a linear structure formation are clearly satisfied in this case. The situation for a nonlinear structure formation is less clear and the particles might turn out to be somewhat warmer. It is also important to keep in mind that a significant fraction of the energy density of ALPs is the form of a homogeneous condensate, which is expected to decrease the ALP pressure and soften the constraints. An answer to this question requires further investigation.

The anticipated bands for the values of typical velocities at matter-radiation equalities $\mathrm{v}_{\mathrm{eq}} \sim 10^{-1}$ and $\mathrm{v}_{\mathrm{eq}} \sim 10^{-2}$ are indicated by the pink and yellow colors in the inset of Fig. 5.10. Note that although less fine-tuning is required for the LISA case, the typical velocities near matter-radiation equality are quite large and therefore may cause trouble with nonlinear structure formation.

### 5.4 Summary

In this chapter we described how GW detection experiments can detect signatures of the nonperturbative production of ALP DM. We have estimated the stochastic GW background both analytically and numerically. Despite the strong constraints on the signal, arising from the requirement of not over-producing the DM, the signal from the fragmentation can be sufficiently strong to be observed by GW experiments. This can happen if ALPs exhibit an extended relativistic phase of dynamics after the fragmentation, a scenario which we studied in detail in this work by assuming a small mass near the bottom of the potential.

The scenario with large mass hierarchies, discussed in this chapter, provides an efficient mechanism for enhancing the GW signal from ALP DM. A similar mechanism is provided if the ALPs have a significant coupling to the dark photon sector. The GW background produced from the decay of ALPs into dark photons was calculated in [198, 202]. The authors, however, relied on a linearzied analysis. In contrast, in our case the nonlinear aspects play a crucial role for the fragmentation dynamics of monodromy ALPs.

Our main findings are summarized in Fig. 5.10, which contains the relevant GW spectra. The signal can be detectable by pulsar timing arrays for ALPs with $m_{\text {final }}=10^{-16} \mathrm{eV}$. Here a fine-tuning of the order $10^{-3}$ of the mass at the bottom of the potential is required. An even more severe fine tuning of the order of $10^{-10}$ would bring the signal into the sensitivity range of space-based interferometers such as BBO ( $m_{\text {final }}=10^{-8} \mathrm{eV}$ ) or LISA ( $m_{\text {final }}=10^{-11} \mathrm{eV}$ ). We have also confirmed that the constraints from the linear structure formation are satisfied in this case. The situation with the nonlinear structure formation is less clear and requires further investigation. Particularly, it would be interesting to understand the role of a homogeneous condensate on structure formation and find possible observational signatures.

## Chapter 6

## Simulating cosmological dynamics with ultracold quantum gases


#### Abstract

The material presented in this chapter is based on work in preparation [4], done in collaboration with Jürgen Berges, Kevin Geier, Philipp Hauke, Markus Oberthaler, as well as the members of the "BECK" experiment. Kevin Geier and I are the co-first authors of the upcoming publication. My contribution to that work was focused on investigating the connections of the considered system to cosmological dynamics, employing the methods of nonequilibrium QFT for the analytical description of primary and secondary instabilities in the system, and the study of the self-similar solutions from the kinetic description. The figures of section 6.5.3 are taken from that work.


As it was discussed in the previous chapters, the dynamics of scalar fields in the early universe can be very rich and is lacking a complete understanding. Over the recent years, interest has increased in simulating various aspects of the dynamics in the early universe in table-top experimental setups [203, 204]. In such systems the characteristic energy scales are much lower, which allows one to realize and test phenomena that are otherwise inaccessible.

In this chapter we argue that modern experiments with ultracold atomic Bose gases provide a powerful platform for the simulation of the nonperturbative scalar field dynamics in the post-inflationary universe. With the help of advanced cooling techniques sufficiently low temperatures can be achieved in these experiments, so that most of the atoms are brought to the ground state, leading to the formation of an atomic BEC. Such a coherent state mimics the universe right after cosmic inflation, when the energy was dominantly stored in a homogeneous "inflaton condensate", as well as the "dark matter condensate" formed via the misalignment mechanism. Remarkably, the toolbox of nonequilibrium QFT, that was described in chapter 2 for relativistic systems, can also be used to describe the dynamics of atomic Bose gases [205].

An important restriction on the dynamics of an atomic BEC arises from the conservation of the total number of atoms, which prevents the resonant decay of the condensate. We propose a temporal modulation of the interatomic interaction strength, which can be experimentally achieved with the help of magnetic fields [58], in order to incorporate effects that, in the relativistic system, lead to a resonant particle production. The modulation allows us to observe the linear, as well as the secondary amplification of the sound waves on top of the BEC, as well as the subsequent turbulent energy transport towards higher momenta. We analyze the self-similar evolution associated with this NTFP in an atomic gas by means of a kinetic description. The final stages of the dynamics after switching off the modulation, when the system expected to relax to thermal equilibrium, are not
captured by semiclassical approximation schemes, which particularly motivates an experimental study of this process.

The chapter is organized as follows. In section 6.1 we provide a brief review of the quantum field theoretical description of ultracold atomic gases, including the 2PI framework and the equations of motion. In section 6.2, we propose how an expanding $d$-dimensional FRW geometry for a Bose gas can be encoded into the time-dependence of its interaction strength. We proceed by describing how the equations, governing the dynamics of an atomic Bose gas, can be derived as an effective nonrelativistic description of scalar field dynamics in an FRW universe in section 6.3. The modulation of the scattering length, which leads to a resonant amplification of the fluctuations on top of the BEC is discussed in section 6.4. This modulation drives the system far from equilibrium and, in section 6.5 , we study the subsequent approach of the system to a NTFP and the associated universal energy transport in momentum space, both in the presence of the modulation as well as after switching it off. The interplay between expansion and thermalization for our setup is also discussed. Finally, we conclude in section 6.6. We keep $\hbar$ and $c$ in all expressions of this chapter.

### 6.1 Field-theoretical methods for ultracold atoms

First atomic BECs have been realized already in 1995, in experiments with the vapors of rubidium [206], sodium [207] and lithium [208]. Since then the studies of atomic quantum gases have rapidly evolved from an exotic field of research into an important part of modern physics. Such systems are particularly well suited for the investigation of quantum many-body dynamics in its various regimes for a number of reasons, including the possibility to control and manipulate the atoms using electric and magnetic fields, the experimental accessibility of typical timescales of interest and the powerful imaging techniques available to track the dynamics. A great overview of the physics of ultracold atoms can be found in [57].

Importantly, many methods of QFT have proven to be successful in describing the physics of ultracold atomic systems [205, 209-212]. This, combined with the above-mentioned advantages, suggests the possibility to utilize such systems as experimental simulators of QFT, with potential applications to the early universe cosmology and the prospect of extending the existing studies to regimes in which analytical and numerical investigation becomes difficult.

In this section we briefly review the theoretical framework for the description of the many-body dynamics of an atomic quantum gas, extending some of the concepts from section 2.3 to the considered system.

### 6.1.1 Microscopic description

The many-body Hamiltonian of a dilute atomic Bose gas has the form [57, 213]

$$
\begin{align*}
\hat{H}_{\mathrm{MB}} & =\int \mathrm{d}^{3} \mathrm{x}\left(\hat{\Psi}^{\dagger}(t, \mathbf{x})\left[-\frac{\hbar^{2}}{2 m} \Delta+V_{\text {trap }}(\mathbf{x})\right] \hat{\Psi}(t, \mathbf{x})\right) \\
& +\frac{1}{2} \int \mathrm{~d}^{3} \mathrm{xd}^{3} \mathbf{y} \hat{\Psi}^{\dagger}(t, \mathbf{x}) \hat{\Psi}^{\dagger}(t, \mathbf{y}) V_{(2)}(\mathbf{x}-\mathbf{y}) \hat{\Psi}(t, \mathbf{x}) \hat{\Psi}(t, \mathbf{y}) . \tag{6.1}
\end{align*}
$$

Here $m$ is the mass of atoms and $\hat{\Psi}$ denotes the field operator, which satisfies the commutation relations,

$$
\begin{equation*}
\left[\Psi(t, \mathbf{x}), \Psi^{\dagger}(t, \mathbf{y})\right]=\delta(\mathbf{x}-\mathbf{y}), \quad[\Psi(t, \mathbf{x}), \Psi(t, \mathbf{y})]=\left[\Psi^{\dagger}(t, \mathbf{x}), \Psi^{\dagger}(t, \mathbf{y})\right]=0 \tag{6.2}
\end{equation*}
$$

In general $\hat{\Psi}$ can be a multi-component field, if the nuclear and electronic spin degrees of freedom of the atoms are taken into account (see also [214, 215] for the description of spinor Bose gases). In this chapter we restrict ourselves to the most common type of atomic BECs [206-208] with no internal degrees of freedom. The first line in (6.1) contains the free part of the Hamiltonian, which includes the kinetic term and the trapping potential $V_{\text {trap. }}$. In the second line the two-body interaction term is written. Due to the diluteness, the three- and higher-body interactions can be neglected. Moreover, at low energies the two-body term can be approximated by an effective contact interaction,

$$
V_{(2), \mathrm{eff}}(\mathbf{x}-\mathbf{y})=g \delta(\mathbf{x}-\mathbf{y}),
$$

characterized by a single coupling $g=4 \pi a_{s} \hbar^{2} / m$, proportional to the scattering length $a_{s}$ of the atoms.

A very tight confinement in some direction can induce effective low dimensional (1d or 2d) geometries. At the same time, the sufficient shallowness of the trapping potential in the remaining directions allows one to ignore the effects of the trap for the dynamics that happens on smaller length scales. For simplicity, we restrict our attention to $d$-dimensional homogeneous systems in this chapter.

The interactions between alkali atoms can be efficiently adjusted by applying external magnetic fields. This becomes available due to the presence of so-called Feshbach resonances [216], describing a resonant scattering between the atoms [217]. Such resonances have been successfully exploited in experiments with ultracold atoms, allowing the investigation in a controlled manner of both the strongly interacting and the noninteracting regimes. In this work we allow for such a timedependence of the coupling, $g \rightarrow g(t)$.

The microscopic description of a Bose gas can alternatively be formulated in terms of a functional path integral, as in (2.23). The classical action for a nonrelativistic Bose gas has the form [205]

$$
\begin{equation*}
S[\Psi]=\int \mathrm{d}^{d} \mathrm{x}\left[\frac{i \hbar}{2}\left(\Psi^{\dagger} \dot{\Psi}-\dot{\Psi}^{\dagger} \Psi\right)-\frac{\hbar^{2}}{2 m} \nabla \Psi^{\dagger} \nabla \Psi-\frac{g}{2}\left(\Psi^{\dagger} \Psi\right)^{2}\right] . \tag{6.3}
\end{equation*}
$$

The classical equations of motion, derived from this action, are of the form of a nonlinear Schrödinger equation,

$$
\begin{equation*}
i \hbar \frac{\partial \Psi}{\partial t}=-\frac{\hbar^{2}}{2 m} \Delta \Psi+g \Psi^{\dagger} \Psi \Psi \tag{6.4}
\end{equation*}
$$

referred to as the Gross-Pitaevskii equation (GPE).

### 6.1.2 Nonequilibrium dynamics

The powerful toolbox of nonequilibrium QFT, that was described in section 2.3 for relativistic scalar fields, can also be applied to ultracold atomic gases. In particular, the classical(-statistical) approximation becomes valid in the regime of weak couplings and large occupation numbers. Such a description is then governed by the
classical evolution equations (6.4) and is also referred to as the truncated Wigner approximation [211, 212].

Furthermore, the 2PI effective action can be constructed for the nonrelativistic system, as it was done in [205, 209, 218], allowing one to employ systematic nonperturbative approximation schemes. As described in [205], this can be conveniently done by switching to the real and imaginary parts of the complex field operator,

$$
\hat{\varphi}_{1}(x)=\sqrt{2} \operatorname{Re} \hat{\Psi}(x), \quad \hat{\varphi}_{2}(x)=\sqrt{2} \operatorname{Im} \hat{\Psi}(x),
$$

treating them as the two components of an $\mathcal{O}(2)$-symmetric field theory.
The presence of a nonvanishing one-point function $\phi_{i}(x)=\left\langle\hat{\varphi}_{i}(x)\right\rangle$ generates effective cubic interactions (cf. Eq. (2.31)) in addition to the quartic one, which follows from the shift $\varphi_{i} \rightarrow \phi_{i}+\varphi_{i}$ in the action (6.3). The resulting interaction part of the action, in terms of the fields $\varphi_{i}$, reads

$$
\begin{equation*}
S_{\mathrm{int}}[\varphi, \phi]=\left(-\frac{g}{8}\right) \int_{x, C}\left[\varphi_{i}(x) \varphi_{i}(x) \varphi_{j}(x) \varphi_{j}(x)+4 \phi_{i}(x) \varphi_{i}(x) \varphi_{j}(x) \varphi_{j}(x)\right] . \tag{6.5}
\end{equation*}
$$

The 2PI equations of motion can be derived by a variational principle from the 2PI effective action, in a complete analogy to the relativistic case, discussed in section 2.3. For the spectral and statistical components of the full propagator

$$
G_{i j}(x, y)=\left\langle\mathcal{T} \hat{\varphi}_{i}(x) \hat{\varphi}_{j}(y)\right\rangle-\phi_{i}(x) \phi_{j}(y)=F_{i j}(x, y)-\frac{i}{2} \operatorname{sgn}_{C}\left(x^{0}-y^{0}\right) \rho_{i j}(x, y),
$$

the corresponding equations have the form [205]

$$
\begin{align*}
& {\left[-i \hbar \sigma_{2, i k} \partial_{x_{0}}-M_{i k}(x)\right] F_{k j}(x, y)=\int_{t_{0}}^{x_{0}} d z \Sigma_{i k}^{\rho}(x, z) F_{k j}(z, y)-\int_{t_{0}}^{y_{0}} d z \Sigma_{i k}^{F}(x, z) \rho_{k j}(z, y),} \\
& {\left[-i \hbar \sigma_{2, i k} \partial_{x_{0}}-M_{i k}(x)\right] \rho_{k j}(x, y)=\int_{y_{t_{0}}}^{x_{0}} d z \Sigma_{i k}^{\rho}(x, z) \rho_{k j}(z, y),} \tag{6.6}
\end{align*}
$$

where

$$
\begin{equation*}
M_{i j}(x)=\delta_{i j}\left[-\frac{\hbar^{2} \Delta_{\mathbf{x}}}{2 m}+\frac{g}{2}\left(\phi_{k}(x) \phi_{k}(x)+F_{k k}(x, x)\right)\right]+g\left(\phi_{i}(x) \phi_{j}(x)+F_{i j}(x, x)\right) . \tag{6.7}
\end{equation*}
$$

Note that the "tadpole" diagram, which is the only local contribution to the selfenergy, is explicitly included in $M_{i j}(x)$.

Similar to their relativistic counterparts, the nonrelativistic 2PI equations of motion can be recast into a form similar to the Boltzmann equation, under additional assumptions such as a relatively smooth time evolution, an effective loss of memory and "on-shell" quasiparticles. This derivation can be found in [209, 210, 219].

### 6.2 Expanding spacetime

An important ingredient of cosmology is the expansion of the universe, which is well described by the FRW metric, characterized by a scale factor $a(t)$. In this section we propose how such an expanding geometry can be incorporated into an ultracold atomic gas. As we demonstrate, a time-dependent rescaling of the variables allows us to map the dynamics of an expanding Bose gas into that of a static
one with a time-dependent scattering length. This mapping removes the necessity to expand the trap and lifts the associated restrictions on the size of the experiment and on the atomic densities.

Recall that the (classical) equations of motion of a (minimally coupled) real scalar field $\varphi(t, \mathbf{x})$ in an FRW universe have the form

$$
\begin{equation*}
\frac{1}{c^{2}} \ddot{\varphi}+\frac{1}{c^{2}} d H \dot{\varphi}-\frac{\Delta \varphi}{a^{2}}+\frac{\delta U}{\delta \varphi}=0 \tag{6.8}
\end{equation*}
$$

Here we consider a slightly more general case of arbitrary $d$ spatial dimensions, instead of $d=3$. The above equation demonstrates the two modifications compared to Minkowski spacetime, that are the presence of the "Hubble" friction term, accounting for the dilution of the field due to expansion, and the $a^{-2}$ factor in front of the gradient term, arising because comoving coordinates are used. The substitution to conformal variables $d \tau=d t / a$ and $\varphi_{c}=a^{(d-1) / 2} \varphi$ allows to get rid of both modifications at the cost of making the mass and the coupling parameters, contained in the potential, $a(t)$-dependent (see e.g. section 4.2.2).

The dynamics of an ultracold atomic Bose gas is instead well described by nonrelativistic equations of motion (6.4). One way of incorporating expansion in such a system is to physically expand the gas by changing the trapping potential [220222], as schematically illustrated in the left part of Fig. 6.1. This has been done in experiments with a ring-shaped condensate in [221], where the authors even observed preheating-like dynamics after rapidly expanding the trap. While this approach is the most straightforward, in practice there are usually limitations related to the size of the system, making the implementation intricate.

Alternatively one can maintain a fixed trapping potential, associating the spatial distances with the comoving ones. In that case the GPE (6.4) should be modified to the following form (see e.g. [223]),

$$
\begin{equation*}
i \hbar \frac{\partial \Psi}{\partial t}=-\frac{\hbar^{2}}{2 m a^{2}} \Delta \Psi+g \Psi^{\dagger} \Psi \Psi-i \hbar \frac{d}{2} H \Psi \tag{6.9}
\end{equation*}
$$

Here one observes a $a^{-2}$ dependence in the gradient term analogous to the relativistic case, whereas the "Hubble" friction term manifests itself as a nonhermitean term in the Hamiltonian. This approach is illustrated in the central part of Fig. 6.1. Equation (6.9) corresponds to the nonrelativistic limit of (6.8) in the presence of a quartic self-interaction, as it is demonstrated in section 6.3.

Remarkably, expansion in Bose gases can also be encoded solely into the timedependence of the scattering length. This is achieved after performing the following time-dependent rescaling of the field and time variables in (6.9),

$$
\begin{equation*}
\Psi=a^{-d / 2} \widetilde{\Psi}, \quad d t=a^{2} d \eta \tag{6.10}
\end{equation*}
$$

which leads to the standard form of GPE with an $a(t)$-dependent quartic coupling,

$$
\begin{equation*}
i \hbar \frac{\partial \widetilde{\Psi}}{\partial \eta}=-\frac{\hbar^{2}}{2 m} \Delta \widetilde{\Psi}+\left(\frac{g}{a^{d-2}}\right) \widetilde{\Psi}^{\dagger} \widetilde{\Psi} \widetilde{\Psi} \tag{6.11}
\end{equation*}
$$

This approach is illustrated in the right part of Fig. 6.1. In other words, the field re-definition factors out the overall dilution of the fields, and the factor $a^{-2}$ in front of the kinetic term is compensated by the new time $\eta$, which will be referred to as


Figure 6.1: Schematic illustration of a trapped Bose gas and the three ways of incorporating expansion: by expanding the trapping potential (left), by adding a nonhermitean (friction) term and modifying the kinetic term (center), by modifying the scattering length (right). The last two cases require additional back-transformation to physical variables.
the lab time, ticking slower with expansion. This transformation is the analogue of the one to conformal variables for relativistic fields.

In this chapter we adopt the last approach. The time-dependence of the scattering length can be tuned experimentally with the help of Feshbach resonances. Importantly, this approach does not involve decreasing atom densities. The absence of physical expansion removes the additional limitations on the size of the experiment and allows the simulation of a wide range of expanding backgrounds.

An important feature of the above transformation is that in the case of two spatial dimensions the quartic coupling remains time-independent after the substitution (6.10). This is a consequence of the scale-invariance of the system for $d=2$ [224, 225]. In other words, the equations of motion are the same as in the case of a static spacetime. Expansion i.e. the scale factor $a(t)$ enter only the back-transformation to original field variable, as well as to the physical temporal and spatial coordinates. This makes our approach especially efficient for $d=2$. The scale-invariance is valid in the classical(-statistical) regime and is broken by quantum anomalies [226]. It is the analogue of conformal invariance of the (relativistic) $\varphi^{4}$ theory in $3+1$ dimensions [22].

Another interesting property of the above-described mapping is that in the case of sufficiently fast expansion the physical time $t$ can become infinite for a finite value of the lab time $\eta$ i.e. $\eta(t=\infty)<\infty$. This can be demonstrated on a typical power-law expansion of the form,

$$
\begin{equation*}
a(t)=\left(1+\frac{H_{0} t}{\gamma}\right)^{\gamma} \tag{6.12}
\end{equation*}
$$

which sets $a(0)=1$ and $H(0)=H_{0}$. The lab time is then given by

$$
\begin{align*}
\eta(t)=\int_{0}^{t} d \eta & =\int_{0}^{t} \frac{d t}{a^{2}}=\frac{1}{H_{0}} \frac{\gamma}{1-2 \gamma}\left[\left(1+\frac{H_{0} t}{\gamma}\right)^{1-2 \gamma}-1\right]  \tag{6.13}\\
& =\frac{1}{H_{0}} \frac{\gamma}{1-2 \gamma}\left[a(t)^{\frac{1-2 \gamma}{\gamma}}-1\right]
\end{align*}
$$

and, if $\gamma>1 / 2$, the lab time at which $a=\infty$ and $t=\infty$ depends on the initial value of the Hubble parameter and is given by $\eta(t=\infty)=H_{0}^{-1} \gamma /(2 \gamma-1)$. This includes the case of expansion in a matter-dominated universe, $\gamma=2 / 3$, for which $\tau(t=\infty)=2 / H_{0}$. It is worth noting that the situation is different for the conformal time $\tau$, introduced in the context of relativistic fields. The latter is defined as $d \tau=$ $d t / a$ and, as a result, becomes infinite with infinite physical time for the expansion both in a matter-dominated and in a radiation-dominated universe.

### 6.3 Connection to relativistic dynamics

So far the connection between the dynamics of the Bose gas governed by (6.11), as well as (6.9), and that of a relativistic scalar field in a FRW spacetime (6.8) has not been discussed. In the section we derive the mapping between the two descriptions for the case of a scalar potential ${ }^{1}$

$$
\begin{equation*}
U(\varphi)=\frac{m^{2} c^{2}}{\hbar^{2}} \frac{\varphi^{2}}{2}+\frac{\lambda \varphi^{4}}{4!} \tag{6.14}
\end{equation*}
$$

The two fields are related via

$$
\begin{equation*}
\varphi=\sqrt{\frac{\hbar^{2}}{2 m c}}\left[\Psi e^{-\frac{i}{\hbar} m c^{2} t}+\text { h.c. }\right]=\sqrt{\frac{2 \hbar^{2}}{m c}} \operatorname{Re}\left[\Psi e^{-\frac{i}{\hbar} m c^{2} t}\right], \tag{6.15}
\end{equation*}
$$

whereas the quartic couplings satisfy

$$
\begin{equation*}
g=\frac{\lambda \hbar^{4}}{8 m^{2} c} . \tag{6.16}
\end{equation*}
$$

As we explain below, the mapping is valid in the nonrelativistic regime, for not too strong fields and not too rapid expansion rates. Important relativistic effects that lead to particle production are neglected in this mapping, which leads to the necessity of additional modification in our setup, as explained in the next section.

From (6.15) it follows that the time derivatives of $\varphi$ can be expressed as,

$$
\begin{gather*}
\dot{\varphi}=\sqrt{\frac{2 \hbar^{2}}{m c}} \operatorname{Re}\left[\left(\dot{\Psi}-\frac{i}{\hbar} m c^{2} \Psi\right) e^{-\frac{i}{\hbar} m c^{2} t}\right]  \tag{6.17}\\
\ddot{\varphi}=\sqrt{\frac{2 \hbar^{2}}{m c}} \operatorname{Re}\left[\left(\ddot{\Psi}-2 \frac{i}{\hbar} m c^{2} \dot{\Psi}-\frac{m^{2} c^{4}}{\hbar^{2}} \Psi\right) e^{-\frac{i}{\hbar} m c^{2} t}\right] . \tag{6.18}
\end{gather*}
$$

The cubic term in (6.9) can be written as

$$
\begin{equation*}
\varphi^{3}=\left(\frac{2 \hbar^{2}}{m c}\right)^{3 / 2} \operatorname{Re}\left[\Psi e^{-\frac{i}{\hbar} m c^{2} t}\right]^{3}=\frac{1}{4}\left(\frac{2 \hbar^{2}}{m c}\right)^{3 / 2} \operatorname{Re}\left[\left(3|\Psi|^{2} \Psi e^{-\frac{i}{\hbar} m c^{2} t}+\Psi e^{-\frac{i}{\hbar} m c^{2} t}\right)^{3}\right] \tag{6.19}
\end{equation*}
$$

Inserting everything into the equations of motion (6.8) with the potential of (6.14) and noting that the third term in (6.18) is canceled with the mass term, one arrives

[^21]at
\[

$$
\begin{array}{r}
\operatorname{Re}\left[\left[\frac{1}{c^{2}}\left(\ddot{\Psi}-\frac{2 i}{\hbar} m c^{2} \dot{\Psi}\right)+\frac{1}{c^{2}} 3 H\left(\dot{\Psi}-\frac{i}{\hbar} m c^{2} \Psi\right)-\frac{\Delta \Psi}{a^{2}}+\right.\right. \\
\left.\left.\frac{\lambda}{24}\left(\frac{2 \hbar^{2}}{m c}\right)\left(3|\Psi|^{2} \Psi+\Psi^{3} e^{-2 \frac{i}{\hbar} m c^{2} t}\right)\right] e^{-\frac{i}{\hbar} m c^{2} t}\right]=0 \tag{6.20}
\end{array}
$$
\]

where we consider a more general $d+1$-dimensional spacetime, leading to the substitution $3 H \rightarrow d H$ in the equations of motion.

Nonrelativistic limit: So far no approximations have been employed. We now make an assumption that the dominant fraction of the energy of the field arises from oscillation due to the mass term in (6.8). For this several conditions have to be satisfied (see also [20, 114, 115] for the case of a Minkowski spacetime):

1. Not too strong fields, such that the corrections to the mass are subleading. In particular, for the quartic model this means $\lambda\left\langle\varphi^{2}\right\rangle \ll m^{2} c^{2} / \hbar^{2}$.
2. Nonrelativistic typical momenta, $|\mathbf{p}| \ll m c$.
3. Not too rapid expansion, $H \ll m c^{2} / \hbar$, so that the field is in the regime of performing oscillations with a decaying amplitude rather than in the overdamped regime.

These three assumptions together imply that the function $\Psi$ in (6.15) varies much slower compared to the exponential term,

$$
\begin{equation*}
|\Psi| \gg \frac{\hbar}{m c^{2}}|\dot{\Psi}| \gg \frac{\hbar^{2}}{m^{2} c^{4}}|\ddot{\Psi}|, \tag{6.21}
\end{equation*}
$$

which allows one to neglect the second-order time derivative in the first bracket in (6.20), as well as the first-order time derivative in the second bracket. Moreover, the last term in (6.20) performs rapid oscillations compared to other slowly varying terms and therefore is effectively "averaged out" in the nonrelativistic limit. Note that it is this term that accounts for number-changing processes in relativistic theory, and neglecting it leads to a conserved particle number. What remains in (6.20) are slowly varying terms multiplied by the rapidly oscillating exponent and, therefore, in the above-described limit (6.20) reduces to a complex-valued equation

$$
-\frac{2 i m}{\hbar} \dot{\Psi}-d H \frac{i m}{\hbar} \Psi-\frac{\Delta \Psi}{a^{2}}+\frac{\lambda}{8} \frac{2 \hbar^{2}}{m c}|\Psi|^{2} \Psi=0
$$

which is exactly the GPE (6.9) with the quartic coupling $g$ given by (6.16).
The nonrelativistic description of quantum field dynamics in terms of the slowlyvarying field $\Psi$, which was described in this section, automatically leads to an emergent conservation of total particle number. This limit corresponds to the third red circle in Fig. 2.4, which summarizes the effective descriptions of QFT, used in this work. It can thus be concluded that an atomic BEC is a natural quantum simulator for the dynamics of ALP dark matter in the late universe, after the nonrelativistic description becomes applicable.

### 6.4 Preheating in an atomic BEC

In this section we describe how ultracold atomic gases can be exploited to simulate the dynamics of nonperturbative, resonant particle production in the presence of a strong background field i.e. preheating.

It is tempting to use a homogeneous ${ }^{2}$ atomic BEC to mimic the state of the universe after inflation, filled with the homogeneous inflaton field, or the coherent ALP field produced from the vacuum misalignment mechanism. However, the parametric resonance, which is usually responsible for the rapid amplification of fluctuations in those systems, is as such a relativistic effect. The oscillations of the scalar field around the minimum of its potential are averaged out after taking the nonrelativistic limit. The conserved atom number prevents the decay of a nonrelativistic BEC. Hence, in order to observe preheating in an atomic BEC, the system requires some modification.

Several experimental setups have been already proposed to simulate the abovementioned effect in the context of post-inflationary dynamics. In [227, 228], the authors considered tunnel-coupled 1D BECs and studied oscillations and formation of breathers in their relative phase field, which at low energies is described by the sine-Gordon model. The authors of [229] considered Josephson oscillations of a BEC in a double-well trapping potential and studied quasiparticle creation and thermalization. In [230], two-component 1D BECs were considered and primary and secondary instabilities were analyzed. In [231], the dynamics of 1D BECs after changing their trapping frequency was studied, including the nonseparability of the produced quasi-particle pairs.

Here we propose a temporal modulation of the interatomic interactions to generate a resonant amplification of the sound waves on top of the BEC [59-61], similar to the post-inflationary parametric resonance. We start with writing down the linearized 2PI equations of motion to study the spectrum of the excitations on top of the BEC. We then demonstrate how the fluctuations can be amplified via a periodic modulation of the scattering length and describe the correspondence to the oscillations of the scalar field around the minimum of its potential. The modulation leads both to linear instabilities as well as to the nonlinear, secondary amplification of the fluctuations at later times, as we demonstrate by means of the 2PI equations of motion.

### 6.4.1 Linearized equations of motion

The spectrum of excitations on top of a BEC and their instabilities can be studied with the help of linearized 2PI equations, obtained by neglecting all loop corrections in Eq. (6.6), where $\phi_{i}$ plays the role of the BEC. At that order the statistical propagator and the spectral functions decouple from each other. The equations of motion for the statistical propagator take the form

$$
\begin{equation*}
\left[-i \hbar \sigma_{2, i k} \partial_{x_{0}}+\delta_{i k}\left(\frac{\hbar^{2} \Delta_{\mathbf{x}}}{2 m}-\frac{g}{2} \phi_{l}(x) \phi_{l}(x)\right)-g \phi_{i}(x) \phi_{k}(x)\right] F_{k j}(x, y)=0 \tag{6.22}
\end{equation*}
$$

[^22]It is convenient to introduce the "normal" and the "anomalous" correlation functions, defined as [205]

$$
\begin{align*}
& \widetilde{n}(x, y)=\frac{1}{2}\left\langle\left\{\hat{\Psi}(x), \hat{\Psi}^{\dagger}(y)\right\}\right\rangle-\langle\hat{\Psi}(x)\rangle\left\langle\hat{\Psi}^{\dagger}(y)\right\rangle=\frac{1}{2} F_{i j}(x, y)\left(\delta_{i j}+\sigma_{2, i j}\right),  \tag{6.23}\\
& \widetilde{m}(x, y)=\frac{1}{2}\langle\{\hat{\Psi}(x), \hat{\Psi}(y)\}\rangle-\langle\hat{\Psi}(x)\rangle\langle\hat{\Psi}(y)\rangle=\frac{1}{2} F_{i j}(x, y)\left(\sigma_{3, i j}+i \sigma_{1, i j}\right), \tag{6.24}
\end{align*}
$$

which are complex-valued functions. Inserting the above definitions into Eq. (6.22) leads to the following pair of equations

$$
\begin{align*}
& {\left[i \hbar \partial_{x_{0}}+\frac{\hbar^{2} \Delta_{\mathbf{x}}}{2 m}-2 g\left(x^{0}\right)|\Psi(x)|^{2}\right] \widetilde{n}(x, y)-g\left(x^{0}\right) \Psi^{2}(x) \widetilde{m}^{*}(x, y)=0}  \tag{6.25}\\
& {\left[i \hbar \partial_{x_{0}}+\frac{\hbar^{2} \Delta_{\mathbf{x}}}{2 m}-2 g\left(x^{0}\right)|\Psi(x)|^{2}\right] \widetilde{m}(x, y)-g\left(x^{0}\right) \Psi^{2}(x) \widetilde{n}^{*}(x, y)=0} \tag{6.26}
\end{align*}
$$

for the two correlation functions. Throughout the section 6.4 we assign the notation of the field $\Psi$ without an operator hat for the one-point function.

The form of the above equations is familiar from the Bogolyubov theory for the excitations on top of a BEC [232]. They can be diagonalized by means of yet another linear transformation. Since we consider spatially homogeneous systems, the background field depends only on time, $\Psi(x) \rightarrow \Psi\left(x_{0}\right)$. Neglecting the backreaction of the fluctuations in the linear regime, its evolution is governed by the GPE (6.9) (cf. Eq. (3.6)) and is given by

$$
\Psi\left(x_{0}\right) \propto \exp \left(-\frac{i}{\hbar} \int \mathrm{~d} x_{0} g\left(x_{0}\right) n_{0}\right) .
$$

Here $n_{0}=\left|\Psi\left(x_{0}\right)\right|^{2}$ denotes the density of the condensate, which is approximately constant in the linear regime. Performing the transformation

$$
\begin{aligned}
& n_{1}(x, y)=\widetilde{n}(x, y) \Psi^{*}\left(x_{0}\right)+\widetilde{m}^{*}(x, y) \Psi\left(x_{0}\right) \\
& \Phi_{1}(x, y)=\left(-\frac{i}{2 n_{0}}\right)\left(\widetilde{n}(x, y) \Psi^{*}\left(x_{0}\right)-\widetilde{m}^{*}(x, y) \Psi\left(x_{0}\right)\right),
\end{aligned}
$$

the equations of motion (6.25) and (6.26) are recast into the form

$$
\begin{align*}
\partial_{x_{0}} n_{1}(x, y) & =-\frac{\hbar n_{0}}{m} \Delta_{\mathbf{x}} \Phi_{1}(x, y),  \tag{6.27}\\
-\hbar \partial_{x_{0}} \Phi_{1}(x, y) & =g n_{1}(x, y)-\frac{\hbar^{2}}{4 m n_{0}} \Delta_{\mathbf{x}} n_{1}(x, y) . \tag{6.28}
\end{align*}
$$

Excitations on top of the condensate behave as sound waves or as quasi-particles according to the famous Bogolyubov dispersion relation [232],

$$
\begin{equation*}
\epsilon_{\mathrm{p}}^{2}=\hbar^{2} \omega_{\mathrm{p}}^{2}=\frac{\mathrm{p}^{2}}{2 m}\left(\frac{\mathrm{p}^{2}}{2 m}+2 g n_{0}\right) . \tag{6.29}
\end{equation*}
$$

This can be seen by taking the time derivative of the first equation in (6.27), inserting the second one, and Fourier transforming $n_{1}$ with respect to the relative spatial coordinate, which leads to

$$
\begin{equation*}
\left(\partial_{t}^{2}+\omega_{\mathbf{p}}^{2}(t)\right) n_{1}\left(t, t^{\prime}, \mathbf{p}\right)=0 \tag{6.30}
\end{equation*}
$$

For small momenta the dispersion relation is linear, $\epsilon_{\mathrm{p}}=c_{s} \mathrm{p}$, and describes sound waves. The speed of sound is given by

$$
\begin{equation*}
c_{s}^{2}=\frac{g n_{0}}{m} \tag{6.31}
\end{equation*}
$$

For large momenta the dispersion relation takes the quasi-particle form $\epsilon_{\mathrm{p}}=\mathrm{p}^{2} / 2 m$. The transition between the two regimes takes place near $\mathrm{p}^{2} / 2 m=g n_{0}$ or, equivalently, near $\mathrm{p}=\hbar / \xi$, where $\xi=\hbar /\left(\sqrt{2} m c_{s}\right)$ is referred to as the healing length.

In the sound wave regime the gradient term in Eq. (6.28) is much smaller compared to the $g n_{1}$ term. Solving that equation with respect to $n_{1}$ and inserting into (6.27) one obtains the following wave equation, valid at small momenta

$$
\begin{equation*}
\partial_{x_{0}}^{2} \Phi_{1}(x, y)-\left(\frac{\partial_{x_{0}} g}{g}\right) \dot{\Phi}_{1}(x, y)-c_{s}^{2} \Delta \Phi_{1}(x, y)=0 \tag{6.32}
\end{equation*}
$$

### 6.4.2 Linear amplification of fluctuations

In this subsection we discuss the instabilities for the excitations, which lead to their exponential amplification. In the simplest case when the scattering length is positive and constant, $g>0$ and $\dot{g}=0$, the frequency in (6.30) is constant as well and no amplification takes place. This reflects the fact that in the case of repulsive self-interactions the configuration of a homogeneous condensate has the lowest possible energy for a given particle number.

If the scattering length is switched from positive to a negative constant value i.e. $g=-|g|<0$, sound waves will exhibit a tachyonic instability (see also [233]). The presence of an instability can be seen already from the Bogolyubov dispersion relation (6.29) and from (6.30), which lead to an imaginary frequency for momenta with $\mathrm{p}^{2}<4|g| n_{0} m$. The corresponding momentum modes then grow as

$$
\begin{equation*}
n_{1}\left(t, t^{\prime}, \mathbf{p}\right) \propto \Phi_{1}\left(t, t^{\prime}, \mathbf{p}\right) \propto \exp \left(\sqrt{\left(2|g| n_{0}-\frac{\mathrm{p}^{2}}{2 m}\right) \frac{\mathrm{p}^{2}}{2 m \hbar^{2}}} t\right), \quad \mathrm{p}<\sqrt{4|g| n_{0} m} \tag{6.33}
\end{equation*}
$$

Here we have used that, according to the second equation in (6.27), the amplitude of $\Phi_{1}\left(t, t^{\prime}, \mathbf{p}\right)$ is proportional to the one of $n_{1}\left(t, t^{\prime} \mathbf{p}\right)$. In other words, all sound wave modes exhibit an amplification. A negative coupling would lead to the collapse of the condensate after a sufficient amount of time and the formation of strong overdensities in position space due to the attractive self-interactions [234].

Periodic modulation of the scattering length: An elegant way to generate instabilities for the sound waves is by applying a periodic modulation of the scattering length around some positive value. This leads to a parametric resonance instability [235, 236], analogous to the one in relativistic scalar field theories [17, 21]. Parametric resonance leads to an exponential amplification of modes, for which resonance conditions are satisfied.

As an illustration we consider a harmonic modulation of the coupling,

$$
\begin{equation*}
g(t)=g_{0}(1-r \sin (\omega t)) . \tag{6.34}
\end{equation*}
$$

The equations of motion for the momentum modes of the sound waves then take the form

$$
\begin{equation*}
\ddot{\Phi}_{1}\left(t, t^{\prime} \mathbf{p}\right)+\frac{r \omega \cos \omega t}{1-r \sin \omega t} \dot{\Phi}_{1}\left(t, t^{\prime}, \mathbf{p}\right)+\frac{(1-r \sin \omega t) g_{0} n_{0}}{m}\left(\frac{\mathrm{p}}{\hbar}\right)^{2} \Phi_{1}\left(t, t^{\prime} \mathbf{p}\right)=0 \tag{6.35}
\end{equation*}
$$

The resonant momentum and the growth exponent can be estimated analytically for the case of a weak modulation, $r \ll 1$. The most unstable momentum for the above harmonic modulation is approximately given by

$$
\begin{equation*}
\frac{\mathrm{p}_{\mathrm{res}}}{\hbar}=\frac{\omega}{2 c_{s}}=\frac{\omega}{2} \sqrt{\frac{m}{n_{0} g_{0}}} . \tag{6.36}
\end{equation*}
$$

The corresponding mode grows as

$$
\begin{equation*}
n_{1}\left(t, t^{\prime}, \mathbf{p}\right) \propto \Phi_{1}\left(t, t^{\prime}, \mathbf{p}\right) \propto \exp \left(\frac{\omega r}{8} t\right) \tag{6.37}
\end{equation*}
$$

The width and the strength of the resonance band increase when the ratio of the periodic term in (6.34) to the constant term is increased.

As a consequence of the time-dependence of the Hamiltonian the total energy of the system increases with time, in contrast to the conserved total number of atoms. After a sufficient amplification of the fluctuations, the periodic modulation can be turned off. This would correspond to the background field having decayed most of its energy.

Connection to the "relativistic" parametric resonance: We now discuss the connection between the periodic modulation of the coupling and the relativistic corrections to (6.11) enabling parametric resonance.

In contrast to relativistic field equations (6.8), which do not possess any continuous symmetry, an effective particle number conservation due to $U(1)$ symmetry emerges after taking the nonrelativistic limit. More specifically, this happens after neglecting the $U(1)$ violating interaction term in (6.20) due to its rapid oscillations, i.e. the interaction term has the form

$$
\sim g(\underbrace{\Psi^{3} e^{-2 \frac{i}{\hbar} m c^{2} t}}_{\text {number-changing, rapidly oscillating }}+\underbrace{3 \Psi \Psi \Psi^{\dagger} \Psi}_{\text {number-conserving, slowly varying }}) .
$$

It is this term, that enables parametric resonance, since it leads to a periodic frequency for the momentum modes. This can be seen after a linearization procedure around the homogeneous condensate, $\Psi(t, \mathbf{x}) \rightarrow \Psi_{0}(t)+\Psi(t, \mathbf{x})$, which leads to

$$
\sim g\left(\Psi_{0}^{2} \Psi e^{-2 \frac{i}{\hbar} m c^{2} t}+2\left|\Psi_{0}\right|^{2} \Psi+\Psi_{0}^{2} \Psi^{\dagger}\right) .
$$

While it unclear how to engineer the first interaction term from the above expression in an atomic Bose gas, a very similar term arises in the presence of a modulated coupling,

$$
\sim g[1-r \sin (\omega t)]\left(2\left|\Psi_{0}\right|^{2} \Psi+\Psi_{0}^{2} \Psi^{\dagger}\right)
$$

In this way, the modulation leads to a resonant production of excitations on top of the BEC, at frequencies $\sim \omega$, which can be taken much smaller than $m c^{2} / \hbar$.

### 6.4.3 Secondary instabilities

As in the case of relativistic systems, loop corrections in the 2PI equations of motion eventually become important, after the resonant modes of the fluctuations have gotten sufficiently amplified. The leading loop corrections lead to secondary instabilities, which we calculate in this section. Large parts of the calculation are very similar to those presented in section 3.2.3 of chapter 3, and we mention them briefly.


Figure 6.2: The diagrammatic illustration of the two-loop local (right) and nonlocal (left) contributions to the 2PI effective action, with the second one accounting for the secondary instabilities.

The LO 2PI diagrams, constructed from the interaction vertices of the action (6.5), are shown in Fig. 6.2. Using the standard techniques of Feynman diagrams, the "tadpole" diagram on the right is found to have the form [205]

$$
\begin{equation*}
\Gamma_{2}^{\mathrm{LO}, \mathrm{local}}[G]=-\int_{x, C} \frac{g\left(x_{0}\right)}{8}\left(G_{i i}(x, x) G_{j j}(x, x)+2 G_{i j}(x, x) G_{i j}(x, x)\right) \tag{6.38}
\end{equation*}
$$

The corresponding contribution to the self-energy can be calculated using (2.35). As in the relativistic case, this contribution is local and contributes to the effective mass. It has been explicitly included in the definition (6.7). As can be seen from that definition, this correction becomes relevant when the components of $F_{i j}$ become of the order of the condensate density $n_{0}$.

The other LO correction, depicted on the left side of Fig. 6.2, becomes important earlier and accounts for the secondary instabilities (see e.g. [21, 230]), as in the relativistic system. Using standard Feynman rules, this contribution is found to be

$$
\begin{align*}
\Gamma_{2}^{\mathrm{LO}, \text { local }}[G]=i \int_{x y, C} \frac{g\left(x_{0}\right) g\left(y_{0}\right)}{4 \hbar} \phi_{b}(x) \phi_{d}(y) & \left(G_{a c}(x, y) G_{a c}(x, y) G_{b d}(x, y)\right. \\
& \left.+2 G_{a c}(x, y) G_{a d}(x, y) G_{b c}(x, y)\right), \tag{6.39}
\end{align*}
$$

and the self-energy, according to (2.35), has the form

$$
\begin{array}{r}
\Sigma_{i j}(x, y ; \phi, G)=-\frac{g\left(x^{0}\right) g\left(y^{0}\right)}{2 \hbar}\left[\phi_{i}(x) \phi_{j}(y) G_{a c}(x, y) G_{a c}(x, y)\right. \\
+2 \phi_{b}(x) \phi_{d}(y) G_{i j}(x, y) G_{b d}(x, y)+2 \phi_{b}(x) \phi_{d}(y) G_{i d}(x, y) G_{b j}(x, y) \\
\left.+2 \phi_{b}(x) \phi_{j}(y) G_{i c}(x, y) G_{b c}(x, y)+2 \phi_{i}(x) \phi_{d}(y) G_{a j}(x, y) G_{a d}(x, y)\right] . \tag{6.40}
\end{array}
$$

Including this contribution into the 2PI equations of motion (6.6) leads to integrals over the past evolution i.e. memory integrals on the right-hand side. Due to the exponential growth of the fluctuations these integrals are however dominated by the latest times. This allows simplifying the equations, which can be done following the same lines as in section 3.2.3, as well as in [20,230]. Note that $\Sigma$ contains
terms proportional to

$$
\begin{align*}
G_{\alpha \beta}(x, y) G_{\gamma \delta}(x, y) & =\underbrace{F_{\alpha \beta}(x, y) F_{\gamma \delta}(x, y)-\frac{1}{4} \rho_{\alpha \beta}(x, y) \rho_{\gamma \delta}(x, y)}_{\Sigma_{F}} \\
& -\frac{i}{2} \operatorname{sgn}_{C}\left(x^{0}-y^{0}\right) \underbrace{F_{\alpha \beta}(x, y) \rho_{\gamma \delta}(x, y)+\rho_{\alpha \beta}(x, y) F_{\gamma \delta}(x, y)}_{\Sigma_{\rho}} \tag{6.41}
\end{align*}
$$

We focus on the equations of motion for the statistical propagator. The $\int \Sigma^{\rho} F$ term in Eq. (6.6) in the above-mentioned limit of $z^{0} \rightarrow x^{0}$ represents a "tadpole"-like contribution, which becomes important only at later times (cf. section 3.2.3, as well as [21]) similar to the other "tadpole" diagram. For the $\int \Sigma^{F} \rho$ term one obtains

$$
\begin{equation*}
-\int_{t_{0}}^{y_{0}} d z \Sigma_{a c}^{F}(x, z) \rho_{c b}(z, y) \approx-\int_{y_{0}-c}^{y_{0}} d z \Sigma_{a c}^{F}(x, z) \rho_{c b}(z, y) \approx i \hbar c \Sigma_{a c}^{F}(x, y) \sigma_{2, c b}, \tag{6.42}
\end{equation*}
$$

where $c^{-1}=\mathcal{O}\left(g_{0} n_{0}\right)$ is some parameter of the order of the oscillation frequency. Here we have used the fact that at $x_{0}=y_{0}$ the spectral function is determined solely by the commutation relations (6.2),

$$
\begin{equation*}
\left.\rho_{i j}(x, y)\right|_{x^{0}=y^{0}}=\left.i\left\langle\left[\hat{\varphi}_{i}(x), \hat{\varphi}_{j}(y)\right]\right\rangle\right|_{x^{0}=y^{0}}=-i \sigma_{2, i j} \delta(\mathbf{x}-\mathbf{y}) . \tag{6.43}
\end{equation*}
$$

In $\Sigma^{F}$ there are terms $\propto F^{2}$ and $\propto \rho^{2}$, similar to (3.9). The $\propto \rho^{2}$ part in $\Sigma^{F}$ is suppressed for $y_{0} \rightarrow x_{0}$, as the components of $\rho$ are of order one in that limit due to (6.43). As a result, that contribution is negligible for equal-time observables, such as the occupation numbers, compared to the exponentially growing contribution from the $\propto F^{2}$ part. Neglecting this part is equivalent to the classical-statistical approximation for the dynamics.

For the sake of completeness, we present the final form of the approximate oneloop equations of motion for the description of secondary instabilities. Using the transformation (6.23) and (6.24), one arrives at the following equation for the momentum modes of the normal two-point function $\widetilde{n}\left(t, t^{\prime}, \mathbf{p}\right)$,

$$
\begin{align*}
& {\left[i \partial_{t}-\frac{\mathbf{p}^{2}}{2 m}-2 g(t)|\Psi(t)|^{2}\right] \widetilde{n}\left(t, t^{\prime}, \mathbf{p}\right)-g(t) \Psi^{2}(t) \widetilde{m}^{*}\left(t, t^{\prime}, \mathbf{p}\right)=i c g(t) g\left(t^{\prime}\right)} \\
& \times \int_{\mathbf{q}}\left[4 \Psi(t) \Psi^{*}\left(t^{\prime}\right)\left(\widetilde{n}\left(t, t^{\prime}, \mathbf{q}\right) \widetilde{n}^{*}\left(t, t^{\prime}, \mathbf{p}-\mathbf{q}\right)+\widetilde{m}\left(t, t^{\prime}, \mathbf{q}\right) \widetilde{m}^{*}\left(t, t^{\prime}, \mathbf{p}-\mathbf{q}\right)\right)\right. \\
& \quad+4 \Psi^{*}(t) \Psi^{*}\left(t^{\prime}\right) \widetilde{n}\left(t, t^{\prime}, \mathbf{q}\right) \widetilde{m}\left(t, t^{\prime}, \mathbf{p}-\mathbf{q}\right)+4 \Psi(t) \Psi\left(t^{\prime}\right) \widetilde{n}\left(t, t^{\prime}, \mathbf{q}\right) \widetilde{m}^{*}\left(t, t^{\prime}, \mathbf{p}-\mathbf{q}\right) \\
& \left.\quad+2 \Psi^{*}(t) \Psi\left(t^{\prime}\right) \widetilde{n}\left(t, t^{\prime}, \mathbf{q}\right) \widetilde{n}\left(t, t^{\prime}, \mathbf{p}-\mathbf{q}\right)\right] \tag{6.44}
\end{align*}
$$

and of the anomalous correlator $\widetilde{m}\left(t, t^{\prime}, \mathbf{p}\right)$,

$$
\begin{align*}
& {\left[i \partial_{t}-\frac{\mathbf{p}^{2}}{2 m}-2 g(t)|\Psi(t)|^{2}\right] \widetilde{m}\left(t, t^{\prime}, \mathbf{p}\right)-g(t) \Psi^{2}(t) \widetilde{n}^{*}\left(t, t^{\prime}, \mathbf{p}\right)=-i c g(t) g\left(t^{\prime}\right)} \\
& \times \int_{\mathbf{q}}\left[4 \Psi(t) \Psi\left(t^{\prime}\right)\left(n\left(t, t^{\prime}, \mathbf{q}\right) n^{*}\left(t, t^{\prime}, \mathbf{p}-\mathbf{q}\right)+m\left(t, t^{\prime}, \mathbf{q}\right) m^{*}\left(t, t^{\prime}, \mathbf{p}-\mathbf{q}\right)\right)\right. \\
& \quad+4 \Psi^{*}(t) \Psi\left(t^{\prime}\right) \widetilde{m}\left(t, t^{\prime}, \mathbf{q}\right) \widetilde{n}\left(t, t^{\prime}, \mathbf{p}-\mathbf{q}\right)+4 \Psi(t) \Psi^{*}\left(t^{\prime}\right) \widetilde{m}\left(t, t^{\prime}, \mathbf{q}\right) \widetilde{n}^{*}\left(t, t^{\prime}, \mathbf{p}-\mathbf{q}\right) \\
& \left.\quad+2 \Psi^{*}(t) \Psi^{*}\left(t^{\prime}\right) \widetilde{m}\left(t, t^{\prime}, \mathbf{q}\right) \widetilde{m}\left(t, t^{\prime}, \mathbf{p}-\mathbf{q}\right)\right] . \tag{6.45}
\end{align*}
$$

The momentum integrals on the right-hand side are analogous to the ones in (3.16)
and, therefore, lead to a secondary exponential amplification of the fluctuations, e.g.

$$
\begin{equation*}
\widetilde{n}\left(t, t^{\prime}, \mathbf{p}\right) \sim e^{2 \gamma\left(t+t^{\prime}\right)}, \tag{6.46}
\end{equation*}
$$

in the momentum range $\mathrm{p} \lesssim 2$ pres .
The emergence of both the primary as well as the secondary instabilities was observed in the numerical lattice simulations, based on the classical-statistical approximation.

### 6.5 Turbulent thermalization of Bose gases

The momentum distribution of the particles after their resonant production is highly nonthermal, featuring large occupation numbers at low momenta. In the subsequent stages of the far-from-equilibrium dynamics the system usually approaches NTFPs, which manifest themselves in the form of universal scaling behavior of the distribution function.

In the previous chapters the significance of the regime of universal dynamics was demonstrated. In particular, the direct energy transport can bring the system close to thermal equilibrium or, alternatively, it can eventually "freeze" due to cosmological expansion. In chapter 5 the knowledge of scaling exponents of the cascade allowed us to estimate analytically the characteristic momenta of the particles at much later times. This knowledge is also important in the context of postinflationary reheating, for estimating the reheating temperature of the universe.

In this section we discuss the possibility of realizing the above-mentioned phenomena in a Bose gas. We start by describing the kinetic framework and studying its scaling solutions for the direct cascade. The dynamics both in the presence of a modulation of the scattering length as well as after switching it off is considered. A direct self-similar energy transport has not been observed so far in singlecomponent ultracold Bose gases (see however [237] for the discussion of an analogous transport in a spinor Bose gas). Recently, an inverse particle transport [68] was simulated experimentally in one-component [238] and three-component [239] Bose gases, following a quench dynamics.

### 6.5.1 Kinetic description

An important tool for studying the dynamics near NTFPs is provided by the effective kinetic description of QFT. The large occupation numbers usually require going beyond perturbative kinetic theory. This is the case for the description of the inverse cascade [25], which can be adequately described with the help of vertexresummed kinetic theory based on the nonperturbative $1 / N$ expansion [205]. For the energy transport at high momenta, however, the characteristic occupation numbers are not so large and, as a consequence, only the leading diagrams of the resummation are important i.e. a "perturbative" analysis is applicable (see also [22], as well as section 3.3.2).

As in the relativistic case, the contributions to the self-energy that are relevant for the dynamics of the direct cascade are the one- and two-loop diagrams depicted in the central left part of Fig. 3.2. The Boltzmann equation, with the corresponding two collision terms taken into account, has been derived from the 2PI equations
in [209] and has the form [209, 240]

$$
\begin{equation*}
\frac{\partial n(t, \mathbf{p})}{\partial t}=C_{2 \leftrightarrow 2}[n](t, \mathbf{p})+C_{1 \leftrightarrow 2}[n](t, \mathbf{p}), \tag{6.47}
\end{equation*}
$$

where

$$
\begin{align*}
C_{2 \leftrightarrow 2}[n] & =\frac{2 g^{2}}{(2 \pi)^{5} \hbar^{7}} \int d \mathbf{p}_{2} d \mathbf{p}_{3} d \mathbf{p}_{4} \delta\left(\mathbf{p}+\mathbf{p}_{2}-\mathbf{p}_{3}-\mathbf{p}_{4}\right) \delta\left(\epsilon_{\mathbf{p}}+\epsilon_{\mathbf{p}_{2}}-\epsilon_{\mathbf{p}_{3}}-\epsilon_{\mathbf{p}_{4}}\right) \\
& \times\left[\left(n_{\mathbf{p}}+1\right)\left(n_{\mathbf{p}_{2}}+1\right) n_{\mathbf{p}_{3}} n_{\mathbf{p}_{4}}-n_{\mathbf{p}} n_{\mathbf{p}_{2}}\left(n_{\mathbf{p}_{3}}+1\right)\left(n_{\mathbf{p}_{4}}+1\right)\right] \tag{6.48}
\end{align*}
$$

describes $2 \leftrightarrow 2$ collisions between the noncondensate atoms and

$$
\begin{gather*}
C_{1 \leftrightarrow 2}[n]=\frac{2 g^{2} n_{0}}{(2 \pi)^{2} \hbar^{4}} \int d \mathbf{p}_{1} d \mathbf{p}_{2} d \mathbf{p}_{3} \delta\left(\mathbf{p}_{1}-\mathbf{p}_{2}-\mathbf{p}_{3}\right) \\
\times \delta\left(\epsilon_{0}+\epsilon_{\mathbf{p}_{1}}-\epsilon_{\mathbf{p}_{2}}-\epsilon_{\mathbf{p}_{3}}\right)\left(\delta\left(\mathbf{p}-\mathbf{p}_{1}\right)-\delta\left(\mathbf{p}-\mathbf{p}_{2}\right)-\delta\left(\mathbf{p}-\mathbf{p}_{3}\right)\right)  \tag{6.49}\\
{\left[\left(n_{\mathbf{p}_{1}}+1\right) n_{\mathbf{p}_{2}} n_{\mathbf{p}_{3}}-n_{\mathbf{p}_{1}}\left(n_{\mathbf{p}_{2}}+1\right)\left(n_{\mathbf{p}_{3}}+1\right)\right]}
\end{gather*}
$$

arises in the presence of the condensate and describes the effective $2 \leftrightarrow 1$ collisions ${ }^{3} . \epsilon_{0}$ and $\epsilon_{\mathbf{p}}$ are the energies of condensate and noncondensate atoms, respectively.

### 6.5.2 Scaling exponents from kinetic theory

We now investigate the universal scaling dynamics near a NTFP. The self-similar evolution of the distribution function has the form

$$
\begin{equation*}
n(t, \mathrm{p})=s^{\alpha} n\left(t_{S}, s^{\beta} \mathrm{p}\right)=s^{\alpha} n_{S}\left(s^{\beta} \mathrm{p}\right), \quad s=t / t_{S} \tag{6.50}
\end{equation*}
$$

where $n_{S}(\mathrm{p})$ is the distribution function at some reference time $t_{S}$ and $\alpha$ and $\beta$ are the scaling exponents.

Self-similar scaling regions usually represent a transport of some conserved quantity in momentum space, such as the energy or the particle number for repulsive self-interactions. These two conserved quantities are can be represented as,

$$
\begin{equation*}
\frac{N}{V}=\int_{\mathbf{p}} n(t, \mathrm{p}), \quad \frac{E}{V}=\int_{\mathbf{p}} n(t, \mathrm{p}) \epsilon(t, \mathrm{p}) . \tag{6.51}
\end{equation*}
$$

In the regime of modulation of the coupling the total energy grows linearly with time. We, therefore, allow for a more general form of the scaling of the total energy with time,

$$
\begin{equation*}
E(t) \propto t^{\gamma} \tag{6.52}
\end{equation*}
$$

where $\gamma \approx 1$ in the driven regime and $\gamma=0$ in the absence of driving.
In the discussion of NTFPs the occupation is usually much larger than one, so that only the leading contribution to the collision terms in powers of $n_{\mathrm{p}}$ can be kept. This approximation corresponds to wave kinetic theory [219] and is represented by the black region in Fig. 2.4. Moreover, the condensate energy $\epsilon_{0}$ is much smaller

[^23]compared to the typical values of $\epsilon_{\mathrm{p}}$ for the direct cascade and, thus, can be safely neglected.

Energy conservation: The number of the spatial dimensions $d$ and the quantity, which is being transported, determine the ratio of the two exponents $\alpha$ and $\beta$. In addition to (6.52) we also assume an approximate scaling form $\epsilon_{\mathbf{p}} \propto \mathrm{p}^{z}$ for the quasi-particle energy. It follows from (6.29) that for a Bose gas $z \approx 2$ in the particle regime and $z \approx 1$ in the sound wave regime. Since the direct cascade takes place at high momenta, the first regime is expected to be the relevant one. In contrast, the relativistic dispersion relation is linear at high momenta, whereas at low momenta $z=0$ if a nonvanishing mass is present.

Inserting the above scaling relations into the expression for the total energy leads to

$$
\begin{equation*}
\frac{E(t)}{V} \approx \int_{\mathbf{p}} n(t, \mathrm{p}) \epsilon_{\mathbf{p}} \propto \int d \mathrm{p} n(t, \mathrm{p}) \mathrm{p}^{d-1+z} \propto t^{\alpha-(d+z) \beta} \leftrightarrow \alpha=\gamma+(d+z) \beta \tag{6.53}
\end{equation*}
$$

The collision term: The second relation between the exponents arises from the scaling properties of the kinetic equation itself. Here we assume that the right-hand side of (6.47) is dominated by one term, and denote the corresponding sum of the numbers of incoming and outgoing particles by $l(l=4$ for $2 \leftrightarrow 2$ and $l=3$ for $1 \leftrightarrow 2$ ). It is also assumed that $n_{\mathbf{p}} \gg 1$. In particular, the $2 \leftrightarrow 2$ term, given by (6.48), in this case takes the form

$$
\begin{align*}
C[n] & \sim g^{2} \int_{\mathbf{l q r}} \delta(\mathbf{p}+\mathbf{l}-\mathbf{q}-\mathbf{r}) \delta\left(\omega_{\mathbf{p}}+\omega_{\mathbf{l}}-\omega_{\mathbf{q}}-\omega_{\mathbf{r}}\right)  \tag{6.54}\\
& \times\left(n_{\mathbf{p}} n_{\mathbf{q}} n_{\mathbf{r}}+n_{\mathbf{l}} n_{\mathbf{q}} n_{\mathbf{r}}-n_{\mathbf{p}} n_{\mathbf{1}} n_{\mathbf{q}}-n_{\mathbf{p}} n_{\mathbf{1}} n_{\mathbf{r}}\right) .
\end{align*}
$$

Inserting the scaling ansatz (6.50) into the above equation and comparing the scaling of the left- and right-hand sides in time one arrives at [25]

$$
\begin{equation*}
(l-2) \alpha=[(l-2) d-2] \beta-1 . \tag{6.55}
\end{equation*}
$$

Combining (6.53) and (6.55) leads to

$$
\begin{equation*}
\beta=-\frac{-1-(l-2) \gamma}{(l-2) z+2}, \quad \alpha=\gamma+(d+z) \beta \tag{6.56}
\end{equation*}
$$

Finally, let us calculate the values of exponents explicitly:

- In the driven regime, $\gamma=1$, for $z=2$ both collision terms lead to the values $\beta=-1 / 2$, whereas $\alpha=1-(2+d) / 2$. For two spatial dimensions $\alpha=-1$.
- In the absence of driving, $\gamma=0$, for $z=2$ one arrives at $\beta=-1 /(2(l-1))$ and $\alpha=(2+d) \beta$. The value of $\beta$ is $-1 / 6$ for $2 \leftrightarrow 2$ scatterings and $-1 / 4$ for $2 \leftrightarrow 1$ scatterings.

Note that for $d=3$ the coupling $g$, within our mapping, would depend on the scale factor, which would induce an additional time-dependence into the collision integrals.


Figure 6.3: The self-similar energy transport in classical-statistical simulations, in the presence of a modulation of the scattering length. The figure contains several snapshots of the momentum distribution function before (main plot) and after (inset) rescaling according to (6.50). The rescaling is performed using the numerically extracted values of the scaling exponents $\alpha$ and $\beta$, shown in the bottom part of the figure, which are consistent with the analytical predictions from section 6.5.2.

### 6.5.3 Comparison with classical-statistical simulations

For the sake of completeness, in this section we present the comparison of our analytical predictions for the scaling exponents from kinetic theory with the numerical results from classical-statistical simulations in two spatial dimensions, that were performed by Kevin Geier as part of our work [4] in preparation. The scaling exponents, presented in the two plots of this section, were extracted from those simulations using the maximum likelihood method that was developed in chapter 3 of this work and described in section 3.3.2.

In the numerical simulations, which were performed on a $512^{2}$ spatial grid and with an averaging over 100 runs, the number of atoms is $N=10^{8}$ and the quartic coupling is $g=2.5 \times 10^{-5} \hbar^{2} / \mathrm{m}$. The time unit, used in this section, is given by the characteristic interaction time $t_{0}=\hbar /\left(n_{0} g\right)$. The coupling is modulated according to (6.34) with $r=1$ and the frequency was chosen such that energy is injected at
significantly low momenta, $\mathrm{p}_{\mathrm{res}}=3 \times 2 \pi \hbar / L$, where $L$ is the box length with periodic boundary conditions. The emergence of self-similar energy transport in the simulations is shown in Fig. 6.3 where, in the upper part, several snapshots of the momentum distribution function are plotted, with the inset showing the rescaled distribution function (cf. figure 3.8) according to (6.50). The distribution function is rescaled using the numerically extracted time-dependent values of the scaling exponents which, as can be seen in the bottom part of the figure, indeed approach the values $\alpha=-1$ and $\beta=-1 / 2$ predicted by kinetic theory.

In contrast to Fig. 6.3, the modulation is switched off at $t=80 t_{0}$ in Fig. 6.4. Note that in both cases a characteristic power-law close to $\mathrm{p}^{-2}$ develops in the distribution function, which is indicated by the dotted line. The power-law $\mathrm{p}^{-d}$ is characteristic for weak wave turbulence $[111,219,241]$ and has been even observed experimentally in [242]. As can be seen, the value of the exponent $\beta$ now approaches $-1 / 4$, which is the prediction from the kinetic description, taking into account effective $2 \leftrightarrow 1$ scatterings. This term in the collision integral was found to be the dominant one also in the relativistic systems [22], as it was discussed in chapter 5 .

### 6.5.4 Thermalization versus expansion

The self-similar evolution of the direct cascade continues until the occupation numbers at the characteristic momentum scale are no longer much larger than one. This is a particularly interesting regime of the dynamics, since semiclassical approximation methods are inapplicable as the quantum fluctuations become comparable to the statistical ones. In a true quantum system a relaxation to a Bose-Einstein distribution is expected to take place at this stage.

Below we describe how the thermalization time and the time, when the spectrum is expected to freeze, can be estimated in our system. To be specific we return to the original notation of the time variables with $t$ denoting the physical time and $\eta$ the lab time.

Reheating time: Neglecting the last stage of quantum relaxation to the equilibrium distribution, the self-similar evolution allows one to estimate the time for thermalization as well as the final temperature [22]. In the context of post-inflationary dynamics, this is important for determining the reheating temperature of the universe after inflation.

The condition for thermalization can be formulated as the occupation numbers at the characteristic momentum scale becoming of order one. Denoting this comoving momentum scale by $\mathrm{p}_{\mathrm{f}}$, this implies that $n\left(\eta_{\mathrm{th}}, \mathrm{p}_{\mathrm{f}}\right)=\mathcal{O}(1)$. The momentum scale $\mathrm{p}_{\mathrm{f}}$ can be expressed in terms of the total energy density $\rho$ during the free turbulence, via

$$
k_{f}^{d} n\left(\eta_{\mathrm{th}}, \mathrm{p}_{\mathrm{f}}\right) \epsilon_{f} \sim k_{f}^{d} \times \frac{\mathrm{p}_{f}^{2}}{2 m} \sim \rho,
$$

where we have assumed a quasiparticle form for the dispersion relation. On the other hand, the initial characteristic scale for free turbulence can be identified with the resonant momentum, which we denote by $p_{i}$. The thermalization time can be then written as

$$
\begin{equation*}
\eta_{\mathrm{th}} \sim \eta_{i}\left(\frac{\mathrm{p}_{\mathrm{i}}}{\mathrm{p}_{\mathrm{f}}}\right)^{1 / \beta} . \tag{6.57}
\end{equation*}
$$



Figure 6.4: The self-similar energy transport in classical-statistical simulations, after switching off the modulation of the scattering length at $t=80 t_{0}$. Snapshots of both rescaled and original distribution functions, as well as the numerically extracted scaling exponents $\alpha$ and $\beta$, shown in figure as in Fig. 6.3. The exponent $\beta$ takes a different value from the driven case of Fig. 6.3, consistent with the analytical predictions from section 6.5.2.

Freezing time: In an expanding spacetime the interaction rates decrease with expansion. It is thus possible that the gas is unable to achieve thermal equilibrium, if expansion is too rapid. To check this one usually compares the typical interaction rate $\Gamma$ with the Hubble parameter $H$. If $\Gamma \gg H$, thermalization is possible, whereas for $\Gamma \ll H$ the spectrum is expected to freeze without thermalizing.

In the framework of kinetic description the distribution function should freeze after the Hubble friction dominates over the collision term. This phenomenon was observed for ALP dark matter in chapters 4 and 5 . The friction term is absent in the Boltzmann equation (6.47) due to the performed transformation. In terms of the original field and time variables (6.47) takes the form

$$
\begin{equation*}
\frac{\partial n(t, \mathbf{p})}{\partial t}+d H n(t, \mathbf{p})=C[n](t, \mathbf{p}) . \tag{6.58}
\end{equation*}
$$

The spectra can thus freeze ( $\left.n_{\mathrm{p}} \propto a^{-d / 2}\right)$ in an expanding universe, even when the occupation numbers are still large.

As one would expect, the above-described effects are still present in our setup
after the transformation. According to our mapping, for $d=2$ the dynamics of the Bose gas in an expanding spacetime is mapped into that in a static spacetime with $g=$ const. This means that the system always thermalizes in the simulation. To make sure whether this is also true in the physical time, one has to check that the simulation time at which the physical time becomes infinite is larger than the thermalization time,

$$
\begin{equation*}
\eta_{\mathrm{th}}<\eta_{\text {freeze }}=\eta(t=\infty) . \tag{6.59}
\end{equation*}
$$

In particular, in the case of a matter-dominated universe the maximal simulation time is given by $\eta_{\text {freeze }}=2 / H_{0}$ (see section 6.2). This implies that larger values of the Hubble parameter correspond to a larger rate of expansion and, therefore, the system has less time to thermalize before it freezes.

The situation is different for $d=3$, where, after the mapping, the coupling becomes time-dependent, $g \propto a^{-1}$. In the presence of a decreasing coupling the freeze-out can happen during the simulation, preventing thermalization.

### 6.6 Summary

In this chapter we demonstrated how single-component atomic Bose gases with tunable self-interactions can be employed for simulating various aspects of scalar field dynamics in the early universe. The modulation of the scattering length, mimicking the oscillations of the background field around the minimum of its potential, enables the resonant amplification of low-momentum fluctuations on top of the BEC. This can be followed by the approach to a NTFP, associated with a selfsimilar turbulent energy transport towards higher momenta, both in the presence of the modulation as well as after switching it off. Despite the nonrelativistic dispersion relation and the conservation of total particle number in a Bose gas, the similarity of the dynamics to that of reheating after cosmic inflation is remarkable.

Our analytical studies were complemented with numerical simulations based on the classical-statistical approximation and an overall agreement between the different approaches was found. The characteristic stages of the dynamics, that were described in this chapter, were all observed in the simulations, including the selfsimilar energy cascade with the scaling exponents consistent with the predictions from section 6.5.2. From the experimental point of view the main restriction arises is the finite number of available atoms in such experiments $N \lesssim 10^{6}$, which, at least in the numerical simulations, restricts the duration of the universal dynamics to moderate times.

More generally, our setup provides a unique platform for studying the thermalization dynamics of quantum many-body systems driven far-from-equilibrium and, in particular, the gradual loss in the complexity of their dynamics. The regimes of strong couplings or small occupation numbers, which are difficult to access theoretically, are particularly interesting targets for future studies.

## Chapter 7

## Conclusion and outlook

Nonequilibrium phenomena are common in the early universe and a better understanding of such processes is crucial for solving the open problems of cosmology and particle physics, such as the origin of inflation, DM, or the baryon asymmetry. In the present work we have explored the nonperturbative regime of the dynamics of scalar fields in the early universe, exploiting the powerful toolbox of nonequilibrium QFT.

We have investigated the phenomenological consequences of such dynamics. Our studies were focused on ALPs, which are among the best-motivated candidates for DM. We have studied the nonperturbative production of ALP DM via the misalignment mechanism and computed its equation of state, the power spectrum, and the strength of the GW signal that is produced in the course of the dynamics.

We have analyzed the nonperturbative dynamics in nonrelativistic systems, such as atomic Bose gases in tabletop experiments. Remarkably, the very same theoretical approaches are applicable for the QFT description of such systems and, despite the vastly different scales, they can exhibit a very similar behavior.

Below we present a summary of the main results of this thesis and discuss possible future research.

In chapter 3 we study the fragmentation dynamics of coherently oscillating "axion-like" fields, whose discrete shift symmetry is broken by a quadratic monomial. Our analysis is based on classical-statistical simulations, combined with perturbative (loop) and nonperturbative ( $1 / N$ ) expansions of the 2PI effective action.

The perturbative approach allows us to describe the early stages of the dynamics, when the fluctuations are exponentially amplified due to parametric instabilities. Our analysis is similar to the one in [21], where a scalar theory with quartic self-interactions was considered. We characterize the spectrum of primary and secondary instabilities and point out the main differences compared to the $\varphi^{4}$ model. The stage of resonant amplification is followed by the decay of coherent oscillations. The $1 / N$ expansion to NLO, together with the transport equations that we derive from it, complement our numerical studies of the late-time dynamics near NTFPs after the decay. Such fixed points are characterized by a self-similar scaling behavior of the momentum distribution function [23,25,118,119]. The form of the transport equations that we derive is such that the contribution from the higherorder self-interactions of the "cosine" potential at NLO is encoded as a shift in a modified quartic coupling $\widetilde{\lambda}(t)$. This is consistent with the observation of the same scaling exponents for the NTFPs in classical-statistical simulations as in $\varphi^{4}$ theory. Remarkably, the resummed kinetic equations contain a dependence on the sign of the modified coupling, which is a manifestation of the qualitatively different dynamics in the case of attractive self-interactions where, in particular, the inverse cascade is absent, as observed in the simulations.

We have explored the regime in which the potential contains several local minima and the field can get trapped in one of them. It is found, by means of classicalstatistical simulations, that an amplification of fluctuations strongly impacts the transition of the field from a false minimum. Particularly, we observe an efficient nucleation of bubbles at the end of the parametric resonance.

This effect of time-dependent bubble nucleation may be essential for generic first-order phase transitions in cosmology, where the field in the false minimum can be in an out-of-equilibrium state, and deserves further investigation. Importantly, the usual static picture of bubble nucleation from vacuum or thermal states [124, 243] does not capture such effects. The classical-statistical description, that was employed in this work, provides a powerful framework for the studies of dynamical aspects of nonequilibrium phase transitions. In the future, it would be interesting to find analytical estimates for the nucleation rate for a given spectrum of fluctuations, in the absence or even in the presence of an oscillating background field. This could be achieved within the classical-statistical framework, which is a valid approximation due to the large occupation numbers and small couplings involved, and can shed more light on the above mentioned dynamical effects.

The analysis in chapter 3 sets the stage for the investigation of specific cosmological scenarios. In chapter 4 we study the properties of ALP DM that is produced via the vacuum misalignment mechanism, in the presence of a (quadratic) monodromy. Our studies are based on classical-statistical lattice simulations of the dynamics on an expanding FRW background spacetime. We have found that for sufficiently strong wiggles and large oscillation amplitudes the resonant amplification of fluctuations triggers a fragmentation of the initially homogeneous ALP field. The process of the fragmentation happens soon after the onset of coherent oscillations of the ALP field, when the universe is still dominated by radiation. Our numerical analysis allows us to keep track of the momentum distribution and the equation of state of ALPs after the fragmentation. We have found that, despite the intermediate ultrarelativistic phase of dynamics after fragmentation, the typical physical momenta of ALPs sufficiently decrease due to the expansion, and the ALPs remain viable as DM for a wide range of masses. We have estimated the constraint $m_{a} \gtrsim 10^{-15} \mathrm{eV}$ on the mass range of ALP DM based on the Lyman- $\alpha$ forest data.

Investigation of the properties of ALP DM has become especially important because of increasing experimental efforts to detect them. Not only does the presence of a monodromy lift the bounds on ALP couplings e.g. to photons, as it was noted in [56], but it also affects the spatial distribution of DM, which is studied in chapter 4. As it is found in our numerical simulations, the process of the fragmentation imprints strong, $\mathcal{O}(1)$ overdensities in the field. We numerically extract the power spectrum of these overdensities at late times, after the self-interactions of ALPs become unimportant. The power spectrum is found to be peaked at relatively small length scales.

The presence of strong inhomogeneities on small scales is unusual for ALP DM. To analyze the evolution of these overdensities, we use a spherical collapse model [72], which we adapt to take into account the internal gradient pressure of the overdensity. This pressure, which is a manifestation of "wave-like" nature of light ALPs, is found to dominate over the gravitational attraction, preventing the overdense regions from collapsing into gravitationally bound objects. While such fluctuations in the distribution of DM may be difficult to detect in astrophysical and
cosmological observations due to their small size, they are potentially detectable in direct detection experiments looking for ALP DM [160-169].

The evolution of the overdensities, imprinted from the process of fragmentation, is qualitatively different from those in the post-inflationary axion scenario, which are present already at the onset of oscillations and have a larger typical size. In the second case the pressure is weaker, allowing the collapse into axion miniclusters. Our adapted model of spherical collapse allows us to relate the size of an overdensity to its pressure and formulate the conditions necessary for the collapse. We verify that these conditions are indeed satisfied in the post-inflationary axion scenario.

An interesting question for future research is whether nonlinear effects due to gravity could significantly damp [244] the fluctuations that do not collapse. Answering this question would require going beyond the spherical collapse model and to apply techniques such as the lattice simulation of nonrelativistic field dynamics with Newtonian gravity taken into account i.e. the Schrödinger-Newton system [245]. The latter has been used in the studies of axion miniclusters [246, 247]. The possibility of NTFPs in this regime would be an especially interesting aspect of such studies.

The process of fragmentation of the ALP field leads to yet another important observational signature, in addition to the ones identified in chapter 4. It produces a stochastic GW background, calculated in chapter 5 . The progress in GW detection $[177,178]$ will open significant opportunities for exploring the early universe and, in particular, for the search of such signatures of nonperturbative dynamics.

For our analysis we combine analytical estimates for the signal strength with numerical computations, by evolving linear metric perturbations. The requirement of not overproducing DM imposes strong bounds on the GW signal from ALP DM, making its detection difficult. As we have found, this bound can be lifted if the curvature of the ALP potential near its minimum is very small, leading to an extended phase of dynamics governed by NTFPs. In the presence of such large mass hierarchies, a straightforward analysis, based on numerical lattice computations, becomes extremely complicated due to the long periods of far-from-equilibriuum evolution and the different scales involved in the dynamics. To overcome this problem, we make use of our studies of the scaling exponents near NTFPs in chapter 3. We derive a simplified kinetic description of the self-similar dynamics on an expanding background spacetime. This allows us to estimate the duration of the ultrarelativistic phase and the characteristic velocities of ALPs. Such a GW background could be explored in future experiments, including pulsar timing arrays, i.e. "SKA" [78], as well as high-sensitivity space-based detectors like "BBO" [79].

In the scenario where the ALP field plays the role of the inflaton, the GW signal from the fragmentation in the preheating stage is stronger compared to the case of ALP DM, however, its frequency is usually rather high. The signal can potentially be extended to the experimentally interesting lower-frequency region if the dynamics involves getting trapped in a false minimum and a subsequent transition from that minimum induced by bubble nucleation [106]. In the future it will be important to study the GW production from such transitions, taking into account the dynamical nature of this process, which is described in chapter 3. In particular, the time dependence of the bubble nucleation rate and the large amount of bubble collisions in the presence of many local minima will modify standard estimates [183, 248] for GW production from cosmological phase transitions.

It should be kept in mind that the classical-statistical framework has a finite range of validity and cannot describe genuine quantum effects. For phase transitions after inflation with a low-frequency GW production one expects bubble nucleation to have a rather small rate (see e.g. [106]) and, thus, possibly be governed by quantum fluctuations. Moreover, quantum effects are necessarily involved in the thermalization towards Bose-Einstein or Fermi-Dirac distributions, which are never reached in a classical statistical description. A common approach to include such effects is the 2PI effective action (see e.g. [108]). A radically different alternative is based on quantum simulators, which is discussed in the final chapter of this work.

In chapter 6 the nonequilibrium dynamics in nonrelativistic scalar field theories, which can describe experiments with trapped ultracold atomic gases, is studied. The characteristic stages of the dynamics, that were discussed in the previous chapters for relativistic fields, are also observed in the nonrelativistic system. Here the conservation of total particle number prevents the resonant decay of a homogeneous background field. This restriction is compensated in our studies by a temporal modulation of the strength of the quartic self-interaction, which in cold atom experiments can be induced by means of external magnetic fields. A timedependence of the interaction strength can encode also the expanding background FRW geometry in such systems, after an appropriate transformation of the time and field variables.

Thus ultracold atomic experiments can be used to test and simulate a variety of nonequilibrium many-body phenomena relevant but not restricted to the early universe cosmology. Such experiments have the potential of extending the existing theoretical studies beyond the range of validity of conventional approximations e.g. to the regimes of strong couplings or small occupation numbers. An especially interesting direction for future research would be the possibility of simulating the process of a false vacuum decay in QFT using ultracold atomic gases, with some efforts already having been made [249-251]. Moreover, exploring other tabletop experimental platforms such as spinor atomic gases [214, 215], nonlinear optical systems [252] and quantum computers [253], may further indicate the importance of the quantum simulation of nonequilibrium many-body dynamics in a laboratory.

Our studies demonstrate how simplicity can emerge in the dynamics far from equilibrium. The approach of the system to a NTFP represents a dramatic reduction in complexity of the dynamics, that is determined by a few universal scaling exponents only. This may be preceded by a stage of "prescaling", established recently in the studies of quark-gluon plasma dynamics related to heavy-ion collisions [254]. In this stage the system exhibits a "hydrodynamic" behavior, fully described in terms of a few slowly varying degrees of freedom, i.e. the time-dependent scaling exponents. Such behavior is also observed in our numerical simulations of relativistic field dynamics (see Fig. 3.8), and that of a nonrelativistic Bose gas, during the transition from driven to free turbulence. The reduction of complexity, which comes with such prescaling behaviour, was at the core of our simplified description of the extended stage of ultrarelativistic dynamics in terms of only a few variables in chapter 5 . We have thus demonstrated that making use of the emergence of effective descriptions from QFT can be very important for the studies of early universe cosmology.
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## Appendix A

## The calculation of the source term for secondary instabilities

Some parts of the material presented in this appendix were also discussed in the context of the reference [21] by Berges and Serreau.

In this appendix to chapter 3 we evaluate the integral $I\left(t, t^{\prime}, \mathrm{p}\right)$ of the source term leading to secondary instabilities, given by (3.18), and study the evolution of the fluctuations in its presence. Although in the second case we stick to the massive sine-Gordon model, the results can be easily generalized to other models.

Parametric resonance leads to a fluctuation spectrum consisting of several exponentially growing peaks i.e. $F\left(t, t^{\prime}, \mathbf{p}\right)=\sum_{i} F_{i}\left(t, t^{\prime}, \mathbf{p}\right)$, with $F_{i}$ characterizing the $i$-th peak. We denote the absolute values of the momenta of the peak centers by $\mathrm{p}_{i}$ and the corresponding growth exponent as $\mu_{i}=\mu\left(\mathrm{p}_{i}\right)$, such that $F_{i}\left(t, t^{\prime}, \mathbf{p}_{i}\right) \sim$ $e^{\mu_{i}\left(t+t^{\prime}\right)}$. The integral $I$ can be then written as

$$
\begin{equation*}
I\left(t, t^{\prime}, \mathrm{p}\right)=\sum_{i, j} I_{i j}\left(t, t^{\prime}, \mathrm{p}\right), \quad I_{i j}\left(t, t^{\prime}, \mathrm{p}\right)=\int \frac{d^{3} \mathbf{q}}{(2 \pi)^{3}} F_{i}\left(t, t^{\prime}, \mathbf{p}-\mathbf{q}\right) F_{j}\left(t, t^{\prime}, \mathbf{q}\right) \tag{A.1}
\end{equation*}
$$

We make a Gaussian ansatz for the peaks, $\mu(\mathrm{p}) \approx \mu_{i}-\left(\mu_{i}^{\prime \prime} / 2\right)\left(\mathrm{p}-\mathrm{p}_{\mathrm{i}}\right)^{2}$, with $\mu_{i}^{\prime \prime}>0$ characterizing the width of the $i$-th peak. The two-point function can be then written as

$$
\begin{equation*}
F_{i}\left(t, t^{\prime}, \mathbf{p}\right)=F\left(t, t^{\prime}, \mathrm{p}_{i}\right) e^{-\left(\mu_{i}^{\prime \prime} / 2\right)\left(\mathrm{p}-\mathrm{p}_{\mathrm{i}}\right)^{2}\left(t+t^{\prime}\right)} \tag{A.2}
\end{equation*}
$$

For most values of momentum p in (A.1) the width of the peaks can be neglected i.e. the gaussian peaks can be replaced by $\delta$-peaks,

$$
F_{i}\left(t, t^{\prime}, \mathbf{p}\right) \rightarrow F\left(t, t^{\prime}, \mathrm{p}_{i}\right) \sqrt{2 \pi}\left[\mu_{i}^{\prime \prime}\left(t+t^{\prime}\right)\right]^{-1 / 2} \delta\left(\mathrm{p}-\mathrm{p}_{\mathrm{i}}\right) .
$$

Inserting this form into (A.1) gives

$$
\begin{equation*}
I_{i j}\left(t, t^{\prime}, \mathrm{p}\right)=\frac{F\left(t, t^{\prime}, \mathrm{p}_{i}\right) F\left(t, t^{\prime}, \mathrm{p}_{j}\right) \mathrm{p}_{\mathrm{i}} \mathrm{p}_{\mathrm{j}}}{2 \pi} \frac{1}{\sqrt{\mu_{i}^{\prime \prime} \mu_{j}^{\prime \prime}}\left(t+t^{\prime}\right) \mathrm{p}} \tag{A.3}
\end{equation*}
$$

for $\left|p_{i}-p_{j}\right| \leq p \leq p_{i}+p_{j}$ and zero otherwise.
Only terms with $i=j$ contribute to $I\left(t, t^{\prime}, \mathrm{p}\right)$ at $\mathrm{p}=0$. The divergence of (A.3) for $\mathrm{p} \rightarrow 0$ is due to the $\delta$-peak approximation. To evaluate the integral near $\mathrm{p}=0$ the form of (A.2) should be used. For small momenta p the integrand in (A.1) is then Taylor-expanded up to the quadratic order in p . The resulting integrals over $q$ are evaluated using standard saddle point approximation around $q \approx p_{i}$, which
leads to

$$
\begin{equation*}
I\left(t, t^{\prime}, \mathrm{p}\right)=\sum_{i} I_{i i}\left(t, t^{\prime}, \mathrm{p}\right)=\sum_{i} I_{i i}\left(t, t^{\prime}, 0\right)\left(1-\mathrm{p}^{2} \mu_{i}^{\prime \prime}\left(t+t^{\prime}\right) / 6\right), \tag{A.4}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{i i}\left(t, t^{\prime}, 0\right)=\frac{F^{2}\left(t, t^{\prime}, \mathrm{p}_{i}\right) \mathrm{p}_{i}^{2}}{2 \pi} \sqrt{\frac{1}{\pi \mu_{i}^{\prime \prime}\left(t+t^{\prime}\right)}} . \tag{A.5}
\end{equation*}
$$

The sharp momentum cut-offs in (A.3) are also due to the $\delta$-peak approximation and are replaced by an exponential decay in the case of finite width of the peaks.

Due to the exponential growth, in many cases the strongest peak gives the dominant contribution to the source term, $I\left(t, t^{\prime}, \mathrm{p}\right) \approx I_{00}\left(t, t^{\prime}, \mathrm{p}\right)$. In this case the spectrum, generated from secondary instabilities, decreases on average with $p$, extending from $\mathrm{p}=0$ up to approximately twice the momentum of the strongest peak, $\mathrm{p}=2 \mathrm{p}_{0}$.

Having found the expression for the integral in the source term we now discuss its impact on the evolution of the fluctuations. Combining the above expressions with (3.16), the equations of motion for the momentum modes of the statistical propagator have the form

$$
\begin{align*}
& {\left[\partial_{t}^{2}+\mathbf{p}^{2}+m^{2}\left(1+\kappa^{2} \cos \frac{\phi(t)}{f}\right)\right] F\left(t, t^{\prime}, \mathbf{p}\right) } \\
= & \sin \frac{\phi(t)}{f} \sum_{i, j} F\left(t, t^{\prime}, \mathrm{p}_{i}\right) F\left(t, t^{\prime}, \mathrm{p}_{j}\right) \alpha_{i j}\left(t, t^{\prime}, \mathrm{p}\right), \tag{A.6}
\end{align*}
$$

where $F\left(t, t^{\prime}, \mathrm{p}_{i}\right) F\left(t, t^{\prime}, \mathrm{p}_{j}\right) \alpha_{i j}\left(t, t^{\prime}, \mathrm{p}\right)=\lambda \kappa^{2}\left(\alpha^{2} / 4\right) \sin \left(\phi\left(t^{\prime}\right) / f\right) I_{i j}\left(t, t^{\prime}, \mathrm{p}\right)$. To study the secondary instabilities we consider modes that are stable on the linear level or much less enhanced compared to the most unstable fluctuations. For these modes (A.6) is a linear inhomogenous differential equation. The solution can be written as $F=F^{(0)}+\sum_{i, j} F^{(i, j)}$, where $F^{(0)}$ describes the mode evolution in the absence of the source and $F^{(i, j)}$ solves (A.6) in the presence of the corresponding source term. Since the statistical propagators on the right-hand side exhibit an exponential growth, $F\left(t, t^{\prime}, \mathrm{p}_{k}\right)=e^{\mu_{k}\left(t+t^{\prime}\right)} \widetilde{F}\left(t, t^{\prime}, \mathrm{p}_{k}\right)$, it is convenient to factor out the corresponding growth of the solution $F^{(i, j)}$. The latter will have the form $F^{(i, j)}\left(t, t^{\prime}, \mathbf{p}\right)=e^{\left(\mu_{i}+\mu_{j}\right)\left(t+t^{\prime}\right)} \widetilde{F}^{(i, j)}\left(t, t^{\prime}, \mathbf{p}\right)$, with the function $\widetilde{F}^{(i, j)}\left(t, t^{\prime}, \mathbf{p}\right)$ satisfying

$$
\begin{array}{r}
{\left[\partial_{t}^{2}+2\left(\mu_{i}+\mu_{j}\right) \partial_{t}+\left(\mu_{i}+\mu_{j}\right)^{2}+\omega_{\mathbf{p}}^{2}\right] \widetilde{F}^{(i, j)}\left(t, t^{\prime}, \mathbf{p}\right)} \\
=\sin \frac{\phi(t)}{f} \widetilde{F}\left(t, t^{\prime}, \mathrm{p}_{i}\right) \widetilde{F}\left(t, t^{\prime}, \mathrm{p}_{j}\right) \alpha_{i j}\left(t, t^{\prime}, \mathrm{p}\right) \tag{A.7}
\end{array}
$$

In the last equation the time-dependent frequency was replaced by its average frequency $\omega_{\mathbf{p}}$ due to the absence of strong parametric resonance for that mode. Ignoring the time-dependence of $\alpha_{i j}$, this equation describes a damped and periodically driven harmonic oscillator and, therefore, $\widetilde{F}^{(i, j)}\left(t, t^{\prime}, \mathbf{p}\right) \propto \alpha_{i j}\left(t, t^{\prime}, \mathrm{p}\right)$. It is well known, that the strongest amplification occurs for modes with resonant frequencies. As can be seen from (A.3) and (A.4), the functions $\alpha_{i j}$ do not contain a periodic component. Hence only the remaining three terms on the right-hand side of (A.7) account for the resonant amplification. We have confirmed the emergence of resonant peaks by including the source term, calculated using the approximation
of narrow $\delta$-peaks from (A.3), in the linear equations of motion for the fluctuations and solving them numerically.

## Appendix B

## The modified spherical collapse model

The content of this appendix is based on the work in collaboration with Jürgen Berges and Joerg Jaeckel, that has been published in [2]. In that work I did the main computations and most of the writing of the script. The large part of the text in this appendix is taken from that reference.

In this appendix to chapter 4 we describe the spherical collapse model [72, 73], adapted to take into account the nonvanishing pressure of the overdensities of monodromy ALP dark matter.

We consider an over-density of radius $r$, density $\rho$, pressure $p$ and total mass $M$. The Newtonian equation of motion for the radius has the form [158]

$$
\begin{equation*}
\frac{d^{2} r}{d t^{2}}=-\frac{8 \pi G}{3} \rho_{R} r-\frac{G M}{r^{2}}-\frac{1}{\rho} \frac{d p}{d r} \tag{B.1}
\end{equation*}
$$

where $G$ is Newton's constant and $\rho_{R}$ is the background density of radiation. The second term on the right-hand side is the gravitational force due to the matter insider the spherical shell and the last term is the pressure gradient force [159]. The total mass is conserved and related to the initial ${ }^{1}$ density contrast $\delta$ of the overdensity by

$$
\begin{equation*}
M=\frac{4 \pi}{3} \rho r^{3}=\frac{4 \pi}{3} \bar{\rho}(1+\delta) r^{3} . \tag{B.2}
\end{equation*}
$$

The pressure term can be estimated by noting that ALPs have already become non-relativistic by the time of interest, such that $\epsilon_{\mathbf{p}} \approx m_{a}$. Therefore,

$$
\begin{equation*}
\rho \approx m_{a} \frac{N}{V}=\frac{M}{V} \propto r^{-3}, \quad p \approx \frac{\left\langle\mathrm{p}^{2}\right\rangle}{3 m_{a}} \frac{N}{V} \approx \frac{\left\langle\mathrm{p}^{2}\right\rangle}{3 m_{a}^{2}} \rho=\frac{\alpha^{2}}{3 m_{a}^{2} r^{2}} \rho \propto r^{-5} . \tag{B.3}
\end{equation*}
$$

where $N$ is the number of ALPs in the over-density and $\alpha \sim 2 \pi$ relates the radius to the characteristic momentum. The acceleration due to the pressure is then given by

$$
\begin{equation*}
-\frac{1}{\rho} \frac{d p}{d r}=\frac{1}{\rho} \frac{5 p}{r}=\frac{5 \alpha^{2}}{3 m_{a}^{2} r^{3}} . \tag{B.4}
\end{equation*}
$$

The radius of the over-density can be expressed as $r(t)=\xi a(t) R(t)$, where $\xi$ is the comoving radius before decoupling and $R(t)$ describes the deviation of the radius from the background Hubble flow (such that $R=1$ at early times, before decoupling). Transforming from time to the variable $x=a / a_{\text {eq }}$, as explained in [72].

[^24]in our case leads to
\[

$$
\begin{equation*}
x(1+x) \ddot{R}+\left(1+\frac{3}{2} x\right) \dot{R}+\frac{1}{2}\left[\frac{1+\delta}{R^{2}}-R\right]-\frac{C}{x R^{3}}=0 . \tag{B.5}
\end{equation*}
$$

\]

The last term in (B.5) is the extra-term due to the non-vanishing pressure. The prefactor $C$ is given by

$$
\begin{equation*}
C=\frac{5 \alpha^{2}}{8 \pi G \bar{\rho}_{\mathrm{eq}} a_{\mathrm{eq}}^{4} \xi^{4} m_{a}^{2}}, \tag{B.6}
\end{equation*}
$$

where $\bar{\rho}_{\text {eq }}$ is the average density of ALP dark matter at the epoch of matter-radiation equality.

The expression for $C$ can be found by relating the comoving radius of the overdensity to its characteristic comoving momentum, $\xi=\alpha / \mathrm{p}$. Using the relation

$$
\begin{equation*}
\frac{H_{\mathrm{eq}}}{H_{\mathrm{osc}}}=\frac{a_{\mathrm{osc}}^{2}}{a_{\mathrm{eq}}^{2}} \tag{B.7}
\end{equation*}
$$

for the Hubble parameter in a radiation-dominated universe, this leads to

$$
\begin{equation*}
C=\frac{5 \alpha^{2}}{8 \pi G \bar{\rho}_{\mathrm{eq}}} \frac{\mathrm{p}^{4}}{m_{a}^{2} a_{\mathrm{eq}}^{4} \alpha^{4}}=\frac{5 \alpha^{2}}{8 \pi G \bar{\rho}_{\mathrm{eq}}} \frac{9 H_{\mathrm{eq}}^{2} \eta^{4}}{\alpha^{4}}, \tag{B.8}
\end{equation*}
$$

where $\eta=\mathrm{p} /\left(m_{a} a_{\text {osc }}\right)$. Finally, noting that at the epoch of matter-radiation equality $H_{\text {eq }}^{2}=(8 \pi G / 3) 2 \bar{\rho}_{\text {eq }}$, we arrive at

$$
\begin{equation*}
C(\eta)=\frac{30}{\alpha^{2}} \eta^{4} \approx 0.76 \eta^{4} \tag{B.9}
\end{equation*}
$$

where in the last step we set $\alpha \approx 2 \pi$. As can be seen, the parameter $C$ is proportional to the fourth power of the typical dimensionless rescaled comoving momentum $\eta$ of the over-density.

## Appendix C

## Simplified kinetic description

The content of this appendix is based on the work done in collaboration with Joerg Jaeckel, and is presented in the preprint [3]. In that work I did the main computations and most of the writing of the script. Large parts of the text in this appendix are taken from that reference.

In this appendix to chapter 5 we describe the analysis of the dynamics near NTFPs in an expanding FRW spacetime, based on a simplified kinetic description. Such a description allows us to obtain estimates for the duration of the extended ultrarelativistic phase after fragmentation of ALPs which have a very small mass near the bottom of the potential. It also allows us to estimate the typical velocities after the freezing of the ALP spectrum.

After the fragmentation of the ALP field, the momentum distribution function, in the presence of repulsive self-interactions, is split into two cascades (see Fig. 5.6). This allows us to characterize the field dynamics in terms of a few quantities describing both momentum regions, as we describe below.

The dynamics at small momenta: The final result of the inverse cascade at low momenta is the emergence of a homogeneous condensate, which carries most of the particle number. In lattice simulations condensation is completed after a finite time, which increases with the volume of the simulation. In other words, the condensate would not become homogeneous across the entire universe within a finite amount of time. Nevertheless, the typical scale of inhomogeneities in the low momentum region is from the beginning larger than the inverse mass, and increases as long as the inverse cascade continues. For simplicity, the entire infrared region can be thus approximated as homogeneous, starting at times when its formation is completed in simulations with moderate volumes.

The dynamics of such a homogeneous component in our description is extrapolated by solving the classical field equations:

$$
\begin{equation*}
\ddot{\phi}(t)+3 H \dot{\phi}(t)+m^{2} \phi(t)+\frac{\Lambda^{4}}{f} \sin \left(\frac{\phi(t)}{f}\right)+2 r \frac{\Lambda^{4}}{f} \sin \left(2 \frac{\phi(t)}{f}\right)=0 \tag{C.1}
\end{equation*}
$$

The dynamics at large momenta: At high momenta a direct cascade develops after the collapse. As it is demonstrated in the following sections, deviations from the scaling behavior appear when the mass near the bottom of the potential becomes important. At this point the cascade slows down and eventually freezes. To study this effect we evolve the characteristic momentum mode $\overline{\mathrm{p}}(a)$ and the occupation number at that momentum $\bar{n}(a)$ according to a simplified Boltzmann equation, which is derived below.

## C. 1 Deviations from the self-similar evolution

As it was explained in section 5.3.1, for the most of the extended ultrarelativistic phase of the dynamics after fragmentation, the potential can be well approximated as massless (conformal) quartic. An important feature of this approximate conformal symmetry is that the evolution equations in the radiation-dominated FRW universe, expressed in terms of comoving coordinates and conformal field and time variables, are the same as those in a Minkowski spacetime.

The self-similar behavior of the direct cascade at high momenta, where $\omega_{\mathrm{p}} \approx \mathrm{p}$ is satisfied, for the conformal $\varphi^{4}$ theory has been studied in [22] (see also section 6.5.2 chapter 6). The scaling exponents of the self-similar evolution,

$$
n(\tau, \mathrm{p})=\left(\frac{\tau}{\tau_{S}}\right)^{\alpha}{ }_{n S}\left(\left(\frac{\tau}{\tau_{S}}\right)^{\beta} \mathrm{p}\right),
$$

are found to be $\beta \approx-1 / 5$ and $\alpha \approx 4 \beta$, where $n_{S}$ denotes the spectrum at time $\tau_{S}$. These values can be obtained by solving the Boltzmann equation for a collision term of three-body scattering processes (see also Eq. (C.6)).

The self-similar evolution of the energy cascade takes place in the regime of high occupations, $1 \ll \bar{n} \ll \lambda^{-1}$, and terminates when $\bar{n}$ becomes of order one. At this stage genuine quantum effects become important and the system is expected to thermalize. This regime of the dynamics is not captured by the classical-statistical approximation, which is instead valid when the spectrum has large occupations at low momenta.

In order to estimate the time when the characteristic occupation numbers would become of order unity, we note that from the above scaling relations it follows that $\bar{n}(\overline{\mathrm{p}}) \propto \overline{\mathrm{p}}^{-\alpha / \beta} \propto \overline{\mathrm{p}}^{-4}$. Estimating the proportionality constant from the left panel in Fig. 5.6 we arrive at

$$
\begin{equation*}
\bar{n} \sim \frac{1}{\lambda}\left(\frac{30}{\bar{\eta}}\right)^{4}=\frac{1}{\lambda}\left(\frac{30 m_{a} a_{\mathrm{osc}}}{\overline{\mathrm{p}}}\right)^{4} \sim \frac{1}{\lambda}\left(\frac{a}{15 a_{\mathrm{osc}}}\right)^{4 \beta}, \tag{C.2}
\end{equation*}
$$

where we also used an estimation $\overline{\mathrm{p}}(a) \sim\left(30 m_{a} a_{\text {osc }}\right)\left(a /\left(15 a_{\text {osc }}\right)\right)^{-\beta}$ from that figure.
On the other hand, the scaling behavior described above is valid only in the ultrarelativistic regime. The small mass near the bottom of the potential eventually leads to deviations from such behavior. These deviations are expected to become important when

$$
\begin{equation*}
\overline{\mathrm{p}} \sim m_{\text {final }} a, \tag{C.3}
\end{equation*}
$$

and, using the above estimate for the characteristic momentum $\overline{\mathrm{p}}$, one arrives at

$$
\begin{equation*}
30\left(\frac{a}{15 a_{\mathrm{osc}}}\right)^{-\beta}=r\left(\frac{a}{a_{\mathrm{osc}}}\right) . \tag{С.4}
\end{equation*}
$$

Inserting the numerical values for the exponents into the above expressions we obtain parametric estimates for the scale factor for thermalization as well as for the onset of nonrelativistic dynamics,
$\frac{a}{a_{\text {osc }}} \sim \frac{15}{\lambda}$ for thermalization, $\frac{a}{a_{\text {osc }}} \sim\left(\frac{30}{r}\right)^{\frac{5}{4}}$ for the onset of the nonrelativistic regime.

The cascade freezes soon after the onset of the nonrelativistic behavior. The freeze-out can be understood not from thermalization but because the interaction rate is suppressed compared to the Hubble expansion.

For all values of $\lambda$ and $r$ that are relevant for our ALP models, thermalization happens at much larger scale factors than the transition to the nonrelativistic regime of the dynamics. This implies that the ALPs do not achieve thermal equilibrium when they become nonrelativistic and that the description of this transition can be based on the classical-statistical approximation.

## C. 2 Kinetic description and the freeze-out

In this subsection we demonstrate how the onset of nonrelativistic dynamics, which happens when (C.3) is satisfied, leads to the freeze-out of the cascade. To do this we first write down the kinetic equation describing the cascade, without assuming ultrarelativistic dynamics. We then derive from it a simplified evolution equation for the occupation numbers at the characteristic momentum. We then verify its power-law behavior in the ultrarelativistic regime as well its slow down when the nonrelativistic corrections set in.

The kinetic equation that describes the dynamics of the direct cascade has been derived in [22]. It can be written as

$$
\partial_{\tau} n_{\mathrm{p}}=n_{\mathrm{p}}^{\prime} H_{0}=I_{(3)}+I_{(4)}+\ldots
$$

where $I_{(l)}$ is the collision term corresponding to $l$-body scatterings. As it is shown in [22], the dynamics is dominated by three-body scatterings that arise from the quartic vertex in the presence of a condensate. The corresponding collision term in the regime of large occupation numbers, $n_{\mathbf{p}} \gg 1$, has the form [22]

$$
\begin{aligned}
& I_{(3)}=\int \frac{\lambda^{2}\left\langle\phi_{c}^{2}\right\rangle}{2} \frac{d^{3} \mathrm{k} d^{3} \mathrm{q} \delta^{(3)}(\mathbf{p}-\mathbf{k}-\mathbf{q})}{(2 \pi)^{2} 2 \omega_{\mathbf{p}} 2 \omega_{\mathbf{k}} 2 \omega_{\mathbf{q}}} \delta\left(\omega_{\mathbf{0}}+\omega_{\mathbf{p}}-\omega_{\mathbf{k}}-\omega_{\mathbf{q}}\right)\left[n_{\mathbf{k}} n_{\mathbf{q}}-n_{\mathbf{p}}\left(n_{\mathbf{k}}+n_{\mathbf{q}}\right)\right] \\
& \quad-2 \int \frac{\lambda^{2}\left\langle\phi_{c}^{2}\right\rangle}{2} \frac{d^{3} \mathrm{k} d^{3} \mathrm{q} \delta^{(3)}(\mathbf{p}+\mathbf{k}-\mathbf{q})}{(2 \pi)^{2} 2 \omega_{\mathbf{p}} 2 \omega_{\mathbf{k}} 2 \omega_{\mathbf{q}}} \delta\left(\omega_{\mathbf{p}}+\omega_{\mathbf{k}}-\omega_{\mathbf{0}}-\omega_{\mathbf{q}}\right)\left[n_{\mathbf{p}} n_{\mathbf{k}}-n_{\mathbf{q}}\left(n_{\mathbf{p}}+n_{\mathbf{k}}\right)\right] \text { (C.6) }
\end{aligned}
$$

where $\omega_{\mathbf{p}}^{2}=\mathrm{p}^{2}+M^{2}$ is the particle energy and $\left\langle\phi_{c}^{2}\right\rangle(\tau)=F_{c}(\tau, \tau, \mathbf{p}=0)$ describes the condensate in terms of conformal variables.

One can see already from the (C.6) why the onset of nonrelativistic regime leads to the slow-down of the dynamics. The particle energies, present in the denominator of the collision integral, grow as

$$
\omega_{\mathrm{p}}=\sqrt{\mathrm{p}^{2}+M^{2}} \approx M \approx m_{\mathrm{final}} a
$$

when they become dominated by the rest mass. This leads to the suppression in the right-hand side of (C.6). ${ }^{1}$ Also the $\left\langle\phi_{c}^{2}\right\rangle$ term is approximately in the quarticdominated regime and decreases in the mass-dominated regime.

We now derive the simplified evolution equation for the characteristic modes. Assuming that the shape of the distribution function does not change much throughout the entire dynamics and that the collision term is dominated by momenta close

[^25]and the freeze-out happens as a result of the Hubble friction term dominating over the collision term.
to the characteristic momentum, we can replace the occupation numbers in the squared brackets of (C.6) by the characteristic occupation $\bar{n}(\tau)$ and the energies in the denominator by the characteristic energy $\bar{\omega}(\tau)=\omega(\tau, \overline{\mathrm{p}})$. The momentum integrals over the delta-functions give
\[

$$
\begin{gathered}
\int d^{3} \mathrm{k} d^{3}{ }^{3} \delta^{(3)}(\mathbf{p}-\mathbf{k}-\mathbf{q}) \delta\left(\omega_{\mathbf{0}}+\omega_{\mathbf{p}}-\omega_{\mathbf{k}}-\omega_{\mathbf{q}}\right)=\int d^{3} \mathbf{k} \delta\left(\omega_{\mathbf{0}}+\omega_{\mathbf{p}}-\omega_{\mathbf{k}}-\omega_{\mathbf{p}-\mathbf{k}}\right) \\
\propto \int d \mathbf{k} \mathbf{k}^{2} \delta\left(\omega_{\mathbf{0}}+\omega_{\mathbf{p}}-\omega_{\mathbf{k}}-\omega_{\mathbf{p}-\mathbf{k}}\right) \sim \overline{\mathrm{p}}^{2}(\tau)\left[\frac{\overline{\mathrm{p}}(\tau)}{\bar{\omega}(\tau)}\right]^{-1} .
\end{gathered}
$$
\]

Combining everything leads to the following form of the simplified kinetic equation for the characteristic momentum mode,

$$
\begin{equation*}
\bar{n}^{\prime} \approx C_{(3)} \frac{\left\langle\phi_{c}^{2}\right\rangle \bar{n}^{2} \overline{\mathrm{p}}}{\bar{\omega}^{2}}, \tag{C.7}
\end{equation*}
$$

where $C_{(3)}$ is an unknown constant, which encodes the details of the kinetic equation, but should not change much with time. Instead of calculating it we simply find the constant by matching the extrapolation with the lattice simulation.

Of course, the derivation of the above equation is not rigorous. Nevertheless, (C.7) provides an insight into the dynamics. Importantly, the $\overline{\mathrm{p}} \propto \tau^{1 / 5}$ solution is recovered in the ultrarelativistic regime, $\bar{\omega} \approx \overline{\mathrm{p}}$, under the assumption that $\left\langle\phi_{c}^{2}\right\rangle$ stays approximately constant. Moreover, it also describes the slow-down of the cascade once the nonrelativistic behavior sets in, as illustrated in Fig. 5.8.

## C. 3 Energy conservation for the direct cascade

In a static spacetime the direct cascade transports conserved energy. However, in an expanding spacetime energy is not conserved. In the language of conformal variables, this is due to the time-dependence of the Hamiltonian, induced by the scale factor. The ultrarelativistic regime in $\varphi^{4}$ theory is a special case, since the time-dependence drops and a conserved quantity $\rho_{c}=a^{4} \rho$ emerges.

To be able to extend the discussion about the energy cascades beyond the ultrarelativistic regime we note that in an expanding universe the energy dilutes according to

$$
\begin{equation*}
\frac{\rho^{\prime}}{\rho}=\frac{-3-3 w(a)}{a} \tag{C.8}
\end{equation*}
$$

where the primes denote derivatives with respect to the scale factor. This equation will be used as the generalization of the energy conservation condition in a static spacetime and will allow us to relate the exponents $\alpha$ and $\beta$.

The parameter $w$ can be determined from the energy and the pressure of the field, given by

$$
\rho \approx \frac{1}{a^{4}} \int_{\mathbf{p}} \omega(t, \mathrm{p}) n(t, \mathrm{p}), \quad p \approx \frac{1}{a^{4}} \int_{\mathrm{p}} \frac{\mathrm{p}^{2}}{3 \omega(t, \mathrm{p})} n(t, \mathrm{p}) .
$$

The energy during the direct cascade is centered around the characteristic momentum, which allows us to express the energy and the pressure in terms of $\overline{\mathrm{p}}(a)$ and
$\bar{n}(a)$, as well as the corresponding particle energy $\bar{\omega}=\omega(\overline{\mathrm{p}})$, according to

$$
\begin{equation*}
\rho \propto \frac{1}{a^{4}} \overline{\mathrm{p}}^{3} \bar{n} \bar{\omega}, \quad p \propto \frac{1}{a^{4}} \overline{\mathrm{p}}^{3} \bar{n} \frac{\mathrm{p}^{2}}{3 \bar{\omega}} . \tag{C.9}
\end{equation*}
$$

The corresponding equation of state parameter $w$ can be estimated from (C.9) as

$$
\begin{equation*}
w=\frac{p}{\rho}=\frac{\overline{\mathrm{p}}^{2}}{3 \bar{\omega}^{2}} . \tag{C.10}
\end{equation*}
$$

Now, from the first equation in (4.23) it follows that

$$
\frac{\rho^{\prime}}{\rho}=3 \frac{\bar{p}^{\prime}}{\overline{\mathrm{p}}}+\frac{\bar{n}^{\prime}}{\bar{n}}+\frac{\bar{\omega}^{\prime}}{\bar{\omega}}-\frac{4}{a} .
$$

Therefore, using (C.8), the energy conservation for the direct cascade can be expressed as

$$
\begin{equation*}
3 \frac{\overline{\mathrm{p}}^{\prime}}{\overline{\mathrm{p}}}+\frac{\bar{n}^{\prime}}{\bar{n}}+\frac{\bar{\omega}^{\prime}}{\bar{\omega}}=\frac{1-3 w}{a} . \tag{C.11}
\end{equation*}
$$

Let us consider some particular cases. In the ultrarelativistic regime $\bar{\omega} \approx \overline{\mathrm{p}}$ and $w \approx 1 / 3$, which leads to the standard energy conservation in $\varphi^{4}$ theory,

$$
4 \frac{p^{\prime}}{p}+\frac{\bar{n}^{\prime}}{\bar{n}}=0 .
$$

In contrast, in the nonrelativistic regime, where $\bar{\omega} \approx M a$ and $w \approx 0$. As a result, for a constant mass $M$, the third term is approximately $1 / a$ and the conservation reads

$$
3 \frac{p^{\prime}}{p}+\frac{\bar{n}^{\prime}}{\bar{n}}=0 .
$$

To summarize the appendix, we solve a set of coupled equations for the homogeneous component (C.1), for the characteristic momentum scale (C.7) and the one reflecting energy conservation (C.11). These equations are supplemented by the approximate equation for the particle energy at the characteristic momentum $\bar{\omega}(a)$,

$$
\begin{equation*}
\bar{\omega}^{2}=\overline{\mathrm{p}}^{2}+m_{\text {final }}^{2} a^{2}+\frac{\lambda\left\langle\phi_{c}^{2}\right\rangle}{2} . \tag{C.12}
\end{equation*}
$$

We initialize the variables $\phi_{c}, \bar{n}$ and $\overline{\mathrm{p}}$ as well as the prefactor $C_{(3)}$ using the data from lattice simulations. The results from this analysis are summarized in Sec. 5.3.3 and, in particular, in figures 5.8 and 5.9.
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[^0]:    ${ }^{1}$ The unnaturalness of the Higgs mass is known as the electroweak hierarchy problem.

[^1]:    ${ }^{1}$ The appearance of potentials with many local minima is a common feature of the compactification of extra-dimensions i.e. the string theory landscape.

[^2]:    ${ }^{2}$ Here for simplicity we treat the potential as quadratic.

[^3]:    ${ }^{3}$ The integration measure the becomes $\int\left[d \varphi_{0}^{ \pm}\right]=\int \Pi_{\mathbf{x}} d \varphi_{0}^{ \pm}(\mathbf{x})$.
    ${ }^{4}$ We denote $\int_{x, C}=\int_{C} d t \int d^{3} \mathbf{x}$.

[^4]:    ${ }^{5}$ Note that in the massive sine-Gordon model there are two mass scales, $m^{2}$ and $\Lambda^{4} / f^{2}$. We assume that these two scales are parametrically of similar order.

[^5]:    ${ }^{1}$ However, the limit $\lambda \rightarrow 0$, followed by $\Lambda_{U V} \rightarrow \infty$, explained in the previous chapter, cannot be performed in this case, since this would eliminate the vacuum fluctuations and there would be no instabilities.
    ${ }^{2}$ The same equation is satisfied by the Heisenberg mode functions of the field.

[^6]:    ${ }^{3}$ In an expanding spacetime this decrease is combined with overall dilution.

[^7]:    ${ }^{4}$ In Eq. (3.27) we have used the fact that $\rho_{a a}(x, x)=0$ and we have defined $F(x, x)=F_{a a}(x, x) / N$.

[^8]:    ${ }^{5}$ Eq. (3.33) differs from the perturbative expression in $\varphi^{4}$ theory by the replacement $\widetilde{\lambda}_{\text {eff }}^{2} \rightarrow \lambda^{2}(N+$ 2) $/ N$. The perturbative approach is however not expected to provide an accurate description of the time evolution of the highly occupied infrared modes.

[^9]:    ${ }^{6}$ Quantum tunneling in the presence of an oscillating background field was studied in [128]. An important consequence is the time-dependence of the bubble nucleation rate $\Gamma_{\text {nucl }}(t)$ within the oscillation period, i.e. the nucleation rate is maximal when the field is in its extremum.
    ${ }^{7}$ Or, in an expanding universe, the field gets trapped before significant amplification of fluctuations has taken place
    ${ }^{8}$ Note that due to the presence of strong fluctuations at these times, the minima of the effective potential do not coincide with those of the classical potential.

[^10]:    ${ }^{1}$ The backreaction of the fluctuations on the background field is negligible at this stage

[^11]:    ${ }^{2}$ We do not consider the production of SM particles arising due to their coupling to the ALP field. For sufficiently weak couplings this should be a small effect. For example, for the case of a photon coupling the relevant parameter for the growth of fluctuations is $g_{a \gamma \gamma} \phi \sim \alpha \phi /(2 \pi f)$, which is $\lesssim 1$ in our case. Significant growth is expected only if it is $\gtrsim 10$ [148-151].

[^12]:    ${ }^{3}$ Note that the expansion happens most rapidly at early times.

[^13]:    ${ }^{4}$ While these fluctuations are isocurvature in nature, their length scale is way too small to be constrained by the CMB measurements (cf. [138, 157] for similar situations).
    ${ }^{5}$ Alternatively one could extract it from the spectrum of field fluctuations as done, e.g. in [138, 157].

[^14]:    ${ }^{6}$ In (4.36), as well as in (4.32) we subtract the dark energy density, if it's nonzero.

[^15]:    ${ }^{7}$ Similarly for the case of DM created from inflationary ALP fluctuations [138].

[^16]:    ${ }^{1}$ In these expressions summation over the indices $i$ and $j$ is implied.

[^17]:    ${ }^{2}$ Here we assume that $\kappa$ takes moderate values, not much larger than one.

[^18]:    ${ }^{3}$ This scenario was discussed in section 3.3.1.
    ${ }^{4}$ In particular, the second cosine has a smaller amplitude than the first one.

[^19]:    ${ }^{5}$ For $\kappa \gtrsim 1$ the term in the brackets (5.29) is of order one.

[^20]:    ${ }^{6}$ In the second case $r$ is at most approximately $-1 / 4$

[^21]:    ${ }^{1}$ We reinstate the factors of $\hbar$ and $c$, which can be done by dimensional analysis.

[^22]:    ${ }^{2}$ In experiments, the BEC is of course not homogeneous due to the presence of a trapping potential.

[^23]:    ${ }^{3}$ It is known that such processes are kinematically forbidden, since one can always switch to the reference frame where the 1 particle is at rest, and then the process violates energy conservation. However, this does not apply to our case, since the last expression is valid only in a specific frame, the one in which the condensate atoms are at rest.

[^24]:    ${ }^{1}$ The density contrast starts to grow after the over-density collapses.

[^25]:    ${ }^{1}$ In the language of the physical time and the occupation numbers per physical volume the kinetic equation has the form

    $$
    \partial_{t} n_{\mathrm{p}}+3 H n_{\mathrm{p}}=C[n],
    $$

