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Abstract

Scalar fields play an important role in cosmology. They can be responsible for cos-
mic inflation in the very early universe, as well as are among well-motivated dark
matter (DM) candidates. The aim of this dissertation is to contribute to a better
understanding of the dynamics of such fields in the nonperturbative regime.

Motivated by cosmological scenarios, we consider coherent oscillations of a
scalar field in potentials that are summed from periodic and monomial terms, which
have recently attracted much attention in the context of axion-like particles (ALP).
We investigate the resonant amplification of quantum fluctuations, as well as the
subsequent nonlinear dynamics after the fragmentation of the field.

Our studies are extended to the nonthermal production of ALP DM. It is found
that the process of fragmentation imprints strong overdensities of DM on small
scales, as well as can produce a stochastic gravitational wave background, poten-
tially within reach of future detectors.

Finally, we investigate the role of experiments with ultracold atoms for the
quantum simulation of nonperturbative dynamics and describe how, by means
of a modulation of the interatomic interaction strength, such Bose gases can go
through the characteristic stages of the dynamics of relativistic systems in the early
universe.
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Zusammenfassung

Skalare Felder spielen eine wichtige Rolle in der Kosmologie. Sie können für die
kosmische Inflation in der Frühzeit des Universums verantwortlich sein und stellen
ein wohlbegründetes Modell zur Erklärung Dunkler Materie zur Verfügung. Ziel
dieser Arbeit ist ein Beitrag zum besseren Verständnis der Dynamik solcher Felder
im nicht-perturbativen Regime.

Motiviert durch kosmologische Szenarien betrachten wir kohärente Oszillatio-
nen eines Skalarfeldes in Potentialen, die durch eine Summe periodischer und mo-
nomischer Terme gegeben sind und die unlängst viel Aufmerksamkeit im Kontext
von Axionen-ähnlichen Teilchen generiert haben. Wir untersuchen die resonante
Verstärkung von Quantenfluktuationen sowie die anschließende Fragmentierung
des Feldes.

Weiterhin studieren wir die nicht-thermische Produktion von Dunkler Materie
aufgebaut aus Axionen-ähnlichen Teilchen. Zentrales Ergebnis ist, dass der Prozess
der Fragmentierung übermäßige Dichten Dunkler Materie auf kleinen Skalen her-
vorruft und einen stochastischen Gravitationswellen-Hintergrund erzeugen kann
möglicherweise messbar durch künftige Detektoren.

Zum Schluss untersuchen wir die Rolle von Experimenten mit ultrakalten Ato-
men zur Quantensimulation der nicht-perturbativen Dynamik und beschreiben,
wie durch Modulation der interatomaren Wechselwirkungsstärke solch Bose-Gase
die charakteristischen Regime der Dynamik relativistischer Systeme im frühen Uni-
versum durchlaufen können.
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“The dark side of the Force is a pathway to many abilities some consider to be unnatural.”

Emperor Palpatine
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Chapter 1

Introduction

The discovery of the Higgs boson at the Large Hadron Collider (LHC) [5, 6] com-
pleted the Standard Model (SM) of particle physics. In contrast to its predecessors,
the SM seems to provide a satisfactory theoretical description for natural phenom-
ena occurring on earth and remains self-consistent all the way up to the Planck
scale of quantum gravity. It also reaffirms the role of quantum field theory (QFT)
as the proper theoretical framework for the description of quantum many-body
systems. Nevertheless, SM is not free of shortcomings, especially when combined
with general relativity on cosmological scales. Already the evidence, coming from
cosmological and astrophysical observations [7–10], that there is about five times
more matter in the universe than explained by SM, indicates the existence of new
degrees of freedom yet to be discovered.

It is widely believed that scalar fields played an important role in the early uni-
verse. In particular, typical models of cosmic inflation, which corresponds to a
phase of an accelerated expansion of the very early universe, involve a scalar field,
whose potential energy dominated over the kinetic energy. Such an inflationary
phase provides a dynamical solution to the puzzles of the homogeneity, isotropy
and flatness of the universe [11–13]. It also explains the generation of the density
perturbations for structure formation from the quantum fluctuations during infla-
tion [14]. A phase of reheating of the universe necessarily follows inflation, during
which the inflaton decays, e.g. into the lighter SM degrees of freedom [15]. While
in principle the Higgs field can play the role of the inflaton, its quartic self-coupling
λ ∼ 0.1 significantly exceeds the value λ ∼ 10−13 required for the measured spec-
trum of density perturbations [16].

Inflation leaves the energy budget of the universe stored predominantly in a
homogeneous inflaton field, thereby setting seemingly simple initial conditions for
the post-inflationary dynamics. However, in a large class of models of inflation,
where the amplitude of the inflaton oscillations is very large, φ ∼ 1/

√
λ, particle

production occurs in a nonperturbative way [17]. The standard methods of per-
turbative QFT, which describe well the scattering experiments at the LHC, fail to
properly describe the particle production in the presence of such strong fields. The
solution to this issue involves a proper resummation of the perturbative expan-
sion and a fully dynamical treatment of the problem. A convenient framework,
which can describe the evolution in this regime, is provided by the two-particle
irreducible (2PI) effective action [18] in conjunction with the Schwinger-Keldysh
closed-time contour [19] (see [20] for an overview).

The theoretical understanding of particle production from a coherently oscil-
lating background field and of the subsequent nonequilibrium dynamics has sub-
stantially improved within the last decades. Sufficiently strong oscillations trigger
the resonant production of particles with certain momenta [17, 21]. This process,
which in the inflationary context is called preheating, results in large occupation
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numbers, however the produced particles are distributed nonthermally and, thus,
the system is still far from equilibrium. The dynamics in the subsequent regime of
strong fluctuations usually involves the approach of the system towards nonequi-
librium attractors with self-similar scaling behavior of the correlation functions and
the particle momentum distribution function, known as nonthermal fixed points
(NTFPs) [22–25]. Such scaling dynamics describes the transport of conserved quan-
tities, such as energy or particle number, in momentum space, until the system
eventually reaches thermal equilibrium.

The dynamics in the presence of “nonperturbatively” large fields is not re-
stricted to the inflationary setting. As it will be demonstrated in this work, the
nonthermal production of scalar dark matter (DM) can involve similar dynamics
in the early universe. This dynamics would leave its signatures in today’s spatial
structure of DM on small scales inside galaxies and can produce a strong gravita-
tional wave (GW) background. We will also describe how the characteristic stages
of the dynamics can be simulated in tabletop experiments with ultracold bosonic
atoms.

Axion-like particles and dark matter

Very light scalars are also among well-motivated candidates for the DM in the
universe [26]. The small mass assures the stability of such fields on cosmological
scales, as well as allows them to be naturally produced in the post-inflationary,
radiation-dominated universe, in the form of a coherently oscillating field, via the
so-called misalignment mechanism [26–29]. The masses of such particles can be as
small as 10−22eV, which would lead to an unusually large de Broglie wavelength
λDB ∼ 1016km inside galaxies. The nonthermal production via the misalignment
mechanism allows such scalar fields to behave as standard cold dark matter (CDM)
on scales large compared to λDB , whereas on smaller scales the quantum uncer-
tainty prevents the formation of structures [30, 31], providing a possible solution to
the small-scale crises of CDM [32].

One may wonder how realistic such small masses are in QFT. As it is known,
the square of the mass of a scalar field is subject to quadratically divergent quan-
tum corrections. Given that the theory has an intrinsic cut-off at e.g. the Planck
scale, a mass of that order is more favorable.1 A small mass would instead be nat-
ural if it is protected by some approximate symmetry. This is the case for pseudo
Nambu-Goldstone bosons (pNGBs) of continuous global symmetries. An impor-
tant representative of this class is the well-motivated axion [33–35], a pNGB of a hy-
pothetical chiral U(1) symmetry, proposed as a dynamical solution to the problem
of the absence of CP violation in quantum chromodynamics (QCD) [33]. Axion-like
particles (ALPs) also arise from the compactification of extra-dimensional theories,
including string theory, where their mass is protected by the higher-dimensional
gauge symmetry (see e.g. [36, 37]). In particular, a plentitude of 10 − 100 axions is
a generic prediction of string theory [38–41]. The approximate shift symmetry of
ALPs also makes them appealing candidates for the role of the inflaton, protecting
the potential from quantum gravity corrections for super-Planckian field values.

An important feature of pNGBs, as well as standard ALPs, is their periodic po-
tential, which is conventionally parametrized as U(φ) ∝ cos(φ/f) [42]. The field
can thus oscillate only within a finite range and, in the presence of expansion, the

1The unnaturalness of the Higgs mass is known as the electroweak hierarchy problem.
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resonant particle production through the self-interactions is known to be negligi-
ble [27, 28] unless the initial misalignment field value is tuned with very high preci-
sion to the top of the potential [43, 44]. The field thus remains essentially homoge-
neous until the formation of galactic structures in the matter-dominated universe.

ALP potentials can also have more complicated shapes and, in particular, they
can be summed from a periodic term and a term breaking the periodicity e.g. a
monomial. Such quasiperiodic potentials can arise from the mixing of multiple
ALPs [45–48], or from the spontaneous breaking of the higher-dimensional sym-
metry [49]. In the second case the ALP is said to exhibit a monodromy which,
for string axions, can be realized by adding branes or fluxes [50–52]. Importantly,
both types of potentials allow large field excursions over multiple “fundamental”
periods of the potential. This property was employed in inflationary model build-
ing [50, 52], as well as in some dynamical mechanisms addressing the fine-tuning
problems of the electroweak scale [53] and the cosmological constant [54, 55].

For ALP DM the possibility of large field displacements implies that the reso-
nant decay channel can become efficient, as it was noted in [56]. It is therefore very
important to obtain an understanding of the nonperturbative dynamics in such
systems and to investigate its cosmological implications as well as possible obser-
vational signatures, which has not been done so far and is a central topic of this
thesis.

Ultracold atomic gases as simulators of many-body dynamics

The dynamics of scalar fields, driven far from equilibrium, plays an important
role in the early universe cosmology. Its theoretical description in terms of QFT
naturally leads to the question of existence of analog systems where this regime
of many-body dynamics can be explored experimentally. An appealing platform
for this purpose is provided by ultracold atomic gases [57], trapped with magnetic
and optical fields, which are readily available in many laboratories. Due to their
high degree of controllability and isolation from the surrounding environment such
systems can serve as quantum simulators of many-body dynamics.

With the help of modern cooling techniques the temperatures of atomic gases
can be lowered down to T ∼ µK, which allows the formation of a Bose-Einstein
condensate (BEC). Such a coherent state of atoms is reminiscent of the coherent
field present e.g. after inflation. The conservation of the atomic number, however,
prevents the resonant conversion of condensate atoms which, as such, is a relativis-
tic effect. As we demonstrate in this thesis, a time-dependent modulation of the
interaction strength, which can experimentally be achieved via magnetic Feshbach
resonances [58], would lead to the resonant of amplification of sound waves on top
of the condensate [59–61], in analogy to post-inflationary preheating. Remarkably,
this can drive the system through the characteristic stages of the dynamics that are
also observed in the relativistic case.

The three systems that are considered in this thesis, which despite having vastly
different mass scales are capable of exhibiting very similar dynamics, are illustrated
in Fig. 1.1. The mass scale of the inflatonm ∼ 10−5MPl is based on constraints from
cosmic microwave background (CMB) observations for quadratic inflation [62, 63].
Constraints for the mass of ALP DM 10−22eV . m . 103eV arise from structure
formation surveys and relic photon detection [26, 31].
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23 −2210
Relevant mass scales: log10[𝑚𝑚/eV]

FIGURE 1.1: The three different systems, considered in this work, with the
associated typical mass scales indicated on the horizontal axis. Left: The in-
flaton (the illustration of cosmic inflation taken from NASA/WMAP Science
Team). Center: Cold atom gas (the cloud of atoms in the center of a magneto-
optical trap (MOT), scattering the light from the MOT beams, image taken
from the “BECK” experiment in the Oberthaler group). Right: Dark mat-
ter (the composite image of the Bullet cluster [9], with the mass distribution
as determined by gravitational lensing shown in blue and the X-ray image
shown in pink, image taken from [64]).

Outline of this work

We now present the outline of this thesis. The aim of chapter 2 is to provide
some theoretical background for our studies. We start by reviewing the main prop-
erties of ALPs, as well as describing the phenomenon of monodromy. We then
discuss the significance of scalar fields in cosmology, in the context of cosmic infla-
tion as well as DM, emphasizing the role played by ALPs. In the final section of the
chapter we describe the theoretical framework of nonequilibrium QFT that is used
in this work [20]. We revisit the construction of the path integral and the derivation
of equations of motion for the correlation functions from the 2PI effective action,
applying the formalism to the case of the ALPs. We also demonstrate the emer-
gence of effective classical-statistical field theory [65, 66], as well as kinetic descrip-
tions [67], which are extensively used in the next chapters. The first description
allows numerical lattice simulations of the field dynamics and becomes applicable
in the regime of large occupation numbers at the characteristic momenta.

While there were many studies of the resonant decay of coherent oscillations in
monotonic potentials, such as the ϕ4 [17, 21, 22, 68, 69], the case of quasiperiodic
potentials is much less explored. The latter is the main focus of chapter 3. There
we consider Minkowski spacetime to separate the effects due to expansion. It is
found that instabilities lead to the process of complete fragmentation of the back-
ground field. The approach to NTFPs is strongly affected by the repulsive versus
the attractive nature of the self-interactions. Our numerical studies based on the
classical-statistical approximation are complemented with a derivation of a vertex-
resummed kinetic theory, similar to [25, 70, 71]. In the case of sufficiently strong
“wiggles” the potential can have several local minima separated by potential bar-
riers. We discuss how the amplification of fluctuations impacts the field’s ability to
overcome such barriers and demonstrate how it can induce dynamical transitions
between the local minima.

In chapter 4 we study the role of the dynamics for ALP DM. As we demonstrate
with the help of numerical simulations, for sufficiently strong “wiggles” and field
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displacements the initially homogeneous field is completely converted into strong
fluctuations on relatively small length scales, soon after the onset of oscillations.
We also consider constraints for successful structure formation and find that for a
wide range of masses the ALPs still remain viable as CDM. By deriving a modi-
fied version of the Press-Schechter spherical collapse model [72, 73] we study the
impact of gravity on the over-densities imprinted from fragmentation. It is found
that the internal pressure of such over-densities prevents them from forming grav-
itationally bound objects, such as miniclusters [72, 74]. Based on this, we estimated
the typical size of the over-densities today.

The process of fragmentation produces a stochastic GW background [75–77],
which is studied in chapter 5. We estimate the spectrum of this background analyt-
ically, as well as calculate it numerically, by evolving linear metric perturbations.
We find that a particularly strong background from ALP DM is produced if the final
mass near the bottom of the potential is very small. This leads to an extended in-
termediate phase of ultra-relativistic dynamics after fragmentation. The dynamics
is governed by NTFPs which allows us to study it by means of a simplified kinetic
description. Such GW background can possibly be explored with future experi-
ments, including pulsar timing arrays [78] as well as high-sensitivity space-based
detectors [79], offering a new probe of the properties of DM.

In chapter 6 we study the dynamics of nonrelativistic Bose gases with a tunable
interaction strength, applying the methods of nonequilibrium QFT from previous
chapters in the nonrelativistic limit. After an appropriate transformation of the
variables, the spatial expansion is encoded into the time-dependence of the inter-
action strength, g ∝ a2−d, where d is the number of spatial dimensions of the trap
and a is the scale factor. A preheating stage is simulated by applying a periodic
modulation of the scattering length. This induces an amplification of the sound
waves on top of the condensate, mimicking particle production, as well as sub-
sequent nonlinear effects, such as secondary instabilities and self-similar energy
transport to higher momenta. The final stages of the dynamics, when the system
relaxes to thermal equilibrium, are not captured by semiclassical approximation
methods, which motivates an experimental study of this process.

The thesis concludes with chapter 7, where the main results are summarized
and an outlook for future studies is given. The appendices contain details of some
calculations. Unless stated explicitly otherwise, we set ~ = c = 1 and use the
signature (+,−,−,−) for the spacetime metric.
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Chapter 2

Preliminaries

The goal of this chapter is to provide a theoretical background for this work. The
chapter is divided into three sections. In the first section we introduce the class of
ALPs and review the motivation for such particles both from a bottom-up point of
view, in QCD, and from a top-down consideration, in string theory compactifica-
tions. The phenomenon of axion monodromy is also discussed. In the next section
we describe the importance of scalar fields, and particularly ALPs, in inflationary
cosmology. Having emphasized the role of dynamical phenomena, in the final sec-
tion we describe the framework of nonequilibrium QFT that is used for studying
quantum many-body dynamics.

Most of the material presented in this chapter is by no means original. Sec-
tion 2.1.1 about the QCD axion follows [2, 80], section 2.2.1 on cosmic inflation is
based on [69, 80, 81]. The discussion of the methods of nonequilibrium QFT in sec-
tion 2.3 follows along the lines of [20], at the same time the formalism being applied
to the considered massive sine-Gordon model. The remaining parts of this chapter
contain explicit references to various sources as well as my own arguments in some
cases.

2.1 Axion-like particles

ALPs appear in QFT as pNGBs of spontaneously broken global symmetries. Exact
Goldstone bosons are massless and enjoy a continuous shift symmetry. The term
pseudo refers to the fact that the underlying symmetry is only approximate, explic-
itly broken e.g. due to nonperturbative effects, which generates a small mass for
the ALP. An important representative of this class is the QCD axion [33–35], which
acquires its mass through an anomalous coupling to the gluons and provides a
solution to the “strong CP” problem of the SM. ALPs also arise from the compact-
ification of theories with extra-dimensions, including string theory [38–41], as the
Kaluza-Klein (KK) zero modes of high-dimensional gauge fields.

Nonperturbative effects reduce the continuous shift symmetry of ALPs down
to a discrete one. Denoting the ALP field by ϕ, the ALP potential remains invariant
under

ϕ→ ϕ+ 2πf. (2.1)

Here the decay constant f is the scale of the spontaneous symmetry breaking (SSB),
or the string scale for string axions. In the so-called dilute instanton gas approxi-
mation, the potential can typically be parametrized as [42]

U(ϕ) = Λ4
[
1− cos

(ϕ
f

)]
, (2.2)

where Λ denotes the scale of the explicit symmetry breaking effects.
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𝑇𝑇 ≪ Λ𝑇𝑇 ≪ 𝑓𝑓

FIGURE 2.1: Schematic illustration of a pNGB. SSB occurs at temperatures
below the decay constant f , while the nonperturbative effects leading to ex-
plicit breaking become important at T < Λ.

The ALP mass near the bottom of the above potential is given by

ma =
Λ2

f
. (2.3)

The small mass of ALPs is therefore linked to a high scale of fundamental physics
i.e. the decay constant f . Similarly, all couplings of ALPs are suppressed by powers
of the decay constant, as a consequence of the shift symmetry. The potential of a
pNGB is illustrated in Fig. 2.1.

2.1.1 The QCD axion

The QCD axion is the pNGB of an additional global chiral U(1) symmetry of the
SM of particle physics. Such symmetry suffers from chiral anomaly and is explicitly
broken due to quantum effects [82]. Because of this anomaly, the axion is linearly
coupled to the gluon fields Fµνa via the Chern-Simons coupling,

L = −ϕ
f

g2
s

32π2
FaµνF̃

µν
a . (2.4)

Here F̃µνa = 1
2ε
µναβFaαβ is the dual of the field strength tensor and gs is the gauge

coupling. The axion is a prediction of the Peccei-Quinn (PQ) mechanism [33], pro-
posed in 1977 and providing the most elegant solution to the so-called "strong CP"
problem of the SM, which is described below.

As confirmed by many experiments, the combined transformation of charge
conjugation (C) and spatial reflection (P), also known as CP, is not a fundamental
symmetry of nature and is violated by weak interactions. Nevertheless, strong
interactions seem to conserve CP, as no experimental indication for its violation has
been found so far. This is puzzling from the point of view of the SM and the current
understanding of the theory of strong interactions. Concretely, a topological (total
derivative) term

LΘ̄ = −Θ̄
g2
s

32π2
FaµνF̃

µν
a , (2.5)

is allowed in the QCD Lagrangian [83]. Θ̄ is a parameter of the theory, summed
from two independent contributions,

Θ̄ = Θ + arg detM. (2.6)
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Θ is a result of the topologically nontrivial vacuum structure in nonabelian gauge
theories [84]. More precisely, the correct vacuum states of QCD are always charac-
terized by some value of Θ (the so-called Θ-vacua) and the choice of a particular
vacuum effectively induces the corresponding nonperturbative contribution of the
form of (2.5) in the Lagrangian. The second term in (2.6) involves the complex
phase of the determinant of the quark mass matrixM. The observed CP violation
in the weak sector suggests a O(1) value for it.

The parameter Θ̄ characterizes the amount of CP violation in QCD. Unless Θ̄ =
0 mod 2π, the topological term causes CP violation. Experiments with neutron
electric dipole moment [85] severely constraint its value to Θ̄ < 10−10 [86]. This
value is considered unnatural, since it requires two quantities of unrelated origin
to cancel each other to very high precision. The corresponding fine-tuning problem
is referred to as the "Strong CP" problem. Even though the CP-conserving (Θ = 0)
vacuum is the one with the lowest energy [87], as in Eq. (2.2), Θ has no way to relax
to that state, since it is a constant.

The PQ mechanism provides an elegant and intriguing solution to the strong CP
problem. The additional chiral U(1) symmetry, postulated in this mechanism and
referred to as the PQ symmetry, is broken both spontaneously and explicitly, giving
birth to the QCD axion with the term (2.4) in the Lagrangian. The CP-violating
angle is then effectively

Θ̄→ Θ̄ +
ϕ

f
, (2.7)

allowing the axion to dynamically relax to the CP-conserving lowest-energy Θ-
vacuum.

2.1.2 Axions from string theory compactifications

The interest towards ALPs is further increased by the fact that a large number (10-
100) of such particles is contained in the low-energy spectrum of string theory [38,
39, 41]. It is often referred to as the string axiverse [39]. String axions can arise as the
KK zero modes of higher-dimensional gauge fields. Their discrete shift symmetry
is inherited from the higher gauge symmetry. The interaction terms of the Chern-
Simons form (2.4) are generated on the nonperturbative level, as a result of anomaly
cancelation conditions, and can generate masses in a range spanning many orders
of magnitude.

Instead of going into the details of string theory, it is instructive to demonstrate
the emergence of ALPs in a simpler toy model. To this end, we consider a five-
dimensional U(1) gauge theory [36], where the fifth dimension is a circle of radius
r, i.e. the spacetime is taken to be M = R1,3 × S1. This is schematically illustrated
in Fig. 2.2. The 5d action has the form

S =

�
d4x

� 2πr

0
dy
[
− 1

4g2
(5D)

FMNF
MN + Ψ̄i��DΨ

]
, (2.8)

where FMN = ∂MAN − ∂NAM , (M,N) denote 5d spacetime indices and x4 = y
corresponds to the compact dimension. Only in this section we use a different nor-
malization of the gauge field,A→ gA, which shifts the gauge coupling dependence
on from the interaction terms to the kinetic term. Periodicity along that dimension
imposes boundary conditions for all fields, e.g. Ψ(xµ, y + 2πr) = Ψ(xµ, y).
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The action (2.8) is invariant under local gauge transformations of the form,

Ψ→ eiχΨ, AM → AM + ∂Mχ. (2.9)

The boundary conditions for the fields restrict the class of possible functions χ(x)
to those that satisfy χ(xµ, y + 2πr) = χ(xµ, y) + 2πk, where k ∈ Z.

In order to see how the five-dimensional theory looks like at low-energies from
the four-dimensional perspective, one performs the so-called KK reduction [88–90].
By expanding

AM (xµ, y) =
∞∑

n=−∞
AM(n)(xµ)ei(n/r)y,

the first term in the action (2.8) can be re-written as

S =

�
d4x
[
− 1

4g2
(4D)

F(0)µνF
µν
(0) +

1

g2
(4D)

1

2
∂µϕ(0)∂

µϕ(0) + KK tower + ...
]
, (2.10)

where g(4D) = g(5D)/
√

2πr and ϕ = A4. The spectrum, thus, consists of a U(1), 4-
dimensional gauge field, a massless scalar and the KK tower of heavy fields which
can be ignored at low-energies (see [91] for a detailed calculation of the KK spec-
trum of a 5D gauge field).

Under an arbitrary (allowed) gauge transformation the canonically normalized
field ϕ(0) transforms as

ϕ(0) → ϕ(0) −
� 2πr

0 dy∂yχ

2πrg(4D)
= ϕ(0) −

χ(y + 2πr)− χ(y)

2πrg(4D)
= ϕ(0) +

k

rg(4D)
. (2.11)

In other words, the local higher-dimensional gauge symmetry in the presence of a
charged field implies a discrete shift symmetry for the scalar field.

Similarly, in string theory ALPs arise from integrating a gauge field p-form over
nontrivial cycles in the compactification manifold. At the tree level ALPs are still
massless, as is the case in (2.10). The small masses are generated through nonper-
turbative effects (see [37, 92–94] for the case of the 5d model where the small mass
is generated via a Coleman-Weinberg mechanism).

2.1.3 ALPs with quasiperiodic potentials: monodromy

Recently much attention has been drawn towards the possibility of breaking the
periodicity of the ALP potential and, thus, lifting the degeneracy of its local min-
ima. Such ALPs are said to exhibit a monodromy [50, 51]. From the point of view of

FIGURE 2.2: A schematic illustration of the spacetime of the form R1,3 × S1.
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pseudo-Goldstone bosons, this idea may seem unfeasible, as the field range of such
bosons is intrinsically compact i.e. the values ϕ and ϕ+2πf correspond to the same
physical state. String axions provide more freedom for having such quasiperiodic
potentials, as we discuss below.

In the simple toy model from the previous subsection, the 5d U(1) gauge sym-
metry can be broken spontaneously e.g. through the coupling to a “Higgs” field
obtaining a vacuum expectation value (VEV). This VEV generates a mass for the
gauge field (and, thus, the ALP), which “eats” the Goldstone boson from the sym-
metry breaking (see [95], as well as [96]),

SSSB ⊃
�

d4x

� 2πr

0
dy µ3AMA

M KK reduction−−−−−−−−→
�
d4x

1

2
m2ϕ2

(0) + ... (2.12)

In other words, in the presence of a nonvanishing VEV, winding an additional pe-
riod costs extra-energy. If the breaking effect is relatively weak, the underlying
periodic structure of the potential can be partially preserved, leading to an interest-
ing “wiggly” structure of the potential. For sufficiently strong wiggles the potential
generally contains a series of local minima.1

The monodromy potential is thus a sum of a periodic term and a symmetry-
breaking term, a quadratic monomial in the above example,

U(ϕ) =
1

2
m2ϕ2 + Λ4

[
1− cos

(ϕ
f

)]
. (2.13)

This corresponds to the so-called massive sine-Gordon model, which will be mostly
considered throughout this work.

Returning to string theory, the monodromy effect can be realized for string ax-
ions [50, 52]. There the periodicity of the axion can be lifted by the coupling to
background fluxes [52, 97–99] or branes [50, 51] wrapping the p-cycle of the axion.

Similar “wiggly” potentials, possibly featuring many local minima, can also
arise in models involving two axions, such as the so-called “aligned” axions [45]
or the “hierarchical” axions [46], and multiple axions [47, 48, 100]. In [101] the
combination of two axions with a monodromy was considered.

2.2 Scalar fields in inflationary cosmology

Having reviewed the main properties of ALPs, we now discuss their importance in
the early universe cosmology.

A crucial ingredient in cosmology is the expansion of the universe, which can
be well described by means of the Friedmann-Robertson-Walker (FRW) metric. The
latter corresponds to a homogeneous and isotropic spacetime, which is Minkowski
at each time slice, such as the universe appears to be on large scales. The flat FRW
metric is characterized by a scale factor a(t), which relates the spatial comoving
coordinates to physical distances at a given time,

ds2 = dt2 − a2(t)dx2. (2.14)

1The appearance of potentials with many local minima is a common feature of the compactifica-
tion of extra-dimensions i.e. the string theory landscape.
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The scale factor grows with time in an expanding universe and its time-dependence
is determined by the content of the universe via Einstein’s equations (see [80] for
an overview).

2.2.1 ALPs driving inflation

Cosmic inflation is a well-established paradigm, that solves the puzzles of flatness,
homogeneity and isotropy of the universe [11–13] and explains the generation of
the density perturbations for structure formation [14]. According to this paradigm,
the very early universe underwent a stage of accelerated expansion, ä > 0, which,
in the simplest case, is driven by a scalar field, whose potential energy dominates
over the kinetic energy.

During inflation the energy budget of the universe is stored predominantly in
the homogeneous inflaton field φ(t). Other kinds of matter and radiation are di-
luted away, whereas any inhomogeneities of the inflaton field, even if present ini-
tially, are stretched out in the course of the accelerated expansion. The equations of
motion of such a field in an FRW universe have the form

φ̈+ 3Hφ̇+ U ′(φ) = 0, (2.15)

where the prime denotes d/dφ. H(t) = ȧ/a is the Hubble parameter which is in
turn determined by the energy density of the inflaton,

H2 =
8π

3M2
Pl

(1

2
φ̇2 + U(φ)

)
. (2.16)

The universe inflates enough if the so-called “slow-roll” conditions [81, 102],

M2
Pl

2

(U ′(φ)

U(φ)

)2
� 1, M2

Pl

U ′′(φ)

U(φ)
� 1, (2.17)

are satisfied. As can be seen, they require either a very flat region of the potential
or, for generic monomial potentials, super-Planckian field displacement, φ & MPl.
The second case, referred to as large-field inflation, requires less tuning of the po-
tential and of the initial field value. As it is known (see e.g. [81]), due to the
super-Planckian field values, higher-dimensional operators in the Lagrangian, sup-
pressed by the powers of MPl, are expected to become important and can dramati-
cally alter the shape of the potential and the slow-roll conditions.

ALPs are considered as particularly attractive candidates for large-field infla-
tion, as their approximate shift symmetry protects the potential in a natural way
from uncontrolled ultraviolet (UV) corrections. This version of inflation is called
natural inflation [103]. However, from the point of view of string theory f < MPl is
required for controlled compactification. For periodic ALPs [104] this clearly con-
tradicts super-Planckian field displacements. Instead, monodromic ALPs allow to
combine the small decay constant with φ &MPl and have been used extensively in
constructing models of large field inflation [50, 51]. The enhancement of the field
range in the presence of a monodromy is illustrated in Fig. 2.3.

Inflation is necessarily followed by a reheating phase [15, 69], during which the
inflaton decays e.g. into SM degrees of freedom and the latter eventually come to
thermal equilibrium at the reheating temperature. Reheating thus connects the in-
flationary paradigm to the standard big-bang cosmology. The consistency between
big bang nucleosynthesis (BBN) calculations and the measured abundances of light
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𝜙𝜙−𝜋𝜋𝜋𝜋 𝜋𝜋𝜋𝜋 𝜙𝜙 𝜋𝜋𝜋𝜋−𝜋𝜋𝜋𝜋

FIGURE 2.3: The scalar field φ rolling down the potential in the absence (left)
and in the presence (right) of a monodromy, with the second case allowing
displacements over several fundamental periods of the potential, φ > πf .

elements requires the universe to be in thermal equilibrium already by the time of
BBN [105], T ∼ 10MeV.

Reheating starts after the inflaton has rolled down into the sub-Planckian re-
gion, φ < MPl, where the conditions (2.17) are no longer satisfied. The field then
starts to oscillate around the bottom of its potential. The presence of “wiggles” and,
possibly, local minima in the potential can play an important role at this stage [106],
especially for the early phase of preheating when the quantum fluctuations of the
inflaton are rapidly amplified due to its oscillations.

2.2.2 ALPs as dark matter fields

While there is no lack of evidence for the existence of DM in galaxies and galaxy
clusters, its nature remains one of the biggest mysteries. ALPs with very small
masses, and similar light bosons, are natural DM candidates, because they can
be produced in the early universe via the so-called vacuum misalignment mech-
anism [26–29], in the form of a coherent field oscillating around the minimum of
its potential. Such ALPs are weakly interacting and extremely long-lived due to
their small mass, and the coherent oscillations mimic the behavior of pressureless
matter.

In the simplest case of this mechanism [26], the ALP field is present during infla-
tion as a subdominant spectator field. Its dynamics is governed by (2.15), however
the influence on the expansion rate of the spacetime is negligible. Due to the small
mass, (2.15) describes a strongly overdamped system during inflation H � ma,
such that the ALP field is essentially frozen. Inflation homogenizes the field across
the observable universe to some misalignment field value φ1.

In the post-inflationary universe the Hubble parameter decreases with time.
Once it drops below ma, the system (2.15) enters the underdamped regime2. The
ALP field then starts to coherently oscillate around the minimum of the potential
with an amplitude decreasing as the universe expands. For standard ALPs, due
to the periodic shape of the potential, very soon the oscillations take place in the
approximately quadratic region near the minimum of the potential. In this way the
field behaves as nonrelativistic matter and can successfully participate in the forma-
tion of galactic structures. The presence of a monodromy, as in the case of inflation,
allows for large misalignment “angles”, φ1/f � 1, which has two important im-
plications. Firstly, assuming that the ALP field accounts for all DM in the universe,
the value of φ1 is then fixed, for a given ALP mass, from today’s abundance of DM.

2Here for simplicity we treat the potential as quadratic.
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Therefore, a monodromy allows smaller values of the decay constant f [56]. At the
same time, it may lead to an amplification of fluctuations and nontrivial dynamics
after the onset of oscillations.

2.3 Nonequilibrium quantum dynamics of scalar fields

The nontrivial shape of the potential can lead to the amplification of quantum fluc-
tuations of the field. In this section we describe the formalism used for studying
such quantum field dynamics. The (exact) equations of motion for one- and two-
point field correlation functions can be obtained from the 2PI effective action [18],
formulated on the Schwinger-Keldysh closed real-time contour [19]. We review this
framework as well as how different effective descriptions, that will be employed in
the next chapters, emerge from it.

A great overview of nonequilibrium QFT can be found in [20], which we mostly
follow in this section, at the same time applying the formalism to the considered
massive sine-Gordon model. In particular, in section 2.3.5 we derive the validity
conditions for the classical-statistical approximation for that model.

2.3.1 Nonequilibrium generating functional

A typical task in nonequilibrium QFT is to follow the time evolution of expectation
values of physical variables for a given initial state. The state is usually described
with a density operator/matrix ρ̂. In the Schroedinger picture the evolution of the
density operator is governed by the von Neumann equation,

i∂tρ̂(t) = [Ĥ(t), ρ̂(t)], ρ̂(t0) = ρ̂0, (2.18)

where Ĥ is the possibly time-dependent Hamiltonian. The above equation is solved
by ρ̂(t) = Û(t, t0)ρ̂0Û(t0, t), where Û(t, t′) = T exp(−i

� t′
t Ĥ(τ)dτ) is the unitary

evolution operator, involving a time-ordered exponent. The expectation value of
any operator Ô at time t is then given by

〈Ô(t)〉 =
Tr{Ôρ̂(t)}
Tr{ρ̂(t)} =

Tr{ÔÛ(t, t0)ρ̂0Û(t0, t)}
Tr{ρ̂0}

. (2.19)

Inserting a unity operator in the above equation, 1̂ = Û(t,∞)Û(∞, t), leads to an
evolution along the closed-time Schwinger-Keldysh contour C [19], which starts at
the initial time t0, runs forwards along the real-time axis and then returns back to
t0.

〈Ô(t)〉 =
Tr{U(t0,∞)U(∞, t)ÔÛ(t, t0)ρ̂0}

Tr{ρ̂0}
. (2.20)

Using standard techniques, the above expression can be brought into a form
involving a path integral,

Ô =

�
dϕ+

0 dϕ
−
0 〈ϕ+

0 |ρ̂0|ϕ−0 〉
� ϕ−0

ϕ+
0

D′ϕOeiSC [ϕ]. (2.21)

Here ϕ±0 are the eigenstates of the field operator at time t0 for both branches of the
Schwinger-Keldysh contour, ϕ̂±(0)|ϕ±0 〉 = ϕ±0 |ϕ±0 〉. In the argument of the exponent



2.3. Nonequilibrium quantum dynamics of scalar fields 15

in the path integral is the (classical) action,

SC [ϕ] =

�
t,C

[
π∂tϕ−H]. (2.22)

integrated over the Schwinger-Keldysh contour. The prime on the path integral
measure indicates that the field values are fixed at t = t0. The denominator of (2.20)
has been included in the measure of the path integral. Adding a label ϕ → ϕ(x)
generalizes3 the above expression to QFT.

In QFT the central objects of interest are the field correlation functions. It is con-
venient to introduce a functional, which generates all such correlation functions.
Using a path integral representation, the generating functional can be written as4

Z[J,R] = eiW [J,R] =

�
[dϕ+

0 ][dϕ−0 ]〈ϕ+
0 |ρ̂0|ϕ−0 〉

×
� ϕ−0

ϕ+
0

D′ϕ exp
[
i
(
SC [ϕ] +

�
x,C

J(x)ϕ(x) +
1

2

�
xy,C

ϕ(x)R(x, y)ϕ(y)
)]
.

(2.23)

Here J and R are linear and bilinear external source terms, respectively. As can be
seen, the calculation of the expectation value involves both quantum fluctuations
from the dynamics, and statistical fluctuations from averaging over the mixed state
ρ̂0.

2.3.2 Correlation functions

All time-ordered (along the Schwinger-Keldysh contour) correlation functions can
be obtained by taking functional derivatives of the generating function with respect
to the source terms and setting the sources to zero afterwards. In particular, the
one-point function, which will also be referred to as the background field, can be
expressed as

φa(x) = 〈ϕ̂a(x)〉 =
δW [J,R]

δJa(x)

∣∣∣
J,R=0

. (2.24)

The connected two-point function i.e. the full propagator, can be written as

Gab(x, y) = 〈TCϕ̂a(x)ϕ̂b(y)〉 − φa(x)φb(y) = 2
δW [J,R]

δRab(x, y)

∣∣∣
J,R=0

− φa(x)φb(y). (2.25)

The full propagator (2.25) is a complex-valued function and it is convenient
to separate its real and imaginary parts [107]. They can be associated with the
expectation values of the commutator and anti-commutator of the field operators.
The decomposition is given by

G(x, y) = F (x, y)− i

2
ρ(x, y)sgnC(x0 − y0),

where

F (x, y) =
1

2
〈{ϕ̂(x), ϕ̂(y)}〉 − φ(x)φ(y),

ρ(x, y) = i〈[ϕ̂(x), ϕ̂(y)]〉,
(2.26)

3The integration measure the becomes
�

[dϕ±0 ] =
�

Πxdϕ
±
0 (x).

4We denote
�
x,C

=
�
C
dt

�
d3x.
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and sgnC(x0 − y0) is ±1 depending on whether x0 is after or before y0 along the
Schwinger-Keldysh contour. ρ(x, y) is the spectral function and F (x, y) denotes the
statistical propagator. Both are real functions with different symmetry properties,
F (x, y) = F (y, x) and ρ(x, y) = −ρ(y, x). Importantly, these correlation functions
do not distinguish between the two branches of the Schwinger-Keldysh contour.
The spectral function provides information about the spectrum of the theory and,
in particular, encodes the equal-time commutation relations,

ρ(x, y)|x0=y0 = ∂x0∂y0ρ(x, y)|x0=y0 = 0, ∂x0ρ(x, y)|x0=y0 = δ(x− y). (2.27)

The statistical propagator provides information about how the states are occupied.
We will be interested in spatially homogeneous systems, for which the two-point
functions depend on the relative spatial coordinate, e.g. F (x, y) = F (x0, y0,x− y) =� d3p

(2π)3F (x0, y0,p)e−ip(x−y). For such systems time-dependent “occupation num-
bers” can be defined as [20, 23]

n(t,p) + 1/2 =
√
F (t, t′,p)∂t∂t′F (t, t′,p)|t′=t, (2.28)

in analogy to the free theory. Although the notion of particles is not uniquely de-
fined in an interacting relativistic field theory, this definition turns out to provide a
useful quasi-particle interpretation for scalar systems.

2.3.3 The 2PI formalism and quantum equations of motion

The 2PI effective action Γ[φ,G] is defined as the double Legendre transform of the
connected generating functional W [J,R] with respect to the sources,

Γ[φ,G] = W −
�
x,C

J(x)
δW

δJ(x)
−
�
xy,C

R(x, y)
δW

δR(x, y)
.

The equations of motion for one- and two-point functions can be then obtained by
varying the action for vanishing sources,

δΓ

δφ(x)
= 0,

δΓ

δG(x, y)
= 0. (2.29)

For Gaussian initial states the 2PI effective action can be written as [18]

Γ[φ,G] = SC [φ] +
i

2
TrC lnG−1 +

i

2
TrC{G−1

0 (φ)G}+ Γ2[φ,G] + const. (2.30)

Here the traces denote spacetime integration
�
x,C and G−1

0 is the inverse classical
propagator, defined as

iG−1
0 (x, y;φ) =

δ2SC [φ]

δφ(x)δφ(y)
.

Γ2[φ,G] is the sum of all 2PI vacuum graphs with full propagator lines and interac-
tion vertices from the classical action SC [φ+ ϕ], expanded around the background
field φ(x), which we denote by Sint[ϕ;φ]. 2PI graphs are those, that do not become
disconnected after removing two inner propagator lines. Note that the dependence
on the density matrix ρ̂0 in (2.30) is re-absorbed into the initial conditions of φ and
G, which is possible for Gaussian initial states only [20].
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In the (massive) sine-Gordon model, the interaction part of the action Sint[ϕ;φ]
is given by

Sint[ϕ;φ] = −
�
x,C

∞∑
n=2

(−1)n+1 Λ4

f2n

[φ(x) + ϕ(x)]2n

(2n)!

= −
�
x,C

∞∑
l=3

(
−Λ4

f l

)
cos
(φ(x)

f
+
πl

2

)ϕl(x)

l!
,

(2.31)

where the cosine-term is Taylor expanded. As can be seen, the presence of the back-
ground field generates interaction vertices with arbitrary number of legs, starting
from cubic. For φ = 0 vertices with only even number of legs remain.

Evolution of the propagator: Using the decomposition of the full propagator
into the statistical and spectral components (2.26), the equation for the full propa-
gator in (2.29) can be replaced by a pair of coupled evolution equations, known as
Kadanoff-Baym equations [20],

[�x +M2(x)]F (x, y) = −
� x0

0
dzΣρ(x, z)F (z, y) +

� y0

0
dzΣF (x, z)ρ(z, y),(2.32)

[�x +M2(x)]ρ(x, y) = −
� x0

y0

dzΣρ(x, z)ρ(z, y). (2.33)

where
� t2
t1
dz =

� t2
t1
dz0

�
d3z. The effective mass termM2(x) in the above equations

for the considered massive sine-Gordon model is given by

M2(x) = m2 +
Λ4

f2
cos

φ(x)

f
+ Σ(0)(x). (2.34)

The self-energies Σ(0), ΣF and Σρ are defined as

2i
δΓ2[φ,G]

δG(x, y)
= −iΣ(0)(x)δ(x− y) + ΣF (x, y)− i

2
Σρ(x, y)sgnC(x0 − y0), (2.35)

and sum all 1PI graphs, obtained by opening a propagator line in the vacuum
graphs of Γ2.

To solve (2.32) and (2.33), initial conditions for the statistical propagator have to
be prescribed. Gaussian initial conditions with quasi-particle occupation numbers
n0(p), that are considered in this chapter, correspond to [107]

F (t, t′,p)|t=t′=t0 =
n0(p) + 1/2

ωp
, (2.36)

∂tF (t, t′,p)|t=t′=t0 = 0, (2.37)

∂t∂t′F (t, t′,p)|t=t′=t0 =
(
n0(p) + 1/2

)
ωp, (2.38)

where ωp =
√
p2 +M2 is the dispresion relation. In contrast, the initial conditions

for the spectral function are fixed by (2.27).
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Evolution of the background field: Using the decomposition of Eq. (2.30), the
first equation in (2.29) for the background field φ can be written as [20]

δS

δφ(x)
+
i

2

δ{TrG−1
0 (φ)G}

δφ(x)
+

δΓ2

δφ(x)
= 0. (2.39)

Taking into account the details of our mode, the above equation takes the form(
�+m2

)
φ(x) +

Λ4

f

(
1− F (x, x)

2f2

)
sin

φ(x)

f
=

δΓ2

δφ(x)
. (2.40)

As initial conditions φ|t=t0 = φ0 and φ̇|t=t0 = 0 will be chosen in the simplest cases
in this work.

Truncation methods for the effective action: The expression (2.30) provides a
starting point for further approximations of the effective action. Once an appro-
priate approximation has been made, the 2PI evolution equations can be solved
numerically.

An important truncation scheme is based on a “perturbative” loop expansion
of Γ2 [18]. Already at the three-loop approximation the 2PI equations are capable
of describing thermalization [108]. In the 2PI formalism such a perturbative ex-
pansion is parameterized in terms of full propagator G and not the bare one. This
resummation allows avoiding the emergence of secular terms. However, even in
the presence of weak couplings, the dynamics of G can alter the power counting
with time hindering the control over the expansion.

Another powerful approximation scheme is provided by the 2PI 1/N expan-
sion [70, 71]. It is applicable to N -component scalar field theories with an O(N)
symmetry and is based on classification of the contributions to the 2PI effective ac-
tion according to their scaling withN . Particularly, the leading order (LO) contribu-
tion usually scales proportionally to N , next-to-leading order (NLO) contributions
are O(N0), and so on. Importantly, this provides a controlled expansion parameter
and does not restrict to systems with small couplings or to small occupation num-
bers. It is a nonperturbative method in the sense that a given order sums an infinite
subset of Feynman diagrams. Applications of the 2PI 1/N expansion can be found
in [70, 71, 109, 110]

2.3.4 Kinetic description

Kinetic theory is a powerful framework for the description of nonequilibrium many-
body dynamics [22, 24, 111]. The relevant degrees of freedom in this framework are
the occupation numbers of single-particle states, and their evolution is governed by
the Boltzmann equation. For homogeneous systems it has the form

∂n(t,p)

∂t
= C[n](t,p), (2.41)

where the collision integral C[n] represents a sum over all possible “scattering”
processes with in- or outgoing momentum p.

It is possible to recast the 2PI equations of motion into a form reminiscent of a
kinetic Boltzmann equation. This can be done under several assumptions about the
dynamics of the system [20, 67].
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One of the assumptions for the kinetic limit is the effective memory loss about
the initial conditions, which allows taking t0 →∞. Furthermore, a gradient expan-
sion to the lowest order is employed, which means that only the lowest order terms
in the number of derivatives with respect to the center coordinates Xµ and powers
of the relative coordinates sµ, defined as

Xµ =
xµ + yµ

2
, sµ = xµ − yµ, (2.42)

are kept. Such a description is expected to be suitable for comparably smooth time
evolution, with the occupation numbers changing much slower compared to the
oscillations of the momentum modes.

It is convenient to Fourier transform the two-point functions with respect to the
relative coordinates

F (X, p) =

�
s
eipsF (X +

s

2
, X − s

2
), (2.43)

ρ̃(X, p) = −i
�
s
eipsρ(X +

s

2
, X − s

2
), (2.44)

where the factor −i is included in the definition of ρ̃ to make it real-valued. Sim-
ilar transformations are done for the self-energies. Taking into account all above-
mentioned approximations, the 2PI equations of motion can be recast into the fol-
lowing form [20]

2pµ
∂F (X, p)

∂Xµ
= Σ̃ρ(X, p)F (X, p)− ΣF (X, p)ρ̃(X, p), (2.45)

2pµ
∂ρ̃(X, p)

∂Xµ
= 0, (2.46)

For spatially homogeneous systems the dependence on X reduces to the depen-
dence on the central time t and (2.46) implies constant ρ̃(p) that does not depend on
time. In other words, in this approximation the particle spectrum does not change
with time.

The time evolution of the particle occupation numbers is obtained from (2.45).
The effective occupation number distribution can be defined as

n(t,p) =

� ∞
0

dp0

2π
2p0ρ̃(p)n(t, p), (2.47)

where
F (t, p) =

(
n(t, p) + 1/2

)
ρ̃(p). (2.48)

For the free-field form of the spectral function, this definition gives the on-shell
particle number, coinciding with (2.28). Plugging this into (2.45) leads to

∂n(t,p)

∂t
=
∂n(t, p0 = ωp,p)

∂t
=

� ∞
0

dp0

2π

[
Σ̃ρ(t, p)F (t, p)− ΣF (t, p)ρ̃(p)

]
(2.49)

which, after inserting the approximate expressions for the self-energies and re-
expressing the propagators, takes the form of a Boltzmann equation.
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2.3.5 Classical-statistical approximation

An approximate description of quantum field dynamics in terms of the classical-
statistical evolution is applicable in the regime of large occupation numbers at low
momenta, for small enough couplings such that quantum fluctuations are sup-
pressed compared to the statistical ones [112].

The idea of classical-statistical field theory consists in sampling over initial con-
ditions and evolving each realization in real-time according to the classical field
equation of motion. Observables are obtained by averaging over classical trajec-
tories. In particular, the background field and the statistical propagator are given
by

φ(x) =

�
[dϕ0][dπ0]W [ϕ0, π0]

�
t>t0

D′ϕϕ(x)δ
[δS[ϕ]

δϕ

]
, (2.50)

F (x, y) + φ(x)φ(y) =

�
[dϕ0][dπ0]W [ϕ0, π0]

�
t>t0

D′ϕϕ(x)ϕ(y)δ
[δS[ϕ]

δϕ

]
, (2.51)

where the prime on the functional integral measure indicates that the field is fixed
to ϕ(x)|t=t0 = ϕ0(x) and ∂tϕ(x)|t=t0 = π0(x), andW [ϕ0, π0] is the normalized prob-
ability functional at t = t0.

Initial conditions, described in the previous sections, can be sampled as [20]

ϕ0(x) = φ0 +

�
p

√
n0(p) + 1/2

ωp
cpe

ipx, (2.52)

π0(x) = π0 +

�
p

√
ωp(n0(p) + 1/2)c̃pe

ipx, (2.53)

where cp and c̃p are random Gaussian numbers multiplied by random complex
phase factors, satisfying 〈cpcp′〉 = 〈c̃pc̃p′〉 = (2π)3δ(p− p′), while all other correla-
tors vanish.

The classical-statistical approximation is a powerful tool for studying the dy-
namics of highly occupied fields [65, 66]. It can be implemented numerically with
the help of lattice calculations. Below we first derive the generating function for
classical-statistical field theory and then describe the above-mentioned condition
for the validity of the approximation

Mapping to classical-statistical field theory: The starting point for the map-
ping is the path integral representation of the generating functional (2.23). The
first step is to separate forward and backward time integration in (2.23) and re-
express it in terms of two fields ϕ+(x) and ϕ−(x) taken on C+ and C− branches
respectively [113]. A further replacement of ϕ+ and ϕ− by their linear combina-
tions ϕ = (ϕ+ + ϕ−)/2 and ϕ̃ = ϕ+ − ϕ− is performed. In terms of these new
degrees of freedom, the classical action in the exponent of the path integral reads,

SC [ϕ] = Sq[ϕ, ϕ̃] =

�
t>t0

[
∂µϕ̃∂

µϕ−
(
U(ϕ+ ϕ̃/2)− U(ϕ− ϕ̃/2)

)]
=

�
t>t0

[
∂µϕ̃∂

µϕ−m2ϕ̃ϕ− 2Λ4 sin
(
ϕ̃/(2f)

)
sin
(
ϕ/f

)]
,

(2.54)

where in the second line the form of the classical potential for our model, given by
(3.1), was inserted and Taylor expanded. The generating functional now has the
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form

Zq =

�
[dϕ0][dϕ̃0]〈ϕ0 + ϕ̃0/2|ρ̂0|ϕ0 − ϕ̃0/2〉

�
D′ϕD′ϕ̃ exp

[
i
(
Sq[ϕ, ϕ̃] + sources

)]
.

(2.55)
where the sources are also expressed in terms of the new degrees of freedom. One
can show that the one- and two-point correlation functions are given by

φ(x) =

�
[dϕ0][dϕ̃0]ρ[ϕ0, ϕ̃0]

�
D′ϕD′ϕ̃ϕ(x)eiSq[ϕ,ϕ̃],

F (x, y) + φ(x)φ(y) =

�
[dϕ0][dϕ̃0]ρ[ϕ0, ϕ̃0]

�
D′ϕD′ϕ̃ϕ(x)ϕ(y)eiSq[ϕ,ϕ̃],

ρ(x, y) = i

�
[dϕ0][dϕ̃0]ρ[ϕ0, ϕ̃0]

�
D′ϕD′ϕ̃

(
ϕ(x)ϕ̃(y)− ϕ̃(x)ϕ(y)

)
eiSq[ϕ,ϕ̃].

(2.56)

A similar generating functional can be constructed for the correlation functions
in classical-statistical field theory [113], such as (2.50) and (2.51), and is given by

Zcl =

�
[dϕ0][dπ0]W [ϕ0, π0]

�
D′ϕδ

[
δS[ϕ]

δϕ

]
ei sources

=

�
[dϕ0][dπ0]W [ϕ0, π0]

�
D′ϕDϕ̃ exp

[
i
(�

t>t0

ϕ̃(x)
δS[ϕ]

δϕ(x)
+ sources

)]
.

(2.57)

The initial classical density matrix ρ[ϕ0, ϕ̃0] is then defined as the Fourier transform
of the probability distribution functional at the initial time,

ρ[ϕ0, ϕ̃0] =

�
[dπ0]W [ϕ0, π0]ei

�
d3π(t0,x)ϕ̃(t0,x). (2.58)

Performing an integration by parts in the exponent of the path integral, one can
re-write the generating functional as

Zcl =

�
[dϕ0][dϕ̃0]ρ[ϕ0, ϕ̃0]

�
D′ϕD′ϕ̃ exp

[
i
(
Scl[ϕ, ϕ̃] + sources

)]
, (2.59)

where Scl[ϕ, ϕ̃] is the part of Sq[ϕ, ϕ̃] linear with respect to ϕ̃. For our model it is
given by,

Scl[ϕ, ϕ̃] =

�
t>t0

[
∂µϕ̃∂

µϕ−m2ϕ̃ϕ− ϕ̃(Λ4/f) sin
(
ϕ/f

)]
. (2.60)

Therefore, if the initial density matrices are chosen to be the same, the only
difference between the quantum dynamics and the classical-statistical dynamics is
the absence of the interaction vertices, which are nonlinear in ϕ̃ in the second case.

The validity of the classical-statistical approximation: We now discuss the
conditions under which the additional quantum vertices can be neglected in the
path integral and, thus, the classical-statistical approximation is justified.

First we make all dimensionful quantities dimensionless by rescaling them with
appropriate powers of the characteristic mass scale m2

Λ = Λ4/f2.5 Denoting the

5Note that in the massive sine-Gordon model there are two mass scales,m2 and Λ4/f2. We assume
that these two scales are parametrically of similar order.
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rescaled quantities with a label “r”, the two actions read

Scl,r[ϕr, ϕ̃r] =

�
t>t0

[
∂µϕ̃r∂

µϕr −m2
rϕ̃rϕr − ϕ̃rfr sin (ϕr/fr)

]
,

Sq,r[ϕr, ϕ̃r] =

�
t>t0

[
∂µϕ̃r∂

µϕr −m2
rϕ̃rϕr − 2f2

r sin
(
ϕ̃r/(2fr)

)
sin (ϕr/fr)

]
,

A necessary condition for the vertices, nonlinear in ϕ̃, to be negligible in the
path integral is that fr � 1. In that case, using the small angle approximation, one
can replace

2fr sin(ϕ̃r/(2fr)) ≈ ϕ̃r,
in the above expression for Sq,r. In terms of the original dimensionful quantities
fr = f/mΛ = 1/

√
λ, where λ = Λ4/f4 is the dimensionless quartic coupling from

(2.31). Therefore, the condition fr � 1 implies the requirement of weak couplings,
i.e. λ� 1, for the validity of the classical-statistical approximation

Obviously, this requirement alone is not sufficient since it can similarly elim-
inate also the interactions nonlinear in ϕ from the other sine term. An impor-
tant additional requirement is that the typical values of ϕ are larger than those
of ϕ̃. In terms of field correlation functions this condition can be expressed as
|〈...ϕ〉| � |〈...ϕ̃〉| which, according to (2.56), for the two-point functions reduces
to

F (x, y)� ρ(x, y). (2.61)

In other words, the typical values of the statistical propagator are larger compared
to those of the spectral function. Since, according to (2.48), the ratio of these two
is proportional to the occupation number the requirement is equivalent to having
large characteristic occupation numbers, np � 1.

Sending the momentum cut-off to infinity: Because of the classical Rayleigh-
Jeans divergence, a UV momentum cutoff ΛUV has to be imposed in classical-
statistical field theory [112]. In the relevant regime of weak couplings and large
occupation numbers at low momenta, the dynamics is insensitive to variations of
the cut-off within the range of accessible values from the point of view of lattice
simulations. Quantum corrections from the UV modes are suppressed by weak
couplings, in contrast to unsuppressed corrections from the highly occupied low-
momentum modes. Cut-off dependence is expected to become important once ΛUV
is comparable to f , which is also the scale at which the effective description in terms
of (2.13) breaks down.

In terms of the rescaled fields,

ϕ→ ϕ′ =
√
λϕ, ϕ̃→ ϕ̃′ = ϕ/

√
λ,

all λ-dependence (or fr-dependence) of the classical-statistical evolution is in the
initial conditions, as can be seen from the above expression for Scl,r. More specif-
ically, the "quantum half" in the nonrescaled statistical propagator is replaced by
λ/2 in the rescaled one. It is possible to perform the λ → 0 limit, by keeping the
rescaled variables fixed (this means that F → ∞). Note that the system does not
become noninteracting, since the vertices in Scl in terms of the rescaled fields do
not depend on λ. Importantly, this limit eliminates the vacuum fluctuations from
the initial conditions and allows us to send the momentum cut-off to infinity.
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2.3.6 Summary

To summarize, in this subsection we have described how the nonequilibrium dy-
namics of quantum fields can be studied with the help of the 2PI formalism. We
have also demonstrated how the effective kinetic and classical-statistical field the-
ory descriptions of the dynamics, which will be frequently employed in the next
chapters, emerge in this framework.

Classical-statistical
field theory limit

𝐹𝐹 ≫ 𝜌𝜌

Kinetic limit

𝑡𝑡0 → −∞,
𝜕𝜕𝑋𝑋 ≪ 𝜕𝜕𝑠𝑠

Nonrelativistic 
limit

𝜔𝜔𝐩𝐩 ≈ 𝑚𝑚

Quantum field theory

FIGURE 2.4: Effective descriptions of quantum field
dynamics indicated by the three circles.

There is yet another impor-
tant emergent description of the
quantum field dynamics. At low
energies, when the typical oscil-
lation frequencies of the momen-
tum modes are dominated by the
bare mass of the scalar field, ωp ≈
m, an approximate description in
terms of nonrelativistic QFT is
applicable [20, 114, 115]. This
will be discussed in greater de-
tail in chapter 6. Note that, in
contrast to the classical-statistical
and kinetic descriptions, the non-
relativistic limit does not lead to
a new type of degrees of free-
dom. Instead, it is characterized
in terms of slowly-varying fields
with a conserved total particle
number.

We illustrate the three ap-
proximate descriptions in Fig. 2.3 as the three circles. The overlap regions of the
circles denote the regimes in which more than one description is valid. For exam-
ple, the green region corresponds to the kinetic description with large occupation
numbers i.e. the so-called wave kinetic theory [111].
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Chapter 3

Scalar field dynamics in
quasiperiodic potentials

The dynamics of scalar fields with quasiperiodic potentials can be very rich. The
shape of the potential typically leads to instabilities and the amplification of quan-
tum fluctuations. This process heavily impacts the oscillations of the initially ho-
mogeneous field. Moreover, the field can get trapped in a false minimum. The
subsequent transition to a lower minimum, in an attempt to minimize the energy,
is then induced by fluctuations. This chapter is devoted to the investigation of the
dynamics in such systems.

In section 3.1, we briefly summarize the main properties of the model that is
used for our analysis, the 3 + 1-dimensional massive sine-Gordon model. We make
the simple choice of an oscillating homogeneous background field present initially,
with this situation being particularly relevant both to the post-inflationary preheat-
ing [15], as well as to the DM production via the vacuum misalignment mecha-
nism [26]. Static Minkowski spacetime is considered throughout this chapter, al-
though we also discuss how things change in an expanding universe.

Section 3.2 focuses on the instabilities that trigger the growth of quantum fluc-
tuations. We explain how fluctuations with ultrarelativistic momenta can be pro-
duced in this process in our model. Both the linear regime of parametric resonance
instabilities in the presence of an oscillating background field, as well as the onset
of nonlinear effects, such as the secondary amplification of fluctuations, are dis-
cussed [21]. We also demonstrate how instabilities eventually lead to the complete
fragmentation of the background field. Some details of the calculations are dele-
gated to Appendix A.

In section 3.3 we discuss the nonperturbative regime of the dynamics after frag-
mentation, when the field settles in the (usually global) minimum of the poten-
tial. This stage of the dynamics involves turbulent cascades in momentum space
with universal self-similar evolution of the correlation functions, as the system ap-
proaches to a nonthermal fixed point (NTFP) [22, 116]. The universal behavior
and the scaling exponents are investigated both numerically by means of classical-
statistical simulations, as well as by deriving the effective kinetic description based
on an 1/N resummation of the 2PI effective action to NLO for the massive sine-
Gordon model, with both methods leading to consistent predictions for the expo-
nents. We discuss the two qualitatively different regimes of the dynamics depend-
ing on the attractive versus repulsive nature of the self-interactions.

In section 3.4 we study the important role of nonlinear dynamics and of the en-
ergy transfer from the background field into the fluctuations on the field’s ability to
overcome the barriers of the potential. We observe resonance-enhanced transitions
between local minima as well as an effective smearing out of the wiggles by the
fluctuations.
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Finally, we summarize in section 3.5.

The content presented in section 3.3 of this chapter is partially based on the
work in collaboration with Jürgen Berges, Kirill Boguslavski and Joerg Jaeckel, that
has been published in [2]. In that work I did the main computations and writing of
the script. The figures and some parts of the text in sections 3.3.1 and 3.3.3 are taken
from that reference. The 2PI 1/N expansion for polynomial self-interactions as well
as the numerical studies of the dynamics near NTFPs in scalar field theory with
quartic and sextic self-interactions were part of my Master’s thesis. These results
are briefly reviewed in sections 3.3.1 and 3.3.3 for the sake of completeness of the
presentation and because they are used afterwards.

3.1 The model

We consider a real scalar field theory in 3+1 dimensions, with a classical potential
being a sum of a quadratic term and a periodic term,

S[ϕ] =

�
d4x
[
∂µϕ∂

µϕ− U(ϕ)
]
, U(ϕ) =

1

2
m2ϕ2 + Λ4

(
1− cos

ϕ

f

)
. (3.1)

This is referred to as massive sine-Gordon model. In principle, an arbitrary phase
parameter can be included in the argument of the cosine. We set it to zero for
simplicity, so that the potential is Z2-symmetric and has a global minimum at ϕ = 0.
The mass term breaks the discrete shift symmetry ϕ → ϕ + 2πf , present in the
standard sine-Gordon model.

The shape of the potential, namely the relative strength of the “wiggles”, is
determined by the value of the dimensionless parameter κ, defined as

κ2 =
Λ4

m2f2
. (3.2)

In terms of the rescaled field θ = ϕ/f , the potential has the form

U = m2f2Ur = m2f2
[1

2
θ2 + κ2(1− cos θ)

]
. (3.3)

The rescaled potential is shown in Fig. 3.1 for the values κ = 3 and κ = 10. Note that
in addition to the global minimum, the potential develops an increasing number of
local minima in the range−κ2 ≤ θ ≤ κ2 as κ grows beyond κ ∼ 1. The approximate
number of these minima is [κ2/π].
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FIGURE 3.1: The shape of the rescaled potential θ2/2 +κ2(1− cos θ) for κ = 3
and κ = 10.
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Due to the cosine potential the field features a whole sequence of self-interactions.
All self-couplings of the potential in (3.1) are suppressed by powers of f . Alter-
natively, the strength of the couplings can be characterized by the dimensionless
parameter λ, defined as

λ =
Λ4

f4
=

(κm)2

f2
, (3.4)

coinciding with the quartic coupling from the expansion of the potential in (3.1)
around ϕ = 0,

U(ϕ) =
1

2
m2(1 + κ2)ϕ2 − λ

4!
ϕ4 + ... (3.5)

In this chapter we consider very weak couplings, λ � 1, as motivated by the cos-
mological models of interest.

3.2 Background oscillations and instabilities

In this section the instabilities and the amplification of quantum fluctuations in
our model, in the presence of an oscillating background field φ(t), are discussed.
For simplicity we assume vacuum (quantum) fluctuations at the initial time t0 and
denote the initial homogeneous value of the background field by φ0. Our analysis
is based on the 2PI equations of motion with a loop expansion of the self-energies,
as well as on classical-statistical simulations.

The evolution of the background field is governed by (2.40). Quantum fluctua-
tions are negligible for the dynamics of the background field at early times and the
equations of motion simplify to

φ̈(t) +m2φ(t) +
Λ4

f
sin

φ(t)

f
= 0. (3.6)

It is worth noting at this point that, depending on the initial value, the background
field oscillates either around the true minimum, or around a false minimum, inside
a “potential well”. In the first case φ0 coincides with the oscillation amplitude and
the oscillation frequency ω0 is approximately m for sufficiently large amplitudes.
The latter is a consequence of the periodic term in (3.6) being “averaged out”. In
the second case the frequency of background oscillations is usually larger.

3.2.1 Outline of the dynamics and power counting

Loop corrections, which are contained in the self-energies in equations (2.32) and
(2.33), are suppressed at early times by powers of the coupling λ. Indeed, as can be
seen from the expression for the interaction part of the action (2.31), each interaction
vertex with l legs in a Feynman graph carries a factor of

Λ4

f l
=

λl/2−1

(κm)l−4
. (3.7)

In contrast, the φ-dependent correction to the effective mass in (2.34) is proportional
to (κm)2 and does not depend on λ. The cosine-terms, present both in (2.31) and in
(2.34), do not affect this power counting since, due to the oscillations of φ with an
amplitude φ0 & f , they vary in the range [−1; 1]. The assumption λ � 1, together
with κ being not too large, justifies neglecting the self-energies in the equations of
motion at early times, which makes the dynamics approximately linear. In other
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Time

Linear regime: parametric resonance instability.

Non-linear regime: re-scatterings, secondary instabilities.

Non-perturbative regime: large occupation numbers.

Classical(-statistical) sim
ulations

(I)

(II)

(III)

𝑡𝑡1 ≃
1
𝜇𝜇

ln
1
𝜆𝜆

𝑡𝑡2 ≈ 2 𝑡𝑡1

FIGURE 3.2: Schematic illustration of different stages of the dynamics, to-
gether with the diagrammatic representation of those corrections to the 2PI
equations of motion for the propagator, which are important in that regime.

words, at early times different momentum modes of the propagator can be viewed
as not interacting with each other. This stage of the dynamics involves exponential
growth of fluctuations with certain momenta due to the parametric resonance in-
stability [15, 21] and will be discussed in section 3.2.2. The term in the equations of
motion, which dominates the dynamics in this stage (the φ-dependent correction to
the effective mass), is diagrammatically illustrated in the upper section of Fig. 3.2.

As the fluctuations grow, the right-hand side in the evolution equations be-
comes important making the dynamics nonlinear. Moreover, standard power count-
ing, discussed above, breaks down. The first term in Γ2 that becomes relevant is a
two-loop vacuum graph, given by

Γ2[φ,G] =
i

3!2

�
xy,C

Λ4

f3
sin
(φ(x)

f

)
G3(x, y)

Λ4

f3
sin
(φ(y)

f

)
. (3.8)

The corresponding one-loop self-energy, obtained by opening one of the propaga-
tor lines, is shown in the middle section of Fig. 3.2. Using Eq. (2.35) one finds the
following expression for the components of the self-energy,

ΣF (x, y) = −1

2

Λ4

f3
sin
(φ(x)

f

)[
F 2(x, y)− 1

4
ρ2(x, y)

]Λ4

f3
sin
(φ(y)

f

)
, (3.9)

Σρ(x, y) = −Λ4

f3
sin
(φ(x)

f

)[
F (x, y)ρ(x, y)

]Λ4

f3
sin
(φ(y)

f

)
. (3.10)

Each cubic vertex contributes in the above expression with a factor Λ4/f3 = mκ
√
λ,

therefore this term becomes parametricallyO(λ0), when F ∼ O(λ−1/2). In contrast,
the other one-loop contribution to the self-energy i.e. the tadpole term with a quar-
tic vertex, carries a factor of λ, and becomes O(λ0) only when F ∼ O(λ−1). The
next relevant term is also shown in the middle section of Fig. 3.2. It is the two-loop
"sunset" diagram, which becomes important when F ∼ O(λ−2/3).



3.2. Background oscillations and instabilities 29

When the statistical propagator becomes O(λ−1), the above described pertur-
bative expansion breaks down, since diagrams with more loops are no longer sup-
pressed. This stage of the dynamics, shown in the lower section of Fig. 3.2, requires
nonperturbative approximation schemes, such as the classical-statistical approxi-
mation.

The conditions for the validity of classical-statistical approximation, described
in the previous chapter, are not satisfied during the early stages of the dynamics.
On the other hand, during the linear regime all loop corrections are suppressed and
the dynamics is dominated by the large background field, which is also treated in
classical-statistical field theory. Classical-statistical approximation is thus applica-
ble also in the linear regime1, which allows to start the simulations from t = t0.

3.2.2 Linear regime: parametric resonance

The linearized version of the evolution equation (2.32) for the momentum modes
of the statistical propagator is2

[
∂2
t + p2 +m2

(
1 + κ2 cos

φ(t)

f

)]
F (t, t′,p) = 0. (3.11)

The most important mechanism contributing to the growth of quantum fluctu-
ations is the parametric resonance instability [15, 21, 56], arising due to the period-
ically varying effective mass. The situation is similar to a pendulum with a peri-
odically changing length. Parametric resonance leads to an exponential growth of
fluctuations with resonant momenta, F (t, t′,p) ∼ exp (µ(p)t), where µ(p) ≥ 0. The
symmetry property of the statistical propagator implies

F (t, t′,p) ∼ exp {µ(p)(t+ t′)}. (3.12)

The occupation numbers, given by (2.28), thus grow as ∼ e2µ(p)t, implying the
physical interpretation of an explosive particle production. The linearized equa-
tion (2.32) for the spectral function has exactly the same form as (3.11) and leads to
an exponential growth, however for equal times ρ(t, t,p) = 0, which follows from
the commutation relations.

If all dimensionful quantities are expressed in units of m, the exponent µ(p)
depends only on the values of φ0/f and κ, since these are the only parameters
entering Eq. (3.11). µ(p/m) is shown in Fig. 3.3 for several values of κ, where the
dark regions correspond to stable modes with µ = 0. The plots were obtained
by solving (3.11), together with (3.6) numerically, averaging over the oscillation
periods and fitting an exponential growth. The extracted exponents coincide with
the ones found in [56].

One observes a complicated pattern with many instability bands in Fig. 3.3. The
strength and the width of the bands grow with κ, which is a consequence of the
periodically varying term in (3.11) being proportional to κ2. The instabilities also
get weaker on average, when the field amplitude is increased. This is an important
difference compared to models with monomial self-interactions, i.e. of the form
ϕ2n. There the periodically varying term in the effective mass is ∼ φ2n−2(t), thus
the resonance is stronger for larger amplitudes of oscillations.

1However, the limit λ → 0, followed by ΛUV → ∞, explained in the previous chapter, cannot be
performed in this case, since this would eliminate the vacuum fluctuations and there would be no
instabilities.

2The same equation is satisfied by the Heisenberg mode functions of the field.
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FIGURE 3.3: The growth exponent µ/m, characterizing the parametric reso-
nance instability, for κ = 1, κ = 3 and κ = 10. On the vertical axis is the
initial/extremal value of the background field φ0/f . On the horizontal axis is
the momentum p/m. The dark regions correspond to stable modes.

We first consider values of φ0/f , for which the background oscillations occur
around φ = 0. The instability bands in this regime extend from nonrelativistic mo-
menta up to some p = pmax, which depends on φ0/f . One observes in Fig. 3.3, that
pmax/m ≈ (φ0/f)/2 for not too small field values. The momentum extent of the in-
stability bands is, thus, significantly larger compared to the case of monomial self-
interactions and can involve ultra-relativistic modes for large field amplitudes. This
is a feature of the considered model or similar models with “wiggly”potentials and
can be understood as follows. During one oscillation of the background field, the
cosine term in (3.11) performs “oscillations” with a “changing” frequency, whose
instantaneous value is given by ω(t) = ∂tφ(t)/f . Since ∂tφ(t) is maximal when the
field is near the bottom of the potential, the cosine term oscillates fastest there and
one can write for the maximal resonant momenta

pmax ≈ ωmax ∼
∂tφ(φ = 0)

f
≈ mφ0

f
. (3.13)

We observe in Fig. 3.3 that, for a given value of φ0/f , the centers of adjacent
instability bands are typically separated by intervals ∆ωp ≈ m. Their width and



3.2. Background oscillations and instabilities 31

strength decrease on average with p, however are not entirely monotonic, as can be
seen from the lower right panel of Fig. 3.3. For small κ-s the bands become narrow
and their locations are approximately given by p =

√
n2 − 1m. In other words, the

resonant frequencies in that case are multiples of the background field oscillation
frequency, ωp ≈ nm, where n ∈ N (see also [56]).

The pattern of the instability bands strongly depends on φ0/f , but well bellow
pmax it is approximately periodic under φ0 → φ0 + 2πf , although the strength and
the width of the bands slowly decrease with φ0. The quasiperiodicity at low mo-
menta hints that most of the important dynamics for these modes occurs when the
field is within a couple of cosine-periods from its extremal value, while otherwise
the fast oscillations of the cosine term "average out". If κ > 1, depending on the
initial field value the exponential growth of the low-momentum modes can get a
strong contribution from the tachyonic instability [117]. Indeed, the effective mass
in (3.11) can take negative values in that case, which leads to exponential growth.
Tachyonic instability can occur only for modes with p2 ≥ (κ2 − 1)m2.

Differences from the above-described pattern of the instability bands occur if
the background field oscillates within a single potential well. This includes the case
when the field is trapped in a false minimum and oscillates around φ 6= 0. In the
latter case φ0 does not coincide with the actual oscillation amplitude. Parametric
resonance in this regime has similarities with the one in the standard sine-Gordon
model [43]. In particular, there is one wide dominant instability band with mo-
menta not exceeding κm, as can be seen from Fig. 3.3. The strength and width
of the band increase with the amplitude of oscillations. The strongest resonance
occurs when φ0/f ≈ π.

Finally, in the presence of expansion the amplitude of the oscillations decreases
with time, and the momenta of fluctuations are red-shifted. As a result, each co-
moving momentum mode flows through different instability bands of Fig. 3.3.

3.2.3 Nonlinear regime: secondary instabilities

Parametric resonance leads to an exponential growth of fluctuations with certain
momenta. Eventually, the loop corrections in (2.32) and (2.33) become important.
In this section we study the leading correction i.e. the one-loop self-energy, depicted
in Fig. 3.2, and demonstrate how it leads to secondary instabilities i.e. exponential
amplification of modes outside the primary resonance band with a twice larger rate.
Our analysis follows the same lines as in [21]. Analogous higher-order corrections
are also discussed.

Approximate evolution equations: Inserting (3.9) and (3.10) into the evolution
equations for the statistical propagator F (t, t′,p) and neglecting theO(ρ3) term one
obtains[

∂2
t + p2 +m2 +

Λ4

f2
cos

φ(t)

f

]
F (t, t′,p)

=
(Λ4

f3

)2
sin

φ(t)

f

�
q

[� t

0
dτ sin

φ(τ)

f
F (t, τ,p− q)ρ(t, τ,q)F (τ, t′,p)

− 1

2

� t′

0
dτ sin

φ(τ)

f
F (t, τ,p− q)F (t, τ,q)ρ(τ, t′,p)

]
. (3.14)
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The O(ρ3) term accounts for genuine quantum corrections [21]. It is expected to
become sub-dominant as F grows exponentially.

In order to obtain a qualitative picture, several approximations are performed
to make the right-hand side of the above equation local in time, as in [21, 70].
Firstly, because of the exponential growth of the fluctuations, the memory inte-
grals in Eq. (3.14) are dominated by late times. For simplicity we replace the full
time integrals by integrals over time of the order of the last oscillation period,

� t

0
→

� t

t−α/ω0

,

� t′

0
→

� t′

t′−α/ω0

,

where α = O(1). Furthermore, the terms inside the intregrals are expanded in
Taylor series around the upper-time limits up to the leading nonvanishing order,
e.g. in the first integral,

sin
φ(τ)

f
≈ sin

φ(t)

f
, F (t, τ,p) ≈ F (t, t,p),

and, for the spectral function, using (2.27),

ρ(t, τ,p) ≈ 0 + (τ − t)∂τρ(t, τ,p)|τ=t ≈ t− τ. (3.15)

We emphasize that these approximations are sufficient only for qualitative analysis.
Using the above assumptions, Eq. (3.14) can be written as,[

∂2
t + p2 +m2

(
1 + κ2 cos

φ(t)

f

)]
F (t, t′,p)

= λκ2m2 α2

2m2

[
sin2 φ(t)

f

(�
q
F (t, t,q)

)
F (t, t′,p)

+
1

2
sin

φ(t)

f
sin

φ(t′)
f

�
q
F (t, t′,p− q)F (t, t′,q)

]
.

(3.16)

Discussion: Let us now discuss the two terms on the right-hand side of (3.16).
The first term has the form of a mass shift (within our approximations). Like the
standard one-loop tadpole correction, it becomes important once the typical oc-
cupancies and, consequently, the term

�
q F (t, t,q) become O(λ−1). This timescale

tnonpert is also when the dynamics becomes fully nonperturbative (see also [21]) and
can be parametrically estimated as

tnonpert ' ln(λ−1)/(2µ0), (3.17)

with µ0 characterizing the growth exponent of the strongest peak.
The second term in (3.16) becomes important earlier, at tsource ' tnonpert/2, and

acts as a source inducing secondary instabilities. It is proportional to the momen-
tum integral,

I(t, t′, p) =

�
q
F (t, t′,p− q)F (t, t′,q). (3.18)

The source term and its impact on the evolution equations are analyzed in Ap-
pendix A. In particular, we show that, if the dominant peak from parametric res-
onance is centered at some momentum p0 and exhibits an exponential growth
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axis is the occupation number (2.28), multiplied by the coupling λ. On the
horizontal axis is the rescaled momentum. The narrow peaks at early times
are due to parametric resonance. The broad bands as well as the new peaks
at later times are due to nonlinear effects.

F (t, t′,p0) ∼ eµ0(t+t′), fluctuations with momenta in the range 0 ≤ |p| . 2p0 ex-
hibit secondary amplification and grow "twice faster", F (t, t′,p) ∼ e2µ0(t+t′), after
the source term dominates their dynamics.

Secondary instabilities can be interpreted as the re-scattering of the produced
excitations via three-body interactions involving two quanta with resonant and one
with nonresonant momenta. Cubic interactions in our model, illustrated in Fig. 3.2
and given by (2.31), arise in the presence of the background field.

Similar arguments can be made for higher-order instabilities. For instance, ter-
tiary instabilities, arising from the two-loop graph in Fig. 3.2, set in at t & 2tnonpert/3,
involve momenta up to 0 ≤ p . 3p0 and lead to a growth F (t, t′,p) ∼ e3µ0(t+t′).

FIGURE 3.5: The time evolution of individual mode occupation numbers
(2.28) for the values of parameters φ0/f = 33, κ = 3 and λ = 10−20.
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3.2.4 Classical-statistical simulations

Above-described features of the dynamics are observed in our classical-statistical
field theory simulations. The simulations are performed on cubic lattices with up to
10243 points and periodic boundary conditions. The computations are done using
a C++ program and parallelized using “Message Passing Interface”, by dividing
the grid along the third direction. In each classical simulation, the discretized field
equations are solved using the leap-frog algorithm. We sample the Gaussian ini-
tial conditions, as explained in section 2.3.5, with n0(p) = 0. The “quantum 1/2”
is seeded, as in (2.52), in all momentum modes bellow a certain cut-off ΛUV . We
checked that shown results are insensitive to variations of the momentum cut-offs.
The time-dependent occupation numbers are extracted using (2.28). The Fourier
transform of the field is computed using the “Fastest Fourier Transform in the
West” library. In most cases ergodicity of the system allows replacing the statis-
tical averages by volume averages [112].

In Fig. 3.4 several snapshots of occupation numbers λ(n(t,p) + 1/2), obtained
from simulations with φ0/f = 33, κ = 3 and λ = 10−20, are shown. At early
times, tm . 140, several peaks with exponentially growing occupation numbers
are observed, corresponding to parametric resonance. The strongest peak is lo-
cated at |p0| ≈ 6m. The broad low-momentum band at tm = 170 is generated
from secondary instabilities. Note that the band cuts off at |p| ≈ 12m ≈ 2|p0|,
consistent with the above discussion. Similarly, at tm = 230 one observes the cut-
off for tertiary instabilities at |p| ≈ 18m ≈ 3|p0|. As explained in Appendix A,
low-momentum modes are enhanced more compared to the high-momentum ones,
which tends to make the spectrum monotonic at late times.

The broad spectrum usually has a “peaky”structure, as in Fig. 3.4. These peaks
are different from the ones from parametric resonance, although some of them have
very close locations. They are also typically wider and extend beyond p ≈ φr,0/2.
As explained in Appendix A, these peaks are expected to correspond to resonant
frequencies of the source term. Certain momentum modes within the band satisfy
resonance conditions, as in the case of parametric resonance, and get singled out
on top of the exponential growth.

In Fig. 3.5 the time-evolution of individual mode occupation numbers is plot-
ted for the same values of the parameters. The black line corresponds to |p0| ≈ 6m,
from the strongest peak of parametric resonance. This mode exhibits an exponen-
tial growth n(t,p0) ∼ e2µ0t with µ0 ≈ 0.1, as indicated by the dashed black line.
The remaining three modes are chosen within the secondary (blue), tertiary (red)
and quaternary (orange) instability bands. Their evolution coincides well with the
expected exponential growth e4µ0t, e6µ0t and e8µ0t, respectively. The exponential
growth is indicated by dashed lines of corresponding colors. Moreover, the dia-
grams that account for each of the instability bands are also depicted in the figure.

3.2.5 The decay of background oscillations

When the typical occupation numbers become parametrically O(λ−1), the dynam-
ics becomes nonperturbative. In Fig. 3.4 this happens at tm ≈ 250. During this
stage the energy continues to be transferred from the background field φ to the
fluctuations and the back-reaction on φ becomes non-negligible. This leads to the
decay of the background oscillations, described in this subsection.
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In the case of large initial amplitudes φ0/f � 1, the background field per-
forms oscillations around the minimum with a gradually decreasing amplitude3.
Th classical-statistical simulations show that the amplitude decreases slower for
smaller values of κ, as well as for larger initial amplitudes φ0/f . A similar tendency
was described in the discussion of linear instabilities in Section 3.2. Interestingly,
for most of the time the decay of the amplitude by its form is close to exponen-
tial i.e. φ̄(t) ∼ exp(−Γdecayt), with decay rate Γdecay a slowly increasing in time.
This is demonstrated in Fig. 3.6, where the amplitude of the background oscilla-
tions φ̄(t)/f , extracted from classical-statistical simulations, is plotted versus time
for κ = 10, λ = 10−10 and several values of the initial amplitude.

The energy, transferred from the background field during its decay in the non-
perturbative regime, is mostly spent on broadening the fluctuation spectrum to-
wards higher momenta. The low momentum occupation numbers do not grow
much in this stage. For some time one observes peaks at low momenta, such as in
Fig. 3.4 at tm = 380. These peaks correspond to the influx of the energy from the
background field. Re-scattering of the fluctuations leads to the gradual smoothen-
ing of the spectrum with time.

In the cases, depicted in Fig. 3.6, the field finds itself in the lowest minimum
after the background oscillations die out. It is also possible, although less likely,
that the field settles in one of the false minima. This possibility is discussed in
Section 3.4.

3.3 Universal dynamics near nonthermal fixed points

In this section we investigate the dynamics after the oscillating background field
has been converted into strong fluctuations. At this stage the field features large
occupation numbers ∼ 1/λ at low momenta and, thus, is still far from thermal
equilibrium.

3In an expanding spacetime this decrease is combined with overall dilution.
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Many characteristic properties of the dynamics in such “highly occupied” regime
turn out to be insensitive to the details of the underlying model and to the ini-
tial conditions. The emergence of such universality is based on the existence of
NTFPs [23, 25, 118, 119] that are nonequilibrium attractor solutions with self-similar
scaling behavior of correlation functions. More specifically, the self-similar evolu-
tion of the particle momentum distribution in the vicinity of a NTFP has the form

n(t,p) =
( t
tS

)α
n
(
tS ,
( t
tS

)β
p
)

=
( t
tS

)α
nS

(( t
tS

)β
p
)
, (3.19)

Here α and β are real scaling exponents and nS is the fixed point distribution at tS .
Self-similar evolution is associated with the transport of some conserved quan-

tity in momentum space [22, 111]. The scaling regions can represent transport of en-
ergy towards high momenta, or particle number transport towards the zero-mode.
While the first case drives the thermalization process by pushing the typical en-
ergy scale to larger momenta [22], the second one may lead to the macroscopic
occupation of the zero-momentum mode i.e. the formation of a condensate out-
of-equilibrium [68]. Both cascades have been observed in different regions of the
same momentum distribution function in scalar models with positive quartic self-
coupling [25, 120].

In the following two subsections we study the dynamics in the two momentum
ranges separately, by using classical-statistical simulations. Our numerical studies
are complemented with an analytical investigation in the last subsection, based on
an effective kinetic description of the dynamics. The kinetic equations are derived
from a 2PI 1/N expansion to NLO, that we perform for the considered model.

3.3.1 Dynamics at low momenta

The amplitude of background oscillations drops rapidly after becoming of the order
of a “wiggle period”, φ/f ∼ O(π), as can be seen in Fig. 3.6. This is when the
attractive nature of the leading self-interactions becomes important.

In general, for self-interactions of the form λ2n(ϕ2)n, the positive or negative
sign of a coupling determines whether the corresponding self-interaction is repul-
sive or attractive. While repulsive interactions have the tendency to dilute con-
centrations of energy density over position space, attractive interactions encourage
such local concentrations. This can be understood by noting that, depending on the
sign of the coupling, the potential gets steeper or shallower near φ = 0.

The coupling of the leading quartic self-interactions in (3.5) has a negative sign.
The self-interactions in the (massive) sine-Gordon model are thus attractive and, as
a consequence, tend to fragment the background field and lead to the destruction of
long-range coherence (for more details see [1, 76, 121]). This is indeed observed in
Fig. 3.6. In individual runs of the classical-statistical simulations, relatively short-
lived compact field configurations, such as oscillons, emerge in this stage of the
dynamics [76].

In contrast, a homogeneously oscillating field is an energetically preferred con-
figuration if the leading self-interactions are repulsive [1, 121]. Such interactions
lead to the build-up of a homogeneous and long-lived condensate after the frag-
mentation. Condensation occurs as a consequence of a universal inverse particle
cascade to the zero-momentum mode with a self-similar scaling behavior [1]. In
our numerical simulations we find scaling exponents for the inverse cascade close
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to

β = 1/2, α = 3β (inverse cascade, repulsive self-interactions). (3.20)

For reasons that will become clear in Chapter 5, it is instructive to consider this
scenario in more detail and delineate the differences to the attractive case. For this
we first consider a simpler model with only quartic and sextic self-interactions,
consider both signs in front of the quartic coupling, and afterwards return to our
original model.

Repulsive versus attractive interactions: In order to observe the condensation,
it is convenient to start directly with a vanishing background field and large initial
occupation numbers of the following form

n(t0,p) =
A0

λ
(p0 − p), φ(t0) = φ̇(t0) = 0. (3.21)

These initial conditions correspond to a ‘box’ in momentum space up to the mo-
mentum scale p0, with the amplitude A0 & 1. We set the sextic self-coupling to
λ6 = 2λ2/m2, which ensures that the potential is convex even for λ < 0.

We first consider the repulsive scenario, with a “plus” sign in front of the quar-
tic coupling and A0 = 100. In the upper left panel of Fig. 3.7 we show the rescaled
distribution function t−αn(t, |p|) as a function of the rescaled momentum tβ|p| at
different times for the values α = 3/2 and β = 1/2 while the inset gives the same
distributions without rescaling. Since the rescaled curves lie on top of each other,
the system follows a self-similar evolution with the given values for the exponents
α and β. The fixed point distribution nS exhibits an approximate power-law be-
havior ∼ |p|−κ, with κ ≈ 4.5. The same values for these three exponents have been
observed also for the ϕ4 model [25].

The occupancy of the zero-momentum mode grows during the self-similar evo-
lution approximately as a power-law ∼ tα. This can be directly understood from
Eq. (3.19), by setting p = 0. For a finite volume this growth continues untilF (t, t,p =
0) becomes proportional to the volume V , which signals the emergence of the con-
densate according to [68] with the replacement (2π)3δ(0) → V . This is demon-
strated in the upper right panel of Fig. 3.7, where the quantity F (t, t,p = 0)/V is
shown as a function of time for several volumes. All of this has also been observed
in the ϕ4 model [25]. There it was also shown that this dynamics implies that the
time required for creating a condensate scales with volume.

While the initial background field and the later condensate are very similar, it
is worth emphasizing their difference from the point of view of classical-statistical
field theory. The first one corresponds to a nonvanishing field one-point function,
φ(t). After the collapse, however, this expectation value vanishes and the build-up
of the condensate corresponds to the growth of the zero-momentum mode of the
two-point function F (t, t,p = 0) instead. While in each simulation of the classical-
statistical ensemble a homogeneous field component emerges as a result of conden-
sation, leading to a nonvanishing volume average of the field, their phases become
uncorrelated after the collapse, resulting in a vanishing one-point function. This
loss of ergodicity is due to the emergence of long-range order in the system.

The dynamics in the “attractive” scenario is significantly different and the in-
verse particle cascade is absent. This is demonstrated in the bottom left panel of
Fig. 3.7, which contains several snapshots of the distribution function. Here we
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FIGURE 3.7: Snapshots of the distribution function as a function of the mo-
mentum (left column) and the zero-momentum correlation function divided
by the volume for several volumes (right column). Upper row: Repulsive
theory; distribution function and momentum in the left panel are rescaled
with powers of time, with the inset showing the original distribution without
any rescaling; right panel demonstrates formation of a condensate. Lower
row: Attractive theory. Note that the momentum is not rescaled.

start with a not too large amplitude, A0 = 60, to make sure that the dynamics is
dominated by the attractive quartic self-interaction. While a transient growth of
the low momentum occupancies is observed at early times, it does not lead to an
enhancement of infrared modes as strong as in the repulsive models,∼ |p|−4.5, that
were discussed above. For comparison, a power law ∼ |p|−2 is additionally shown
in the plot.

Due to the absence of an inverse particle cascade, the zero-momentum mode
does not develop a condensate part. This is demonstrated in the bottom right panel
of Fig. 3.7, where the time evolution of the correlation function F (t, t,p = 0) di-
vided by the volume V is shown for several volumes. As was mentioned in the
previous section, for a finite volume, the presence of a condensate would lead to a
contribution in F (t, t,p = 0), which scales proportionally to V . Such a contribution
is clearly absent in the attractive case, which becomes more stringent when com-
pared to the repulsive system depicted in the upper right panel of Fig. 3.7. In other
words, no long-range order is being established.

The same qualitative behavior and scaling exponents are observed in the mas-
sive sine-Gordon model. Repulsive self-interactions at the bottom of the potential
can be achieved by substituting Λ4 → −Λ4 in the potential (3.1), which flips the
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signs of all couplings (see also section 3.3.3). The classical potential remains convex
around its minimum if κ < 1. We have performed numerical simulations for this
case, which have shown that the decay of the background field oscillations is prac-
tically unaffected by the above modification. At later times the background field
indeed transforms into a homogeneous condensate.

3.3.2 Dynamics at high momenta

Even after the decay of background oscillations, energy continues to be transferred
to higher, previously unoccupied momenta, resulting in gradual decrease of low-
momentum occupancies. This reflects the tendency of the system to thermalize.
In the absence of expansion, the dominant contribution to the energy budget af-
ter some time comes from ultra-relativistic modes, with ωp ≈ p. The transfer of
energy, often referred to as free turbulence, occurs via a direct cascade that the
mode occupancies exhibit at high momenta [22]. The dynamics of this cascade is
also characterized by universal self-similar evolution of the distribution function
according to (3.19) [22, 116].

Classical-statistical simulations reveal that the scaling exponents are insensitive
to the form of the potential and to whether the self-interactions are attractive or
repulsive. We find exponents close to

β = −1/5, α = 4β (direct cascade). (3.22)

Due to the energy cascade the characteristic comoving momentum, which we
denote by p̄, grows as

p̄(t) ∝ t−β,
with time (t is the conformal time). This follows from the form of the self-similar
evolution, noting that the characteristic momentum maximizes the energy per mode,

p3n(t,p) =
( t
tS

)α−3β
[(( t

tS

)β
p

)3

nS

(( t
tS

)β
p

)]
→

( t
tS

)β
p̄(t) = const.

Also the occupation number at that characteristic momentum n̄ decreases with
time,

n̄(t) = n(t, p̄(t)) =
( t
tS

)α[
nS

(( t
tS

)β
p̄(t)

)]
∝ tα.

Extracting the scaling exponents: We have extracted the exponents α and β by
performing likelihood fits, similar to [116]. More specifically, for different times t′

we have compared the distribution function, multiplied by the momentum cubed,
which in the ultra-relativistic regime gives the energy density per momentum, at
t = t′ and t = 2t′. Assuming the self-similar behavior of (3.19), we tested different
values of the exponents and for each pair defined the (normalized) likelihood,

W (α, β) ∝ exp
[
−χ(α, β)/(2χ̄)

]
, (3.23)

where

χ(α, β) =

�
[(n(t′, p)− 2−αn(2t′, 2−βp))p3]2dp�

[n(t′,p)p3]2dp
. (3.24)

Here χ̄ is the minimal observed value of χ(α, β), which corresponds to the best fit.
The integrals are performed over large momenta, p � M , for which n(p) � 1.
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FIGURE 3.8: The direct energy cascade for φ0/f = 25 and κ = 3. Left: Several
snapshots of the distribution function with (inset) and without (main plot)
rescaling. Right: The time-evolution of the numerically extracted scaling ex-
ponent β, describing the direct cascade (upper), and the equal-time statistical
propagator F (t, t,x− y = 0) (lower). The cascade gradually slows down,
with β approaching -1/5.

We found the values of the exponents, for which the fit was the best and identified
the fitting errors with the gaussian widths of the marginal likelihoods

�
Wdβ and�

Wdα.
Extracted in this way exponents turn out to be time-dependent, but tend to fixed

values. The ratio of the exponents quickly approaches α/β ≈ 4. The value of the
exponent β comparably slower (especially for large initial field values) decreases
to β ≈ −1/5. Therefore, the cascade is faster in the beginning, but gradually slows
down. This is illustrated in Fig. 3.8 for the case of κ = 3 and φ0/f = 25. In the
left panel several snapshots of the cascading distribution function are shown on a
log-log plot. In the inset the same after an appropriate rescaling is displayed. As
can be seen, the functions overlap quite well, although a slow change of their shape
with time is observed. The upper right panel shows the exponent β(t), extracted
numerically, as described above, as a function of time together with its errors. The
value β = −1/5 was also reported in other scalar models [1, 22].

3.3.3 1/N resummation and kinetic description

The observation that the scaling exponents governing the dynamics near NTFPs
are unaffected by the presence of additional self-interactions in the sine-Gordon
model, compared to the ϕ4 theory, requires a better analytical understanding.

The slow dynamics in the vicinity of a NTFP can be studied by means of the
kinetic description. This corresponds to the green region in Fig. 2.4. The scaling
exponents for the cascades in ϕ4 theory have been calculated in [25] by applying
kinetic theory based on the 2PI 1/N expansion to NLO [70, 71]. In this section we
generalize that expansion for the sine-Gordon model and derive the corresponding
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FIGURE 3.9: The LO (a) and NLO (b) diagrams of the 2PI 1/N expansion for
scalar field theories with quartic and sextic self-interactions.

transport equations, which allow understanding of the observed universality of the
exponents.

In order to perform the above-described classification our single-component
model should be first embedded into an O(N)-symmetric model,

U(ϕ) =
1

2
m2ϕ2 +NΛ4

[
1− cos

( ϕ

f
√
N

)]
, (3.25)

where ϕ =
√
ϕaϕa and the cosine-term can be understood in terms of its Taylor

expansion. Note that the factors of N in (3.25) are chosen such that the classical
action S[ϕ] =

�
x[1

2∂
µϕa∂µϕa − U(ϕ)] scales proportional to N . For N = 1 one

recovers (3.1). Although the convergence of the expansion relies on a large value
of N , it has been successfully applied to models with a moderate number of field
components and was able to describe observed phenomena [20, 70, 71].

We consider the stage of the dynamics after the background oscillations have
decayed away i.e. assume that φ = 0. The 1/N expansion can be performed by
classifying the contributions to Γ2[φ = 0, G] based on their scaling with the number
of field components N .

Leading order: At the LO each of the polynomial self-interactions ∼ λ2n(ϕ2)n,
that are present in (3.25), contributes with a single "bubble" diagram [122, 123],
resulting in

ΓLO
2 [G] = −

∞∑
n=2

λ2n

(2n)!Nn−1

�
x,C

(
Gaa(x, x)

)n
. (3.26)

These correspond to diagrams with one vertex where propagators Gaa(x, x) con-
nect legs with the same indices forming closed bubbles. The first two such dia-
grams are shown in panel (a) of Fig. 3.9. Because of the implicit summation over
the index a, each bubble, and consequently each of the two shown diagrams, scales
proportional to N .

Inserting the expression for the couplings in the sine-Gordon model, λ2n =
(−1)n+1Λ4/f2n (see also Eq. (2.31)), and summing the series inside the integral
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gives4

ΓLO
2 [G] = NΛ4

�
x,C

[
cos
(√F (x, x)

f2

)
− 1 +

F (x, x)

2f2

]
. (3.27)

As can be seen from (3.26), this order contributes to the local self-energy Σ(0) and,
thus, the corrections manifest themselves as a coordinate-dependent shift to the
effective mass. In other words, no scattering processes are included at LO.

Next-to-leading order: First interactions between different momentum modes
appear only at NLO. This contribution consists of an infinite series of diagrams
[123]. Those that involve only quartic and sextic vertices are shown in panel (b)
of Fig. 3.9. The first row contains all diagrams without sextic vertices. It is the
complete NLO contribution in the ϕ4 theory and has been resummed in [70]. In the
two lower rows, diagrams include at least one sextic vertex. The latter, whenever
encountered, necessarily contains one closed bubble Gaa(x, x) to compensate its
additional factor of 1/N , while the rest of its legs form the same propagator chains
as in the first row. Note that the two diagrams appearing at LO are also encountered
at NLO, however, with a different index structure, as explicitly shown in Fig. 3.9.
The same analogy holds for the higher-order self-interactions.

To combine the diagrams of the first row with those containing higher-order
vertices, it is convenient to introduce a coordinate-dependent “modified” coupling,

λ̃(x;F ) =

∞∑
n=2

6(n− 1)λ2n

(2n− 1)!

(
F (x, x)

)n−2
. (3.28)

which plays the role of the quartic coupling at NLO in presence of additional self-
interaction. With this, the resummation of the NLO diagrams proceeds in the same
way as for the ϕ4 theory and yields [123]

ΓNLO
2 [G] =

i

2
TrC ln[B̃(G)], (3.29)

where we have defined B̃(x, y;G) = δ(x − y) + i λ̃(x)
6N G2(x, y), with G2(x, y) =

Gab(x, y)Gab(x, y), and the logarithm sums the infinite series

TrC ln[B̃(G)] =

�
x,C

i
λ̃(x)

6N
G2(x, x)

−1

2

�
xy,C

(
i
λ̃(x)

6N
G2(x, y)

)
·
(
i
λ̃(y)

6N
G2(y, x)

)
+ . . . .

(3.30)

Remarkably, the NLO contribution to the effective action has the same structure as
in ϕ4 theory, with the only difference being that the quartic coupling λ is replaced
by a modified coupling λ̃. The modified quartic coupling λ̃ is the only place where
the details of the self-interactions enter. Inserting the expression for the couplings
λ2n = (−1)n+1Λ4/f2n in the sine-Gordon model and summing the series gives

λ̃(x;F ) = 3
Λ4

f4

[
cos
(√

F (x,x)
f2

)
F (x,x)
f2

−
sin
(√

F (x,x)
f2

)
(
F (x,x)
f2

)3/2

]
. (3.31)

4In Eq. (3.27) we have used the fact that ρaa(x, x) = 0 and we have defined F (x, x) = Faa(x, x)/N .
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Resummed kinetic theory: With the expressions (3.27) and (3.29) at hand, the
corresponding self-energies can be calculated using (2.35) and, thus, the 2PI equa-
tions of motion at that order can be derived. This derivation is presented in [1].
The 2PI equations can be further recast into the form a kinetic Boltzmann equation,
as it was explained in section 2.3.4. Inserting the expressions for the self-energies
into (2.49), the corresponding kinetic transport equations can be obtained. Again,
referring to [1] and the references therein for the details of the calculation, here we
present the final expressions.

The collision integral C[n] coincides with the analogous expression for 2 ↔ 2
scatterings in ϕ4 theory and is given by [20]

C[n](t,p) =

�
dΩ2↔2[n](t,p,q, r, l)[(np + 1)(nl + 1)nqnr − npnl(nq + 1)(nr + 1)],

(3.32)
with the shortcut notation np = n(t,p). Note that, being derived from 2PI equa-
tions, it automatically contains the Bose enhancement factors np+1. The integration
measure of the Boltzmann equation,

�
dΩ2↔2[f ](t,p,q, r, l) =

�
lqr

λ̃2
eff(t,p,q, r, l)

6N
(2π)4δ(p+l−q−r)

δ(ωp + ωl − ωq − ωr)

2ωp2ωl2ωq2ωr
.

(3.33)
writing

�
q =

�
d3q/(2π)3, involves δ-functions reflecting energy and momentum

conservation, as well as the time- and momentum-dependent effective four-vertex,

λ̃2
eff(t,p,q, r, l) =

λ̃2(t;F )

3

[
1

|1 + ΠR(t, ωp + ωl,p + l)|2

+
1

|1 + ΠR(t, ωp − ωq,p− q)|2 +
1

|1 + ΠR(t, ωp − ωr,p− r)|2

]
, (3.34)

that is a consequence of the infinite series of 2PI diagrams at NLO (3.30)5. The
“one-loop” retarded self-energy ΠR in (3.34) corresponds to two propagator lines
and one modified coupling in this picture, i.e. a “chain link”. It can be expressed
as [25]

ΠR(t, ω,p) = lim
ε→0

λ̃(t;F )

12

�
q

n(t,p− q)

ωqωp−q

[
1

ωq + ωp−q − ω − iε

+
1

ωq − ωp−q − ω − iε
+

1

ωq + ωp−q + ω + iε
+

1

ωq − ωp−q + ω + iε

]
. (3.35)

Having found the corresponding Boltzmann equation, we now discuss its prop-
erties and implications for the scaling exponents of NTFPs. First we note that the
form of the NLO collision term coincides with the one for the ϕ4 theory, except for
the replacement of the quartic coupling λ 7→ λ̃(t;F ). This is an important result,
which explains the observed universality of the scaling exponents from the point
of view of the resummed kinetic theory.

5Eq. (3.33) differs from the perturbative expression in ϕ4 theory by the replacement λ̃2
eff → λ2(N+

2)/N . The perturbative approach is however not expected to provide an accurate description of the
time evolution of the highly occupied infrared modes.
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of the modified quartic cou-
pling λ̃ from (3.31), divided
by λ = Λ4/f4, as a func-
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tical propagator F (x, x)/f2,
and given by 3[cos(

√
x)/x −

sin(
√
x)/x3/2]. Due to the

negative sign of the quartic
coupling in (3.5), the ratio
λ̃/λ approaches minus one
for F → 0.

At high momenta, where the typical occupation numbers are not too large, n�
|λ|−1, such that |ΠR| � 1, the effective vertex is approximately λ̃2

eff ≈ λ̃2. In this
regime there is no dependence on the sign of the coupling in the kinetic equation,
which is consistent with the observation that the dynamics of the direct cascade
does not depend on that sign.

The situation is different at low momenta where, due to the large occupation
numbers n ∼ |λ|−1, the retarded self-energy ΠR cannot be neglected anymore in
the expression for λ̃2

eff . Since ΠR ∝ λ̃(t;F ) this also induces a dependence on the
attractive or repulsive nature of the self-interactions into the kinetic equation, con-
sistent with the observations from classical-statistical simulations.

The modified coupling for the sine-Gordon model (3.31) as a function of the
statistical propagator is plotted in Fig. 3.10 and its shape has a simple interpreta-
tion. For weak fluctuations the modified coupling agrees with the coupling of the
leading quartic self-interaction, which is negative in our model. In other words, the
dominant interactions in this case are attractive. For large fluctuations, different in-
teraction terms in the cosine potential “cancel each other”, leading to weaker mean
interactions, averaging to zero in the limit of F →∞.

3.4 Finding the lowest minimum

A common feature of field theories with quasiperiodic potentials is that the po-
tential can contain several local minima. This allows scenarios in which the field
is trapped in one of the false minima. In our considered model (3.1) the num-
ber of these minima increases with κ (see Fig. 3.1), while for small values of κ
(κ . 2.14554) the only minimum is at ϕ = 0.

Having investigated the amplification and the subsequent dynamics of fluctua-
tions in the previous sections, we now turn to the important question of how these
processes impact the field’s ability to overcome the barriers of the potential and to
perform transitions between local minima. The following effects are expected:

• The energy transfer to fluctuations decreases the amplitude of the background
field oscillations. This hinders the ability of the field to overcome potential
barriers and can lead to trapping.

• The amplification of fluctuations modifies the effective potential exhibited by
the background field φ. This can be demonstrated by taking the expectation
value of the classical field equations of motion in the presence of statistical
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fluctuations,

φ̈+m2φ+
Λ4

f
〈sin ϕ

f
〉 = 0. (3.36)

For the simple case when the fluctuations have a Gaussian distribution one
arrives at

〈sin
(ϕ(t,x)

f

)
〉 = sin

φ(t)

f
〈cos

(ϕ(t,x)− φ(t)

f

)
〉 = sin

φ(t)

f
exp−F (t, t,x− x)

2f2
,

(3.37)
where F is the equal-time statistical propagator, i.e.

〈ϕ2(t,x)〉 − φ2(t) = F (t, t,x− x) =

�
p
F (t, t,p), (3.38)

This implies that the wiggles are smeared out by a factor of e−F/2f
2

in the ef-
fective potential compared to the bare potential, which makes trapping more
difficult. Note that the resulting equations of motion,

φ̈+m2φ+
Λ4

f
e
− F

2f2 sin
φ

f
= 0, (3.39)

coincide with (2.40) in the linear regime.

The aim of this section is to understand the combined impact of the energy
transfer from the background field to the fluctuations on getting trapped in a false
minimum as well as on finding the way out of such a minimum. In the first two
subsections we consider the situation when the background field is trapped in a
local minimum from the beginning. The case of the field getting trapped in the
course of its dynamics is discussed in the third subsection.

3.4.1 Resonance-enhanced transitions

In order to understand how the energy transfer to the fluctuations affects the ability
of the field to overcome potential barriers, we consider the situation in which the
background field oscillates around a false minimum from the beginning. In other
words we choose the initial field value φ0 to lie inside one of the potential wells.
Our analysis of the dynamics is based on the classical-statistical description, which
is applicable due to the large field values/occupation numbers.

It is worth mentioning that, if expansion of the spacetime is taken into account, a
similar scenario of getting trapped in the linear regime can occur even if the initial
field value is outside of any of the potential wells. Indeed, due to the “Hubble
friction”, the amplitude of oscillations decreases with time. This can lead to the
field getting trapped at relatively early times and performing further oscillations
around the corresponding local minimum.

In the presence of background oscillations, fluctuations are subject to an expo-
nential amplification via the parametric resonance instability. In the case when the
oscillations are around a false minimum there is typically one strong instability
band at low momenta, |p|/m < κ, as it was explained in section 3.2. We have per-
formed simulations for different values of κ and φ0/f , for which the field initially
oscillates around one of the false minima. Remarkably, depending on the values
of these parameters, in some of the simulations a transition to a lower minimum
indeed took place, once the unstable fluctuations became sufficiently large.
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FIGURE 3.11: The evolution of the background field φ(t)/f (left plot) and the
equal-time statistical propagator F (t, t, 0)/f2 = (〈ϕ2(t,x)〉 − φ2(t))/f2 (right
plot). Different colors indicate the locations of different minima of the clas-
sical potential. Before the transition the background field oscillates around
a false minimum and the fluctuations exhibit an exponential amplification.
Bubbles are nucleated after tm ≈ 6 and lead to a transition to the lowest min-
imum. We employ κ = 10, λ = 10−10 and φ0/f = 32.6.

One such “resonance-enhanced” transition is illustrated in Fig. 3.11, where we
used φ0/f = 32.6, κ = 10 and λ = 10−10. In the left panel of that figure the time
evolution of the background field φ(t)/f is shown. Different local minima of the
classical potential are indicated by different colors. Initially the background field
performs oscillations around the false minimum, indicated by the red line. In the
right panel of Fig. 3.11 the equal-time statistical propagator from (3.38), integrated
over all momentum-modes and divided by f2 is shown. As one would expect, it
exhibits an exponential growth due to the parametric resonance. At around tm ≈ 6,
when the fluctuations become nonperturbatively large, the background field starts
to roll down from the local minimum all the way to φ = 0.

In the example of Fig. 3.11, the background field settles in the lowest minimum
after the transition, which is not always the case. Also, the background oscillations
are absent after the transition in that example. Remarkably, if the potential energy
of the local minimum, around which the field oscillates initially, is large enough,
background oscillations around φ = 0 can emerge after the transition. This is il-
lustrated in Fig. 3.12, where the evolution of φ(t)/f , starting from different local
minima, is shown. It was observed, that the amplitude of these oscillations decays
exponentially, in analogy to what was described in section 3.2.5. Also, the distribu-
tion function n(t,p) enters the regime of the direct cascade after the transition, as it
was described in section 3.3.2.

In the above-mentioned examples the initial amplitude of oscillations was cho-
sen sufficiently large such that the background field started to roll down from the
false minimum very soon. Decreasing the amplitude, the transition time increases
and for small field values it is not observed at all in the simulations. Nevertheless,
our analysis demonstrates a remarkable, far-from-obvious result: the net effect of
the amplification of fluctuations is such that it enhances the field’s ability to get out
of a local minimum.
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3.4.2 Explosive bubble nucleation

Even in the absence of the parametric resonance, the field cannot remain trapped in
a false minimum forever and should eventually make a transition to the true mini-
mum due to quantum tunneling [124, 125]. The transition from the false minimum
is induced by nucleation of bubbles of the lower minimum and their subsequent
expansion.

If the field in the false minimum is in a “vacuum” state, the bubbles are nu-
cleated from quantum (vacuum) fluctuations. The phenomenon is similar to first-
order phase transitions in statistical physics, which are instead controlled by ther-
mal fluctuations. In the semi-classical approximation the probability of bubble nu-
cleation per unit time per unit volume can be written as Γnucl ∼ e−B , where B rep-
resents the smallest Euclidean action of a configuration, in which the field bounces
between the two vacua [124]. The potential energy, liberated inside the bubble, is
stored dominantly in the walls. The bubbles grow in size and, eventually, fill the
whole space, completing the transition.

An important feature of the considered scenario is that the field in the false
minimum is in a nonequilibrium state, involving an oscillating background field
and dynamically created “particle content”. Importantly, we still observe the nu-
cleation of bubbles in our simulations during the transition to the true minimum.
Bubble-like field configurations are averaged out in the one-point function and, in
order to observe them, we study the individual samples of the classical-statistical
ensemble.

The nucleation and the subsequent dynamics of the bubbles is illustrated in
Fig. 3.13, where snapshots of the field ϕ(t,x)/f on a 2D slice at several times are
shown. The colors here are chosen in correspondence with those in Fig. 3.11. In
an individual run of classical-statistical simulations, parametric resonance mani-
fests itself in the form of local inhomogeneities in position space, whose ampli-
tude grows with time. Sufficiently large inhomogeneities start to grow in size after
tm ≈ 6, with field values of the lower minimum inside. This is how bubbles are
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tial oscillations take place. For larger values of φ0/f decaying background
oscillations emerge after the transition. We employ κ = 10, λ = 10−10.
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animation of the transition see here

nucleated in the classical-statistical regime. In the beginning the bubbles have ir-
regular shapes, but become more spherical as they expand.

The “explosive” nucleation of bubbles in the considered regime is induced by
the large fluctuations and occurs at the end of the parametric amplification, when
the typical occupation numbers become n ∼ 1/λ. As observed in the simulations,
this mechanism of bubble nucleation can be extremely efficient and induce a fast
transition from a false minimum. This is in contrast to the transitions from a vac-
uum state, where bubble nucleation is induced by purely quantum fluctuations and
is therefore extremely suppressed. Moreover, such genuine quantum effects are ne-
glected in the classical-statistical approximation. The latter becomes applicable in
our case due to the large occupation numbers of the field in the false minimum
(see also [126, 127] for the analysis of the false vacuum decay by means of classical-
statistical simulations).

The rate of bubble nucleation depends on the shape of the potential as well
as on the initial amplitude of the background oscillations around the false mini-
mum. Remarkably, as a consequence of the nonequilibrium nature of the problem,
this rate is also time-dependent as it is evident from the simulations. During the

https://www.dropbox.com/s/nfr63whjulcc257/Transition_PR.mp4?dl=0
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resonant amplification of fluctuations energy is being transferred from the coher-
ent and homogeneous form into the inhomogeneous form of local over-densities.
These over-dense regions in position space naturally allow for more efficient (local)
bubble nucleation as compared to the homogeneous configuration. This explains
why the probability of the transition increases on average6 in the course of the reso-
nant amplification of fluctuations, and reaches its maximum when the fluctuations
become of the order 1/λ.

One interesting feature of the considered model is that the minimum, in which
the field is trapped, can be separated from the lowest one by one or more local
minima and, thus, by more than one potential barrier. Nucleation of bubbles of
the neighboring local minimum is the most likely, since it requires the smallest
bounce action. Such bubbles are seen in Fig. 3.13, where the yellow color denotes
the corresponding minimum. What can also be seen in that figure is that the over-
lap regions of the bubbles in some cases turn into bubbles of even lower minima.
To understand this note that when two such bubbles collide, the gradient energy of
the walls in this overlap region is transformed into kinetic energy. If this additional
energy is sufficient, it can lead to the field jumping to an even lower minimum
in the overlap region. In this case a “bubble”of that lower minimum is nucleated
“classically”, from the wall collisions [129]. Directly after nucleation such a bubble
does not have a spherical shape, but becomes more spherical as it expands. Eventu-
ally, nucleated this way bubbles collide with each other and such nucleation events
repeat. For an animation of the transition see here.

3.4.3 Getting trapped

So far we have considered the scenario of the field being trapped in a false mini-
mum from the beginning7. Here we are interested in the possibility that the field
gets trapped dynamically, due to the transfer of energy to the fluctuations. We
thus choose the initial conditions such that the background field initially oscillates
around φ = 0. By getting trapped the interruption of such oscillations for at least
some time is meant.

Remarkably, in most cases the amplitude of background oscillations decreases
to zero without the field getting trapped in any of the false minima. This can be
attributed to an efficient smearing out of the wiggles in the presence of strong fluc-
tuations. Exceptions occur for relatively small initial amplitudes, φ1/f . κ2, for
which the oscillations from the beginning take place in the region with pronounced
wiggles and local minima.

Finally in some cases, although very rare, the field gets trapped and performs a
transition after a short time in the lattice simulation. One such situation is shown in
Fig. 3.14, where the parameters φ0/f = 8.17, κ = 4.5 and λ = 10−6 were used. In the
left panel the time evolution of the background field is plotted, with different colors
representing different minima of the classical (bare) potential. As can be seen, the
field gets trapped at tm ≈ 11.8 In the right panel, we plot the fraction N (t) of the
runs, in which the transition to a lower minimum did not occur yet, as a function
of time. For simplicity, we have identified for a given run the transition time as the

6Quantum tunneling in the presence of an oscillating background field was studied in [128]. An
important consequence is the time-dependence of the bubble nucleation rate Γnucl(t) within the os-
cillation period, i.e. the nucleation rate is maximal when the field is in its extremum.

7Or, in an expanding universe, the field gets trapped before significant amplification of fluctua-
tions has taken place

8Note that due to the presence of strong fluctuations at these times, the minima of the effective
potential do not coincide with those of the classical potential.

https://www.dropbox.com/s/nfr63whjulcc257/Transition_PR.mp4?dl=0
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FIGURE 3.14: The time evolution and trapping of the background field φ0/f
(left), and the fraction of the runs, still trapped in the false minimum, as a
function of time (right) , demonstrating how the transition probability de-
creases with time. Trapping occurs at tm ≈ 11. Values of parameters
φ0/f = 8.17, κ = 4.5 and λ = 10−6 were used.

time at which the volume-averaged field in that run became smaller than φ′ = 1.5.
In some simulations the field remains trapped. This is, however, a finite-volume
effect and in the V → ∞ limit the trapped fraction at late times should decrease to
zero.

3.5 Summary

In this chapter we studied the amplification of quantum fluctuations in the pres-
ence of an oscillating background field, in scalar field theories with quasiperiodic
potentials. Although the massive sine-Gordon model was used for our analysis,
most of the results, obtained in this chapter, are applicable to more general scalar
field theories with similar potentials.

The dynamics can be split into two stages. The first stage is characterized by
a rapid, exponential amplification of fluctuations with certain momenta via insta-
bilities. We have explained the main differences of this process in our system as
compared to more common field theories with monomial potentials, including the
amplification of fluctuations with ultrarelativistic momenta. In the second stage
slower dynamics sets in, involving turbulent cascades in momentum space with
universal scaling behavior. Remarkably, the main features of the dynamics, includ-
ing the values of the scaling exponents of these NTFPs, are not different compared
to those for more common scalar models and, in general, are insensitive to the de-
tails of the potential. We have also derived the 2PI equations of motion based on a
1/N expansion to NLO for our model, which can be used to study the dynamics in
regimes beyond the regime of weak coupling and large occupation numbers.

Our studies demonstrate that dynamical effects play a crucial role in such sys-
tems. In particular, the growth of fluctuations should be taken into account for the
transitions between local minima, when calculating the rate of bubble nucleation.
Moreover, the transitions themselves should be studied in a dynamical setting, as
they can involve the nucleation of bubbles of different local minima within the same
transition, with colliding bubbles nucleating new bubbles of even lower minima.

We also studied how the energy transfer from the background field to the fluctu-
ations impacts the field’s ability to overcome the barriers of the potential. In recent
works [130, 131] it has been argued, based on a linearized analysis, that particle
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production due to the wiggly shape of the potential can lead to effective “stop-
ping” of the rolling field. This was done in the context of the relaxion mechanism.
Our analysis indicates that these results should be at least revisited from the point
of view of full nonlinear dynamics and that the growth of fluctuations can prevent
the field from stopping at a local minimum. The question of getting trapped is im-
portant also for estimating the final abundance of the fields in the universe, as in
the DM scenario, which is discussed in the next chapter.
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Chapter 4

Nonperturbative production of
axion-like particle dark matter

The content of this chapter is based on the work in collaboration with Jürgen Berges
and Joerg Jaeckel, that has been published in [2]. In that work I did the main com-
putations and most of the writing of the script. The figures and a significant part of
the text in this chapter and in the appendix B are taken from that reference.

The previous chapter was devoted to the investigation of the rich dynamics of
axion-like fields with weakly broken discrete shift symmetries i.e. in the presence
of a monodromy. The potential typically features a number of “wiggles” that lead
to rapid growth of fluctuations. In this chapter we investigate the role of such fields
in cosmology as DM candidates and study the consequences of their nonlinear dy-
namics.

As it was discussed in [56], in the presence of a monodromy the couplings of
ALP DM to the SM particles can be larger (see also section 2.2.2). Using classical-
statistical field theory simulations on an expanding FRW spacetime, we go beyond
the linear regime of [56] and treat the system in the nonlinear and, even, the fully
nonperturbative regime. For a wide range of parameters the initially homogeneous
field is completely converted into fluctuations, which correspond to DM particles
with a nonvanishing velocity. We find three important features.

• These particles are relativistic in the beginning. However, for the most masses
(ma & 10−15 eV) they cool down sufficiently by matter-radiation equality and
remain fully viable as CDM.

• The reduction in total energy density of ALPs due to this relativistic interme-
diate phase is relatively small.

• The density fluctuations are typically of order one. However, their typi-
cal length scales are much smaller than those expected for the formation of
gravitationally bound objects i.e. axion miniclusters [74] (cf. also e.g. [72, 73,
132, 133]). At these small scales the localization of a small mass requires
them to have a nonvanishing momentum and the resulting pressure pre-
vents the gravitational collapse. Instead of miniclusters with huge overden-
sities, the density of DM therefore features large, O(1) fluctuations at scales
∼ (103 − 106) km

√
eV/ma.

The chapter is organized as follows. Section 4.1 gives an overview of the mis-
alignment production of ALP DM and outlines the novel effects due to monodromy.
In section 4.2 we study the dynamics of vacuum realignment and the growth of
fluctuations in the presence of monodromy. We determine the impact of the fluc-
tuations on the equation of state and on the energy density of DM in section 4.3,
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where we also consider the corresponding restrictions based on large-scale struc-
ture probes. The ALP density power spectrum and the fate of the overdensities are
discussed in section 4.4. We conclude in section 4.5.

4.1 ALPs as dark matter and monodromy

Standard ALPs are known to be good candidates for DM if they are produced non-
thermally in the early universe, via the so-called misalignment mechanism [26–
29]. In the simplest case of this mechanism, the axion-like field is present already
during inflation. After inflation it obtains some value φ1, practically homoge-
neous throughout the observable universe. The field performs coherent oscillations
around the minimum of the potential, once the Hubble parameter drops below its
mass. The amplitude of oscillations decreases due to the expansion and, because of
the conventional “cosine” form of the potential (2.2) for standard ALPs, very soon
oscillations take place in the almost quadratic region of the potential. As a result,
the field behaves exactly as ordinary matter and, in particular, dilutes according to
ρ ∝ a−3. The final energy density of ALPs today can be expressed in terms of their
mass ma and the misalignment field value φ1 as [26]

ρ0 ≈ 0.17
keV

cm3

√
ma

eV

( φ1

1011GeV

)2
. (4.1)

Here ma denotes the mass near the bottom of the potential, which is given by (2.3).
It will be assumed in this chapter that ALPs account for the whole DM content of
the universe. In that case this quantity can be compared with the observed average
DM density today, ρCDM ≈ 1.27 keV/cm3 [10]. We will return to the derivation of
(4.1) in section 4.3.

The periodic potential of ALPs limits their field range to |φ1| < πf . Therefore,
assuming that ALPs make up all of DM puts, for a given ALP mass ma, a lower
bound on the decay constant f or, equivalently, an upper limit on all couplings that
are proportional to ∼ 1/f [26]. This includes the ALP-photon coupling,

Lint = −1

4
gaγγϕF

µνF̃µν , gaγγ = caγ
α

4πf
, (4.2)

where the prefactor caγ is usually of the order of one.
As it was mentioned in section 2.2, an important effect in the presence of a

monodromy is that there is no constraint φ1 < πf and the potential is not bounded
from above. This allows one to bypass the limitation for standard ALPs and to have
ALP DM with larger couplings [56]. This is the scenario that is investigated in more
detail in this chapter.

As it was already noted in [56] and discussed in greater details in the previous
chapter, the evolution of the field with such a potential can lead to rapid growth of
fluctuations, even if the field was initially homogeneous as expected when the field
is already present during inflation. This is how this type of monodromy DM dif-
fers decisively from the ordinary ALP DM, where the field and the corresponding
density remain essentially homogeneous until the structure formation sets in.

In the next sections we use classical-statistical simulations in an expanding
spacetime to study the full nonlinear dynamics of such ALP DM and determine
phenomenological consequences of it.
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4.2 The dynamics of vacuum realignment

Our starting point is the monodromy potential (3.1) where the discrete shift sym-
metry of ALPs is broken by a quadratic monomial. In an expanding FRW universe
the classical equations of motion in comoving coordinates read

φ̈+ 3Hφ̇− ∆φ

a2
+
δU

δφ
= 0, (4.3)

where a(t) is the scale factor and H = ȧ/a is the Hubble parameter.

4.2.1 Initial conditions

In the following we consider the scenario where the axion-like field is already
present during inflation [26]. The initial condition after inflation is then given by,

φ(x) = φ1 = const, (4.4)

that is constant throughout the entire observable universe. The subsequent evo-
lution of φ(t) is governed approximately by (4.3), where the gradient term can be
neglected due to homogeneity. The field is initially overdamped, ∂tφ = 0, and
only starts to oscillate once the Hubble friction term becomes comparable to the
potential term in the equations of motion. This happens, approximately, when

H = Hosc =
ma

3
,

although it can be delayed due to the wiggly structure of the potential depending
on the value of φ1. For later use, we denote the corresponding scale factor by aosc.
Here ma denotes the bare mass around the global minimum of the monodromy
potential (3.5), that is given by,

m2
a =

δ2U

δφ2

∣∣∣
φ=0

= m2 +
Λ4

f2
= m2(1 + κ2). (4.5)

In addition we introduce a rescaled dimensionless comoving momentum

η =
p

maaosc
, (4.6)

that will be frequently used in this work.

ALPs that are expected to behave as CDM should start to oscillate prior to the
epoch of matter-radiation equality at Heq = 2.3 × 10−28eV. The constraints from
structure formation (for standard ALPs), including the Lyman-α forest data require
ma & 10−21 eV [31, 143, 144]. Moreover, φ1 � HI must hold if ALPs are present
during inflation in order to avoid strong isocurvature fluctuations [26, 137, 145].
For moderate misalignment angles this therefore implies f � HI .

So far we have discussed the initial conditions and the evolution of the homo-
geneous background field. However, as already mentioned, due to their growth
fluctuations are highly relevant in the case of monodromy potentials. In general all
fields feature unavoidable quantum fluctuations which, in Minkowski spacetime,
have the form given by Eq. (2.36). For ALPs all momentum modes, that are relevant
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for the fragmentation dynamics, were stretched to superhorizon sizes during infla-
tion and, as a consequence, are amplified compared to the subhorizon modes. More
precisely, as ma � HI , the ALP can be treated as massless during inflation. Quan-
tum fluctuations of a massless scalar field in the de-Sitter spacetime are known to
have an approximately scale-independent field power spectrum (cf. e.g. [81]),

∆ϕ =
(HI

2π

)2
. (4.7)

Here, the power spectrum can be defined from the statistical propagator,

1

2
〈{ϕ̂p(t), ϕ̂p′(t

′)}〉|t′=t = (2π)3δ(3)(p + p′)F (t, t′,p)|t′=t

= (2π)3δ(3)(p + p′)
2π2

p3
∆ϕ(t,p).

(4.8)

In other words, the early universe inflation imprints Hubble sized fluctuations in
the axion-like field. After inflation, all momentum modes of interest are super-
horizon and remain frozen, ∂tF (t, t′,p) = 0, until they re-enter the horizon.

The self-interactions of ALP DM are very weak i.e. λ � 1. Moreover, the ALP
fluctuations are initially suppressed compared to the background field, δϕ � φ1.
This implies that all stages of the evolution that are of interest to us can be well
described by means of the classical(-statistical) approximation, as it was explained
in section 3.2.1 of the previous chapter.

4.2.2 Amplification of fluctuations: linear regime

Having set the stage we now turn to the behavior of the fluctuations which form
the core of this chapter.

Treatment of fluctuations: As it was already mentioned, the inflation imprints
fluctuations in the ALP field of the order δϕ ∼ HI . SinceHI � f holds, these initial
fluctuations are much smaller compared to the scale δϕ ∼ f at which nonlinearities
set in. Therefore, initially, the dynamics can be studied by means of linearized
equations of motion, as it was done in section 3.2.2. This is conveniently done in
terms of conformal variables,

ϕ̂c = aϕ̂, dτ =
dt

a
. (4.9)

The linearized equations for the momentum modes of the statistical propagator
Fc(τ, τ

′,p) = a(t)a(t′)F (t, t′,p) then take the form [146][
∂2
τ + p2 + a2m2

(
1 + κ2 cos

φ

f

)
− 1

a

d2a

dτ2

]
Fc(τ, τ

′,p) = 0, (4.10)

where p is the comoving momentum, related to the physical one by pphys = p/a.
The above expression differs from the Minkowski analogue, which was consid-
ered in the previous chapter, only by the a-dependent modification of the effective
mass. To study the growth of fluctuations we have solved (4.10) numerically, for
a wide range of momenta, together with the classical1 evolution equation for the

1The backreaction of the fluctuations on the background field is negligible at this stage
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background field φc(τ) = a(t)φ(t),

∂2
τφc +

(
a2m2 − 1

a

d2a

dτ2

)
φc + a3 Λ4

f
sin
( φc
af

)
= 0. (4.11)

For the scale factor in a radiation-dominated universe we have taken [80]

a =
√

1 + 2Hi(t− ti) = 1 +H0(τ − τi), (4.12)

which in addition to a(t) ∼ t1/2 fixes a(ti) = 1 and H(ti) = Hi. Here the i-index
corresponds to the initial time of the simulation and H0 is the value of the Hubble
parameter at that time. One can check from (4.12) that the terms containing second
derivatives of the scale factor in (4.10) and (4.11) vanish for a radiation-dominated
expansion. To properly account for the horizon re-entry of all modes of interest, we
have chosen Hi to be of the same order as the largest momentum of the modes. For
φ and F we have employed the set of initial conditions described in the previous
section.

In terms of the conformal variables the occupation numbers can be defined com-
pletely analogous to the case of Minkowski spacetime (2.28) (see also [146]),

n(t(τ),p) + 1/2 =
√
Fc(τ, τ ′,p)∂τ∂τ ′Fc(τ, τ ′,p)|τ ′=τ . (4.13)

Defined in this way, these are occupation numbers per comoving volume and,
therefore, for sub-horizon modes, they do not change due to the expansion. This
is different for super-horizon modes. In this case the occupation number grows
with time, which is a consequence of the Hawking radiation emitted from the hori-
zon [147]. This is the effect that accounts for the amplification of fluctuations during
inflation.

When solving the evolution equations numerically, all dimensionful quantities
are expressed in units of m, and the decay constant is rescaled out from the equa-
tions after the transformation φ → φ/f . As a result the dynamics depends only
on the values of three dimensionless parameters: κ, φ1/f and HI/f , with the latter
determining the initial strength of the fluctuations.

Growth of fluctuations: Having set up the technique to deal with the fluctua-
tions in the linear regime let us now return to physics. For small values of κ � 1
the evolution proceeds essentially as for a quadratic potential, i.e. a free field. The
dynamics is dominated by the behavior of the homogeneous field. We are, how-
ever, more interested in the case where the potential has stronger “wiggles”. As a
benchmark case we take κ = 10. The initial condition for the field and its fluctu-
ations can be specified by fixing the initial field value as well as the Hubble scale.
Here we take φ1/f = 1000 and HI/f = 10−10.

The evolution of the background field in the linear regime is straightforward. It
starts to oscillate around aosc and then it is damped by the Hubble friction as can
be seen in Fig. 4.1, where the linear regime extends up to a < 19 aosc.

The behavior of fluctuations is more interesting. Once the background field
starts to oscillate, fluctuations are subject to a parametric resonance instability. 2

2We do not consider the production of SM particles arising due to their coupling to the ALP field.
For sufficiently weak couplings this should be a small effect. For example, for the case of a photon
coupling the relevant parameter for the growth of fluctuations is gaγγφ ∼ αφ/(2πf), which is . 1 in
our case. Significant growth is expected only if it is & 10 [148–151].
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FIGURE 4.1: The evolution of the background field φ(t)/f as a function of the
scale factor a(t)/aosc, demonstrating the transition from the "overdamped" to
the oscillatory phase, as well as the collapse of the background field in the
nonperturbative regime with strong fluctuations. The collapse, which occurs
at a ≈ 22aosc, is shown with a better resolution in the inset. We employ
φ1/f = 1000, κ = 10 and HI/f = 10−10.

The resonance, in the absence of the expansion, was studied in the previous chapter,
as well as in [56] and was shown to exhibit a number of instability bands. The
same holds in the presence of the expansion. However, there are two essential
modifications. The first is that the amplitude of the oscillations of φ decreases with
time due to the expansion, thus the effective mass of the fluctuations in (4.10) is
not strictly periodic. Second, in terms of conformal variables, the expansion causes
an increase of characteristic mass scales in (4.10) proportional to the scale factor,
reflecting the red-shift of physical momenta.

In Fig. 4.2 we plot the linear evolution of several momentum modes of the two-
point function F (t, t0,p), defined in (4.8). After the horizon re-entry the modes
start to oscillate with an amplitude decreasing with the expansion. As expected,
modes with higher momenta re-enter the horizon earlier. Once a mode enters an

10−35

10−30

10−25

0.1 1 10

2
-p

o
in

t
fu

n
ct

io
n
:

|F
p
|(m

3
/f

2
)

Scale factor: a/aosc

p/(maosc) = 1.4
p/(maosc) = 7

p/(maosc) = 21

FIGURE 4.2: The linear evolution of absolute values of several momenta
modes of the statistical propagator |F (t, t0,p)|(m3/f2) as a function of the
scale factor a(t)/aosc, demonstrating the horizon re-entry of the modes, as
well as their subsequent enhancement due to instabilities. We employ φ1/f =
1000, κ = 10 and HI/f = 10−10.
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instability band it starts to grow until the continuing red-shifting moves it out of
the instability band again. Such intermittent growth can be observed in Fig. 4.2.
The intermittent nature is most apparent in the high momentum mode shown in
black. The wider is the instability band the more time is spent by the mode to grow.
Therefore the high-momentum narrow instability bands are less efficient compared
to the lowest-momentum bands, where usually the dominant growth occurs.

4.2.3 Amplification of fluctuations: beyond the linear regime

The linear approximation becomes inaccurate once fluctuations become sufficiently
large. The condition for the first nonlinear corrections becoming important can be
determined in an analogous way to the case of Minkowski spacetime, that was dis-
cussed in the previous chapter, with a difference that initially F ∼ O(H2

I ). This
implies that secondary instabilities set in when parametrically F ∼ O(HIf) for the
strongest resonant modes. This can be understood by comparing the stable modes
to the one-loop correction ∼ λF 2

res. Secondaries result in a broader and smoother
spectrum of fluctuations in the momentum space. The dynamics becomes nonper-
turbative if F ∼ O(f2). In this stage the background field transfers its energy to the
fluctuations until it completely decays.

Simulating the nonlinear regime: To study the dynamics beyond the linear
regime we have performed classical-statistical lattice simulations in an expanding
FRW universe. We have developed a C++ program, similar to LATTICEEASY [152].
It solves the classical equations of motion, using conformal variables, in terms of
which the expansion manifests itself only via the time-dependence of the mass
scales. Red-shifting restricts the lattice simulations to not too late times, such that
the mass scale is still within the resolution of the lattice. Our program first solves
the linearized equations without taking into account their back-reaction on the
background field. Before the fluctuations become nonlinear, i.e. secondary insta-
bilities set in, we switch to the lattice simulation. The field configuration obtained
from the linear evolution is used as an initial condition for the lattice simulation
according to (2.52). This allows us to partially avoid running out of lattice points
due to the rapid red-shifting at early times3 and to evolve the field for longer times.
We have used cubic lattices with up to 10243 points, periodic boundary conditions,
and a fixed comoving volume.

Like in the linear regime, the dynamics in terms of rescaled dimensionless quan-
tities depends only on the parameters κ, φ1/f and HI/f .

Evolution in the nonlinear regime: We now discuss the behavior in the non-
linear regime. The ALP field gets diluted with time due to the expansion. After
some time it explores the approximately quadratic region of the potential near its
minimum. Self-interactions become extremely weak at this stage and the evolution
of the occupation numbers slows down. For small values of φ1/f , such “freezing”
of the spectrum happens already after a couple of oscillations of the background
field, which allows ignoring the growth of fluctuations. This is the case for standard
ALPs, for which the constraint φ1/f < π holds. In the presence of a monodromy
the value of φ1/f can be larger and, therefore, the occupation numbers can become
large before they “freeze”.

3Note that the expansion happens most rapidly at early times.
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FIGURE 4.3: Several snapshots of occupation numbers at different scale fac-
tors. We employ φ1/f = 1000, κ = 10 and HI/f = 10−10.

Looking at the background field we observe a rapid drop of the amplitude to
zero at a/aosc ≈ 23. This arises when the fluctuations become sufficiently large and
their growth rapidly extracts the energy from the background field.

The evolution of the fluctuations can be best understood in terms of the occu-
pation numbers (4.13). The occupation numbers at different times are shown in
Fig. 4.3. At first we see the expected growth of fluctuations. We note that the broad
bands in the left plot at intermediate times, 19 < a/aosc < 22, are a result of sec-
ondary instabilities, that were discussed in the previous chapter.

Once the background field has collapsed we observe a smooth direct cascade
towards higher momenta, for a/aosc > 23. This is the self-similar energy cascade,
that was studied in section 3.3.2 of the previous chapter. However, at later times
the present cascade extremely slows down due to the dilution from the expansion.
Indeed, when the density decreases interactions slow down the evolution and the
occupation numbers effectively freeze out and only continue to red-shift. In terms
of comoving momenta this simply means that the distribution of the occupation
numbers remains constant as can be seen by comparing the late-time brown and
black curves. The effect of “freezing” is investigated in great detail in the next
chapter.

4.3 Structure formation, the equation of state and today’s
energy density

In the previous section we described how the field evolution through the wiggly
regions causes a massive growth of fluctuations and, in particular, of fluctuations
with rather high momenta. As can be seen from Fig. 4.3, the rescaled comoving mo-
menta can be as high as η ∼ 100ma. Taking into account the expansion the physical
momenta are still ultrarelativistic, pphys ∼ 10ma. This raises two questions:

• Will the particles be sufficiently nonrelativistic to allow a successful structure
formation?
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• How much of the gain in the energy density from increasing φ1 is lost due to
the faster dilution of the energy density for relativistic species?

In this section we address these questions.

4.3.1 Viability as DM

We start with the question about the structure formation and the requirement for
ALPs to be sufficiently cold at the matter-radiation equality. Below we estimate
the typical velocities of ALPs at the matter-radiation equality and compare them to
those of (allowed) warm DM.

The (nonrelativistic) velocity of the ALP at the matter-radiation equality,

veq =
p

maaeq
= η

aosc

aeq
,

is related to its co-moving momentum η via

veq = 2.63 η

√
10−28eV

ma

F1/3(Tosc)

F1/3(Teq)
. (4.14)

To derive this expression we used the conservation of comoving entropy [80],

aosc

aeq
=

Teq

Tosc

( gs,eq

gs,osc

)1/3
, (4.15)

for the ratio of the scale factors. Also, the temperature in the radiation-dominated
universe can be expressed as

T =

√
HMPl

1.66
√
g
, (4.16)

with Heq = 2.3 × 10−28eV and Hosc = ma/3. The numbers of effective degrees
of freedom in the early universe g(T ) and gs(T ), related to energy and entropy
densities, can be found in [153] and are shown in Fig. 4.4. The dimensionless factor

F(Tosc) =
( gs,0
gs,osc

)(gosc

g0

)3/4
(4.17)

takes values between 1 and 0.3, reflecting the change of the effective numbers of
degrees of freedom between aosc and a0 [26].

As can be seen in Fig. 4.3, the evolution of the ALP occupation numbers ex-
pressed in comoving momenta freezes at around a ∼ 100aosc. This is due to the
drop in interaction rates resulting from the dilution by the Hubble expansion. From
then on we can take the spectrum to be essentially frozen. The highest significantly
occupied comoving momentum is of the order ηmax & 100. Inserting this into (4.14)
we arrive at

veq,max ∼ 10−3

√
10−15 eV

ma

F1/3(Tosc)

F1/3(Teq)
. (4.18)

The strongest constraints on the velocities of DM particles arise from the Lyman-
α forest data on the matter power spectrum at small (nonlinear) scales [154]. For
typical thermal relic warm DM candidates it leads to a lower bound on the mass
of the particles mwarmDM & keV (cf., e.g. [155]), and the corresponding velocities at
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matter-radiation equality are

vwarm DM, eq ∼ 10−3 for mwarm DM × keV. (4.19)

Requiring the same velocities for the (nonthermal) ALP DM, from (4.18) we obtain
the constraint

ma & 10−15 eV, (4.20)

in order to have a successful structure formation from monodromy ALP DM. Note
that these constraints apply only in the regime when the amplification of fluctua-
tions is significant and leads to the fragmentation of the ALP field.

4.3.2 Equation of state

Even if velocities are sufficiently small to allow for the structure formation to pro-
ceed, there is still an important effect of the growth of fluctuations and the pro-
duction of relativistic particles: the equation of state is changed for some time after
oscillations begin. This is what we will study in this subsection.

The equation of state parameter is defined as

w =
p

ρ
, (4.21)

where p and ρ are the expectation values of the pressure and the energy density,
respectively. They are given by

p = 〈1
2
ϕ̇2 − 1

6
(∇ϕ)2 − U(ϕ)〉,

ρ = 〈1
2
ϕ̇2 +

1

2
(∇ϕ)2 + U(ϕ)〉.

(4.22)

FIGURE 4.4: The temperature-dependent numbers of effective degrees of
freedom for entropy gs, pressure gp, energy gε and number gn densities. Fig-
ure is taken from [153].
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Our baseline expectations are that a constant homogeneous background field
leads to w ≈ −1. For a homogeneous background field oscillating around φ = 0,
w oscillates between 1 and −1. In the case of a purely quadratic potential these
oscillations are such that the average over a few oscillations is w̄ = 0, corresponding
to a system dominated by nonrelativistic fluctuations (matter). If ultra-relativistic
fluctuations are dominant (radiation), w ≈ 1/3. Taking all of this into account, we
expect that:

• At early times w = −1.

• After the background field starts to oscillate, w oscillates between −1 and 1.

• As the background oscillation amplitude decreases, the field spends more
time in the concave regions of the potential. In these regions potential energy
is dominant over kinetic energy, which shifts w̄ towards negative values (see
also [56]).

• The growth of fluctuations with large momenta shifts w̄ in the opposite direc-
tion, towards w = 1/3.

• After the collapse of the background field, w is between 0 and 1/3.

• Because of the redshift of momenta, w → 0 at late times.

• If the field settles in a false minimum and obtains an expectation value, the
corresponding vacuum energy does not dilute with time and, therefore, will
dominate the energy content after some time, leading to w → −1. For our
purposes this dark energy contribution must be subtracted from the total en-
ergy density.

Our numerical simulations verify the behavior described above. As an illus-
tration, in Fig. 4.5 the equation of the state parameter w is shown as a function of
ln(a/aosc) in the case of φ1/f = 1000, κ = 10 and HI/f = 10−10. The gray continu-
ous line represents the numerically extracted w (linear mode evolution glued with
the lattice simulation). The black dots represent the values of w̄, averaged over
short periods of time. As expected, it shifts down as the background field oscillates
with a smaller amplitude and probes the tachyonic regions of the potential. The
oscillatory behavior of w ends with the collapse of the background field.

As it was already mentioned, the redshift and the finite lattice size restrict nu-
merical simulations to not too late times. To access w at late times, we performed
the following extrapolation. As discussed in the previous subsection, at late times
a/aosc & 100 the Hubble expansion has sufficiently diluted the particles. The rate
of self-interactions becomes small, and the occupation numbers evolve very slowly.
This allows us to approximate them as constant in comoving coordinates (as we al-
ready did in the previous subsection).

At late times, when the interaction rates drop, the pressure and the energy can
be expressed in terms of the occupation numbers,

p ≈ 1

a4

�
p

p2

3ω(t,p)
n(t,p),

ρ ≈ 1

a4

�
p
ω(t,p)n(t,p).

(4.23)

Here, ω2(t,p) ≈ p2 + a(t)2m2
a and the factors of a−4 arise from the transformation

from conformal variables back to the original ones. At these times the change of w
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FIGURE 4.5: Equation of the state parameter w as a function of the logarithm
of the scale factor ln(a/aosc). The continuous gray line is extracted numeri-
cally, from the linear mode evolution glued with the lattice simulation. The
black dots represent the values of w̄, averaged over short periods of time.
The brown line is obtained by extrapolation in the frozen regime. We employ
φ1/f = 1000, κ = 10 and HI/f = 10−10.

in time arises mostly from the growth of the scale factor, which enters the disper-
sion relation. We performed an extrapolation of w to late times using (4.23) with
the latest available momentum distribution function. The result is represented by
the brown line in Fig. 4.5.

4.3.3 Energy density today

The deviations from w = 0 before the epoch of matter-radiation equality, which
were discussed in the previous section, lead to an energy density today that is dif-
ferent from the one in the case of standard ALPs. While standard ALPs dilute as
matter (w̄ ≈ 0), shortly after the oscillations start [26], the monodromy ALPs have
a significant phase where w 6= 0. We now estimate the change in the DM density
resulting from this.

Using the continuity equation

d[a3(ρ+ p)] = a3dp (4.24)

and solving it for an arbitrary time-dependent or, equivalently, a-dependent pa-
rameter w leads to

ρ(a) = ρ′
( a
a′

)−3
exp

[
− 3

� a

a′
w(ã)d ln

( ã
a′

)]
. (4.25)

Here a′ and ρ′ are the scale factor and the energy density at some reference time. In
the case of a constant w this simplifies to ρ(a) ∝ s−3(1+w).

The ALPs energy density today can be thus written as

ρ0 = ρosc

( a0

aosc

)−3
Zosc

0 , (4.26)
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where the dimensionless prefactor

Za1
a2

= exp
[
− 3

� a2

a1

wφ(ã)d ln ã
]
, (4.27)

describes how much the energy density of ALPs is suppressed on top of the ∝
a−3 dilution of nonrelativistic matter. This can be caused e.g. by an intermediate
ultrarelativistic phase, which leads to w = 1/3.

As it was already mentioned, if the background field ends up in a false mini-
mum, some of its energy is transformed into the form of dark energy (see also [156]).
This energy has to be subtracted in the calculation of the DM density. As it was ex-
plained in the previous chapter, getting trapped in a false minimum is likely for
large values of κ and small values of φ1/f , such that φ1/f . κ2. In this case the
field often gets trapped during the first couple of oscillations, or can also be trapped
from the very beginning. The subsequent dynamics is then analogous to the case
of standard ALPs and, in particular, the growth of fluctuations is insignificant. In
contrast, when φ1/f is significantly larger compared to κ2, the field typically com-
pletes its oscillations around the lowest minimum. This is because the fluctuations
manage to become strong and have the effect of smearing out the wiggles in the
effective potential, making it unlikely for the field to get trapped. In the follow-
ing, we concentrate on the case of ending up in the true minimum, so that no dark
energy contribution has to be subtracted. We return to the aspects of trapping in
Section 4.4.1.

Calculation of the final energy density: Excluding the possibility of ending up
in a false minimum, w inevitably approaches zero at sufficiently late times. This
means that Zosc

0 in (4.27) can be extracted from the simulations as the late-time
nearly constant value of Zosc

a for large values of the scale factor a. For the energy
density ρosc one can write

ρosc ≈
1

2
m2φ2

1 + Λ4
[
1− cos

(φ1

f

)]
=

1

2
m2
aφ

2
1Rκ

(φ1

f

)
, (4.28)

where

Rκ(x) =
1

1 + κ2

(
1 +

2κ2

x2
(1− cosx)

)
. (4.29)

In order to simplify the expression for ρosc, we focus on the case when φ1/f
significantly exceeds κ. This is usually the interesting regime of dynamics, where
fragmentation takes place. This allows one to neglect the second term in Rκ and
today’s energy density ρ0 from (4.26) takes the form

ρ0 =
[1

2
m2
aφ

2
1

(aosc

a0

)3]( Zosc
0

1 + κ2

)
. (4.30)

The expression in the squared brackets in the last equation is exactly what is cal-
culated for the energy density of standard ALP DM today [26] and leads to (4.1) if
one inserts the conservation of comoving entropy as in (4.15), the expression (4.16)
and the value of T0 = 2.73K for today’s temperature of the universe.

For monodromy ALP DM the expression for the energy density today is there-
fore modified to

ρ0 = 0.17
keV

cm3

√
ma

eV

( φ1

1011GeV

)2( Zosc
0

1 + κ2

)
F(Tosc), (4.31)
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In the expression above, ρ0 is expressed in terms of the ALP mass ma, the misalign-
ment field value φ1, the parameter κ and the factor Zosc

0 , which in turn depends on
κ, φ1/f and HI/f .

The values of the additional prefactor Z∞ρ /(1 + κ2), extracted from the simula-
tions for different values of the parameters, are shown in Fig. 4.6. As can be seen
in the plot, Z∞ρ decreases with an increasing initial field value φ1/f , which is ex-
pected since more fluctuations are produced in that case, shifting w more towards
1/3. Remarkably, the dependence of the term on the values of HI/f and κ is very
weak.

Overall, Fig. 4.6 shows that the dilution due to the fluctuations is rather modest.
The increased field amplitude easily compensates for this effect on today’s energy
density. In other words, the range of decay constants f that allow for sufficient DM
production can be extended in the presence of a monodromy. For example, at a
fixed mass ma increasing the initial field value from φ1 = f to φ1 = 1000 f leads to
an increase in today’s energy density by a factor of∼ 106 Z∞ρ /(1+κ2) & 105. Stated
differently, we can choose a value of f that is smaller by a factor of 105/2 and have
a correspondingly larger value of the coupling, with today’s energy density fixed.

4.4 Strong fluctuations on small scales and their evolution

As we have seen in section 4.2.2, for sufficiently large κ and φ1/f the energy den-
sity of the initially homogeneous background field is completely converted into
fluctuations. In that sense all of the DM is made from these (large) fluctuations.
In order to better understand the macroscopic picture, in this section we translate
these field fluctuations into energy density fluctuations and study the fate of those
overdensities during the large-scale structure formation.
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4.4.1 Power spectrum of density fluctuations

The density field of DM is conveniently described in terms of the so-called energy
density contrast, which is defined as

δ(x) =
ρ(x)− 〈ρ〉
〈ρ〉 . (4.32)

With this the dimensionless density contrast power spectrum can be defined anal-
ogously to the field power spectrum, from the Fourier transform of the density
contrast,

〈δ(t,p)δ(t,p′)〉 = (2π)3δ(3)(p + p′)
2π2

p3
∆δ(t,p). (4.33)

It is straightforward to check that the mean of the density contrast vanishes,

〈δ(x)〉 = 0, (4.34)

while its variance can be expressed as

〈δ2(x)〉 =

�
d(ln p)∆δ(p). (4.35)

As already indicated, at early times energy is stored dominantly in the back-
ground field and the energy density contrast is very small, δ � 1. After the fluctu-
ations grow and the background field collapses, the power spectrum ∆δ becomes
O(1)4. At late times the field dynamics slows down and, as a consequence, the
power spectrum does not change with time anymore, where the overall red-shift
due to the expansion is included since comoving momenta are used. This holds
until gravity becomes important, as we discuss in the next subsection.

We have extracted the power spectrum ∆δ(t,p) numerically, from classical-
statistical simulations5. In the left panel of Fig. 4.7 the late-time (frozen) power
spectra are shown versus the comoving momenta, for two different values of the
parameters for which the fluctuations become nonperturbatively large before freez-
ing (green and purple). As can be seen in the plot, the power spectra have similar
shapes. Remarkably, at their maximum ∆δ ≈ 0.5 in all cases, indicating that we
indeed have large fluctuations in the density at relatively small scales i.e. at η � 1,
which is reminiscent of an inhomogeneous foam. The locations of the maxima de-
pend strongly on the initial field amplitude and very weakly on κ andHI/f . While
increasing φ1/f pushes the location of the maximum towards higher momenta, the
opposite does not work for small values of φ1/f . For instance, if φ1/f ∼ 10 fluc-
tuations remain small leading to a much weaker power spectrum. As an example,
in the left panel of Fig. 4.7 we show in blue the power spectrum for such a smaller
initial field value.

Let us now discuss in more detail the parameters for which the overdensities
become O(1). To illustrate this, in the right panel of Fig. 4.7 we have plotted the

4While these fluctuations are isocurvature in nature, their length scale is way too small to be
constrained by the CMB measurements (cf. [138, 157] for similar situations).

5Alternatively one could extract it from the spectrum of field fluctuations as done, e.g. in [138,
157].
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FIGURE 4.7: Left: Several snapshots of the power spectrum, ∆(p) =
p3〈|δ(p)|2〉/(2π2V ), as a function of the rescaled comoving momentum η =
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tuations. We have sampled 112 different combinations of φ1/f and κ. Points
for which r � 1 are marked in yellow, and those for which r ≈ 1 are shown
in red. We employ HI/f = 10−10.

fraction r of the total energy density in the fluctuations6,

r =
ρfluc

〈ρ〉 , (4.36)

for different values of φ1/f and κ. The values of r were obtained by performing
numerical simulations with 112 different combinations of φ1/f and κ. We have set
HI/f to 10−10, although the dependence on this parameter is rather weak. The
yellow color in the plot corresponds to r � 1, i.e. most of the energy being stored
in the background field even at late times. The red color corresponds to r ≈ 1.
We have stopped the simulations once the energies in the oscillating background
field and in the fluctuations became equal, since this is inevitably followed by the
fragmentation of the background field. In other words, the red region in the plot
corresponds to having O(1) overdensities at late times.

As can be seen, for values of κ of order one, the overdensities become O(1)
already for φ1/f ∼ 100. For smaller values of κ this transition occurs at larger
field values, which is expected since the growth of fluctuations is slower in that
case. Also in the upper part of the plot the transition to r ≈ 1 occurs at larger field
values. The reason is the high probability of getting trapped when φ1/f . κ2 is
satisfied, as it was explained in Section 4.3.3. This prevents the fluctuations from
growing significantly. Note, that even in the red region, in few cases the field ends
up in a false minimum. Besides the reduction of the final DM density, this does not
lead to any qualitative differences in the dynamics and, in particular, the power
spectra have shapes similar to those in the left part of Fig. 4.7.

4.4.2 The fate of the overdensities

The O(1) density fluctuations, imprinted during the nonperturbative dynamics,
are reminiscent of the post-inflationary axion scenario [31]. There the PQ symme-
try breaking happens after inflation and, thus, the axion field does not undergo the

6In (4.36), as well as in (4.32) we subtract the dark energy density, if it’s nonzero.
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inflationary “homogenization” throughout the entire observable universe. Instead,
it takes random values in causally disconnected regions. Under gravity the result-
ing overdensities 7 are known to form gravitationally bound objects called axion
miniclusters [72, 74]. It is tempting to consider the formation of miniclusters also
from the fluctuations in our case, which is done in this section.

As it was shown in [72, 73], for pressureless matter the collapse of an overden-
sity with a density contrast δ occurs at the scale factor

x ≈ 0.7

δ
, (4.37)

where
a = xaeq (4.38)

and aeq is the scale factor at the epoch of the matter-radiation equality. The analysis
in that works was based on the Press-Schechter spherical collapse model.

This indicates that O(1) fluctuations should collapse around the time of the
matter-radiation equality. However, in the case of monodromy DM we need to
be a bit more careful. The reason is that the length scale of the O(1) fluctuations
is significantly smaller as can be seen from the fact that the peak of the power
spectrum occurs at comoving momenta of the order (cf. Fig. 4.7)

ηmax =
pmax

maaosc
& 10.

In contrast, the QCD axion field in the post-inflationary scenario typically hasO(1)
density fluctuations of the size of the horizon at the time when the field starts to os-
cillate, i.e. on comoving scales ppost−inf/aosc ∼ Hosc ∼ m(Tosc)/3 [31]. However, at
this time the axion mass typically still increases due to the temperature dependence
of nonperturbative QCD effects giving rise to its potential. As a result, the charac-
teristic momentum of the overdensities, measured in units of the final axion mass,
is smaller and, in terms of the rescaled comoving momentum that we introduced,

ηpost−inf . 1.

The length scale of the fluctuations from fragmentation is therefore significantly
smaller. As we demonstrate below, the corresponding small but nonvanishing
pressure, due to the gradient energy of the field, can have significant effects on
the evolution.

The spherical collapse model: To study the fate of the overdensities we em-
ploy an adapted version of the spherical collapse model from [72, 73], which also
includes the pressure effects.

By the time of interest ALPs have become nonrelativistic (this limit of QFT is
described in section 6.3) and the decoupling of overdensities from the background
Hubble expansion can be described by means of Newtonian gravity. In the spher-
ical collapse model one considers a quasi-homogeneous and spherical overdense
region of radius r, density ρ, pressure p, and total mass M . The Newtonian equa-
tions of motion for the radius have the form [158]

d2r

dt2
= −8πG

3
ρRr −

GM

r2
− 1

ρ

dp

dr
, (4.39)

7Similarly for the case of DM created from inflationary ALP fluctuations [138].
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where G is Newton’s constant and ρR is the background density of radiation. The
second term on the right-hand side is the gravitational force due to the matter in-
side the spherical shell. The last term represents the pressure gradient force (see
e.g. [159]).

Delegating the details of the calculation of the internal pressure for ALP DM to
the appendix B, here we simply mention that its origin is the field gradient energy.
More specifically, in the nonrelativistic regime the energy density of the field inside
a spherical shell with a radius r has the form (see Eq. (6.3) from chapter 6)

E(r) =
1

2ma

�
r′<r

[
∇Ψ∗∇Ψ

]
∼ M

m2
ar

2
, (4.40)

where we neglected the self-interactions of the field and M = ma

�
Ψ∗Ψ.

Following [72, 73], we first introduce the dimensionless variable R, which char-
acterizes the deviation of the overdensity from the background Hubble expansion,

R(t) =
r(t)

rflow(t)
=

r(t)

a(t)ξ
, (4.41)

such that R = 1 before the overdensity collapses and ξ is the value of the comoving
radius of the overdensity at those early times. As shown in the appendix B, in terms
of the variable x from (4.38) the evolution of R(x) is governed by

x
(

1 + x
)
R̈+

(
1 +

3

2
x
)
Ṙ+

1

2

[1 + δ

R2
−R

]
− C

xR3
= 0. (4.42)

Here the dots indicate derivatives with respect to x. The last term in (4.42) is an
additional term, compared to [72, 73], due to the outwards pressure. The only de-
pendence on the comoving size ξ of the initial overdensity in the above equation is
contained in this pressure term or, more precisely, in its prefactor C. The prefactor,
calculated in appendix B, is given by

C(η) ≈ η4. (4.43)

Here η = p/(maaosc) is the initial comoving momentum scale of the overdensity, as
in Fig. 4.7.

Gravity versus pressure: Now we can find the condition under which the over-
density can overcome the pressure force and collapse. Essentially, this requires that
the gravitational attraction is stronger than the pressure, i.e.

δ

2R2
>

C

xR3
. (4.44)

This is equivalent to

x > xC =
2C

δ
≈ 2η4

δ
. (4.45)

This condition is remarkably simple and, in particular, does not depend on param-
eters such as the mass of ALPs.

For the fluctuations with δ ∼ 1 and η & 10, as expected from Fig. 4.7, we con-
clude that the typical fluctuations have not yet collapsed today, when x0 ∼ 3000.
This is consistent with what one would expect from the Jeans analysis similar to
the one in [133] i.e. fluctuations below the Jeans scale do not grow. In contrast, in
the post-inflationary axion scenario η . 1 and the pressure is too small to prevent
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the collapse into miniclusters at x ≈ 0.7/δ. Therefore, the DM density in our case
carries strong fluctuations but not the huge overdensities & 109 as for miniclusters.

Finally let us briefly attempt the first discussion of today’s size of the fluctua-
tions and their fate during the large-scale structure formation. The physical size of
an overdensity at a scale factor a = xaeq is given by

R ∼ a

p
∼
(Hosc

Heq

)1/2 1

maη
x ∼ 104km

√
eV

ma

1

η
x. (4.46)

If gravity plays no role, one would expect, for η ∼ few × 10 − 100, typical sizes of
the fluctuations today of the order

R0 ∼ (105 − 106)km

√
eV

ma
, (4.47)

where we used xtoday ∼ 3000. However, such small-scale structures are part of
galaxies and clusters. As they only feel their local gravitational field, we expect that
their Hubble growth stops as soon as the structure they are contained in decouples
from the Hubble expansion. Inside structures we, therefore, expect a somewhat
smaller size of the fluctuations,

Rin structure
0 ∼ (105 − 106)km

√
eV

ma

astructure

a0
, (4.48)

where astructure is the scale factor at the time when the structure decouples and
therefore depends on the type of structure the fluctuations are contained within.
This can be as low as 103 km for early structures with (astructure/a0) ∼ 100.

4.5 Summary

In this chapter we have investigated the role of a monodromy for ALP DM and
the resulting, potentially observable, consequences. The interactions of ALPs with
the SM particles can be larger. In the case when the wiggles of the potential are
sufficiently strong and the initial misalignment field value is large enough (the red
region in the right panel of Fig. 4.7), rapid growth of fluctuations occurs soon after
the field starts to oscillate, i.e. at H . ma/3. This is the interesting regime that we
have focused in this chapter. Below we summarize our main findings.

Fluctuations quickly become nonlinear, dominating the energy density, whereas
the homogeneous field component fragments. The dynamics of such DM is there-
fore dominated by these fluctuations. This occurs well inside the epoch of radiation
domination and, therefore, much earlier than for standard ALP DM, where the field
remains essentially homogeneous until the structure formation becomes important
in the matter-dominated universe.

The growth of fluctuations corresponds to a conversion of the homogeneous
background field into relativistic particles. We find that physical momenta up to
a few × 100ma are significantly populated. Shortly after the field starts oscillating
the equation of state is thus close to 1/3, seemingly unsuitable for DM. However,
as already mentioned, this occurs deep inside the radiation-dominated area. The
expansion effectively cools the gas and the equation of state returns to a value close
to zero, as appropriate for cold DM. The relativistic period leads to a reduction
in the total energy density compared to a situation where there is no significant
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growth of fluctuations and the equation of state parameter remains zero during
the entire evolution. While non-negligible, this effect does not destroy the possible
enhancement in the couplings, made available by the enlarged field range.

The most dramatic change from standard ALP DM lies in the structure at very
small scales. The process of fragmentation imprints strong, O(1) density fluctua-
tions. This is similar to the post-inflationary axion scenario, where the field takes
random values in causally disconnected regions when it starts to oscillate and, thus,
carries similarly O(1) overdensities. However, in contrast to the post-inflation ax-
ion scenario these structures do not collapse into miniclusters as their physical size
is significantly smaller and the internal pressure, resulting from the field gradient
energy, counteracts the gravitational force. Instead, the DM has a “foamy” struc-
ture of the density at small scales with typical fluctuations of order one. This is
summarized in the table below, where the relevant comoving momenta are indi-
cated.

Fluctuations in the post-inflation η . 1 small pressure,
axion scenario, QCD axion. miniclusters form.

Fluctuations from fragmentation, η & 10 large pressure, overdensities
monodromy ALPs. have not collapsed.

This “foamy” structure of DM is probably hard to probe in astrophysical ob-
servations. However, if it survives inside the galaxy, it could lead to an interesting
fluctuating signal in Earth bound direct detection experiments (see e.g. [160–169]).
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Chapter 5

Gravitational wave signatures of
nonperturbative dynamics

The content of this chapter is based on the work done in collaboration with Joerg
Jaeckel, and is presented in the preprint [3]. In that work I did the main computa-
tions and most of the writing of the script. Large parts of the text and most of the
figures in this chapter and in the appendix C are taken from that reference.

In the previous chapters we investigated the nonlinear dynamics of ALPs in the
presence of a monodromy and described how the resonant amplification of fluc-
tuations can trigger the fragmentation of the homogeneous field. Such ALPs can
still be viable DM candidates, although the dynamics of fragmentation significantly
modifies the spatial structure of such DM on small scales, compared to to the case
of standard ALPs.

In this chapter we focus on a different observational signature of the nonper-
turbative dynamics of ALPs. The process of fragmentation of the coherent field
accumulates a significant fraction of the energy into an anisotropic form, which
sources a stochastic GW background. Once produced, GWs travel almost unim-
peded and, thus, can deliver information about the nonequilibrium processes that
took place in the early universe.

We start our discussion by a brief review of the elementary theory of GWs based
on linearized Einstein equations of gravity in section 5.1. In that section we also
summarize the important sources that can produce GWs and the current status of
GW detection experiments.

Section 5.2 is devoted to the calculation of the stochastic GW background that is
produced from the nonperturbative production of ALP DM. Our analysis combines
analytical estimates for the signal strength with numerical lattice computations,
and the two approaches yield consistent results. In accordance with the common
expectations (see e.g. [170]), we find strong bounds on the possible strength of such
a signal, imposed by the abundance of DM in the universe today.

Remarkably, an extended intermediate phase of ultrarelativistic dynamics after
the fragmentation allows the production of a stronger GW signal and, at the same
time, matching the correct final abundance of DM. We investigate the dynamics
in this regime in section 5.3 by deriving a simplified kinetic description. As we
demonstrate, the signal in some cases may be within reach of future GW detectors,
allowing a complementary probe of this type of DM.

Finally, we conclude in section 5.4.
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5.1 GW backgrounds

GW backgrounds can be of either astrophysical or cosmological origin. The first
class includes mergers of black holes or neutron stars [171, 172], as well as the col-
lapse of supernovae [173]. Instead, cosmological backgrounds can originate dur-
ing and after inflation [174, 175], from possible phase transitions in the early uni-
verse [176], etc. While so far only GWs from astrophysical sources have been de-
tected [177–179], future improvement of the sensitivities of these experiments will
open new possibilities to explore the physics of the early universe.

The aim of this section is to provide a brief review of the linearized theory of
gravity, which is commonly used for the calculation of stochastic GW backgrounds
of cosmological origin. We also summarize the current status of the GW detection
experiments.

5.1.1 Linearized theory of gravity

GWs correspond to transverse-traceless (TT) tensor-like perturbations of the metric
tensor [180]. In the synchronous gauge, which fixes g00 = 1 and g0i = 0, such
perturbations on top of the background FRW metric have the form

gµν(t,x) =

(
1 0

0 −a2(t)
(
δij + hij(t,x)

) ), (5.1)

with |hij | � 1. The equations of motion for hij are then obtained by linearizing the
Einstein field equations [180],

ḧij + 3Hḣij −
∆hij
a2

=
16π

M2
Pl

ΠTT
ij . (5.2)

The TT condition, ∂ihij = hii = 0, leaves the metric perturbations with two in-
dependent components, which correspond to the two polarizations of GWs. ΠTT

ij

is the TT projection of the total anisotropic energy-momentum tensor which, for a
scalar field, is given by [174, 175]

Πij(t,x) =
1

a2

[
∂iϕ(t,x)∂jϕ(t,x)− δij

(
L(ϕ(t,x))− 〈p〉

)]
, (5.3)

where L is the Lagrange density and 〈p〉 the background pressure of the universe.
The components, proportional to δij drop out after taking the TT projection.

In other words, GWs are sourced by the gradients of the field, which explains
why the growth of fluctuations and the subsequent fragmentation of the field are
important sources of gravitational radiation. GW backgrounds from scalar field
fragmentation have been studied in e.g. [75, 174, 175, 181, 182], mostly in the con-
text of post-inflationary preheating. GWs are also produced during the transitions
between local minima, from the collisions of bubbles of the low minimum, as well
as from the turbulent dynamics [106, 183]. In particular, the authors of [106] con-
sidered a dynamical phase decomposition after axion monodromy inflation. GW
backgrounds from the fragmentation of ALPs were studied in [77].
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The strength of such stochastic backgrounds is conveniently described in terms
of the dimensionless parameter ΩGW, which determines the fraction of energy den-
sity in GWs per logarithmic frequency to the total energy density of the universe,

ρGW

ρc
=

�
d(ln ν) ΩGW(ν), (5.4)

where ν is the frequency, ρc = (3/8π)M2
PlH

2 is the critical density of the universe
and ρGW is the energy density in GWs, which is given by1 [174]

ρGW(t) =
M2

Pl

32π
〈1
2
ḣij(t,x)ḣij(t,x) +

1

2
∇hij(t,x)∇hij(t,x)〉 =

M2
Pl

32πV

�
p

(
|ḣij(t,p)|2

)
.

(5.5)
where, in the last term, averaging over an oscillation time was performed.

5.1.2 Detection of GWs

Experiments aimed at detecting GWs can be classified into the following three cat-
egories:

• Ground-based laser interferometers, such as the Laser Interferometer Gravi-
tational wave Observatory (LIGO) [184], VIRGO [185], GEO [186] and TAMA
[187]. They use wave interference to detect the propagation of GWs in the
typical frequency range 10 − 103Hz. By today, the LIGO and Virgo have de-
tected several signals from mergers of black holes with masses of ∼ 10 solar
mass, as well as a signal from the collision of neutron stars [177–179].

• Space-based laser interferometers, such as the Laser Interferometer Space
Antenna (LISA) [188], which is planned to launch within the next decades,
the Big Bang Observer (BBO) [79] and the Deci-Hertz Interferometer GW
Observatory (DECIGO) [189]. Due to the larger arm lengths these interfer-
ometers can detect gravity waves with smaller frequencies (10−4 − 10−2Hz).

• Pulsar timing arrays: Pulsars are rapidly rotating neutron stars, which emit
very regular beams of radio waves. By investigating the variations in the
arrival times of such beams, emitted by a large array of well-understood pul-
sars, it is possible to detect the propagation of GWs [190]. The three pri-
mary PTA projects, that are currently operating, are the Parkes Pulsar Timing
Array (PPTA) [191], the North American Nanohertz Observatory for GWs
(NANOGrav) [192] and the European Pulsar Timing Array (EPTA) [193], col-
laborating under the International Pulsar Timing Array (IPTA) project [194].
They use arrays of millisecond pulsars and are designed to detect GWs with
frequencies 10−9 − 10−7Hz. So far no detection of GWs has been made, ex-
cluding backgrounds with ΩGW & 10−9. Longer timing as well as new tele-
scopes such as the Square Kilometre Array (SKA) [78] will significantly im-
prove the sensitivity of PTAs within the next years.

Fig. 5.1, taken from [195], summarizes the sensitivity curves of the above men-
tioned experiments on the ΩGW,0h

2 versus ν/Hz plane, where ΩGW,0 is the frac-
tional energy density in GWs today and h = 0.68 [10]. This list is complemented
with the efforts for indirect detection of primordial GWs from inflation in the form
of a specific (B-mode) polarization in the CMB [196].

1In these expressions summation over the indices i and j is implied.
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FIGURE 5.1: Sensitivity curves for different GW detectors and the predicted
backgrounds from various sources. Figure is taken from [195].

5.2 GW production from ALP DM fragmentation

Having reviewed the current status of GW detection experiments we now proceed
with a detailed analysis of the stochastic GW background production from the non-
perturbative dynamics of ALP DM in the presence of a monodromy.

We start with a brief outline of the dynamics in section 5.2.1. Analytical es-
timates of the typical frequency and strength of the signal are then performed in
section 5.2.2. The frequency is mostly determined by the mass of ALPs and, hence,
spans a whole range of possible values. Our main result is Eq. (5.22), which de-
termines the upper bound on the signal strength from ALP DM, depending on its
typical frequency. In section 5.2.3 we present the numerical calculation of the GW
signal and demonstrate the consistency with the analytical estimates. In the numer-
ical approach the linear metric perturbations are evolved according to (5.2), using
a modified version of the “HLATTICE” code [197].

5.2.1 Outline of the dynamics

In this subsection we briefly outline the main stages of the dynamics, which were
discussed in great detail in the previous chapter.

We consider the scenario of the misalignment mechanism, in which the ALP
field is present during inflation and denote the initial field value by φ1. The field
is effectively frozen and starts to perform coherent oscillations once the Hubble
parameter becomes comparable to the curvature of the potential.

For sufficiently large misalignment angles φ1/f the fluctuations of the ALP field
are resonantly amplified, triggering the complete fragmentation of the homoge-
neous component. Directly after fragmentation ALPs are usually relativistic (see
Fig. 4.5), such that their energy density dilutes efficiently, as ∝ a−4. ALPs also cool
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FIGURE 5.2: The main stages of the misalignment production of ALPs in-
volving nonperturbative dynamics. Initially the field is frozen (1) and starts
to oscillate (2) after the Hubble parameter H drops bellow the curvature of
the potential minitial. This is followed by the fragmentation of the ALP field
(3), a process that produces a stochastic GW background and is illustrated by
plotting several snapshots of the energy density contrast δ(x) = (ρ(x)−ρ0)/ρ0

along a 2D slice. After the fragmentation ALPs are ultrarelativistic (4) and be-
come nonrelativistic (5) after their characteristic physical momenta pchar drop
bellow the curvature at the bottom of the potential mfinal.

down with expansion and become nonrelativistic once their characteristic physi-
cal momenta drop below their mass. After this they can successfully participate in
structure formation.

This sequence of stages of the dynamics is illustrated in Fig. 5.2. In particu-
lar, in the third panel, which describes the fragmentation of the ALP field, several
snapshots of the energy density contrast δ(x) = (ρ(x)− ρ0)/ρ0 along a 2D slice are
shown. These are obtained from a classical lattice simulation of the field dynamics.

In Fig. 5.2, the distinction between two different mass scales is made explicit.
One of them, which we denote as minitial, is the typical curvature of the potential
near φ1 and determines the onset of coherent oscillations via the condition H ∼
minitial/3. The other parameter, denoted as mfinal, is the curvature at the bottom of
the potential and the transition to the nonrelativistic regime at late times happens
when the characteristic physical momenta drop below this mass, pchar ∼ mfinal.
For the monodromy potential in (3.1) these masses are of the same order2 and the
curvature near the bottom is equal to

m2
a = m2 +

Λ4

f2
= m2(1 + κ2), κ2 =

Λ4

m2f2
. (5.6)

For more general potentials however the bottom mass can be different and, in
particular, sufficiently smaller. This would lead to an extended ultrarelativistic
phase and will be important in the context of gravitational wave production, as
we demonstrate later.

2Here we assume that κ takes moderate values, not much larger than one.
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5.2.2 Analytical estimates

This subsection is devoted to the analytical estimates of the peak strength and fre-
quency of the GW signal produced during the nonperturbative ALP dynamics. Af-
ter describing the transformation of the frequency and the energy fraction of the
GW signal to today’s variables we estimate its strength from Eq. (5.2). We then
fix the energy density of ALPs based on today’s DM abundance to find the signal
strength from ALP DM.

Transformation to today’s observables: Today’s frequency of GWs is related to
the comoving momentum η by a simple red-shift,

ν =
1

2π

p

a0
=
ηma

2π

(aosc

a0

)
. (5.7)

For the ratio of the scale factors one can use the conservation of comoving
entropy (4.15), the expression for the temperature during the epoch of radiation-
domination (4.16) and the temperature today T0 = 2.73K, as it was done in sec-
tion 4.3.1. Recalling that Hosc = ma/3, the formula (5.7) can be re-written as

ν =
(√3

√
1.66g

1/4
0 T0

√
eV

2π
√
MPlHz

)
Hz η

√
ma

eV
F1/3(Tosc) = 1.56×10−3Hz η

√
ma

eV
F1/3(Tosc).

(5.8)
where F(T ), defined in (4.17), reflects the change of the effective numbers of de-
grees of freedom. As can be seen the frequency is mostly determined by the ALP
mass.

The energy density in GWs dilutes as a−4, hence their fractional energy density
today ΩGW,0 can be expressed as [198],

ΩGW,0 =
ρ0

ρc,0
= ΩGW,emit

(aemit

a0

)4(Hemit

H0

)2
=
(1.662 × g0T

4
0

M2
PlH

2
0

)
ΩGW,emitF4/3(Temit),

(5.9)
where we again used the conservation of comoving entropy. Calculating the term
in the brackets, the formula (5.9) can be re-written as

ΩGW,0 = 9.39× 10−5ΩGW,emitF4/3(Temit). (5.10)

Equations (5.8) and (5.10) are used in our numerical simulations to transform
the variables to today’s observables, as well as in our analytical estimates of the
GW production, described below.

Parametric estimates for the GW signal: We now perform parametric estimates
for the GW production. For simplicity we assume that most of it takes place near
some scale factor aemit. This is naturally identified with the end of the resonant am-
plification of fluctuations and the fragmentation of the background field (the third
stage in Fig. 5.2). We denote by p? = η?maaosc the comoving momentum at which
the dominant resonant production takes place, and by ν? the corresponding fre-
quency. For our parametric estimates we assume that the GW spectrum is peaked
at a momentum of the same order as p? and denote the fractional energy density at
the peak by ΩGW,?. In what follows we estimate that fractional density.
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From the wave equation (5.2) it follows that [199]

|(hp?,emit)ij | ∼
16π

M2
Pl(p?/aemit)2

|(Πp?,emit)
TT
ij |. (5.11)

For simplicity we ignore the index structure of metric perturbations, i.e. identify
hij → h, and associate the ΠTT

ij to the energy density of the ALP field, i.e.

ΠTT
ij = αρϕ, (5.12)

where α . 1 quantifies the fraction of the energy stored in the fluctuations. These
are of course crude approximations, but should suffice for a parametric estimate.

The energy density ρGW,emit in GWs at aemit can be written as

ρGW,emit =
M2
Pl

32πV

�
|ḣp|2

4π

(2π)3
p2dp ≈ M2

Pl

8V (2π)3

�
d(ln p)p3

( p

aemit

)2
|hp|2. (5.13)

Here V indicates the control volume for the Fourier transform which will drop out
of the final expressions.

The GW energy fraction at the momentum p? is then given by

ΩGW,emit(ν?) ≈
M2
Pl

8ρc,emitV (2π)3

p5
?

a2
emit

|hp?,emit|2

∼ 162π3

3M4
PlH

2
emitV (2π)3

α2|ρϕ,p?,emit|2p?a
2
emit, (5.14)

where in the last step we inserted (5.11) as well as expressed the critical density at
aemit in terms of the Hubble parameter H2

emit = 8πρc,emit/(3M
2
Pl).

Noting that the spectra are typically peaked at the resonant momentum, we can
employ Parseval’s relation to re-express the Fourier components ρϕ,p?,emit in terms
of position space ALP energy density ρϕ,emit,

V ρ2
ϕ,emit =

�
p
|ρϕ,p,emit|2 =

4π

(2π)3

�
d(ln p)|ρϕ,p,emit|2p3 ≈ 4π

(2π)3
|ρϕ,p?,emit|2p3

?β.

(5.15)
In this equation we used the typical logarithmic width of the spectrum of the fluc-
tuations in momentum space,

β = ∆ ln p, (5.16)

where usually β & 1. Inserting this into (5.14) yields

ΩGW,emit(ν?) ∼
64π2

3M4
PlH

2
emit

ρ2
ϕ,emit

(p?/aemit)2

α2

β
. (5.17)

It is convenient to re-express the energy fraction in terms of quantities at aosc.
For this we note that

Hemit = Hosc

( aosc

aemit

)2
=
ma

3

( aosc

aemit

)2
, ρϕ,emit ≈ ρϕ,osc

( aosc

aemit

)3
Zosc

emit. (5.18)

The factor Zosc
emit in the second equation (and defined in Eq. (4.27)) accounts for the

nontrivial evolution of the ALP energy density between aosc and aemit compared to
the standard ∝ a−3 dilution for matter.
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Inserting (5.18) into (5.17) yields

ΩGW,0(ν?) ∼ 0.18
ρ2
ϕ,osc

M4
Plm

4
aη

2
?

(Zosc
emit)

2F4/3(Temit)
α2

β
. (5.19)

GW signal from ALP DM: We now make the assumption that DM consists
solely of ALPs to obtain an upper bound on the GW signal strength. The energy
density of ALPs in (5.19) can be expressed in terms of the today’s value of DM
density ρϕ,0 = 1.27 keV/cm3 [10], using the transformation from Eq. (4.26). This
leads to

ΩGW,0(ν?) ∼ 1.1× 10−32
[ eV

ma

](
η?Zemit

0 F1/3(Tosc)
)−2α2

β
, (5.20)

where we again employed the conservation of comoving entropy and the relation
Zosc

0 = Zosc
emitZemit

0 which follows directly from the definition of Z in Eq. (4.27). For
the sake of simplicity we also assume that F(Tosc) ≈ F(Temit).

Eq. (5.20) determines the peak GW signal strength for a given ALP mass. Com-
bining this expression with Eq. (5.8) for the peak frequency,

ν? = 1.56× 10−3Hzη?

√
ma

eV
F1/3(Tosc), (5.21)

one arrives at a remarkably simple relation between the peak energy fraction ΩGW,0,?

and the peak frequency ν?,

ΩGW,0(ν?) ∼ 2.7× 10−38 1

(ν?/Hz)2

1

(Zemit
0 )2

α2

β
. (5.22)

Summary: The estimates of the signal strength in this subsection were very gen-
eral and did not rely much on the specification of the ALP potential U(φ). The main
requirement was that the typical curvature of the potential is given by ma. It was,
however, assumed that the spectrum is centered close to the resonant momenta.
Nonlinear effects tend to broaden the spectrum and, as we demonstrate in the next
section, somewhat modify this picture. Nevertheless, (5.22) reveals the important
features of the GW spectrum.

It follows from (5.22) that on top of the inverse-squared dependence on the
peak frequency, the peak energy fraction is determined solely from the value of the
suppression factor Zemit

0 , defined in Eq. (4.27). If Zemit
0 = O(1), the signal peak is

beyond the planned sensitivities of future GW detection experiments, irregardless
of the value of the ALP mass. This is the case for the standard monodromy potential
from (3.1), for which the values of Zemit

0 can be found in Fig. 4.6. We nevertheless
investigate this scenario numerically in the next subsection to test the analytical
estimates. In particular, in Fig. 5.4 the analytical estimate, denoted by the blue
circle, is shown together with the numerically calculated GW spectrum for ma =
10−16eV and a particular set of parameters. The (numerically extracted) final GW
spectra for different values of parameters are shown in Fig. 5.5. The bound on
the signal strength is lifted if ALPs dilute their energy more efficiently after the
emission of GWs, i.e. if Zemit

0 � 1. We focus on this scenario in section 5.3.
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5.2.3 GW production from lattice simulations

Our analytical estimates are expected to become less accurate for larger misalign-
ment angles φ1/f , since it assumes more time between the end of resonant ampli-
fication and the final fragmentation. In that case the signal peak is expected to be
weaker and, instead, the signal to be broader. Moreover, these estimates do not
take into account the production of GWs after fragmentation, during the turbulent
dynamics of ALPs. Finally, the calculation of Zemit

0 and of the typical velocities at
matter-radiation equality requires a better knowledge of the ALP spectrum. This
motivates the more rigorous analysis based on numerical lattice simulations, which
is described in this subsection.

The classical-statistical simulations of the dynamics of the scalar field were per-
formed as in the previous chapter. Linear metric perturbations and the correspond-
ing GW spectra were computed using the HLATTICE code [197], which evolves lin-
ear metric perturbations coupled to the scalar field according to Eq. (5.2). The code
was originally designed for the simulation of post-inflationary preheating dynam-
ics. To adjust it for the case of misalignment production of ALP DM, the following
modifications were done:

• The field evolves on a radiation-dominated background, a ∼
√
t, without

having any impact on this background expansion rate.

• The horizon entry of frozen modes is properly taken into account, by “glu-
ing” the lattice simulation to an early linear evolution, as described in the
previous chapter. In other words, we first evolve the momentum modes of
the fluctuations linearly, starting with the scale-independent power spectrum
(cf. e.g. [81]),

∆φ =
(HI

2π

)2
, (5.23)

imprinted after inflation, and then, prior to the onset of nonlinear effects,
switch to the lattice simulation. In this way we also neglect the GW produc-
tion during this early linear phase, which, however, is anyways exponentially
suppressed.

• We always assume that ALPs constitute the total abundance of DM. For given
values of the ALP masses and the misalignment angle φ1/f , this fixes the ab-
solute value of φ1 via Eq. (4.31). We therefore first simulate the ALP dynamics
and extract the value of Zosc

0 , and only afterwards calculate φ1 and the corre-
sponding GW signal strength. For the monodromy potential (3.1), considered
in this section, we extract this value directly from the lattice simulations, as
it was done in the previous chapter (see Fig. 4.6). In contrast, in the case of
mfinal � ma, which is investigated in section 5.3, full numerical simulations
become very expensive and, in order to determine Zosc

0 , we employ a simpli-
fied kinetic description for the dynamics at late times.

• The energy fraction ΩGW,emit is calculated by dividing the energy density in
the GWs by ρc = (3/8π)M2

PlH
2, where H is the Hubble parameter during the

simulation.

• We use (5.8) and (5.10) to transform the simulation variables to today’s ob-
servables.
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FIGURE 5.3: Several snapshots of ALP occupation numbers versus their co-
moving momenta during the fragmentation of the field. Different colors,
changing from light to dark blue, correspond to different scale factors in
the range a/aosc = 13.8 − 17. The inset shows the evolution of the back-
ground field φ/f at these scale factors. We employ φ1/f = 200, κ = 3 and
HI/f = 10−10.

The simulations were performed on grids with a fixed comoving volume and
up to 5123 lattice points. We have verified that the results are insensitive to varia-
tions of the volume and the lattice spacing.

Results from the simulations: We now present the main results obtained from
our numerical simulations for the monodromy potential given by (3.1).

Several snapshots of ALP occupation numbers, extracted from numerical sim-
ulations, are shown in Fig. 5.3 versus their comoving momenta, for a particular set
of the parameters φ1/f = 200, κ = 3 and HI/f = 10−10. Different colors corre-
spond to different scale factors in the range a/aosc = 13.8 − 17, that is when the
fragmentation takes place. The inset shows the collapse of the background field
φ/f (the one-point function) for these scale factors. Fig. 5.4 shows snapshots of the
produced GW spectrum Log10[h2ΩGW,0], as a function of the logarithmic frequency,
for the same scale factors as in the previous figure. Here we used ma = 10−16eV
for the ALP mass. All quantities are transformed to today’s values and we used
h = 0.68 [10].

As one can observe in these figures, the two spectra evolve in a similar way,
however the GW spectrum, being linearly sourced by the ALP field, does not de-
crease with time. The resonant growth of ALP fluctuations is accompanied by a
GW production at momenta of the same order. The broadening of the ALP spec-
trum due to nonlinear effects is reflected in an analogous broadening of the GW
spectrum. At later times the evolution of both spectra slows down due to the inter-
action rates becoming smaller compared to the expansion rate. We discuss this last
aspect in more details in the next section.

We also compare the GW spectrum at its peak strength, which is acquired dur-
ing the collapse of the background field, with our analytical estimates from the
previous section. To this end we insert ν? ≈ 1.5 × 10−10Hz, which corresponds to
η? ≈ 10, into (5.22). We use the numerically extracted value Zemit

0 ≈ 0.6 (for this
particular set of parameters), where we identify aemit ≈ 15aosc. We set α = β = 1.
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FIGURE 5.4: Several snapshots of the fractional GW spectrum, transformed
to today’s variables, during the fragmentation of the field. Different colors
correspond to different scale factors, same as in Fig. 5.3. The blue circle cor-
responds to the analytical estimate based on (5.22) and the black rectangle
demonstrates the logarithmic width of β = 1, used in that estimate. We em-
ploy φ1/f = 200, κ = 3 and HI/f = 10−10, as well as set ma = 10−16eV.

The obtained estimate is indicated by the blue circle in Fig. 5.4. As can be seen, it
matches reasonably well with the result of the numerical calculation, although it is
somewhat higher compared to the numerical result. The latter can be understood
from the fact that β = 1, used in that analytical estimate, would approximately cor-
respond to the black rectangle in Fig. 5.4, and is smaller than the actual logarithmic
width of the spectrum, as can be seen in that figure.

Having extracted the late-time (frozen) GW spectra, in Fig. 5.5 we plot them
for different ALP masses and misalignment angles, thereby obtaining the param-
eter space spanned by the GW signal, indicated by the dashed slopes. As can be
seen, larger misalignment angles lead to a GW production at higher frequencies,
however the overall parameter space spanned by the signal is not affected by this
dramatically. We have also performed simulations with a larger value of κ = 6,
which led to a strength of the GW signal very similar to the one from κ = 3. In
contrast, for κ . 1 the signal is suppressed due to the weakness of the resonance.

5.3 Enhanced GW signal from an extended ultrarelativistic
dynamics

In the previous section we estimated the bounds on the GW signal from ALP DM
fragmentation. The peak energy fraction of the signal ΩGW,?,0 is related to its char-
acteristic frequency via (5.22) or, equivalently,

ΩGW,?,0(ν?) ∝
1

ν2
?

1

(Zemit
0 )2

.

Importantly, this bound is very general and comes solely from the requirement of
not overproducing the DM.
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FIGURE 5.5: The parameter space for the numerically extracted GW spectra
from fragmentation for the potential of (3.1) for different misalignment an-
gles φ1/f . The dashed lines indicate the numerically obtained envelopes of
the signals scaling as in (5.22). We employ κ = 3 and HI/f = 10−10. For
comparison we show the SKA sensitivity [78, 195].

It can be inferred that, on top of the inverse-squared dependence on the fre-
quency, the overall bound on the signal strength is set by the value of Zemit

0 , given
by (4.31). The latter determines how much the energy of ALPs has been suppressed
between the emission of the signal and today on top of the ∝ a−3 dilution for non-
relativistic matter. In other words, the signal is stronger for smaller Zemit

0 . This
is expected since a smaller value of Zemit

0 implies that the ALP field constituted
a larger fraction of the total energy of the universe when the GWs were mostly
emitted and, therefore, the signal carried an accordingly larger energy fraction.

Remarkably, an extended intermediate phase of ultrarelativistic dynamics af-
ter the fragmentation (the stage (4) in Fig. 5.2), during which the energy density
of ALPs dilutes as ∝ a−4, leads to small values of Zemit

0 and, therefore, allows the
production of a stronger GW signal from the fragmentation and, at the same time,
matching the correct final abundance of DM. For the standard monodromy po-
tential (3.1), which was considered in the previous section, this phase is typically
short and ends once the characteristic physical momenta, due to the red-shift, drop
below the mass ma. Therefore, the ultrarelativistic phase is extended in the case
when the final mass near the bottom of the potential is very small. This scenario is
investigated in details in this section.

A small mass near the bottom of the potential extends the ultrarelativistic phase
of nonlinear dynamics and, thus, requires longer simulation times. We combine
the numerical analysis based on lattice simulations, as in the previous section, with
a simplified kinetic analysis at late times, in order to describe this extended far-
from-equilibrium dynamics of ALPs. The second approach becomes available due
to the dramatic reduction in the complexity of the dynamics, related to the ap-
proach of the system to a NTFP. This simplified description allows us to estimate
the duration of the ultrarelativistic phase, as well as the typical velocities of ALPs at
matter-radiation equality, without performing extensive lattice simulations of the
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full dynamics, which become extremely difficult in the presence of a large hierar-
chy of scales. In particular, we find that such an enhanced GW background can be
possibly probed by future GW detection experiments.

In section 5.3.1 we discuss how large mass hierarchies can be embedded into
the monodromy potential. As we explain in the next section, such hierarchies usu-
ally feature repulsive self-interactions, which is somewhat unusual for ALPs and
leads to the emergence of a homogeneous condensate. The dynamics and the GW
production in the presence of such hierarchies are also briefly discussed. In sec-
tion 5.3.3 we describe the simplified kinetic description of the dynamics at late
times, with the details being delegated to the appendix C. The final GW spectra
are presented in section 5.3.4 and the constraints on such dark matter are discussed
in section 5.3.5.

5.3.1 The small mass and repulsive self-interactions

For monodromy ALPs the final mass can be small if the sign in front of the periodic
term is negative3, i.e.

U(ϕ) =
1

2
m2ϕ2 − Λ4

(
1− cos

ϕ

f

)
. (5.24)

Near its minimum the potential has the form

U(ϕ) =
1

2
(1− κ2)m2ϕ2 +

λ

4!
ϕ4 − λf−2

6!
ϕ6... (5.25)

and is convex if κ < 1. By taking κ ≈ 1 the mass near the bottom of the potential
can be made very small.

A similar possibility appears in the case of a “double-cosine” modulation. For
example, we consider the following potential,

U(ϕ) =
1

2
m2ϕ2 + Λ4

(
1− cos

ϕ

f

)
+ rΛ4

(
1− cos

2ϕ

f

)
, (5.26)

that has the following form near the minimum

U(ϕ) =
1

2
(1 + κ2 + 4rκ2)m2ϕ2 − λ(16r + 1)

4!
ϕ4 +

λf−2

6!
(1 + 64r)ϕ6 − ... (5.27)

If the value of r very slightly exceeds −(1 + κ2)/4κ2 (for large values of κ this
corresponds to r ≈ −1/4), the mass near the bottom is again very small. Unlike the
“single-cosine” modulation, in this case κ, which approximately determines the
strength of the wiggles, can still be large. Because of this generality we focus on
this second possibility. In what follows, the small bare mass near the bottom of the
potential is denoted by mfinal, whereas m2

a = (1 + κ2)m2.

5.3.2 The dynamics and GW production

The tuning of the bare mass near the bottom does not affect the early dynamics,
including the amplification of fluctuations and the decrease of the background field
amplitude4. However this modification plays an important role after the collapse

3This scenario was discussed in section 3.3.1.
4In particular, the second cosine has a smaller amplitude than the first one.
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FIGURE 5.6: Snapshots of ALP occupation numbers (left) and fractional GW
spectra (right) in the presence of repulsive self-interactions. Colors from light
to dark blue correspond to scale factors in the range a/aosc = 14 − 26. We
employ φ1/f = 200, κ = 3, HI/f = 10−10 and mfinal = 10−3ma.

of background oscillations i.e. when the field settles near φ = 0. For a smaller mass
it takes longer time until the self-interactions become unimportant due to dilution.
In particular, the spectrum freezes much later in this case. This makes the analysis
based on lattice simulations harder due to the larger hierarchy of scales and the
required simulation times.

Now we briefly discuss the dynamics at relatively late times to see which inter-
action terms are relevant in that regime. The sextic and higher-order terms in the
potential (5.27) are sub-dominant and can be neglected when 〈ϕ2〉/f2 . 1. Impor-
tantly, the small value of the bare mass near the bottom, however, becomes relevant
only when the typical field values become sufficiently small. Indeed, from the fol-
lowing expression for effective mass

M2 = m2
final +

λ

2
〈ϕ2〉, (5.28)

it follows that the transition to the “mass-dominated” regime occurs when λ〈ϕ2〉 ∼
m2

final or, equivalently, when (κ2 + 1

κ2

)m2
final

m2
a

∼ 〈ϕ
2〉
f2

(5.29)

is satisfied5. In the case that is of interest to us, we have m2
final/m

2
a � 1. Therefore,

for m2
final/m

2
a . 〈ϕ2〉/f2 . 1 there is an extended intermediate stage of the dynam-

ics, during which the potential can be well approximated as a massless conformal
quartic. An important feature of this approximate conformal symmetry is that the
evolution equations in the radiation-dominated FRW universe, expressed in terms
of comoving coordinates and conformal field and time variables, are the same as
those in a Minkowski spacetime. Thus the analysis from chapter 3 of the NTFPs
can be directly applied here.

We now present the numerical studies of the ALP dynamics and the GW pro-
duction in the considered model. The simulations were performed as described

5For κ & 1 the term in the brackets (5.29) is of order one.
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FIGURE 5.7: The collapse of the ALP field and condensation in the presence
of repulsive self-interactions. The green line corresponds to the one-point
function, the blue line to the zero-momentum mode of the two-point func-
tion and the gray line represents the volume average of the field within one
classical simulation. We employ mb = 10−3ma.

in section 5.2.3, except that the “double-cosine” potential (5.26) was used. We set
mfinal = 10−3ma in this section. We use κ = 3, φ1/f = 200 and HI/f = 10−10 in this
and the following subsections.

It is important that the modification of the potential changes the sign of the
quartic coupling, making it repulsive.6. Such interactions induce the build-up of a
homogeneous condensate after fragmentation, as it was explained in section 3.3.1
of chapter 3.

In the left panel of Fig. 5.6 several snapshots of ALP occupation numbers at
different scale factors, as functions of the comoving momentum, are shown. The
snapshots of the fractional GW spectrum at the same scale factors are shown in the
right panel of that figure. Here the strength of the signal is obtained by estimating
the value of Zosc

0 , which is explained in the next subsection.
One observes two main differences in this figure, compared to Figs. 5.3 and 5.4:

• There is a more regular direct energy cascade, compared to the attractive
case, which is accompanied by a GW radiation at corresponding momenta.
The self-similar evolution of the cascade was studied in section 3.3.2 of chap-
ter 3 and the scaling exponents wer found to be β ≈ −1/5 and α ≈ 4β (see
also [22]).

• In addition to the direct cascade, an inverse cascade emerges transporting
particle number to low momenta. As it was explained in section 3.3.1 of chap-
ter 3, the evolution of the inverse cascade also becomes self-similar, with ex-
ponents β ≈ 1/2 and α ≈ 3β (see also [114]). As can be seen, at least in the
considered model the inverse cascade does not much GWs.

Both the one-point function φ(t) and the homogeneous mode of the two-point
F (t, t,p)|p=0, extracted from classical-statistical simulations, as well as the volume

6In the second case r is at most approximately −1/4
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FIGURE 5.8: The amplitude of the condensate 〈φ2〉/f2 (left) and the char-
acteristic comoving momentum p̄/(maaosc) (right) as functions of the scale
factor for different mass ratios mfinal/ma, indicated by different colors. The
points are from lattice simulations and the solid lines correspond to the ex-
trapolation. In the left panel the dotted lines show the corresponding ratios
m2

final/m
2
a for each color. They approximately separate the relativistic (∝ a−2)

and the nonrelativistic (∝ a−3) regimes of the condensate dynamics, as ex-
plained in the main text. In the right panel the dotted lines of different colors
denote (mfinal/ma)(a/aosc), such that their intersection with the correspond-
ing solid line is at p̄phys ≈ mfinal. The dashed black line indicates the τ1/5

growth of p̄, observed at early times in that plot. We employ φ1/f = 200,
κ = 3 and HI/f = 10−10.

averaged field from a single classical simulation are shown in Fig. 5.7, as functions
of the scale factor, for mfinal = 10−3ma. The difference of these two configurations
was explained in section 3.3.1 of chapter 3. Remarkably, the fragmentation of the
ALP field is accompanied by a gravitational signal of a similar strength as in the at-
tractive case. In other words, even though a quasi-homogeneous field is re-created
after fragmentation, this process is fast enough to produce a strong signal.

A smaller mass near the bottom of the potential requires a longer simulation
of the dynamics, which becomes increasingly difficult to perform on a lattice. A
rough way to calculate the prefactor Z0

osc would be to use the latest available ALP
spectrum from the simulation for later times of the dynamics. This approximation,
however, neglects the direct cascade of the distribution which additionally extends
the ultrarelativistic phase. Instead, as explained in the next subsection, we describe
the dynamics of the direct cascade by assuming its self-similar evolution and solv-
ing the kinetic equation for the characteristic momentum scale.

5.3.3 Simplified kinetic description of the late-time dynamics

The fact that the momentum distribution of ALPs is governed by NTFPs at late
times allows us to describe the dynamics in that regime in terms of only few vari-
ables. This is done by means of a simplified kinetic description of the dynamics.
The details of our method for the simplified description are described in the ap-
pendix C. Here we summarize the main ideas and present the results.

We describe the dynamics of the direct cascade by assuming its self-similar evo-
lution and solving the kinetic equation for the characteristic momentum scale ¯p(a).
We also keep track of the occupation number at the characteristic momentum n̄(a),
which is related to the momentum via energy conservation, and the condensate
amplitude 〈φ2(a)〉 for which we solve approximate classical equations of motion.
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In the left panel of Fig. 5.8 the extrapolated condensate amplitude 〈ϕ2〉/f2 is
shown with solid lines as a function of the scale factor. The points at early times
are from the lattice simulations. Different colors correspond to different values of
m2

final/m
2
a. These values are also shown in the plot with the dotted lines in cor-

responding colors. One observes the transition from the quartic-dominated rel-
ativistic regime, characterized by an approximately constant 〈ϕ2

c〉, to the mass-
dominated nonrelativistic regime during which 〈ϕ2〉 ∝ a−3. As it was mentioned
in the previous subsection, the transition between these regimes happens approxi-
mately when (5.29) is satisfied i.e. when the solid line intersects the dotted line.

In the right panel of Fig. 5.8 the extrapolated evolution of the characteristic co-
moving momentum p̄/(maaosc) is shown with solid lines for the same values of the
mass ratios as in the left panel. The points of corresponding color at early times are
from the lattice simulation. One indeed observes the ∝ τ1/5 growth at early times.
The growth slows down once the bottom mass becomes important i.e. when the
transition to the nonrelativistic regime in the left panel occurs. The characteristic
momenta at this point are still relativistic. This can be seen by comparing the solid
lines to the dotted lines of corresponding colors, which denote (mfinal/ma)(a/aosc).
The intersection of these two lines corresponds to

p̄/a ≈ mfinal,

i.e. the characteristic high momentum modes becoming nonrelativistic.
Our extrapolation allows to keep track of the equation of state of the system.

We do this by re-scaling the momentum occupation numbers according to p̄(a) and
n̄(a), and calculating the energy and the pressure of both components of the system.
Using Eq. (4.23), the equation of state parameter can be written as

w =
pc
ρc

=
pφ,c + V −1

�
p np(p2/3ωp)

ρφ,c + V −1
�
p npωp

, (5.30)

where, for simplicity, we use conformal variables.
Calculated, in this way, w(a) is shown in Fig. 5.9 for the same values of the

mass ratios as in Fig. 5.8. The points of corresponding color at early times are
from the lattice simulation. We average w over the oscillation period to get rid
of its oscillations. The plot demonstrates the expectation that the ALPs exhibit an
intermediate phase with w = 1/3. The transition to w = 0 is completed when
the high momentum modes become nonrelativistic. Integration of w(a) gives the
values of Zosc

0 , used for calculation of the GW spectra.
We note that, particularly for the green and purple lines in Fig. 5.9, correspond-

ing to mfinal = 10−1ma and mfinal = 10−0.5ma respectively, we have a sizeable
overlap between the numerical data and the analytic extrapolation and we see a
good agreement. While, in part, this is due to the involved fitting of parameters
between the simulation and the analytical approximation, nevertheless, we take it
as an indication of the validity of our approximation.

5.3.4 Enlarged parameter space for the GW signal

Below we present the main numerical results of this section. They are summarized
in Fig. 5.10, where the GW spectra, extracted from the numerical simulations for
the latest times, are shown. At these times the ALP field has already fragmented
and most of the GWs were produced much earlier.
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FIGURE 5.9: The equation of state parameter w = p/ρ as a function of the
scale factor for different mass ratios mfinal/ma, indicated by different colors.
The points are from lattice simulations and the solid lines correspond to the
extrapolation. We employ the same parameters as in Fig. 5.8.

The gold curves correspond to the simple potential (3.1), such that mfinal =
ma, and the solid and the dashed lines correspond to different values of the mass.
The corresponding parameter space for the gravitational signal is indicated by the
envelope line of the same color.

The remaining curves in Fig. 5.10 correspond to the late-time spectra of GWs
in the model of (5.26), such that mfinal � ma. Each color corresponds to a particu-
lar value of the mass ratio mfinal/ma. One indeed observes the increasing range
of the signal in the parameter space as this ratio is being decreased, consistent
with the expectation from our analytical estimate (5.22). Remarkably, already for
mfinal = 10−3ma the range of the signal overlaps with the planned sensitivity of
pulsar timing arrays, i.e. the SKA [78, 195]. In particular, the solid red curve corre-
sponds to

mfinal = 10−16eV, r = 10−3 (SKA).

BBO and LISA: It is possible to extend the signal range even further, up to
the future sensitivities of space-based interferometers, although this requires an
even stronger tuning of the mass near the bottom. In particular, BBO [79] and
LISA [200]) are most sensitive to signals peaked at around ν ∼ 10−1Hz and ν ∼
10−3Hz, respectively. It follows from the analytical estimate (5.21) (using η? ∼ 10 as
before) that the ALP masses ma most relevant for these detector are

ma ∼ 40 eV for BBO, ma ∼ 10−2 eV for LISA.

From the planned sensitivity of BBO, Ω? ∼ 10−15, and that of LISA, Ω? ∼ 10−12,
the corresponding enhancement factor Zemit

0 can be estimated using (5.22) to be
Zemit

0 ∼ 2×10−11 and Zemit
0 ∼ 6×10−11, respectively. The final step is to determine

the mass ratios r = mfinal/ma which lead to such values of the enhancement factor.
Here we estimate the dependence Zemit

0 (r) analytically. To this end, we note that,
as it follows from the definition in Eq. (4.27), Zemit

0 (r) ∝ a−1
nr (r), where anr(r) is

the scale factor at which the transition to the nonrelativistic regime takes place for
given r. The latter can be estimated from the condition

mfinal(r) = mar ∼
p̄(anr(r))

anr(r)
∝ a−4/5

nr (r),

where we use the form of the self-similar evolution p̄(a) ∝ τ1/5(a) ∝ a1/5. This
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FIGURE 5.10: GW spectra in models with an extended ultrarelativistic phase.
The spectra are shown for several values of the mass with different colors
corresponding to different mass ratios r = mfinal/ma. The golden color
corresponds to the standard monodromy potential (3.1) and attractive self-
interactions, also shown in Fig. 5.5. The dashed slopes indicate the envelopes
of the signal strength as in Fig. 5.5. The inset shows analytical estimates for
the signal envelopes at smaller values of r, as explained in section 5.3.4. The
sensitivities of relevant GW experiments are indicated with solid black lines
according to [195] and the estimated typical velocities at matter-radiation
equality are stated. We employ φ1/f = 200, κ = 3 and HI/f = 10−10.

implies a simple dependence Zemit
0 (r) ∝ r5/4, and, using the already calculated

values of Zemit
0 for r ≥ 10−3 we arrive at the following estimates for the relevant

masses that can lead to a detectable signal,

mfinal ∼ 10−8eV, r ∼ 3× 10−9 (BBO), mfinal ∼ 10−11eV, r ∼ 6× 10−9 (LISA).

The signal boundaries based on these two values of r are shown in the inset of
Fig. 5.10, where also the sensitivity curves of the corresponding detectors are shown
with black continuous lines [195].

5.3.5 Constraints from structure formation

So far we have discussed the constraints on the GW signal strength based on the
amount of DM in the universe. Obviously, there are additional constraints, mostly
from large-scale structure formation probes. These require ALPs to be sufficiently
cold/pressureless to participate in structure formation as discussed in this section.

After the fragmentation the ALP field splits into a quasi-homogeneous conden-
sate and high-momentum particles. Initially the particles take most of the energy of
the system, more than 90%. However, as the simulations show, at the end of nonlin-
ear dynamics this fraction decreases significantly and becomes of the same order.
The reason for this is the late phase of the dynamics, during which the condensate
already dilutes as ∝ a−3, however, the high-momentum particles still need to red-
shift to become nonrelativistic. We discuss the constraints for successful structure
formation for both types DM configurations.
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Constraints on the homogeneous component: The authors of [201] derived
constraints, based on the data on structure formation on linear scales k . 0.2h/Mpc,
for DM in the form of a homogeneously oscillating scalar field with a potential
U(φ) = m2ϕ2/2 + λϕ4/4. They obtained the following bound on the mass and the
coupling of the field,

log10(λ) < −91.86 + 4 log10

( m

10−22eV

)
. (5.31)

For sufficiently small masses at the bottom, the potential (5.26) can be approx-
imated as quartic to very good precision at late times. We can thus directly apply
the above bound to the considered setup. Substituting

m→ mb, λ→ −λ(16r + 1)

3!
≈ λ

2
≈ m2

a

2f2
,

one arrives at

2 log10

(ma

mb

)
+ 1.56 < 2 log10

( mb

10−22eV

)
+ 2 log10

( f

1014GeV

)
. (5.32)

For given values of the masses this represents a lower bound on the decay constant
(and for fixed φ1/f also on the misalignment field value φ1). For the situations
indicated by solid lines in Fig. 5.10 this bound implies f > 6 × 1011GeV, while for
the ones indicated by dashed lines f > 6×1010GeV. The actual values of the decay
constant are about 2 − 3 × 1014GeV for the solid lines and about 1 − 2 × 1014GeV
for the dashed lines. The constraints are thus satisfied.

We are not aware of similar constraints from nonlinear structure formation on
smaller scales, which are expected to be stronger.

Constraints on the typical velocities: The typical nonrelativistic velocities of ALPs
at matter-radiation equality are related to their characteristic comoving momentum
p̄ via Eq. (4.14) which, for the considered potential with a small mass at the bottom,
generalizes to

veq =
p

aeqmfinal
= 2.63 η

√
10−28eV

mfinal

F1/3(Tosc)

F1/3(Teq)

√
ma

mfinal
, (5.33)

The constraints on the velocities of ALP DM were already discussed in section 4.3.1
of the previous chapter. Surveys of structure formation on linear scales require
veq . 10−1. A stronger bound appears from the Lyman-α forest data on a nonnlin-
ear structure formation. Here one typically expects veq . 10−3, however, compli-
cated numerical simulations are required to make the constraints more precise.

The typical velocities at matter-radiation equality were estimated using (5.33),
from the late-time asymptotic values of p̄, which are shown in the right panel of
Fig. 5.8. For the solid curves (h2ΩGW ∼ 10−15 − 10−14) in Fig. 5.10 these typical ve-
locities are ∼ 10−2, whereas for the dotted lines veq ∼ 10−3 − 10−2. The constraints
from a linear structure formation are clearly satisfied in this case. The situation for
a nonlinear structure formation is less clear and the particles might turn out to be
somewhat warmer. It is also important to keep in mind that a significant fraction
of the energy density of ALPs is the form of a homogeneous condensate, which is
expected to decrease the ALP pressure and soften the constraints. An answer to
this question requires further investigation.
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The anticipated bands for the values of typical velocities at matter-radiation
equalities veq ∼ 10−1 and veq ∼ 10−2 are indicated by the pink and yellow colors
in the inset of Fig. 5.10. Note that although less fine-tuning is required for the
LISA case, the typical velocities near matter-radiation equality are quite large and
therefore may cause trouble with nonlinear structure formation.

5.4 Summary

In this chapter we described how GW detection experiments can detect signatures
of the nonperturbative production of ALP DM. We have estimated the stochastic
GW background both analytically and numerically. Despite the strong constraints
on the signal, arising from the requirement of not over-producing the DM, the sig-
nal from the fragmentation can be sufficiently strong to be observed by GW experi-
ments. This can happen if ALPs exhibit an extended relativistic phase of dynamics
after the fragmentation, a scenario which we studied in detail in this work by as-
suming a small mass near the bottom of the potential.

The scenario with large mass hierarchies, discussed in this chapter, provides an
efficient mechanism for enhancing the GW signal from ALP DM. A similar mecha-
nism is provided if the ALPs have a significant coupling to the dark photon sector.
The GW background produced from the decay of ALPs into dark photons was cal-
culated in [198, 202]. The authors, however, relied on a linearzied analysis. In
contrast, in our case the nonlinear aspects play a crucial role for the fragmentation
dynamics of monodromy ALPs.

Our main findings are summarized in Fig. 5.10, which contains the relevant
GW spectra. The signal can be detectable by pulsar timing arrays for ALPs with
mfinal = 10−16eV. Here a fine-tuning of the order 10−3 of the mass at the bottom
of the potential is required. An even more severe fine tuning of the order of 10−10

would bring the signal into the sensitivity range of space-based interferometers
such as BBO (mfinal = 10−8eV) or LISA (mfinal = 10−11eV). We have also confirmed
that the constraints from the linear structure formation are satisfied in this case.
The situation with the nonlinear structure formation is less clear and requires fur-
ther investigation. Particularly, it would be interesting to understand the role of a
homogeneous condensate on structure formation and find possible observational
signatures.
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Chapter 6

Simulating cosmological dynamics
with ultracold quantum gases

The material presented in this chapter is based on work in preparation [4], done in
collaboration with Jürgen Berges, Kevin Geier, Philipp Hauke, Markus Oberthaler,
as well as the members of the “BECK” experiment. Kevin Geier and I are the co-first
authors of the upcoming publication. My contribution to that work was focused on
investigating the connections of the considered system to cosmological dynamics,
employing the methods of nonequilibrium QFT for the analytical description of
primary and secondary instabilities in the system, and the study of the self-similar
solutions from the kinetic description. The figures of section 6.5.3 are taken from
that work.

As it was discussed in the previous chapters, the dynamics of scalar fields in the
early universe can be very rich and is lacking a complete understanding. Over the
recent years, interest has increased in simulating various aspects of the dynamics
in the early universe in table-top experimental setups [203, 204]. In such systems
the characteristic energy scales are much lower, which allows one to realize and
test phenomena that are otherwise inaccessible.

In this chapter we argue that modern experiments with ultracold atomic Bose
gases provide a powerful platform for the simulation of the nonperturbative scalar
field dynamics in the post-inflationary universe. With the help of advanced cool-
ing techniques sufficiently low temperatures can be achieved in these experiments,
so that most of the atoms are brought to the ground state, leading to the forma-
tion of an atomic BEC. Such a coherent state mimics the universe right after cos-
mic inflation, when the energy was dominantly stored in a homogeneous “inflaton
condensate”, as well as the “dark matter condensate” formed via the misalignment
mechanism. Remarkably, the toolbox of nonequilibrium QFT, that was described
in chapter 2 for relativistic systems, can also be used to describe the dynamics of
atomic Bose gases [205].

An important restriction on the dynamics of an atomic BEC arises from the
conservation of the total number of atoms, which prevents the resonant decay
of the condensate. We propose a temporal modulation of the interatomic inter-
action strength, which can be experimentally achieved with the help of magnetic
fields [58], in order to incorporate effects that, in the relativistic system, lead to
a resonant particle production. The modulation allows us to observe the linear,
as well as the secondary amplification of the sound waves on top of the BEC, as
well as the subsequent turbulent energy transport towards higher momenta. We
analyze the self-similar evolution associated with this NTFP in an atomic gas by
means of a kinetic description. The final stages of the dynamics after switching off
the modulation, when the system expected to relax to thermal equilibrium, are not
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captured by semiclassical approximation schemes, which particularly motivates an
experimental study of this process.

The chapter is organized as follows. In section 6.1 we provide a brief review
of the quantum field theoretical description of ultracold atomic gases, including
the 2PI framework and the equations of motion. In section 6.2, we propose how
an expanding d-dimensional FRW geometry for a Bose gas can be encoded into
the time-dependence of its interaction strength. We proceed by describing how the
equations, governing the dynamics of an atomic Bose gas, can be derived as an
effective nonrelativistic description of scalar field dynamics in an FRW universe
in section 6.3. The modulation of the scattering length, which leads to a resonant
amplification of the fluctuations on top of the BEC is discussed in section 6.4. This
modulation drives the system far from equilibrium and, in section 6.5, we study the
subsequent approach of the system to a NTFP and the associated universal energy
transport in momentum space, both in the presence of the modulation as well as
after switching it off. The interplay between expansion and thermalization for our
setup is also discussed. Finally, we conclude in section 6.6. We keep ~ and c in all
expressions of this chapter.

6.1 Field-theoretical methods for ultracold atoms

First atomic BECs have been realized already in 1995, in experiments with the va-
pors of rubidium [206], sodium [207] and lithium [208]. Since then the studies of
atomic quantum gases have rapidly evolved from an exotic field of research into an
important part of modern physics. Such systems are particularly well suited for the
investigation of quantum many-body dynamics in its various regimes for a num-
ber of reasons, including the possibility to control and manipulate the atoms using
electric and magnetic fields, the experimental accessibility of typical timescales of
interest and the powerful imaging techniques available to track the dynamics. A
great overview of the physics of ultracold atoms can be found in [57].

Importantly, many methods of QFT have proven to be successful in describing
the physics of ultracold atomic systems [205, 209–212]. This, combined with the
above-mentioned advantages, suggests the possibility to utilize such systems as
experimental simulators of QFT, with potential applications to the early universe
cosmology and the prospect of extending the existing studies to regimes in which
analytical and numerical investigation becomes difficult.

In this section we briefly review the theoretical framework for the description
of the many-body dynamics of an atomic quantum gas, extending some of the con-
cepts from section 2.3 to the considered system.

6.1.1 Microscopic description

The many-body Hamiltonian of a dilute atomic Bose gas has the form [57, 213]

ĤMB =

�
d3x
(

Ψ̂†(t,x)
[
− ~2

2m
∆ + Vtrap(x)

]
Ψ̂(t,x)

)
+

1

2

�
d3xd3yΨ̂†(t,x)Ψ̂†(t,y)V(2)(x− y)Ψ̂(t,x)Ψ̂(t,y). (6.1)
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Here m is the mass of atoms and Ψ̂ denotes the field operator, which satisfies the
commutation relations,

[Ψ(t,x),Ψ†(t,y)] = δ(x− y), [Ψ(t,x),Ψ(t,y)] = [Ψ†(t,x),Ψ†(t,y)] = 0. (6.2)

In general Ψ̂ can be a multi-component field, if the nuclear and electronic spin de-
grees of freedom of the atoms are taken into account (see also [214, 215] for the
description of spinor Bose gases). In this chapter we restrict ourselves to the most
common type of atomic BECs [206–208] with no internal degrees of freedom. The
first line in (6.1) contains the free part of the Hamiltonian, which includes the ki-
netic term and the trapping potential Vtrap. In the second line the two-body interac-
tion term is written. Due to the diluteness, the three- and higher-body interactions
can be neglected. Moreover, at low energies the two-body term can be approxi-
mated by an effective contact interaction,

V(2),eff(x− y) = gδ(x− y),

characterized by a single coupling g = 4πas~2/m, proportional to the scattering
length as of the atoms.

A very tight confinement in some direction can induce effective low dimen-
sional (1d or 2d) geometries. At the same time, the sufficient shallowness of the
trapping potential in the remaining directions allows one to ignore the effects of
the trap for the dynamics that happens on smaller length scales. For simplicity, we
restrict our attention to d-dimensional homogeneous systems in this chapter.

The interactions between alkali atoms can be efficiently adjusted by applying
external magnetic fields. This becomes available due to the presence of so-called
Feshbach resonances [216], describing a resonant scattering between the atoms [217].
Such resonances have been successfully exploited in experiments with ultracold
atoms, allowing the investigation in a controlled manner of both the strongly in-
teracting and the noninteracting regimes. In this work we allow for such a time-
dependence of the coupling, g → g(t).

The microscopic description of a Bose gas can alternatively be formulated in
terms of a functional path integral, as in (2.23). The classical action for a nonrela-
tivistic Bose gas has the form [205]

S[Ψ] =

�
ddx
[ i~

2
(Ψ†Ψ̇− Ψ̇†Ψ)− ~2

2m
∇Ψ†∇Ψ− g

2
(Ψ†Ψ)2

]
. (6.3)

The classical equations of motion, derived from this action, are of the form of a
nonlinear Schrödinger equation,

i~
∂Ψ

∂t
= − ~2

2m
∆Ψ + gΨ†ΨΨ, (6.4)

referred to as the Gross-Pitaevskii equation (GPE).

6.1.2 Nonequilibrium dynamics

The powerful toolbox of nonequilibrium QFT, that was described in section 2.3 for
relativistic scalar fields, can also be applied to ultracold atomic gases. In particular,
the classical(-statistical) approximation becomes valid in the regime of weak cou-
plings and large occupation numbers. Such a description is then governed by the
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classical evolution equations (6.4) and is also referred to as the truncated Wigner
approximation [211, 212].

Furthermore, the 2PI effective action can be constructed for the nonrelativistic
system, as it was done in [205, 209, 218], allowing one to employ systematic nonper-
turbative approximation schemes. As described in [205], this can be conveniently
done by switching to the real and imaginary parts of the complex field operator,

ϕ̂1(x) =
√

2 ReΨ̂(x), ϕ̂2(x) =
√

2 ImΨ̂(x),

treating them as the two components of an O(2)-symmetric field theory.
The presence of a nonvanishing one-point function φi(x) = 〈ϕ̂i(x)〉 generates

effective cubic interactions (cf. Eq. (2.31)) in addition to the quartic one, which fol-
lows from the shift ϕi → φi +ϕi in the action (6.3). The resulting interaction part of
the action, in terms of the fields ϕi, reads

Sint[ϕ, φ] =
(
−g

8

)�
x,C

[
ϕi(x)ϕi(x)ϕj(x)ϕj(x) + 4φi(x)ϕi(x)ϕj(x)ϕj(x)

]
. (6.5)

The 2PI equations of motion can be derived by a variational principle from the
2PI effective action, in a complete analogy to the relativistic case, discussed in sec-
tion 2.3. For the spectral and statistical components of the full propagator

Gij(x, y) = 〈T ϕ̂i(x)ϕ̂j(y)〉 − φi(x)φj(y) = Fij(x, y)− i

2
sgnC(x0 − y0)ρij(x, y),

the corresponding equations have the form [205]

[−i~σ2,ik∂x0 −Mik(x)]Fkj(x, y) =

� x0

t0

dzΣρ
ik(x, z)Fkj(z, y)−

� y0

t0

dzΣF
ik(x, z)ρkj(z, y),

[−i~σ2,ik∂x0 −Mik(x)]ρkj(x, y) =

� x0

yt0

dzΣρ
ik(x, z)ρkj(z, y), (6.6)

where

Mij(x) = δij

[
−~2∆x

2m
+
g

2

(
φk(x)φk(x) + Fkk(x, x)

)]
+ g
(
φi(x)φj(x) + Fij(x, x)

)
.

(6.7)
Note that the “tadpole” diagram, which is the only local contribution to the self-
energy, is explicitly included in Mij(x).

Similar to their relativistic counterparts, the nonrelativistic 2PI equations of mo-
tion can be recast into a form similar to the Boltzmann equation, under additional
assumptions such as a relatively smooth time evolution, an effective loss of mem-
ory and “on-shell” quasiparticles. This derivation can be found in [209, 210, 219].

6.2 Expanding spacetime

An important ingredient of cosmology is the expansion of the universe, which is
well described by the FRW metric, characterized by a scale factor a(t). In this sec-
tion we propose how such an expanding geometry can be incorporated into an
ultracold atomic gas. As we demonstrate, a time-dependent rescaling of the vari-
ables allows us to map the dynamics of an expanding Bose gas into that of a static
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one with a time-dependent scattering length. This mapping removes the necessity
to expand the trap and lifts the associated restrictions on the size of the experiment
and on the atomic densities.

Recall that the (classical) equations of motion of a (minimally coupled) real
scalar field ϕ(t,x) in an FRW universe have the form

1

c2
ϕ̈+

1

c2
dHϕ̇− ∆ϕ

a2
+
δU

δϕ
= 0. (6.8)

Here we consider a slightly more general case of arbitrary d spatial dimensions, in-
stead of d = 3. The above equation demonstrates the two modifications compared
to Minkowski spacetime, that are the presence of the “Hubble” friction term, ac-
counting for the dilution of the field due to expansion, and the a−2 factor in front of
the gradient term, arising because comoving coordinates are used. The substitution
to conformal variables dτ = dt/a and ϕc = a(d−1)/2ϕ allows to get rid of both mod-
ifications at the cost of making the mass and the coupling parameters, contained in
the potential, a(t)-dependent (see e.g. section 4.2.2).

The dynamics of an ultracold atomic Bose gas is instead well described by non-
relativistic equations of motion (6.4). One way of incorporating expansion in such
a system is to physically expand the gas by changing the trapping potential [220–
222], as schematically illustrated in the left part of Fig. 6.1. This has been done in
experiments with a ring-shaped condensate in [221], where the authors even ob-
served preheating-like dynamics after rapidly expanding the trap. While this ap-
proach is the most straightforward, in practice there are usually limitations related
to the size of the system, making the implementation intricate.

Alternatively one can maintain a fixed trapping potential, associating the spatial
distances with the comoving ones. In that case the GPE (6.4) should be modified to
the following form (see e.g. [223]),

i~
∂Ψ

∂t
= − ~2

2ma2
∆Ψ + gΨ†ΨΨ− i~d

2
HΨ. (6.9)

Here one observes a a−2 dependence in the gradient term analogous to the rela-
tivistic case, whereas the “Hubble” friction term manifests itself as a nonhermitean
term in the Hamiltonian. This approach is illustrated in the central part of Fig. 6.1.
Equation (6.9) corresponds to the nonrelativistic limit of (6.8) in the presence of a
quartic self-interaction, as it is demonstrated in section 6.3.

Remarkably, expansion in Bose gases can also be encoded solely into the time-
dependence of the scattering length. This is achieved after performing the follow-
ing time-dependent rescaling of the field and time variables in (6.9),

Ψ = a−d/2Ψ̃, dt = a2dη, (6.10)

which leads to the standard form of GPE with an a(t)-dependent quartic coupling,

i~
∂Ψ̃

∂η
= − ~2

2m
∆Ψ̃ +

( g

ad−2

)
Ψ̃†Ψ̃Ψ̃. (6.11)

This approach is illustrated in the right part of Fig. 6.1. In other words, the field
re-definition factors out the overall dilution of the fields, and the factor a−2 in front
of the kinetic term is compensated by the new time η, which will be referred to as
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FIGURE 6.1: Schematic illustration of a trapped Bose gas and the three ways
of incorporating expansion: by expanding the trapping potential (left), by
adding a nonhermitean (friction) term and modifying the kinetic term (cen-
ter), by modifying the scattering length (right). The last two cases require
additional back-transformation to physical variables.

the lab time, ticking slower with expansion. This transformation is the analogue of
the one to conformal variables for relativistic fields.

In this chapter we adopt the last approach. The time-dependence of the scat-
tering length can be tuned experimentally with the help of Feshbach resonances.
Importantly, this approach does not involve decreasing atom densities. The ab-
sence of physical expansion removes the additional limitations on the size of the
experiment and allows the simulation of a wide range of expanding backgrounds.

An important feature of the above transformation is that in the case of two spa-
tial dimensions the quartic coupling remains time-independent after the substitu-
tion (6.10). This is a consequence of the scale-invariance of the system for d = 2 [224,
225]. In other words, the equations of motion are the same as in the case of a static
spacetime. Expansion i.e. the scale factor a(t) enter only the back-transformation to
original field variable, as well as to the physical temporal and spatial coordinates.
This makes our approach especially efficient for d = 2. The scale-invariance is valid
in the classical(-statistical) regime and is broken by quantum anomalies [226]. It is
the analogue of conformal invariance of the (relativistic) ϕ4 theory in 3 + 1 dimen-
sions [22].

Another interesting property of the above-described mapping is that in the case
of sufficiently fast expansion the physical time t can become infinite for a finite
value of the lab time η i.e. η(t = ∞) < ∞. This can be demonstrated on a typical
power-law expansion of the form,

a(t) =
(

1 +
H0t

γ

)γ
, (6.12)

which sets a(0) = 1 and H(0) = H0. The lab time is then given by

η(t) =

� t

0
dη =

� t

0

dt

a2
=

1

H0

γ

1− 2γ

[(
1 +

H0t

γ

)1−2γ
− 1
]

=
1

H0

γ

1− 2γ

[
a(t)

1−2γ
γ − 1

]
,

(6.13)



6.3. Connection to relativistic dynamics 101

and, if γ > 1/2, the lab time at which a = ∞ and t = ∞ depends on the initial
value of the Hubble parameter and is given by η(t = ∞) = H−1

0 γ/(2γ − 1). This
includes the case of expansion in a matter-dominated universe, γ = 2/3, for which
τ(t =∞) = 2/H0. It is worth noting that the situation is different for the conformal
time τ , introduced in the context of relativistic fields. The latter is defined as dτ =
dt/a and, as a result, becomes infinite with infinite physical time for the expansion
both in a matter-dominated and in a radiation-dominated universe.

6.3 Connection to relativistic dynamics

So far the connection between the dynamics of the Bose gas governed by (6.11), as
well as (6.9), and that of a relativistic scalar field in a FRW spacetime (6.8) has not
been discussed. In the section we derive the mapping between the two descriptions
for the case of a scalar potential1

U(ϕ) =
m2c2

~2

ϕ2

2
+
λϕ4

4!
. (6.14)

The two fields are related via

ϕ =

√
~2

2mc

[
Ψe−

i
~mc

2t + h.c.
]

=

√
2~2

mc
Re
[
Ψe−

i
~mc

2t
]
, (6.15)

whereas the quartic couplings satisfy

g =
λ~4

8m2c
. (6.16)

As we explain below, the mapping is valid in the nonrelativistic regime, for not
too strong fields and not too rapid expansion rates. Important relativistic effects
that lead to particle production are neglected in this mapping, which leads to the
necessity of additional modification in our setup, as explained in the next section.

From (6.15) it follows that the time derivatives of ϕ can be expressed as,

ϕ̇ =

√
2~2

mc
Re
[(

Ψ̇− i

~
mc2Ψ

)
e−

i
~mc

2t
]
, (6.17)

ϕ̈ =

√
2~2

mc
Re
[(

Ψ̈− 2
i

~
mc2Ψ̇− m2c4

~2
Ψ
)
e−

i
~mc

2t
]
. (6.18)

The cubic term in (6.9) can be written as

ϕ3 =
(2~2

mc

)3/2
Re
[
Ψe−

i
~mc

2t
]3

=
1

4

(2~2

mc

)3/2
Re
[
(3|Ψ|2Ψe−

i
~mc

2t + Ψe−
i
~mc

2t)3
]
.

(6.19)
Inserting everything into the equations of motion (6.8) with the potential of (6.14)
and noting that the third term in (6.18) is canceled with the mass term, one arrives

1We reinstate the factors of ~ and c, which can be done by dimensional analysis.
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at

Re

[[ 1

c2
(Ψ̈− 2i

~
mc2Ψ̇) +

1

c2
3H(Ψ̇− i

~
mc2Ψ)− ∆Ψ

a2
+

λ

24

(2~2

mc

)(
3|Ψ|2Ψ + Ψ3e−2 i~mc

2t
)]
e−

i
~mc

2t

]
= 0, (6.20)

where we consider a more general d + 1-dimensional spacetime, leading to the
substitution 3H → dH in the equations of motion.

Nonrelativistic limit: So far no approximations have been employed. We now
make an assumption that the dominant fraction of the energy of the field arises
from oscillation due to the mass term in (6.8). For this several conditions have to be
satisfied (see also [20, 114, 115] for the case of a Minkowski spacetime):

1. Not too strong fields, such that the corrections to the mass are subleading. In
particular, for the quartic model this means λ〈ϕ2〉 � m2c2/~2.

2. Nonrelativistic typical momenta, |p| � mc.

3. Not too rapid expansion, H � mc2/~, so that the field is in the regime of
performing oscillations with a decaying amplitude rather than in the over-
damped regime.

These three assumptions together imply that the function Ψ in (6.15) varies
much slower compared to the exponential term,

|Ψ| � ~
mc2
|Ψ̇| � ~2

m2c4
|Ψ̈|, (6.21)

which allows one to neglect the second-order time derivative in the first bracket in
(6.20), as well as the first-order time derivative in the second bracket. Moreover,
the last term in (6.20) performs rapid oscillations compared to other slowly varying
terms and therefore is effectively "averaged out" in the nonrelativistic limit. Note
that it is this term that accounts for number-changing processes in relativistic the-
ory, and neglecting it leads to a conserved particle number. What remains in (6.20)
are slowly varying terms multiplied by the rapidly oscillating exponent and, there-
fore, in the above-described limit (6.20) reduces to a complex-valued equation

−2im

~
Ψ̇− dH im

~
Ψ− ∆Ψ

a2
+
λ

8

2~2

mc
|Ψ|2Ψ = 0,

which is exactly the GPE (6.9) with the quartic coupling g given by (6.16).

The nonrelativistic description of quantum field dynamics in terms of the slowly-
varying field Ψ, which was described in this section, automatically leads to an
emergent conservation of total particle number. This limit corresponds to the third
red circle in Fig. 2.4, which summarizes the effective descriptions of QFT, used
in this work. It can thus be concluded that an atomic BEC is a natural quantum
simulator for the dynamics of ALP dark matter in the late universe, after the non-
relativistic description becomes applicable.
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6.4 Preheating in an atomic BEC

In this section we describe how ultracold atomic gases can be exploited to simulate
the dynamics of nonperturbative, resonant particle production in the presence of a
strong background field i.e. preheating.

It is tempting to use a homogeneous2 atomic BEC to mimic the state of the
universe after inflation, filled with the homogeneous inflaton field, or the coher-
ent ALP field produced from the vacuum misalignment mechanism. However, the
parametric resonance, which is usually responsible for the rapid amplification of
fluctuations in those systems, is as such a relativistic effect. The oscillations of the
scalar field around the minimum of its potential are averaged out after taking the
nonrelativistic limit. The conserved atom number prevents the decay of a nonrel-
ativistic BEC. Hence, in order to observe preheating in an atomic BEC, the system
requires some modification.

Several experimental setups have been already proposed to simulate the above-
mentioned effect in the context of post-inflationary dynamics. In [227, 228], the
authors considered tunnel-coupled 1D BECs and studied oscillations and forma-
tion of breathers in their relative phase field, which at low energies is described by
the sine-Gordon model. The authors of [229] considered Josephson oscillations of
a BEC in a double-well trapping potential and studied quasiparticle creation and
thermalization. In [230], two-component 1D BECs were considered and primary
and secondary instabilities were analyzed. In [231], the dynamics of 1D BECs after
changing their trapping frequency was studied, including the nonseparability of
the produced quasi-particle pairs.

Here we propose a temporal modulation of the interatomic interactions to gen-
erate a resonant amplification of the sound waves on top of the BEC [59–61], similar
to the post-inflationary parametric resonance. We start with writing down the lin-
earized 2PI equations of motion to study the spectrum of the excitations on top of
the BEC. We then demonstrate how the fluctuations can be amplified via a periodic
modulation of the scattering length and describe the correspondence to the oscilla-
tions of the scalar field around the minimum of its potential. The modulation leads
both to linear instabilities as well as to the nonlinear, secondary amplification of
the fluctuations at later times, as we demonstrate by means of the 2PI equations of
motion.

6.4.1 Linearized equations of motion

The spectrum of excitations on top of a BEC and their instabilities can be studied
with the help of linearized 2PI equations, obtained by neglecting all loop correc-
tions in Eq. (6.6), where φi plays the role of the BEC. At that order the statistical
propagator and the spectral functions decouple from each other. The equations of
motion for the statistical propagator take the form[

−i~σ2,ik∂x0 + δik

(~2∆x

2m
− g

2
φl(x)φl(x)

)
− gφi(x)φk(x)

]
Fkj(x, y) = 0. (6.22)

2In experiments, the BEC is of course not homogeneous due to the presence of a trapping potential.
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It is convenient to introduce the “normal” and the “anomalous” correlation
functions, defined as [205]

ñ(x, y) =
1

2
〈{Ψ̂(x), Ψ̂†(y)}〉 − 〈Ψ̂(x)〉〈Ψ̂†(y)〉 =

1

2
Fij(x, y)(δij + σ2,ij), (6.23)

m̃(x, y) =
1

2
〈{Ψ̂(x), Ψ̂(y)}〉 − 〈Ψ̂(x)〉〈Ψ̂(y)〉 =

1

2
Fij(x, y)(σ3,ij + iσ1,ij), (6.24)

which are complex-valued functions. Inserting the above definitions into Eq. (6.22)
leads to the following pair of equations[

i~∂x0 +
~2∆x

2m
− 2g(x0)|Ψ(x)|2

]
ñ(x, y)− g(x0)Ψ2(x)m̃∗(x, y) = 0, (6.25)[

i~∂x0 +
~2∆x

2m
− 2g(x0)|Ψ(x)|2

]
m̃(x, y)− g(x0)Ψ2(x)ñ∗(x, y) = 0, (6.26)

for the two correlation functions. Throughout the section 6.4 we assign the notation
of the field Ψ without an operator hat for the one-point function.

The form of the above equations is familiar from the Bogolyubov theory for the
excitations on top of a BEC [232]. They can be diagonalized by means of yet an-
other linear transformation. Since we consider spatially homogeneous systems, the
background field depends only on time, Ψ(x) → Ψ(x0). Neglecting the backreac-
tion of the fluctuations in the linear regime, its evolution is governed by the GPE
(6.9) (cf. Eq. (3.6)) and is given by

Ψ(x0) ∝ exp
(
− i
~

�
dx0g(x0)n0

)
.

Here n0 = |Ψ(x0)|2 denotes the density of the condensate, which is approximately
constant in the linear regime. Performing the transformation

n1(x, y) = ñ(x, y)Ψ∗(x0) + m̃∗(x, y)Ψ(x0),

Φ1(x, y) =
(
− i

2n0

)(
ñ(x, y)Ψ∗(x0)− m̃∗(x, y)Ψ(x0)

)
,

the equations of motion (6.25) and (6.26) are recast into the form

∂x0n1(x, y) = −~n0

m
∆xΦ1(x, y), (6.27)

−~∂x0Φ1(x, y) = gn1(x, y)− ~2

4mn0
∆xn1(x, y). (6.28)

Excitations on top of the condensate behave as sound waves or as quasi-particles
according to the famous Bogolyubov dispersion relation [232],

ε2p = ~2ω2
p =

p2

2m

( p2

2m
+ 2gn0

)
. (6.29)

This can be seen by taking the time derivative of the first equation in (6.27), insert-
ing the second one, and Fourier transforming n1 with respect to the relative spatial
coordinate, which leads to (

∂2
t + ω2

p(t)
)
n1(t, t′,p) = 0. (6.30)
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For small momenta the dispersion relation is linear, εp = csp, and describes sound
waves. The speed of sound is given by

c2
s =

gn0

m
. (6.31)

For large momenta the dispersion relation takes the quasi-particle form εp = p2/2m.
The transition between the two regimes takes place near p2/2m = gn0 or, equiva-
lently, near p = ~/ξ, where ξ = ~/(

√
2mcs) is referred to as the healing length.

In the sound wave regime the gradient term in Eq. (6.28) is much smaller com-
pared to the gn1 term. Solving that equation with respect to n1 and inserting into
(6.27) one obtains the following wave equation, valid at small momenta

∂2
x0

Φ1(x, y)−
(∂x0g

g

)
Φ̇1(x, y)− c2

s∆Φ1(x, y) = 0. (6.32)

6.4.2 Linear amplification of fluctuations

In this subsection we discuss the instabilities for the excitations, which lead to their
exponential amplification. In the simplest case when the scattering length is pos-
itive and constant, g > 0 and ġ = 0, the frequency in (6.30) is constant as well
and no amplification takes place. This reflects the fact that in the case of repulsive
self-interactions the configuration of a homogeneous condensate has the lowest
possible energy for a given particle number.

If the scattering length is switched from positive to a negative constant value
i.e. g = −|g| < 0, sound waves will exhibit a tachyonic instability (see also [233]).
The presence of an instability can be seen already from the Bogolyubov dispersion
relation (6.29) and from (6.30), which lead to an imaginary frequency for momenta
with p2 < 4|g|n0m. The corresponding momentum modes then grow as

n1(t, t′,p) ∝ Φ1(t, t′,p) ∝ exp
(√(

2|g|n0 −
p2

2m

) p2

2m~2
t
)
, p <

√
4|g|n0m. (6.33)

Here we have used that, according to the second equation in (6.27), the amplitude
of Φ1(t, t′,p) is proportional to the one of n1(t, t′p). In other words, all sound wave
modes exhibit an amplification. A negative coupling would lead to the collapse
of the condensate after a sufficient amount of time and the formation of strong
overdensities in position space due to the attractive self-interactions [234].

Periodic modulation of the scattering length: An elegant way to generate in-
stabilities for the sound waves is by applying a periodic modulation of the scatter-
ing length around some positive value. This leads to a parametric resonance in-
stability [235, 236], analogous to the one in relativistic scalar field theories [17, 21].
Parametric resonance leads to an exponential amplification of modes, for which
resonance conditions are satisfied.

As an illustration we consider a harmonic modulation of the coupling,

g(t) = g0(1− r sin(ωt)). (6.34)

The equations of motion for the momentum modes of the sound waves then take
the form

Φ̈1(t, t′p) +
rω cosωt

1− r sinωt
Φ̇1(t, t′,p) +

(1− r sinωt)g0n0

m

(p

~

)2
Φ1(t, t′p) = 0, (6.35)
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The resonant momentum and the growth exponent can be estimated analytically
for the case of a weak modulation, r � 1. The most unstable momentum for the
above harmonic modulation is approximately given by

pres

~
=

ω

2cs
=
ω

2

√
m

n0g0
. (6.36)

The corresponding mode grows as

n1(t, t′,p) ∝ Φ1(t, t′,p) ∝ exp
(ωr

8
t
)
. (6.37)

The width and the strength of the resonance band increase when the ratio of the
periodic term in (6.34) to the constant term is increased.

As a consequence of the time-dependence of the Hamiltonian the total energy of
the system increases with time, in contrast to the conserved total number of atoms.
After a sufficient amplification of the fluctuations, the periodic modulation can be
turned off. This would correspond to the background field having decayed most
of its energy.

Connection to the “relativistic” parametric resonance: We now discuss the
connection between the periodic modulation of the coupling and the relativistic
corrections to (6.11) enabling parametric resonance.

In contrast to relativistic field equations (6.8), which do not possess any contin-
uous symmetry, an effective particle number conservation due to U(1) symmetry
emerges after taking the nonrelativistic limit. More specifically, this happens after
neglecting the U(1) violating interaction term in (6.20) due to its rapid oscillations,
i.e. the interaction term has the form

∼ g
(

Ψ3e−2 i~mc
2t︸ ︷︷ ︸

number-changing, rapidly oscillating

+ 3ΨΨ†Ψ︸ ︷︷ ︸
number-conserving, slowly varying

)
.

It is this term, that enables parametric resonance, since it leads to a periodic fre-
quency for the momentum modes. This can be seen after a linearization procedure
around the homogeneous condensate, Ψ(t,x)→ Ψ0(t) + Ψ(t,x), which leads to

∼ g
(

Ψ2
0Ψe−2 i~mc

2t + 2|Ψ0|2Ψ + Ψ2
0Ψ†

)
.

While it unclear how to engineer the first interaction term from the above expres-
sion in an atomic Bose gas, a very similar term arises in the presence of a modulated
coupling,

∼ g[1− r sin(ωt)]
(

2|Ψ0|2Ψ + Ψ2
0Ψ†

)
.

In this way, the modulation leads to a resonant production of excitations on top of
the BEC, at frequencies ∼ ω, which can be taken much smaller than mc2/~.

6.4.3 Secondary instabilities

As in the case of relativistic systems, loop corrections in the 2PI equations of motion
eventually become important, after the resonant modes of the fluctuations have
gotten sufficiently amplified. The leading loop corrections lead to secondary insta-
bilities, which we calculate in this section. Large parts of the calculation are very
similar to those presented in section 3.2.3 of chapter 3, and we mention them briefly.
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FIGURE 6.2: The diagrammatic illustration of the two-loop local (right) and
nonlocal (left) contributions to the 2PI effective action, with the second one
accounting for the secondary instabilities.

The LO 2PI diagrams, constructed from the interaction vertices of the action (6.5),
are shown in Fig. 6.2. Using the standard techniques of Feynman diagrams, the
“tadpole” diagram on the right is found to have the form [205]

ΓLO,local
2 [G] = −

�
x,C

g(x0)

8

(
Gii(x, x)Gjj(x, x) + 2Gij(x, x)Gij(x, x)

)
(6.38)

The corresponding contribution to the self-energy can be calculated using (2.35).
As in the relativistic case, this contribution is local and contributes to the effective
mass. It has been explicitly included in the definition (6.7). As can be seen from that
definition, this correction becomes relevant when the components of Fij become of
the order of the condensate density n0.

The other LO correction, depicted on the left side of Fig. 6.2, becomes impor-
tant earlier and accounts for the secondary instabilities (see e.g. [21, 230]), as in the
relativistic system. Using standard Feynman rules, this contribution is found to be

ΓLO,local
2 [G] = i

�
xy,C

g(x0)g(y0)

4~
φb(x)φd(y)

(
Gac(x, y)Gac(x, y)Gbd(x, y)

+2Gac(x, y)Gad(x, y)Gbc(x, y)
)
, (6.39)

and the self-energy, according to (2.35), has the form

Σij(x, y;φ,G) = −g(x0)g(y0)

2~

[
φi(x)φj(y)Gac(x, y)Gac(x, y)

+2φb(x)φd(y)Gij(x, y)Gbd(x, y) + 2φb(x)φd(y)Gid(x, y)Gbj(x, y)

+2φb(x)φj(y)Gic(x, y)Gbc(x, y) + 2φi(x)φd(y)Gaj(x, y)Gad(x, y)
]
. (6.40)

Including this contribution into the 2PI equations of motion (6.6) leads to inte-
grals over the past evolution i.e. memory integrals on the right-hand side. Due to
the exponential growth of the fluctuations these integrals are however dominated
by the latest times. This allows simplifying the equations, which can be done fol-
lowing the same lines as in section 3.2.3, as well as in [20, 230]. Note that Σ contains
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terms proportional to

Gαβ(x, y)Gγδ(x, y) = Fαβ(x, y)Fγδ(x, y)− 1

4
ραβ(x, y)ργδ(x, y)︸ ︷︷ ︸

ΣF

− i

2
sgnC(x0 − y0)Fαβ(x, y)ργδ(x, y) + ραβ(x, y)Fγδ(x, y)︸ ︷︷ ︸

Σρ

(6.41)

We focus on the equations of motion for the statistical propagator. The
�

ΣρF term
in Eq. (6.6) in the above-mentioned limit of z0 → x0 represents a “tadpole”-like
contribution, which becomes important only at later times (cf. section 3.2.3, as well
as [21]) similar to the other “tadpole” diagram. For the

�
ΣFρ term one obtains

−
� y0

t0

dzΣF
ac(x, z)ρcb(z, y) ≈ −

� y0

y0−c
dzΣF

ac(x, z)ρcb(z, y) ≈ i~cΣF
ac(x, y)σ2,cb, (6.42)

where c−1 = O(g0n0) is some parameter of the order of the oscillation frequency.
Here we have used the fact that at x0 = y0 the spectral function is determined solely
by the commutation relations (6.2),

ρij(x, y)|x0=y0 = i〈[ϕ̂i(x), ϕ̂j(y)]〉|x0=y0 = −i σ2,ij δ(x− y). (6.43)

In ΣF there are terms ∝ F 2 and ∝ ρ2, similar to (3.9). The ∝ ρ2 part in ΣF is
suppressed for y0 → x0, as the components of ρ are of order one in that limit due to
(6.43). As a result, that contribution is negligible for equal-time observables, such
as the occupation numbers, compared to the exponentially growing contribution
from the ∝ F 2 part. Neglecting this part is equivalent to the classical-statistical
approximation for the dynamics.

For the sake of completeness, we present the final form of the approximate one-
loop equations of motion for the description of secondary instabilities. Using the
transformation (6.23) and (6.24), one arrives at the following equation for the mo-
mentum modes of the normal two-point function ñ(t, t′,p),[

i∂t −
p2

2m
− 2g(t)|Ψ(t)|2

]
ñ(t, t′,p)− g(t)Ψ2(t)m̃∗(t, t′,p) = icg(t)g(t′)

×
�
q

[
4Ψ(t)Ψ∗(t′)

(
ñ(t, t′,q)ñ∗(t, t′,p− q) + m̃(t, t′,q)m̃∗(t, t′,p− q)

)
+4Ψ∗(t)Ψ∗(t′)ñ(t, t′,q)m̃(t, t′,p− q) + 4Ψ(t)Ψ(t′)ñ(t, t′,q)m̃∗(t, t′,p− q)

+2Ψ∗(t)Ψ(t′)ñ(t, t′,q)ñ(t, t′,p− q)
]
, (6.44)

and of the anomalous correlator m̃(t, t′,p),[
i∂t −

p2

2m
− 2g(t)|Ψ(t)|2

]
m̃(t, t′,p)− g(t)Ψ2(t)ñ∗(t, t′,p) = −icg(t)g(t′)

×
�
q

[
4Ψ(t)Ψ(t′)

(
n(t, t′,q)n∗(t, t′,p− q) +m(t, t′,q)m∗(t, t′,p− q)

)
+4Ψ∗(t)Ψ(t′)m̃(t, t′,q)ñ(t, t′,p− q) + 4Ψ(t)Ψ∗(t′)m̃(t, t′,q)ñ∗(t, t′,p− q)

+2Ψ∗(t)Ψ∗(t′)m̃(t, t′,q)m̃(t, t′,p− q)
]
. (6.45)

The momentum integrals on the right-hand side are analogous to the ones in (3.16)
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and, therefore, lead to a secondary exponential amplification of the fluctuations,
e.g.

ñ(t, t′,p) ∼ e2γ(t+t′), (6.46)

in the momentum range p . 2pres.

The emergence of both the primary as well as the secondary instabilities was
observed in the numerical lattice simulations, based on the classical-statistical ap-
proximation.

6.5 Turbulent thermalization of Bose gases

The momentum distribution of the particles after their resonant production is highly
nonthermal, featuring large occupation numbers at low momenta. In the subse-
quent stages of the far-from-equilibrium dynamics the system usually approaches
NTFPs, which manifest themselves in the form of universal scaling behavior of the
distribution function.

In the previous chapters the significance of the regime of universal dynamics
was demonstrated. In particular, the direct energy transport can bring the sys-
tem close to thermal equilibrium or, alternatively, it can eventually “freeze” due to
cosmological expansion. In chapter 5 the knowledge of scaling exponents of the
cascade allowed us to estimate analytically the characteristic momenta of the par-
ticles at much later times. This knowledge is also important in the context of post-
inflationary reheating, for estimating the reheating temperature of the universe.

In this section we discuss the possibility of realizing the above-mentioned phe-
nomena in a Bose gas. We start by describing the kinetic framework and studying
its scaling solutions for the direct cascade. The dynamics both in the presence of
a modulation of the scattering length as well as after switching it off is consid-
ered. A direct self-similar energy transport has not been observed so far in single-
component ultracold Bose gases (see however [237] for the discussion of an anal-
ogous transport in a spinor Bose gas). Recently, an inverse particle transport [68]
was simulated experimentally in one-component [238] and three-component [239]
Bose gases, following a quench dynamics.

6.5.1 Kinetic description

An important tool for studying the dynamics near NTFPs is provided by the ef-
fective kinetic description of QFT. The large occupation numbers usually require
going beyond perturbative kinetic theory. This is the case for the description of the
inverse cascade [25], which can be adequately described with the help of vertex-
resummed kinetic theory based on the nonperturbative 1/N expansion [205]. For
the energy transport at high momenta, however, the characteristic occupation num-
bers are not so large and, as a consequence, only the leading diagrams of the re-
summation are important i.e. a “perturbative” analysis is applicable (see also [22],
as well as section 3.3.2).

As in the relativistic case, the contributions to the self-energy that are relevant
for the dynamics of the direct cascade are the one- and two-loop diagrams depicted
in the central left part of Fig. 3.2. The Boltzmann equation, with the corresponding
two collision terms taken into account, has been derived from the 2PI equations
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in [209] and has the form [209, 240]

∂n(t,p)

∂t
= C2↔2[n](t,p) + C1↔2[n](t,p), (6.47)

where

C2↔2[n] =
2g2

(2π)5~7

�
dp2dp3dp4δ(p + p2 − p3 − p4)δ(εp + εp2 − εp3 − εp4)

×
[
(np + 1)(np2 + 1)np3np4 − npnp2(np3 + 1)(np4 + 1)

]
(6.48)

describes 2↔ 2 collisions between the noncondensate atoms and

C1↔2[n] =
2g2n0

(2π)2~4

�
dp1dp2dp3δ(p1 − p2 − p3)

×δ(ε0 + εp1 − εp2 − εp3)(δ(p− p1)− δ(p− p2)− δ(p− p3))[
(np1 + 1)np2np3 − np1(np2 + 1)(np3 + 1)

] (6.49)

arises in the presence of the condensate and describes the effective 2 ↔ 1 colli-
sions3. ε0 and εp are the energies of condensate and noncondensate atoms, respec-
tively.

6.5.2 Scaling exponents from kinetic theory

We now investigate the universal scaling dynamics near a NTFP. The self-similar
evolution of the distribution function has the form

n(t,p) = sαn(tS , s
βp) = sαnS(sβp), s = t/tS , (6.50)

where nS(p) is the distribution function at some reference time tS and α and β are
the scaling exponents.

Self-similar scaling regions usually represent a transport of some conserved
quantity in momentum space, such as the energy or the particle number for re-
pulsive self-interactions. These two conserved quantities are can be represented
as,

N

V
=

�
p
n(t,p),

E

V
=

�
p
n(t,p)ε(t,p). (6.51)

In the regime of modulation of the coupling the total energy grows linearly with
time. We, therefore, allow for a more general form of the scaling of the total energy
with time,

E(t) ∝ tγ , (6.52)

where γ ≈ 1 in the driven regime and γ = 0 in the absence of driving.
In the discussion of NTFPs the occupation is usually much larger than one, so

that only the leading contribution to the collision terms in powers of np can be kept.
This approximation corresponds to wave kinetic theory [219] and is represented by
the black region in Fig. 2.4. Moreover, the condensate energy ε0 is much smaller

3It is known that such processes are kinematically forbidden, since one can always switch to the
reference frame where the 1 particle is at rest, and then the process violates energy conservation.
However, this does not apply to our case, since the last expression is valid only in a specific frame,
the one in which the condensate atoms are at rest.
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compared to the typical values of εp for the direct cascade and, thus, can be safely
neglected.

Energy conservation: The number of the spatial dimensions d and the quantity,
which is being transported, determine the ratio of the two exponents α and β. In
addition to (6.52) we also assume an approximate scaling form εp ∝ pz for the
quasi-particle energy. It follows from (6.29) that for a Bose gas z ≈ 2 in the particle
regime and z ≈ 1 in the sound wave regime. Since the direct cascade takes place at
high momenta, the first regime is expected to be the relevant one. In contrast, the
relativistic dispersion relation is linear at high momenta, whereas at low momenta
z = 0 if a nonvanishing mass is present.

Inserting the above scaling relations into the expression for the total energy
leads to

E(t)

V
≈

�
p
n(t,p)εp ∝

�
dpn(t,p)pd−1+z ∝ tα−(d+z)β ↔ α = γ+(d+z)β, (6.53)

The collision term: The second relation between the exponents arises from the
scaling properties of the kinetic equation itself. Here we assume that the right-hand
side of (6.47) is dominated by one term, and denote the corresponding sum of the
numbers of incoming and outgoing particles by l (l = 4 for 2 ↔ 2 and l = 3 for
1 ↔ 2). It is also assumed that np � 1. In particular, the 2 ↔ 2 term, given by
(6.48), in this case takes the form

C[n] ∼ g2

�
lqr

δ(p + l− q− r)δ(ωp + ωl − ωq − ωr)

×(npnqnr + nlnqnr − npnlnq − npnlnr).
(6.54)

Inserting the scaling ansatz (6.50) into the above equation and comparing the scal-
ing of the left- and right-hand sides in time one arrives at [25]

(l − 2)α = [(l − 2)d− 2]β − 1. (6.55)

Combining (6.53) and (6.55) leads to

β = −−1− (l − 2)γ

(l − 2)z + 2
, α = γ + (d+ z)β. (6.56)

Finally, let us calculate the values of exponents explicitly:

• In the driven regime, γ = 1, for z = 2 both collision terms lead to the values
β = −1/2, whereas α = 1− (2 + d)/2. For two spatial dimensions α = −1.

• In the absence of driving, γ = 0, for z = 2 one arrives at β = −1/(2(l − 1))
and α = (2 + d)β. The value of β is −1/6 for 2 ↔ 2 scatterings and −1/4 for
2↔ 1 scatterings.

Note that for d = 3 the coupling g, within our mapping, would depend on the
scale factor, which would induce an additional time-dependence into the collision
integrals.
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FIGURE 6.3: The self-similar energy transport in classical-statistical simula-
tions, in the presence of a modulation of the scattering length. The figure
contains several snapshots of the momentum distribution function before
(main plot) and after (inset) rescaling according to (6.50). The rescaling is
performed using the numerically extracted values of the scaling exponents α
and β, shown in the bottom part of the figure, which are consistent with the
analytical predictions from section 6.5.2.

6.5.3 Comparison with classical-statistical simulations

For the sake of completeness, in this section we present the comparison of our ana-
lytical predictions for the scaling exponents from kinetic theory with the numerical
results from classical-statistical simulations in two spatial dimensions, that were
performed by Kevin Geier as part of our work [4] in preparation. The scaling ex-
ponents, presented in the two plots of this section, were extracted from those sim-
ulations using the maximum likelihood method that was developed in chapter 3 of
this work and described in section 3.3.2.

In the numerical simulations, which were performed on a 5122 spatial grid and
with an averaging over 100 runs, the number of atoms is N = 108 and the quartic
coupling is g = 2.5× 10−5~2/m. The time unit, used in this section, is given by the
characteristic interaction time t0 = ~/(n0g). The coupling is modulated according
to (6.34) with r = 1 and the frequency was chosen such that energy is injected at
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significantly low momenta, pres = 3× 2π~/L, where L is the box length with pe-
riodic boundary conditions. The emergence of self-similar energy transport in the
simulations is shown in Fig. 6.3 where, in the upper part, several snapshots of the
momentum distribution function are plotted, with the inset showing the rescaled
distribution function (cf. figure 3.8) according to (6.50). The distribution function
is rescaled using the numerically extracted time-dependent values of the scaling
exponents which, as can be seen in the bottom part of the figure, indeed approach
the values α = −1 and β = −1/2 predicted by kinetic theory.

In contrast to Fig. 6.3, the modulation is switched off at t = 80t0 in Fig. 6.4.
Note that in both cases a characteristic power-law close to p−2 develops in the
distribution function, which is indicated by the dotted line. The power-law p−d

is characteristic for weak wave turbulence [111, 219, 241] and has been even ob-
served experimentally in [242]. As can be seen, the value of the exponent β now
approaches −1/4, which is the prediction from the kinetic description, taking into
account effective 2 ↔ 1 scatterings. This term in the collision integral was found
to be the dominant one also in the relativistic systems [22], as it was discussed in
chapter 5.

6.5.4 Thermalization versus expansion

The self-similar evolution of the direct cascade continues until the occupation num-
bers at the characteristic momentum scale are no longer much larger than one. This
is a particularly interesting regime of the dynamics, since semiclassical approxi-
mation methods are inapplicable as the quantum fluctuations become comparable
to the statistical ones. In a true quantum system a relaxation to a Bose-Einstein
distribution is expected to take place at this stage.

Below we describe how the thermalization time and the time, when the spec-
trum is expected to freeze, can be estimated in our system. To be specific we return
to the original notation of the time variables with t denoting the physical time and
η the lab time.

Reheating time: Neglecting the last stage of quantum relaxation to the equilib-
rium distribution, the self-similar evolution allows one to estimate the time for ther-
malization as well as the final temperature [22]. In the context of post-inflationary
dynamics, this is important for determining the reheating temperature of the uni-
verse after inflation.

The condition for thermalization can be formulated as the occupation numbers
at the characteristic momentum scale becoming of order one. Denoting this co-
moving momentum scale by pf , this implies that n(ηth, pf) = O(1). The momen-
tum scale pf can be expressed in terms of the total energy density ρ during the free
turbulence, via

kdf n(ηth,pf) εf ∼ kdf ×
p2
f

2m
∼ ρ,

where we have assumed a quasiparticle form for the dispersion relation. On the
other hand, the initial characteristic scale for free turbulence can be identified with
the resonant momentum, which we denote by pi. The thermalization time can be
then written as

ηth ∼ ηi
(pi

pf

)1/β
. (6.57)
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FIGURE 6.4: The self-similar energy transport in classical-statistical simula-
tions, after switching off the modulation of the scattering length at t = 80t0.
Snapshots of both rescaled and original distribution functions, as well as
the numerically extracted scaling exponents α and β, shown in figure as
in Fig. 6.3. The exponent β takes a different value from the driven case of
Fig. 6.3, consistent with the analytical predictions from section 6.5.2.

Freezing time: In an expanding spacetime the interaction rates decrease with
expansion. It is thus possible that the gas is unable to achieve thermal equilibrium,
if expansion is too rapid. To check this one usually compares the typical interaction
rate Γ with the Hubble parameter H . If Γ� H , thermalization is possible, whereas
for Γ� H the spectrum is expected to freeze without thermalizing.

In the framework of kinetic description the distribution function should freeze
after the Hubble friction dominates over the collision term. This phenomenon was
observed for ALP dark matter in chapters 4 and 5. The friction term is absent in the
Boltzmann equation (6.47) due to the performed transformation. In terms of the
original field and time variables (6.47) takes the form

∂n(t,p)

∂t
+ dHn(t,p) = C[n](t,p). (6.58)

The spectra can thus freeze (np ∝ a−d/2) in an expanding universe, even when the
occupation numbers are still large.

As one would expect, the above-described effects are still present in our setup
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after the transformation. According to our mapping, for d = 2 the dynamics of
the Bose gas in an expanding spacetime is mapped into that in a static spacetime
with g = const. This means that the system always thermalizes in the simulation.
To make sure whether this is also true in the physical time, one has to check that
the simulation time at which the physical time becomes infinite is larger than the
thermalization time,

ηth < ηfreeze = η(t =∞). (6.59)

In particular, in the case of a matter-dominated universe the maximal simulation
time is given by ηfreeze = 2/H0 (see section 6.2). This implies that larger values of
the Hubble parameter correspond to a larger rate of expansion and, therefore, the
system has less time to thermalize before it freezes.

The situation is different for d = 3, where, after the mapping, the coupling
becomes time-dependent, g ∝ a−1. In the presence of a decreasing coupling the
freeze-out can happen during the simulation, preventing thermalization.

6.6 Summary

In this chapter we demonstrated how single-component atomic Bose gases with
tunable self-interactions can be employed for simulating various aspects of scalar
field dynamics in the early universe. The modulation of the scattering length, mim-
icking the oscillations of the background field around the minimum of its poten-
tial, enables the resonant amplification of low-momentum fluctuations on top of
the BEC. This can be followed by the approach to a NTFP, associated with a self-
similar turbulent energy transport towards higher momenta, both in the presence
of the modulation as well as after switching it off. Despite the nonrelativistic dis-
persion relation and the conservation of total particle number in a Bose gas, the
similarity of the dynamics to that of reheating after cosmic inflation is remarkable.

Our analytical studies were complemented with numerical simulations based
on the classical-statistical approximation and an overall agreement between the dif-
ferent approaches was found. The characteristic stages of the dynamics, that were
described in this chapter, were all observed in the simulations, including the self-
similar energy cascade with the scaling exponents consistent with the predictions
from section 6.5.2. From the experimental point of view the main restriction arises
is the finite number of available atoms in such experiments N . 106, which, at
least in the numerical simulations, restricts the duration of the universal dynamics
to moderate times.

More generally, our setup provides a unique platform for studying the ther-
malization dynamics of quantum many-body systems driven far-from-equilibrium
and, in particular, the gradual loss in the complexity of their dynamics. The regimes
of strong couplings or small occupation numbers, which are difficult to access the-
oretically, are particularly interesting targets for future studies.
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Chapter 7

Conclusion and outlook

Nonequilibrium phenomena are common in the early universe and a better under-
standing of such processes is crucial for solving the open problems of cosmology
and particle physics, such as the origin of inflation, DM, or the baryon asymmetry.
In the present work we have explored the nonperturbative regime of the dynamics
of scalar fields in the early universe, exploiting the powerful toolbox of nonequilib-
rium QFT.

We have investigated the phenomenological consequences of such dynamics.
Our studies were focused on ALPs, which are among the best-motivated candi-
dates for DM. We have studied the nonperturbative production of ALP DM via the
misalignment mechanism and computed its equation of state, the power spectrum,
and the strength of the GW signal that is produced in the course of the dynamics.

We have analyzed the nonperturbative dynamics in nonrelativistic systems,
such as atomic Bose gases in tabletop experiments. Remarkably, the very same
theoretical approaches are applicable for the QFT description of such systems and,
despite the vastly different scales, they can exhibit a very similar behavior.

Below we present a summary of the main results of this thesis and discuss pos-
sible future research.

In chapter 3 we study the fragmentation dynamics of coherently oscillating
“axion-like” fields, whose discrete shift symmetry is broken by a quadratic mono-
mial. Our analysis is based on classical-statistical simulations, combined with per-
turbative (loop) and nonperturbative (1/N ) expansions of the 2PI effective action.

The perturbative approach allows us to describe the early stages of the dynam-
ics, when the fluctuations are exponentially amplified due to parametric instabili-
ties. Our analysis is similar to the one in [21], where a scalar theory with quartic
self-interactions was considered. We characterize the spectrum of primary and sec-
ondary instabilities and point out the main differences compared to the ϕ4 model.
The stage of resonant amplification is followed by the decay of coherent oscilla-
tions. The 1/N expansion to NLO, together with the transport equations that we
derive from it, complement our numerical studies of the late-time dynamics near
NTFPs after the decay. Such fixed points are characterized by a self-similar scaling
behavior of the momentum distribution function [23, 25, 118, 119]. The form of the
transport equations that we derive is such that the contribution from the higher-
order self-interactions of the “cosine” potential at NLO is encoded as a shift in a
modified quartic coupling λ̃(t). This is consistent with the observation of the same
scaling exponents for the NTFPs in classical-statistical simulations as in ϕ4 theory.
Remarkably, the resummed kinetic equations contain a dependence on the sign of
the modified coupling, which is a manifestation of the qualitatively different dy-
namics in the case of attractive self-interactions where, in particular, the inverse
cascade is absent, as observed in the simulations.
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We have explored the regime in which the potential contains several local min-
ima and the field can get trapped in one of them. It is found, by means of classical-
statistical simulations, that an amplification of fluctuations strongly impacts the
transition of the field from a false minimum. Particularly, we observe an efficient
nucleation of bubbles at the end of the parametric resonance.

This effect of time-dependent bubble nucleation may be essential for generic
first-order phase transitions in cosmology, where the field in the false minimum can
be in an out-of-equilibrium state, and deserves further investigation. Importantly,
the usual static picture of bubble nucleation from vacuum or thermal states [124,
243] does not capture such effects. The classical-statistical description, that was em-
ployed in this work, provides a powerful framework for the studies of dynamical
aspects of nonequilibrium phase transitions. In the future, it would be interesting
to find analytical estimates for the nucleation rate for a given spectrum of fluctu-
ations, in the absence or even in the presence of an oscillating background field.
This could be achieved within the classical-statistical framework, which is a valid
approximation due to the large occupation numbers and small couplings involved,
and can shed more light on the above mentioned dynamical effects.

The analysis in chapter 3 sets the stage for the investigation of specific cosmo-
logical scenarios. In chapter 4 we study the properties of ALP DM that is pro-
duced via the vacuum misalignment mechanism, in the presence of a (quadratic)
monodromy. Our studies are based on classical-statistical lattice simulations of the
dynamics on an expanding FRW background spacetime. We have found that for
sufficiently strong wiggles and large oscillation amplitudes the resonant amplifi-
cation of fluctuations triggers a fragmentation of the initially homogeneous ALP
field. The process of the fragmentation happens soon after the onset of coherent
oscillations of the ALP field, when the universe is still dominated by radiation.
Our numerical analysis allows us to keep track of the momentum distribution and
the equation of state of ALPs after the fragmentation. We have found that, despite
the intermediate ultrarelativistic phase of dynamics after fragmentation, the typi-
cal physical momenta of ALPs sufficiently decrease due to the expansion, and the
ALPs remain viable as DM for a wide range of masses. We have estimated the con-
straint ma & 10−15eV on the mass range of ALP DM based on the Lyman-α forest
data.

Investigation of the properties of ALP DM has become especially important be-
cause of increasing experimental efforts to detect them. Not only does the presence
of a monodromy lift the bounds on ALP couplings e.g. to photons, as it was noted
in [56], but it also affects the spatial distribution of DM, which is studied in chap-
ter 4. As it is found in our numerical simulations, the process of the fragmentation
imprints strong, O(1) overdensities in the field. We numerically extract the power
spectrum of these overdensities at late times, after the self-interactions of ALPs be-
come unimportant. The power spectrum is found to be peaked at relatively small
length scales.

The presence of strong inhomogeneities on small scales is unusual for ALP
DM. To analyze the evolution of these overdensities, we use a spherical collapse
model [72], which we adapt to take into account the internal gradient pressure of
the overdensity. This pressure, which is a manifestation of “wave-like” nature of
light ALPs, is found to dominate over the gravitational attraction, preventing the
overdense regions from collapsing into gravitationally bound objects. While such
fluctuations in the distribution of DM may be difficult to detect in astrophysical and
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cosmological observations due to their small size, they are potentially detectable in
direct detection experiments looking for ALP DM [160–169].

The evolution of the overdensities, imprinted from the process of fragmenta-
tion, is qualitatively different from those in the post-inflationary axion scenario,
which are present already at the onset of oscillations and have a larger typical size.
In the second case the pressure is weaker, allowing the collapse into axion mini-
clusters. Our adapted model of spherical collapse allows us to relate the size of an
overdensity to its pressure and formulate the conditions necessary for the collapse.
We verify that these conditions are indeed satisfied in the post-inflationary axion
scenario.

An interesting question for future research is whether nonlinear effects due to
gravity could significantly damp [244] the fluctuations that do not collapse. An-
swering this question would require going beyond the spherical collapse model
and to apply techniques such as the lattice simulation of nonrelativistic field dy-
namics with Newtonian gravity taken into account i.e. the Schrödinger-Newton
system [245]. The latter has been used in the studies of axion miniclusters [246,
247]. The possibility of NTFPs in this regime would be an especially interesting
aspect of such studies.

The process of fragmentation of the ALP field leads to yet another important
observational signature, in addition to the ones identified in chapter 4. It produces
a stochastic GW background, calculated in chapter 5. The progress in GW detec-
tion [177, 178] will open significant opportunities for exploring the early universe
and, in particular, for the search of such signatures of nonperturbative dynamics.

For our analysis we combine analytical estimates for the signal strength with
numerical computations, by evolving linear metric perturbations. The requirement
of not overproducing DM imposes strong bounds on the GW signal from ALP DM,
making its detection difficult. As we have found, this bound can be lifted if the
curvature of the ALP potential near its minimum is very small, leading to an ex-
tended phase of dynamics governed by NTFPs. In the presence of such large mass
hierarchies, a straightforward analysis, based on numerical lattice computations,
becomes extremely complicated due to the long periods of far-from-equilibriuum
evolution and the different scales involved in the dynamics. To overcome this prob-
lem, we make use of our studies of the scaling exponents near NTFPs in chapter 3.
We derive a simplified kinetic description of the self-similar dynamics on an ex-
panding background spacetime. This allows us to estimate the duration of the
ultrarelativistic phase and the characteristic velocities of ALPs. Such a GW back-
ground could be explored in future experiments, including pulsar timing arrays,
i.e. “SKA” [78], as well as high-sensitivity space-based detectors like “BBO” [79].

In the scenario where the ALP field plays the role of the inflaton, the GW signal
from the fragmentation in the preheating stage is stronger compared to the case
of ALP DM, however, its frequency is usually rather high. The signal can poten-
tially be extended to the experimentally interesting lower-frequency region if the
dynamics involves getting trapped in a false minimum and a subsequent transition
from that minimum induced by bubble nucleation [106]. In the future it will be im-
portant to study the GW production from such transitions, taking into account the
dynamical nature of this process, which is described in chapter 3. In particular, the
time dependence of the bubble nucleation rate and the large amount of bubble col-
lisions in the presence of many local minima will modify standard estimates [183,
248] for GW production from cosmological phase transitions.



120 Chapter 7. Conclusion and outlook

It should be kept in mind that the classical-statistical framework has a finite
range of validity and cannot describe genuine quantum effects. For phase transi-
tions after inflation with a low-frequency GW production one expects bubble nu-
cleation to have a rather small rate (see e.g. [106]) and, thus, possibly be governed
by quantum fluctuations. Moreover, quantum effects are necessarily involved in
the thermalization towards Bose-Einstein or Fermi-Dirac distributions, which are
never reached in a classical statistical description. A common approach to include
such effects is the 2PI effective action (see e.g. [108]). A radically different alterna-
tive is based on quantum simulators, which is discussed in the final chapter of this
work.

In chapter 6 the nonequilibrium dynamics in nonrelativistic scalar field theo-
ries, which can describe experiments with trapped ultracold atomic gases, is stud-
ied. The characteristic stages of the dynamics, that were discussed in the previ-
ous chapters for relativistic fields, are also observed in the nonrelativistic system.
Here the conservation of total particle number prevents the resonant decay of a ho-
mogeneous background field. This restriction is compensated in our studies by a
temporal modulation of the strength of the quartic self-interaction, which in cold
atom experiments can be induced by means of external magnetic fields. A time-
dependence of the interaction strength can encode also the expanding background
FRW geometry in such systems, after an appropriate transformation of the time
and field variables.

Thus ultracold atomic experiments can be used to test and simulate a variety
of nonequilibrium many-body phenomena relevant but not restricted to the early
universe cosmology. Such experiments have the potential of extending the existing
theoretical studies beyond the range of validity of conventional approximations
e.g. to the regimes of strong couplings or small occupation numbers. An especially
interesting direction for future research would be the possibility of simulating the
process of a false vacuum decay in QFT using ultracold atomic gases, with some
efforts already having been made [249–251]. Moreover, exploring other tabletop
experimental platforms such as spinor atomic gases [214, 215], nonlinear optical
systems [252] and quantum computers [253], may further indicate the importance
of the quantum simulation of nonequilibrium many-body dynamics in a laboratory.

Our studies demonstrate how simplicity can emerge in the dynamics far from
equilibrium. The approach of the system to a NTFP represents a dramatic reduction
in complexity of the dynamics, that is determined by a few universal scaling expo-
nents only. This may be preceded by a stage of “prescaling”, established recently in
the studies of quark-gluon plasma dynamics related to heavy-ion collisions [254].
In this stage the system exhibits a “hydrodynamic” behavior, fully described in
terms of a few slowly varying degrees of freedom, i.e. the time-dependent scaling
exponents. Such behavior is also observed in our numerical simulations of rela-
tivistic field dynamics (see Fig. 3.8), and that of a nonrelativistic Bose gas, during
the transition from driven to free turbulence. The reduction of complexity, which
comes with such prescaling behaviour, was at the core of our simplified description
of the extended stage of ultrarelativistic dynamics in terms of only a few variables
in chapter 5. We have thus demonstrated that making use of the emergence of effec-
tive descriptions from QFT can be very important for the studies of early universe
cosmology.
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Appendix A

The calculation of the source term
for secondary instabilities

Some parts of the material presented in this appendix were also discussed in the
context of the reference [21] by Berges and Serreau.

In this appendix to chapter 3 we evaluate the integral I(t, t′,p) of the source
term leading to secondary instabilities, given by (3.18), and study the evolution of
the fluctuations in its presence. Although in the second case we stick to the massive
sine-Gordon model, the results can be easily generalized to other models.

Parametric resonance leads to a fluctuation spectrum consisting of several ex-
ponentially growing peaks i.e. F (t, t′,p) =

∑
i Fi(t, t

′,p), with Fi characterizing
the i-th peak. We denote the absolute values of the momenta of the peak centers by
pi and the corresponding growth exponent as µi = µ(pi), such that Fi(t, t′,pi) ∼
eµi(t+t

′). The integral I can be then written as

I(t, t′,p) =
∑
i,j

Iij(t, t
′,p), Iij(t, t

′,p) =

�
d3q

(2π)3
Fi(t, t

′,p− q)Fj(t, t
′,q). (A.1)

We make a Gaussian ansatz for the peaks, µ(p) ≈ µi − (µ′′i /2)(p − pi)
2, with

µ′′i > 0 characterizing the width of the i-th peak. The two-point function can be
then written as

Fi(t, t
′,p) = F (t, t′, pi)e−(µ′′i /2)(p−pi)

2(t+t′). (A.2)

For most values of momentum p in (A.1) the width of the peaks can be neglected
i.e. the gaussian peaks can be replaced by δ-peaks,

Fi(t, t
′,p)→ F (t, t′,pi)

√
2π[µ′′i (t+ t′)]−1/2δ(p− pi).

Inserting this form into (A.1) gives

Iij(t, t
′, p) =

F (t, t′,pi)F (t, t′, pj)pipj

2π

1√
µ′′i µ

′′
j (t+ t′)p

(A.3)

for |pi − pj| ≤ p ≤ pi + pj and zero otherwise.
Only terms with i = j contribute to I(t, t′,p) at p = 0. The divergence of (A.3)

for p → 0 is due to the δ-peak approximation. To evaluate the integral near p = 0
the form of (A.2) should be used. For small momenta p the integrand in (A.1) is
then Taylor-expanded up to the quadratic order in p. The resulting integrals over
q are evaluated using standard saddle point approximation around q ≈ pi, which
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leads to

I(t, t′,p) =
∑
i

Iii(t, t
′,p) =

∑
i

Iii(t, t
′, 0)(1− p2µ′′i (t+ t′)/6), (A.4)

where

Iii(t, t
′, 0) =

F 2(t, t′, pi)p2
i

2π

√
1

πµ′′i (t+ t′)
. (A.5)

The sharp momentum cut-offs in (A.3) are also due to the δ-peak approximation
and are replaced by an exponential decay in the case of finite width of the peaks.

Due to the exponential growth, in many cases the strongest peak gives the dom-
inant contribution to the source term, I(t, t′, p) ≈ I00(t, t′, p). In this case the spec-
trum, generated from secondary instabilities, decreases on average with p, extend-
ing from p = 0 up to approximately twice the momentum of the strongest peak,
p = 2p0.

Having found the expression for the integral in the source term we now discuss
its impact on the evolution of the fluctuations. Combining the above expressions
with (3.16), the equations of motion for the momentum modes of the statistical
propagator have the form[

∂2
t + p2 +m2

(
1 + κ2 cos

φ(t)

f

)]
F (t, t′,p)

= sin
φ(t)

f

∑
i,j

F (t, t′,pi)F (t, t′,pj)αij(t, t′,p), (A.6)

where F (t, t′,pi)F (t, t′, pj)αij(t, t′,p) = λκ2(α2/4) sin(φ(t′)/f)Iij(t, t
′, p). To study

the secondary instabilities we consider modes that are stable on the linear level
or much less enhanced compared to the most unstable fluctuations. For these
modes (A.6) is a linear inhomogenous differential equation. The solution can be
written as F = F (0) +

∑
i,j F

(i,j), where F (0) describes the mode evolution in the
absence of the source and F (i,j) solves (A.6) in the presence of the correspond-
ing source term. Since the statistical propagators on the right-hand side exhibit
an exponential growth, F (t, t′,pk) = eµk(t+t′)F̃ (t, t′,pk), it is convenient to factor
out the corresponding growth of the solution F (i,j). The latter will have the form
F (i,j)(t, t′,p) = e(µi+µj)(t+t

′)F̃ (i,j)(t, t′,p), with the function F̃ (i,j)(t, t′,p) satisfying[
∂2
t + 2(µi + µj)∂t + (µi + µj)

2 + ω2
p

]
F̃ (i,j)(t, t′,p)

= sin
φ(t)

f
F̃ (t, t′, pi)F̃ (t, t′,pj)αij(t, t′, p). (A.7)

In the last equation the time-dependent frequency was replaced by its average fre-
quency ωp due to the absence of strong parametric resonance for that mode. Ig-
noring the time-dependence of αij , this equation describes a damped and period-
ically driven harmonic oscillator and, therefore, F̃ (i,j)(t, t′,p) ∝ αij(t, t

′, p). It is
well known, that the strongest amplification occurs for modes with resonant fre-
quencies. As can be seen from (A.3) and (A.4), the functions αij do not contain a
periodic component. Hence only the remaining three terms on the right-hand side
of (A.7) account for the resonant amplification. We have confirmed the emergence
of resonant peaks by including the source term, calculated using the approximation
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of narrow δ-peaks from (A.3), in the linear equations of motion for the fluctuations
and solving them numerically.
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Appendix B

The modified spherical collapse
model

The content of this appendix is based on the work in collaboration with Jürgen
Berges and Joerg Jaeckel, that has been published in [2]. In that work I did the
main computations and most of the writing of the script. The large part of the text
in this appendix is taken from that reference.

In this appendix to chapter 4 we describe the spherical collapse model [72,
73], adapted to take into account the nonvanishing pressure of the overdensities
of monodromy ALP dark matter.

We consider an over-density of radius r, density ρ, pressure p and total mass
M . The Newtonian equation of motion for the radius has the form [158]

d2r

dt2
= −8πG

3
ρRr −

GM

r2
− 1

ρ

dp

dr
, (B.1)

where G is Newton’s constant and ρR is the background density of radiation. The
second term on the right-hand side is the gravitational force due to the matter in-
sider the spherical shell and the last term is the pressure gradient force [159]. The
total mass is conserved and related to the initial1 density contrast δ of the overden-
sity by

M =
4π

3
ρr3 =

4π

3
ρ̄(1 + δ)r3. (B.2)

The pressure term can be estimated by noting that ALPs have already become
non-relativistic by the time of interest, such that εp ≈ ma. Therefore,

ρ ≈ ma
N

V
=
M

V
∝ r−3, p ≈ 〈p

2〉
3ma

N

V
≈ 〈p

2〉
3m2

a

ρ =
α2

3m2
ar

2
ρ ∝ r−5. (B.3)

where N is the number of ALPs in the over-density and α ∼ 2π relates the radius
to the characteristic momentum. The acceleration due to the pressure is then given
by

− 1

ρ

dp

dr
=

1

ρ

5p

r
=

5α2

3m2
ar

3
. (B.4)

The radius of the over-density can be expressed as r(t) = ξa(t)R(t), where ξ
is the comoving radius before decoupling and R(t) describes the deviation of the
radius from the background Hubble flow (such that R = 1 at early times, before
decoupling). Transforming from time to the variable x = a/aeq, as explained in [72].

1The density contrast starts to grow after the over-density collapses.
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in our case leads to

x
(

1 + x
)
R̈+

(
1 +

3

2
x
)
Ṙ+

1

2

[1 + δ

R2
−R

]
− C

xR3
= 0. (B.5)

The last term in (B.5) is the extra-term due to the non-vanishing pressure. The pre-
factor C is given by

C =
5α2

8πGρ̄eqa4
eqξ

4m2
a

, (B.6)

where ρ̄eq is the average density of ALP dark matter at the epoch of matter-radiation
equality.

The expression for C can be found by relating the comoving radius of the over-
density to its characteristic comoving momentum, ξ = α/p. Using the relation

Heq

Hosc
=
a2

osc

a2
eq

(B.7)

for the Hubble parameter in a radiation-dominated universe, this leads to

C =
5α2

8πGρ̄eq

p4

m2
aa

4
eqα

4
=

5α2

8πGρ̄eq

9H2
eqη

4

α4
, (B.8)

where η = p/(maaosc). Finally, noting that at the epoch of matter-radiation equality
H2

eq = (8πG/3)2ρ̄eq, we arrive at

C(η) =
30

α2
η4 ≈ 0.76 η4, (B.9)

where in the last step we set α ≈ 2π. As can be seen, the parameter C is propor-
tional to the fourth power of the typical dimensionless rescaled comoving momen-
tum η of the over-density.



129

Appendix C

Simplified kinetic description

The content of this appendix is based on the work done in collaboration with Joerg
Jaeckel, and is presented in the preprint [3]. In that work I did the main computa-
tions and most of the writing of the script. Large parts of the text in this appendix
are taken from that reference.

In this appendix to chapter 5 we describe the analysis of the dynamics near
NTFPs in an expanding FRW spacetime, based on a simplified kinetic description.
Such a description allows us to obtain estimates for the duration of the extended
ultrarelativistic phase after fragmentation of ALPs which have a very small mass
near the bottom of the potential. It also allows us to estimate the typical velocities
after the freezing of the ALP spectrum.

After the fragmentation of the ALP field, the momentum distribution function,
in the presence of repulsive self-interactions, is split into two cascades (see Fig. 5.6).
This allows us to characterize the field dynamics in terms of a few quantities de-
scribing both momentum regions, as we describe below.

The dynamics at small momenta: The final result of the inverse cascade at low
momenta is the emergence of a homogeneous condensate, which carries most of the
particle number. In lattice simulations condensation is completed after a finite time,
which increases with the volume of the simulation. In other words, the condensate
would not become homogeneous across the entire universe within a finite amount
of time. Nevertheless, the typical scale of inhomogeneities in the low momentum
region is from the beginning larger than the inverse mass, and increases as long as
the inverse cascade continues. For simplicity, the entire infrared region can be thus
approximated as homogeneous, starting at times when its formation is completed
in simulations with moderate volumes.

The dynamics of such a homogeneous component in our description is extrap-
olated by solving the classical field equations:

φ̈(t) + 3Hφ̇(t) +m2φ(t) +
Λ4

f
sin

(
φ(t)

f

)
+ 2r

Λ4

f
sin

(
2
φ(t)

f

)
= 0. (C.1)

The dynamics at large momenta: At high momenta a direct cascade develops
after the collapse. As it is demonstrated in the following sections, deviations from
the scaling behavior appear when the mass near the bottom of the potential be-
comes important. At this point the cascade slows down and eventually freezes.
To study this effect we evolve the characteristic momentum mode p̄(a) and the
occupation number at that momentum n̄(a) according to a simplified Boltzmann
equation, which is derived below.
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C.1 Deviations from the self-similar evolution

As it was explained in section 5.3.1, for the most of the extended ultrarelativistic
phase of the dynamics after fragmentation, the potential can be well approximated
as massless (conformal) quartic. An important feature of this approximate con-
formal symmetry is that the evolution equations in the radiation-dominated FRW
universe, expressed in terms of comoving coordinates and conformal field and time
variables, are the same as those in a Minkowski spacetime.

The self-similar behavior of the direct cascade at high momenta, where ωp ≈ p is
satisfied, for the conformal ϕ4 theory has been studied in [22] (see also section 6.5.2
chapter 6). The scaling exponents of the self-similar evolution,

n(τ,p) =
( τ
τS

)α
nS

(( τ
τS

)β
p
)
,

are found to be β ≈ −1/5 and α ≈ 4β, where nS denotes the spectrum at time
τS . These values can be obtained by solving the Boltzmann equation for a collision
term of three-body scattering processes (see also Eq. (C.6)).

The self-similar evolution of the energy cascade takes place in the regime of
high occupations, 1 � n̄ � λ−1, and terminates when n̄ becomes of order one. At
this stage genuine quantum effects become important and the system is expected to
thermalize. This regime of the dynamics is not captured by the classical-statistical
approximation, which is instead valid when the spectrum has large occupations at
low momenta.

In order to estimate the time when the characteristic occupation numbers would
become of order unity, we note that from the above scaling relations it follows that
n̄(p̄) ∝ p̄−α/β ∝ p̄−4. Estimating the proportionality constant from the left panel in
Fig. 5.6 we arrive at

n̄ ∼ 1

λ

(30

η̄

)4
=

1

λ

(30maaosc

p̄

)4
∼ 1

λ

( a

15aosc

)4β
, (C.2)

where we also used an estimation p̄(a) ∼ (30maaosc)(a/(15aosc))
−β from that figure.

On the other hand, the scaling behavior described above is valid only in the
ultrarelativistic regime. The small mass near the bottom of the potential eventually
leads to deviations from such behavior. These deviations are expected to become
important when

p̄ ∼ mfinala, (C.3)

and, using the above estimate for the characteristic momentum p̄, one arrives at

30
( a

15aosc

)−β
= r
( a

aosc

)
. (C.4)

Inserting the numerical values for the exponents into the above expressions we
obtain parametric estimates for the scale factor for thermalization as well as for the
onset of nonrelativistic dynamics,

a

aosc
∼ 15

λ
for thermalization,

a

aosc
∼
(30

r

) 5
4 for the onset of the nonrelativistic regime.

(C.5)
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The cascade freezes soon after the onset of the nonrelativistic behavior. The
freeze-out can be understood not from thermalization but because the interaction
rate is suppressed compared to the Hubble expansion.

For all values of λ and r that are relevant for our ALP models, thermalization
happens at much larger scale factors than the transition to the nonrelativistic regime
of the dynamics. This implies that the ALPs do not achieve thermal equilibrium
when they become nonrelativistic and that the description of this transition can be
based on the classical-statistical approximation.

C.2 Kinetic description and the freeze-out

In this subsection we demonstrate how the onset of nonrelativistic dynamics, which
happens when (C.3) is satisfied, leads to the freeze-out of the cascade. To do this
we first write down the kinetic equation describing the cascade, without assuming
ultrarelativistic dynamics. We then derive from it a simplified evolution equation
for the occupation numbers at the characteristic momentum. We then verify its
power-law behavior in the ultrarelativistic regime as well its slow down when the
nonrelativistic corrections set in.

The kinetic equation that describes the dynamics of the direct cascade has been
derived in [22]. It can be written as

∂τnp = n′pH0 = I(3) + I(4) + ...,

where I(l) is the collision term corresponding to l-body scatterings. As it is shown
in [22], the dynamics is dominated by three-body scatterings that arise from the
quartic vertex in the presence of a condensate. The corresponding collision term in
the regime of large occupation numbers, np � 1, has the form [22]

I(3) =

�
λ2〈φ2

c〉
2

d3kd3qδ(3)(p− k− q)

(2π)22ωp2ωk2ωq
δ(ω0 + ωp − ωk − ωq)

[
nknq − np(nk + nq)

]
−2

�
λ2〈φ2

c〉
2

d3kd3qδ(3)(p + k− q)

(2π)22ωp2ωk2ωq
δ(ωp + ωk − ω0 − ωq)

[
npnk − nq(np + nk)

]
,(C.6)

where ω2
p = p2 + M2 is the particle energy and 〈φ2

c〉(τ) = Fc(τ, τ,p = 0) describes
the condensate in terms of conformal variables.

One can see already from the (C.6) why the onset of nonrelativistic regime leads
to the slow-down of the dynamics. The particle energies, present in the denomina-
tor of the collision integral, grow as

ωp =
√

p2 +M2 ≈M ≈ mfinala

when they become dominated by the rest mass. This leads to the suppression in
the right-hand side of (C.6). 1 Also the 〈φ2

c〉 term is approximately in the quartic-
dominated regime and decreases in the mass-dominated regime.

We now derive the simplified evolution equation for the characteristic modes.
Assuming that the shape of the distribution function does not change much through-
out the entire dynamics and that the collision term is dominated by momenta close

1In the language of the physical time and the occupation numbers per physical volume the kinetic
equation has the form

∂tnp + 3Hnp = C[n],

and the freeze-out happens as a result of the Hubble friction term dominating over the collision term.
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to the characteristic momentum, we can replace the occupation numbers in the
squared brackets of (C.6) by the characteristic occupation n̄(τ) and the energies in
the denominator by the characteristic energy ω̄(τ) = ω(τ, p̄). The momentum inte-
grals over the delta-functions give
�
d3kd3qδ(3)(p− k− q)δ(ω0 + ωp − ωk − ωq) =

�
d3kδ(ω0 + ωp − ωk − ωp−k)

∝
�
dkk2δ(ω0 + ωp − ωk − ωp−k) ∼ p̄2(τ)

[ p̄(τ)

ω̄(τ)

]−1
.

Combining everything leads to the following form of the simplified kinetic equa-
tion for the characteristic momentum mode,

n̄′ ≈ C(3)
〈φ2
c〉n̄2p̄

ω̄2
, (C.7)

where C(3) is an unknown constant, which encodes the details of the kinetic equa-
tion, but should not change much with time. Instead of calculating it we simply
find the constant by matching the extrapolation with the lattice simulation.

Of course, the derivation of the above equation is not rigorous. Nevertheless,
(C.7) provides an insight into the dynamics. Importantly, the p̄ ∝ τ1/5 solution is
recovered in the ultrarelativistic regime, ω̄ ≈ p̄, under the assumption that 〈φ2

c〉
stays approximately constant. Moreover, it also describes the slow-down of the
cascade once the nonrelativistic behavior sets in, as illustrated in Fig. 5.8.

C.3 Energy conservation for the direct cascade

In a static spacetime the direct cascade transports conserved energy. However, in
an expanding spacetime energy is not conserved. In the language of conformal
variables, this is due to the time-dependence of the Hamiltonian, induced by the
scale factor. The ultrarelativistic regime in ϕ4 theory is a special case, since the
time-dependence drops and a conserved quantity ρc = a4ρ emerges.

To be able to extend the discussion about the energy cascades beyond the ul-
trarelativistic regime we note that in an expanding universe the energy dilutes ac-
cording to

ρ′

ρ
=
−3− 3w(a)

a
, (C.8)

where the primes denote derivatives with respect to the scale factor. This equation
will be used as the generalization of the energy conservation condition in a static
spacetime and will allow us to relate the exponents α and β.

The parameter w can be determined from the energy and the pressure of the
field, given by

ρ ≈ 1

a4

�
p
ω(t,p)n(t,p), p ≈ 1

a4

�
p

p2

3ω(t,p)
n(t,p).

The energy during the direct cascade is centered around the characteristic momen-
tum, which allows us to express the energy and the pressure in terms of p̄(a) and
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n̄(a), as well as the corresponding particle energy ω̄ = ω(p̄), according to

ρ ∝ 1

a4
p̄3n̄ω̄, p ∝ 1

a4
p̄3n̄

p2

3ω̄
. (C.9)

The corresponding equation of state parameter w can be estimated from (C.9) as

w =
p

ρ
=

p̄2

3ω̄2
. (C.10)

Now, from the first equation in (4.23) it follows that

ρ′

ρ
= 3

p̄′

p̄
+
n̄′

n̄
+
ω̄′

ω̄
− 4

a
.

Therefore, using (C.8), the energy conservation for the direct cascade can be ex-
pressed as

3
p̄′

p̄
+
n̄′

n̄
+
ω̄′

ω̄
=

1− 3w

a
. (C.11)

Let us consider some particular cases. In the ultrarelativistic regime ω̄ ≈ p̄ and
w ≈ 1/3, which leads to the standard energy conservation in ϕ4 theory,

4
p′

p
+
n̄′

n̄
= 0.

In contrast, in the nonrelativistic regime, where ω̄ ≈Ma and w ≈ 0. As a result, for
a constant mass M , the third term is approximately 1/a and the conservation reads

3
p′

p
+
n̄′

n̄
= 0.

To summarize the appendix, we solve a set of coupled equations for the homo-
geneous component (C.1), for the characteristic momentum scale (C.7) and the one
reflecting energy conservation (C.11). These equations are supplemented by the
approximate equation for the particle energy at the characteristic momentum ω̄(a),

ω̄2 = p̄2 +m2
finala

2 +
λ〈φ2

c〉
2

. (C.12)

We initialize the variables φc, n̄ and p̄ as well as the prefactor C(3) using the data
from lattice simulations. The results from this analysis are summarized in Sec. 5.3.3
and, in particular, in figures 5.8 and 5.9.
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